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Abstract

LiFi Transceiver Designs for 6G Wireless Networks

Mohamed Amine Arfaoui, Ph.D.

Concordia University, 2022

Due to the dramatic increase in high data rate services, and in order to meet the

demands of the sixth-generation (6G) wireless networks, researchers from both academia

and industry have been exploring advanced transmission techniques, new network archi-

tectures and new frequency bands, such as the millimeter wave (mmWave), the infrared,

and the visible light bands. Light-fidelity (LiFi) particularly is an emerging, novel, bidirec-

tional, high-speed and fully networked optical wireless communication (OWC) technology

that has been introduced as a promising solution for 6G networks, especially for indoor

connectivity, owing to the large unexploited spectrum that translates to significantly high

data rates.

Although there has been a big leap in the maturity of the LiFi technology, there is

still a considerable gap between the available LiFi technology and the required demands

of 6G networks. Motivated by this, this dissertation aims to bridge between the current

research literature of LiFi and the expected demands of 6G networks. Specifically, the

key goal of this dissertation is to fill some shortcomings in the LiFi technology, such as

channel modeling, transceiver designs, channel state information (CSI) acquisition, local-

ization, quality-of-service (QoS), and performance optimization. Our work is devoted to

address and solve some of these limitations. Towards achieving this goal, this disserta-

tion makes significant contributions to several areas of LiFi. First, it develops novel and

measurements-based channel models for LiFi systems that are required for performance

analysis and handover management. Second, it proposes a novel design for LiFi devices

that is capable of alleviating the real behaviour of users and the impurities of indoor

propagation environments. Third, it proposes intelligent, accurate and fast joint position

and orientation techniques for LiFi devices, which improve the CSI estimation process and

boost the indoor location-based and navigation-based services. Then, it proposes novel

proactive optimization technique that can provide near-optimal and real-time service for

indoor mobile LiFi users that are running some services with high data rates, such as

iii



extended reality, video conferencing, and real-time video monitoring. Finally, it proposes

advanced multiple access techniques that are capable of cancelling the effects of interfer-

ence in indoor multi-user settings. The studied problems are tackled using various tools

from probability and statistic theory, system design and integration theory, optimization

theory, and deep learning. The Results demonstrate the effectiveness of the proposed de-

signs, solutions, and techniques. Nevertheless, the findings in this dissertation highlight

key guidelines for the effective design of LiFi while considering their unique propagation

features.
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Chapter 1

Introduction

1.1 The Road Toward 6G

As the fifth generation (5G) of wireless networks is currently under deployment, re-

searchers from both academia and industry started shaping their vision on how the up-

coming sixth generation (6G) would be [1]. The main goals of 6G networks are not only

to fill the gap of the original and unfulfilled promises of 5G or to keep up with the con-

tinuous emergence of the Internet-of-Things (IoT) networks but also to be able to handle

the exponential increase of both the number of devices connected to the Internet and the

total data traffic [2]. In this regard, unlike previous generations of cellular networks, 6G

networks are expected to seamlessly and ubiquitously connect everything and support

very high data rates and diverse requirements on reliability and latency. They are also

expected to support a myriad of services across different industries such as augmented

or extended reality, autonomous driving, industrial automation, and remote healthcare,

among others. In this regard, 6G networks would meet unprecedented demands for high

quality wireless services. In other words, 6G networks must urgently provide high data

rates, seamless connectivity, ubiquitous coverage, and ultra-low latency communications

in order to reach the preset targets [2]. With the goal of meeting these high requirements,

researchers from both industry and academia have been trying to explore new network

architectures, such as ultra dense networks [3], novel transceiver designs, such as massive

multiple-input-multiple-output (MIMO) [4], cell-free (CF) massive MIMO [5], reconfig-

urable intelligent surface (RIS) [6, 7], and holographic MIMO surface (HMIMOS) [8],

advanced transmission techniques, such as non-orthogonal-multiple-access (NOMA) [9],

and rate splitting multiple access (RSMA) [10], and high frequency bands, such as the
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millimeter wave (mmWave) band [11], the terahertz (THz) [12] band, and the optical

band, which includes the infrared (IR) and the visible light (VL) bands [13–15].

1.2 Light Fidelity (LiFi)

Light-fidelity (LiFi) is a novel bidirectional, high speed and fully networked optical

wireless communication (OWC) technology, that uses the VL as the propagation medium

in the downlink for the purposes of illumination and wireless communication [16]. It

also uses IR light in the uplink so that the illumination constraint remains unaffected,

especially in indoor environments, and also to avoid interference with the VL in the down-

link [16]. LiFi offers a number of important benefits that have made it favorable for 6G

networks [17]. These benefits include the very large, unregulated bandwidth available in

the IR and the VL spectra (more than 2600 times greater than the whole radio-frequency

(RF) spectrum), the high energy efficiency [18], the straightforward deployment that uses

off-the-shelf light emitting diodes (LEDs) or laser diodes (LDs) at the transmitter side

and photodiodes (PDs) at the receiver end, respectively, and the enhanced security as

light does not penetrate through walls and opaque objects [19].

1.3 Potential Applications

LiFi has unique advantages to provide safe, secure, low-cost, and high-bandwidth

communications. Many distributed applications from indoor to outdoor environments

can benefit from LiFi, including broadband access, indoor localization, remote monitoring,

control and sensing, vehicular communication, and underwater exploration. As depicted

in Figure 1.1, the main potential applications of LiFi technology in different areas are

described as follows [20]:

• Indoor connectivity: Any light source can be used to provide LiFi hotspots and

the same communications and sensor infrastructure can be used to monitor and

control both lighting and data communication simultaneously. A secure and very

high data rate local area network (LAN) can be deployed where computers, printers,

mobile phones, wearables, and other mobile devices are interconnected using LiFi.

It can also be used to deal with the high demand of indoor wireless access to Internet
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Transportation Systems Underwater Activities

Figure 1.1: Main applications of LiFi technology.

and real-time bandwidth-intensive applications, such as Voice over IP (VoIP), video

conference, extended reality (XR), and real-time video monitoring [20].

• Outdoor connectivity: Using the light sources that are deployed in the streets,

wireless broadband connectivity can be offered for the nearby users. In addition,

the street lights infrastructure can be exploited in outdoor localization, navigation,

and crowd sensing applications, especially in the case of emergency or social events.

• Transportation systems: Through the light sources that are used in head and

tail of vehicles, the street lamps, the signage, and the traffic signals, a smart traffic

system can be deployed based on LiFi. As such, vehicles can communicate with each

other about speed, routes and destinations of themselves to avoid traffic accidents

and share traffic information that is unknown in advance for traffic management.

Moreover, some infrastructures could share valuable information with passing vehi-
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cles to help drivers and ensure road safety [21]. Other promising LiFi application

is the use of the traveller lighting in aircrafts to transmit music and video, and

exchange data with wired nodes in the aircraft cabin [22,22,23].

• Underwater communication: LiFi is an excellent alternative for high speed un-

derwater communication compared to RF transmission and acoustic communication,

which are expensive and have limited data rates. Several LiFi systems have been

proposed for submarine communication, wireless sensor networks, remotely operated

vehicles, and diver communication applications [24].

• Public areas: Museums, malls and other public areas can be equipped with accu-

rate localization and navigation systems based on LiFi. A mobile indoor positioning

system might help, for example, trigger a particular audio or video guide script in

a museum, or help shoppers to find discounted items in a store [22, 22, 23]. In ad-

dition, it will be possible to provide information and communication in case of civil

contingencies.

While LiFi technology bring efficient solutions to many real-life problems, it is not

intended to replace RF technologies. Rather, LiFi can be viewed as a complementary

technology to RF. There are applications where LiFi is more suitable than RF, whereas

there are other applications where the opposite is true. For example, recent advances in

wireless communication technologies have shown that mmWave communications, which

is an RF technology, is the most efficient for air-to-ground communications [25, 26]. On

the other hand, it has been shown through experiments that LiFi is efficient in indoor

environments, such as airport halls and aircraft cabins [22,23]. This suggest that neither

technology can be considered as a replacement for the other. In fact, in some cases, one

may need to combine both technologies to reap the best performance. It all depends

on the underlying environment and application. As such, both technologies should be

exploited together to meet the expectations of 6G networks.

1.4 Motivation and State of the Art

Although there has been a big leap in the maturity of the LiFi technology, there is

still a considerable gap between the available LiFi technology and the required demands

of IoT and 6G networks. In fact, several shortcomings of the current research literature
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on LiFi make the current technology still far from satisfying the demands of IoT and

6G networks. Motivated by this, we aim in this thesis to provide transceiver designs for

indoor LiFi applications that can alleviate the effects of both the real behaviour of typical

users and the environment impurities. More importantly, such designs have to be capable

of satisfying the demands of IoT and 6G networks, in terms of high data rates, ultra

reliability, low latency, robust security and accurate localization.

In the following, we review the state-of-the-art of the current LiFi technology for

indoor environments. The starting points of the proposed research are three research

aspects related to LiFi technology. These research aspects are based on recent survey

papers in the visible light communication (VLC) and LiFi literature, which are detailed

in the following parts.

1.4.1 Channel Models

1.4.1.1 Overview

The survey paper [27] considers OWC channel scenarios and their utilization trade-off

in terms of optical carrier, range, mobility, and power efficiency. Furthermore, it inves-

tigates the main optical channel characteristics that affect the OWC link performance.

Moreover, this paper presents a comprehensive overview of the most important OWC

channel measurement campaigns and channel models, primarily for wireless infrared com-

munications and visible light communications. OWCs channel models are further com-

pared in terms of computation speed, complexity, and accuracy. This survey considers

indoor, outdoor, underground, and underwater communication environments.

1.4.1.2 Limitations and Gaps

From the comprehensive survey provided in [27], one of the key shortcomings of the

current research literature on LiFi is the lack of appropriate statistical channel models for

transceiver design, performance analysis and handover management purposes. In fact, the

majority of the works reported in the literature of LiFi systems assume idealistic channel

models that do not encompass the real behaviour of users. Precisely, the majority of

studies assume that LiFi devices are always stationary and face the LiFi access points

(APs). However, in real life scenarios, LiFi users may have a random motion and may

hold their devices in a way that feels most comfortable. Nevertheless, unlike conventional
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RF wireless systems, the LiFi channel is not isotropic, meaning that the device orienta-

tion affects the channel gain, and consequently the performance, significantly [28]. Such

random behaviour along with the environment impurities, such as link blockage (light

path blockage by opaque objects), can affect the desired performance remarkably and it

should be analyzed carefully.

1.4.2 Position and Orientation Estimation

1.4.2.1 Overview

As Global Positioning System (GPS) cannot provide satisfying performance in indoor

environments, indoor positioning technology, which utilizes indoor wireless signals instead

of GPS signals, has grown rapidly recently. Meanwhile, using light devices, such as LEDs

and LDs, the LiFi technology has been deemed to be a promising candidate for indoor

positioning. The survey paper [29] provides a comprehensive study of a novel positioning

technology based on white LED lights, which has attracted much attention from both

academia and industry in recent years. The essential characteristics and principles of

this system are deeply discussed, and relevant positioning algorithms and techniques are

classified and elaborated. In addition, this paper undertakes a thorough investigation into

current LED-based indoor positioning systems and compares their performance through

many aspects, such as test environment, accuracy, and cost.

1.4.2.2 Limitations and Gaps

It is predictable that implementing a novel localization technology based on LiFi sys-

tems has a great potential, which has encouraged both academia and industry to step

into the field [30]. However, as mentioned previously, the device orientation is a crucial

factor in LiFi networks like any system employing high frequency bands (mmWave, THz,

etc), which are possible candidates for future indoor communication that can fulfil the de-

mand of 6G networks [28]. This makes the orientation estimation an important factor in

maintaining the target high performance of LiFi systems. Hence, reporting the device ori-

entation along with the position can remarkably help in improving user quality-of-service

(QoS), resource allocation, and interference management for this kind of networks [28].

Based on the comprehensive survey [29], there are a number of limitations in the current

literature. In fact, only the estimate of the position is considered, and hence, the esti-
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mate of the UE’s orientation remains unresolved. This is mainly due to the fact that the

position and orientation estimation metrics of LiFi systems are non-linear functions with

respect to the user’s position and orientation [28], which leads to non-convex optimiza-

tion problems with a lot of local optima. Nevertheless, the imperfect estimation of these

uncertain parameters will result in a serious performance loss.

1.4.3 Performance Optimization

1.4.3.1 Overview

The survey paper [31] reviews the emerging research in the field of LiFi networks and

lay out the challenges and some technological solutions. Specifically, it reviews at first the

LiFi channel capacity derivation and discusses the performance metrics and the associated

variables. The optimization of LiFi networks is also discussed, including resources and

power allocation techniques, users association, coordination techniques, multiple access

techniques, interference management, simultaneous energy harvesting and information

transmission.

1.4.3.2 Limitations and Gaps

The LiFi propagation medium has been deemed as a randomly behaving entity among

the source and the destination due to the mobility and random orientation of LiFi devices

as well as the presence of blockages. These three factors combined together deteriorates

the received signal quality. As a result, the channel quality fluctuates and the performance

of advanced multiple access techniques in LiFi cellular networks is significantly affected.

Unfortunately, in the current literature of LiFi technology, there is no effective multiple

access techniques that can alleviate the effects of mobility and random orientation of

LiFi devices, deal with the blockage issues, and perfectly manage the interference in LiFi

cellular networks.

1.5 Thesis Contributions

The focus of this dissertation is to address the limitations of the state of the art of

LiFi technology detailed in Section 1.4. In this context, the main contributions of the

thesis, which are shown in Figure 1.2, are summarized as follows:
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Figure 1.2: Graphical summary of problems addressed in the Thesis.

1. Physical Layer Security: One of the aspects that are missing from the LiFi lit-

erature is the security issues that face this technology. Hence, we have conducted

a comprehensive and comparative study that covers almost all aspects of physical

layer security (PLS) for LiFi systems, including different channel models, input dis-

tributions, network configurations, precoding/signaling strategies, secrecy capacity,

and information rates, in a way that completely defines the overall state-of-the-art

of the LiFi technology. This study is published in [32].

2. Channel Models: In Chapter 3, we have developed novel, realistic and measurement-

based channel models for indoor LiFi systems. Precisely, the statistics of the channel

gain are derived for the case of stationary and mobile users with random device ori-

entation. For stationary users, two channel models are proposed as well, namely,

the modified truncated Laplace (MTL) model and the modified Beta (MB) model.

For mobile users, two channel models are proposed, namely, the sum of modified

truncated Gaussian (SMTG) model and the sum of modified Beta (SMB) model.

Based on the derived models, the impact of random orientation and spatial distri-

bution of users is investigated, where we show that the aforementioned factors can

strongly affect the channel gain and the system performance. Our findings for this

aim were published in [33] and [34].

3. Multi-Directional Receiver Design: Aiming to alleviate the effects of mobility,

random device orientation, and blockage, we have proposed in Chapter 4 a novel

multi-directional receiver (MDR) structure, in which the PDs are located on differ-
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ent sides of the user’s device, e.g., a smartphone. This configuration is motivated

by the fact that conventional structures exhibit poor performance in the presence

of random device orientation and blockage. We tested the performance of the pro-

posed design in an indoor environment using measurement-based channel models.

In addition, we have adopted spatial modulation (SM) as a modulation scheme and

we showed that MDR outperforms the benchmark structure by over 10 dB at bit-

error ratio (BER) of 3.8× 10−3. Moreover, an adaptive access point (AP) selection

scheme for SM is considered where the number of APs are chosen adaptively in an

effort to achieve the lowest energy requirement for a target BER and spectral effi-

ciency. The user performance with random orientation and blockage in the entire

indoor environment is evaluated for sitting and walking activities, for which the

orientation-based random waypoint (ORWP) mobility model is invoked. We fur-

ther demonstrated that the proposed adaptive technique with SM outperforms the

conventional spatial multiplexing system. Our findings for this aim were published

in [35] and [36].

4. Position and Orientation Estimation: In Chapter 5, the joint estimation of

user’s 3D position and orientation in indoor LiFi systems with unknown emission

power is investigated. Existing solutions for this problem assume either ideal LiFi

system settings or perfect knowledge of the user states, rendering them unsuitable

for realistic LiFi systems. In addition, these solutions consider the non-line-of-

sight (NLOS) links of the LiFi channel gain as a source of deterioration for the

estimation performance instead of harnessing these components in improving the

position and the orientation estimation performance. This is mainly due to the lack

of appropriate estimation techniques that can extract the position and orientation

information hidden in these components. Against the above limitations, we have

adopted fingerprinting as an estimation technique and the received signal-to-noise

ratio (SNR) as an estimation metric, where all components of the LiFi channel are

considered. Motivated by the success of deep learning (DL) techniques in solving

several complex estimation and prediction problems, we have employed two deep

artificial neural network (ANN) models that can map efficiently the instantaneous

received SNR with the user 3D position and the UE orientation. The first model

is based on the multilayer perceptron (MLP) and the second model is based on the
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convolutional neural network (CNN). Through numerous examples, we have inves-

tigated the performance of the proposed models in terms of the average estimation

error, precision, computational time, and the BER. We have also compared this

performance to that of the k-nearest neighbours (KNN) technique, which is widely

used in solving wireless localization problems. It is demonstrated that the proposed

models achieve significant gains and are superior to the KNN scheme. Our findings

for this aim were published in [37].

5. Proactive Optimization: In Chapter 6, we have investigated the channel aging

problem of LiFi systems. In the LiFi physical layer, the majority of the optimization

problems for mobile users are non-convex and require the use of dual decomposi-

tion or heuristics techniques. Such techniques are based on iterative algorithms,

and often, cause a high processing time at the physical layer. Hence, the obtained

solutions are no longer optimal since the LiFi channels are evolving. Alternatively,

a proactive optimization approach that can alleviate the LiFi channel aging prob-

lem is proposed. The core idea is designing a long-short-term-memory (LSTM)

network that is capable of predicting posterior positions and orientations of mobile

users, which can be then used to predict their posterior channel coefficients. Conse-

quently, the obtained channel coefficients can be exploited for deriving near-optimal

transmission schemes prior to the intended service time, which enables real time ser-

vice. Through various simulations, the performance of the designed LSTM model

is evaluated in terms of the prediction accuracy and time. Finally, the performance

of the proposed approach is investigated in the sum rate maximization problem of

multi-user LiFi systems with QoS constraints, where a performance gap of less than

7% is achieved, while maintaining a real time service. Our findings for this aim were

published in [38] and submitted for possible publication in [39].

6. Next Generation Multiple Access Techniques: In Chapter 7, we have in-

vestigated the dynamic power allocation for a LiFi cellular system consisting of

two coordinating attocells, each equipped with one AP. The coordinated multipoint

(CoMP) between the two cells is introduced to assist users experiencing high inter-

cell-interference (ICI). Specifically, the coordinated zero-forcing (ZF) precoding is

used to cancel the ICI at the users located near the centers of the cells, whereas the

joint transmission (JT) is employed to eliminate the ICI at the users located at the
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edge of both cells and to improve their receptions as well. Furthermore, two multi-

ple access techniques are invoked within each cell, namely, NOMA and cooperative

NOMA (C-NOMA). Hence, two multiple access techniques are proposed for the

considered multi-user multi-cell system, namely, the CoMP-assisted NOMA scheme

and the CoMP-assisted C-NOMA scheme. For each scheme, two power allocation

frameworks are formulated each as an optimization problem, where the objective

of the former is maximizing the network sum data rate while guaranteeing a cer-

tain QoS for each user, whereas the goal of the latter is to maximize the minimum

data rate among all coexisting users. The formulated optimization problems are not

convex, and hence, difficult to be solved directly unless using some heuristic meth-

ods, which comes at the expense of high computational complexity. To overcome

this issue, optimal and low complexity power allocation schemes are derived. In

the simulation results, the performance of the proposed CoMP-assisted NOMA and

CoMP-assisted C-NOMA schemes are compared with those of the CoMP-assisted

orthogonal-multiple-access (OMA) scheme, the C-NOMA scheme, and the NOMA

scheme, where the superiority of the proposed schemes are demonstrated. Finally,

the performance of the proposed schemes and the considered baselines is evaluated

while varying various system parameters. Our findings for this aim were published

in [40].

1.6 Thesis Organization

The rest of the thesis is organized as follows. Chapter 2 provides a comprehensive intro-

duction to LiFi technology, including the communication model, the propagation model,

and the orientation model of LiFi devices. In Chapter 3, the proposed measurements-

based LiFi channel models are presented. Chapter 4 presents the proposed MDR design

for LiFi devices. In Chapter 5, the proposed joint 3D position and orientation estimation

techniques for indoor LiFi users are presented. Chapter 6 presents the proposed proactive

optimization technique for LiFi systems. In Chapter 7, the proposed advanced multiple

access technique are presented. Chapter 8 provides a summary of the thesis along with

some future research directions.
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1.7 List of Publications

This dissertation has led to the key publications enumerated in Section 1.7.1. More-
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Chapter 2

Background

In this section, we build the theoretical background for the LiFi technology. In Sections

2.1 and 2.2, the communication model and the propagation model of LiFi systems are

presented, respectively, whereas in Section 2.3, the orientation model of LiFi devices is

detailed, with emphasis on mobile devices, such as smartphones.

2.1 Communication Model

Z

Hr

Y

X

0.5Lr

0.5Wr

−0.5Lr

LED PD

PD LD

O

uplink

downlink

−0.5Wr

Figure 2.1: A typical indoor LiFi system.

Consider the indoor LiFi system shown in Figure 2.1, which consists of a room

with size Lr×Wr×Hr, where Lr, Wr, and Hr denote the length, the width and the height

of the room, respectively. The LiFi system is equipped with a set of APs installed at the

ceiling of the room. Each AP is down facing and is equipped with a set of LEDs and
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Figure 2.2: A typical LiFi UE equipped with a number of LDs and PDs, where each LD is adjacent to

one PD.

PDs adjacent to each other, where the LEDs are used for illumination and downlink data

transmission simultaneously and the PDs are used for uplink data reception. On the other

hand, we denote a LiFi user by one that is capable of communicating with an indoor LiFi

system. Precisely, as shown in Figure 2.2, the user equipment (UE) is equipped with a set

of LDs and PDs, and hence, can transmit and receive data signals from the LiFi access

point (AP). As shown in Figure 2.1, the communication between the APs and the UE

is bidirectional. Specifically, in the downlink, the APs employ the visible light spectrum

for transmitting the information and the LiFi UE receives this information through its

PDs, whereas in the uplink, the LDs of the UE transmit the information using the IR

spectrum and the APs detect the transmitted signals through their associated PDs. In this

mechanism, there is no interference between the downlink and the uplink transmissions

and the two phases can occur simultaneously.

Let Nt denotes the number of transmit elements of a LiFi transmitter and Nr denotes

the number of receiving elements of a LiFi receiver. Accordingly, for the case of downlink

transmission, Nt is the number of APs andNr is the number of PDs of the UEs, whereas for

the case of uplink transmission, Nt is the number of LDs of the UEs and Nr is the number

of APs. Now, let us focus on the downlink transmission, where the intensity modulation

direct detection (IM/DD) is considered. Figure 2.3 presents the main building blocks of a

typical LiFi system. At the transmitter side, the information data bits are modulated and

then converted into electrical analog signals using a digital-to-analog converter (DAC).

The electrical signals are then used to modulate the LED’s output light. The transmit

elements are the LEDs of the Nt APs that are driven by a fixed bias direct current

(DC) IDC ∈ R+, which sets the average radiated optical power from the LEDs. The
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Figure 2.3: A simplified block diagram of a LiFi system.

data signals are grouped into an Nt × 1 zero-mean vector of current signals s, which is

then superimposed on IDC, via, e.g., a bias-T circuit, to produce a positive-valued current

x = s+IDC1Nt and to imperceptibly modulate the instantaneous optical power pt emitted

from the LEDs of the APs. Then, using an appropriate pre-distorter [41], the electro-

optical conversion can be modeled as pt = ηNLEDs (s+ IDC1Nt), where η (W/A) is the

current-to-power conversion efficiency of the LEDs and NLEDs is the number of LEDs per

AP. Since E (s) = 0, the data signals do not contribute to the average optical power. At

the receiver side, the optical power collected by the PDs of the UE is given by pr = Hpt,

in which H is the Nr×Nt downlink channel matrix between the Nt LEDs of the APs and

the Nr PDs of the UE, whose expression is detailed in the following section. Afterwards,

the PDs of the UE, each with a responsivity Rp (A/W), convert the incident optical

power into a proportional current Rppr. Then, the DC bias is removed, and the signals

are amplified via a transimpedance amplifier (TIA) of gain T (V/A) to produce an Nr×1

voltage signal vector y, which is a scaled, but noisy, version of the information-bearing

signal s.

Based on the above, the resulting downlink signal model is described as

y = λHs+ n, (2.1)

where λ = TRpηNLEDs and n = [n1, n2, ..., nNr ]
T is the Nr × 1 noise vector at the PDs

of the UE, such that for all i ∈ J1, NrK, ni is the noise experienced at the ith PD of the

UE. The noise here includes all possible noises, such as the shot noise and the thermal

noise, and is assumed to be real valued additive white Gaussian noise (AWGN) that is

19



N (0Nr , σ
2
VLINr) distributed and independent of the transmitted signal [42]. The variance

of the noise is equal to σ2
VL = NVLBVL, where NVL is the noise single sided power spectral

density and BVL is the visible light bandwidth available at the APs. Finally, an analog-

to-digital converter (ADC) is used to sample the signal y. Following the demodulation of

the signal, the information bits are recovered. It is important to mention here that the

same communication model applies to the uplink transmission as well, but it is omitted

here for brevity.

2.2 Propagation Model

In this section, the objective is to explain the downlink propagation model of indoor

LiFi systems. For all i ∈ J1, NrK and j ∈ J1, NtK, hi,j denotes the (i, j)th element of the

downlink channel matrix H, which corresponds to the downlink channel gain between the

jth AP and the ith PD of the UE. In this context, for all i ∈ J1, NrK and j ∈ J1, NrK,

Figure 2.4 presents the link geometry between the jth AP and the ith PD of the UE.

Based on this figure, and for all i ∈ J1, NrK and j ∈ J1, NrK, the downlink channel gain of

the wireless link between the jth AP and the ith PD of the UE is expressed as

hi,j = hLOS
i,j + hNLOS

i,j , (2.2)

where hLOS
i,j and hNLOS

i,j denote the line-of-sight (LOS) and the NLOS channel gains of

this link, respectively. Both LOS and NLOS components depend on the position of the

corresponding AP, as well as the position and the orientation of the corresponding PD of

the UE. First, for all i ∈ J1, NrK and j ∈ J1, NtK, the LOS channel gain hLOS
i,j is expressed

as [43]

hLOS
i,j =

H0

d2i,j
cosm(ϕi,j)rect

(
ϕi,j
Φ

)
cos(ψi,j)rect

(
ψi,j
Ψ

)
, (2.3)

where, as shown in Figure 2.4, ϕi,j is the radiance angle, Φ is the divergence angle of the

LEDs of the jth AP, ψi,j is the incidence angle, Ψ is the field-of-view (FOV) of the ith PD

of the UE, and di,j is the distance between the jth AP and the ith PD of the UE. Moreover,

the multiplicative coefficient H0 = (m+1)n2
cAPD

2π sin(Ψ)2
, in which m = −1/ log2(cos(Φ1/2)) is the

Lambertian emission order of the LED of the jth AP, such that Φ1/2 is the associated half-

power semi-angle of the LEDs, nc is the refractive index of the PD’s optical concentrator,

and APD is the geometric area of the PD of the UE.

For all i ∈ J1, NrK, let nu
i and pu

i = [xui , y
u
i , z

u
i ] denote the normal vector and the 3D

position of the ith PD of the UE in a Cartesian coordinate system (X, Y, Z). In addition,
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Figure 2.4: The downlink geometry of a point-to-point LiFi link.

for all j ∈ J1, NtK, let na
j and pa

j =
[
xaj , y

a
j , z

a
j

]
denote the normal vector and the 3D

position of the LEDs of the jth AP in the same Cartesian coordinate system. Moreover,

for all i ∈ J1, NrK and j ∈ J1, NtK, and as shown in Figure 2.4, let di,j =
pu
i−pa

j

||pu
i−pa

j ||2
denotes

the unit vector or the direction vector between the LEDs of the jth AP and the ith PD

of the UE. In this case, for all i ∈ J1, NrK and j ∈ J1, NtK, the cosine of the radiance

and the incidence angles in (2.3) are given by cos(ϕi,j) = dTi,jn
a
j and cos(ψi,j) = −dTi,jnu

i ,

respectively.

Considering the NLOS components of the LiFi channel gain, they can be calculated

based on the method described in [44]. Using the frequency domain instead of the time

domain analysis, one is able to consider an infinite number of reflections to have an

accurate value of the diffuse link. The environment is segmented into a number of surface

elements that reflect the light beams. These surface elements are modeled as Lambertian

radiators described by (2.3) with m = 1, a divergence of 90◦, and a FOV of 90◦. Assuming

that the entire room can be decomposed into ξ surface elements, the NLOS channel gain

hNLOS
i,j , including an infinite number of reflections between the LEDs of the jth AP and
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the ith PD of the UE, for all i ∈ J1, NrK and j ∈ J1, NtK, can be expressed as

hNLOS
i,j = rTi,jGξ(Iξ − EξGξ)

−1ti,j, (2.4)

where the vectors ti,j and ri,j respectively represent the LOS link between the LEDs of

the jth AP and all the surface elements of the room and from all the surface elements of

the room to the ith PD of the UE [44]. The matrix Gξ = diag(ρ1, ..., ρξ) is the reflectivity

matrix of all ξ reflectors, Eξ is the LOS transfer function of size ξ × ξ for the links

between all surface elements, and Iξ is the unity matrix of order ξ. The elements of Eξ

as well as those of ri,j and ti,j, for all i ∈ J1, NrK and j ∈ J1, NtK, are found according to

(2.3) between the LED of the jth AP, the surface elements and the ith PD of the UE.

Finally, it is important to mention here that the same propagation model applies to

the uplink transmission as well, but it is omitted here for brevity.

2.3 Device Orientation Model

The performance of the considered LiFi system depends mainly on the channel gain

between the transmitter and the receiver, which can be fully described by the channel ma-

trix H described in the previous section for the case of downlink transmission for example.

The channel gain depends in turn on the position and orientation of the UE. Devices such

as laptops are usually placed on a flat surface and the associated LDs and PDs can be

assumed to retain their orientation during each communication session whether upward

or not [28]. However, hand-held devices, such as smartphones and wearables, are prone

to random changes in orientation due to hand motion. In this dissertation, we focus on

these types of devices and incorporate the random orientation in our analysis.

Current smartphones and wearables are equipped with a gyroscope, an accelerometer,

and a compass that enable them to obtain the orientation in three dimensions by mea-

suring the elemental rotation angles yaw, α, pitch, β, and roll, γ [28, 45]. As shown in

Figure 2.5, the angles α, β and γ denote the rotations about the z-axis, the x-axis, and

the y-axis, respectively. According to the Euler’s rotation theorem, any rotation matrix

can be expressed by R = RαRβRγ, where

Rα =


cosα − sinα 0

sinα cosα 0

0 0 1

 ,Rβ =


1 0 0

0 cos β − sin β

0 sin β cos β

 ,Rγ =


cos γ 0 sin γ

0 1 0

− sin γ 0 cos γ

 .
(2.5)
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Figure 2.5: Orientations of a mobile device: (a) normal position, (b) yaw rotation with angle α about

the z-axis, (c) pitch rotation with angle β about the x-axis, and (d) roll rotation with angle γ about the

y-axis.

Accordingly. the normal vector of a PD can be described by nr = Rn0, where n0 is the

orientation vector for the vertically upward case. Furthermore, the rotated normal vector

nr can be also represented in the spherical coordinate system corresponding to (X, Y, Z),

with the polar angle θ, and the azimuth angle ω. As shown in Figure 2.6, θ is the angle

between the rotated normal vector nr and the positive direction of the Z-axis, while ω

denotes the angle between the projection of nr in the XY -plane and the positive direction

of the X-axis. Then, from (2.5), the elevation angle θ, and the azimuth angle ω, can be

obtained as

θ = cos−1 (cos (β) cos (γ)) , (2.6a)

ω = tan−1

(
sin(α) sin(γ)− cos(α) cos(γ) sin(β)

cos(γ) sin(α) sin(β) + cos(α) sin(β)

)
. (2.6b)

In order to have a complete and concrete analysis of the performance of LiFi systems

from which optimal transceiver designs can be obtained, the orientation models of LiFi

devices should be carefully studied. Toward this goal, a set of experiments was conducted

in [28] in order to derive measurements-based statistical models for the device orientation

angles, namely, yaw, α, pitch, β, roll, γ, azimuth ω, and elevation θ. For collecting the

measurements, 40 participants were asked to take part in the experiment while they were

23



Figure 2.6: Elevation and azimuth angles.

Table 2.1: Statistics of orientation measurement.

Sitting Walking
α β γ θ α β γ θ

Mean Ω-90 40.78 -0.84 41.39 Ω-90 28.81 -1.35 29.67
Standard deviation 3.67 2.39 2.21 7.68 10 3.26 5.42 7.78
Gaussian KSD 0.07 0.09 0.13 0.04 0.02 0.03 0.02 0.02
Laplace KSD 0.01 0.01 0.04 0.04 0.04 0.06 0.05 0.05

working with their cellphones. The application physics toolbox sensor suite [46] was

used to record the orientation data of yaw, pitch and roll while users were doing nor-

mal activities like browsing or watching a video stream. Measurements were recorded

for static (sitting activity) and mobile users (walking activity). More details about the

data measurement can be found in [28, 47, 48]. Laplace and Gaussian distributions were

employed to fit the measured data, taking into account the first and second laws of er-

ror [49]. According to these laws, the frequency of error, which is defined as the difference

between the measured data and the actual one, can be modeled as Laplace (first law) and

Gaussian (second law) distributions.

The results of the measurements campaign performed in [28] demonstrate that the

distributions of the yaw, α, pitch, β, roll, γ, and elevation θ are well fitted with a Laplace

distribution for sitting activities, and more close to a Gaussian distribution for walking

activities. The mean and variance for each case is noted in Table 2.1. The Kolmogorov-

Smirnov distance (KSD) and kurtosis was used to evaluate the similarity of the collected

measurements with the considered distributions [50]. The two-sample KSD is the max-

imum absolute distance between the cumulative distribution functions (CDFs), F1 and

F2, of two distributions [51], i.e.,

KSD = max
x
|F1(x)− F2(x)| . (2.7)
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Figure 2.7: User direction.

Obviously, Small values of KSD (close to zero) correspond to more similarity between

distributions, which is the case for the angles α, β, γ, and θ as shown in Table 2.1.

Finally, the experiments conducted in [28] shows that the azimuth angle ω is well fitted

with a uniform distribution within [−π, π] for both cases of sitting and walking activities.

The KSD of the sitting and walking activities are 0.034 and 0.019, respectively, which

demonstrates the accuracy of the model.

The statistics given in Table 2.1 can be used to model the device random orientation.

The parameter Ω shows the user direction. Precisely, Ω = ω + π denotes the facing or

movement direction of a user while sitting or walking, which is measured from the East

direction in the Earth coordinate system as shown in Figure 2.7. From a statistical point

of view, since ω ∼ U [−π, π], then Ω ∼ U [0, 2π]
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Chapter 3

Measurements-Based LiFi Channel

Models

3.1 Motivation and Related Works

Some statistical channel models for stationary and uniformly distributed users were

proposed in [52–55], where a fixed incidence angle was assumed in [52–54] and a random

incidence angle was assumed in [55]. However, accounting for mobility, which is an in-

herent feature of wireless networks, requires a more realistic and non-uniform model for

users’ spatial distribution. Several mobility models, such as the random waypoint (RWP)

model, have been proposed in the literature to characterize the spatial distribution of

mobile users for indoor RF systems [56, 57]. However, these studies were limited to RF

spectrum where statistical fading channel models were used. Recently, [33, 58] employed

the RWP mobility model to characterize the SNR for indoor LiFi systems. In [58], the de-

vice orientation was assumed constant over time, which is not a realistic scenario, whereas

in [33], the incidence angle of optical signals was assumed to be uniformly distributed,

which is not a proper model for the incidence angle, since it does not account for the

actual statistics of device orientation.

The majority of studies on optical wireless communication (OWC) assume that the

device always faces vertically upward. This assumption may have been driven by the lack

of having a proper model for orientation, and/or to make the analysis tractable. Such

an assumption is only accurate for a limited number of devices (e.g., laptops with a LiFi

dongle), while the majority of users use devices such as smartphones and wearables, and

in real-life scenarios, users tend to hold their devices in a way that feels most comfort-
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able. This random orientation can affect the users’ throughput remarkably and it should

be analyzed carefully. Even though a number of studies have considered the impact of

random orientation in their analysis [33, 45, 59–65], all these studies assume a predefined

model for the random orientation of the receiver. However, little or no evidence is pre-

sented to justify the assumed models. Nevertheless, none of these studies have considered

the actual statistics of device orientation and have mainly assumed uniform or Gaussian

distribution with hypothetical moments for device orientation. Recently, and for the first

time, experimental measurements were carried out to model the polar and azimuth angles

of the user’s device in [28, 66–68]. It is shown that the polar angle can be modeled by

either a truncated Laplace distribution for the case of stationary users or a truncated

Gaussian distribution for the case of mobile LiFi users, while the azimuth angle follows a

uniform distribution for both cases. Motivated by these results, the impact of the random

receiver orientation on the SNR and the bit error rate (BER) was studied for indoor sta-

tionary users in [69]. However, proper statistical channel models for indoor LiFi systems

that encompass both the random spatial distribution and the random device orientation

of users were not derived in the literature, which is the focus of this chapter.

3.2 Contributions and Outcomes

Against the above background, we investigate in this chapter the channel statistics of

indoor LiFi systems. Novel realistic and measurement-based channel models for indoor

LiFi systems are proposed, and the proposed models encompass the random motion and

device orientation of users. Precisely, the statistics of the LOS channel gain are derived

for stationary and mobile users with random device orientation, using the measurements-

based models of device orientation derived in [28]. For stationary users, the model of

randomly located user is employed to characterize the spatial distribution of users, and

the truncated Laplace distribution is used to model the device orientation. For mobile

users, the RWP mobility model is used to characterize the spatial distribution of users

and the truncated Gaussian distribution is used to model the device orientation. In light

of the above discussion, we may summarize the contributions of this chapter as follows.

• For stationary users, two channel models are proposed, namely, the modified trun-

cated Laplace (MTL) model and the modified Beta (MB) model. For mobile users,
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also two channel models are proposed, namely, the sum of modified truncated Gaus-

sian (SMTG) model and the sum of modified Beta (SMB) model. The accuracy of

the derived models is then validated using the KSD criterion.

• The BER performance of LiFi systems is investigated for both cases of stationary

and mobile users using the derived statistical channel models. We show that the

random orientation and the random spatial distribution of users could have strong

effect on the error performance of LiFi systems.

• We propose a novel design of indoor LiFi systems that can alleviate the effects of

random device orientation and random spatial distribution of users. We show that

the proposed design is able to guarantee good error performance for LiFi systems

under the realistic behaviour of users.

The rest of the chapter is organized as follows. The system model is presented in

Section 3.3. Section 3.4 presents the exact statistics of the LOS channel gain. In Sections

3.5, approximate statistical channel models for stationary and mobile users are proposed.

The simulation results are presented in Section 3.6. Finally, the chapter is concluded in

Section 3.7.

3.3 System Model

Consider the indoor LiFi system shown in Figure 3.1, which consists of a LiFi attocell

with a radius Re (green attocell) that is equipped with a single AP installed at height ha

from the ground. The LiFi attocell is concentric with a larger circular area with a radius

Ro (Re ≤ Ro), within which a user may be located. The UE is equipped with a single PD

that is used for communication with the AP. Assuming that the global coordinate system

(X, Y, Z) is cylindrical, the coordinates of the UE are given by (Re, χ, hu), where r ∈ [0, Ro]

is the polar distance, χ ∈ [0, 2π] is the polar angle, and hu ∈ [0, ha] is the height of the

LiFi receiver. The user is assumed to hold the UE within a close distance of the body.

Therefore, the polar coordinates (r, χ) of the UE are assumed to be exactly the same as

those of the user. However, this is not the case for the height hu, since it depends mainly

on the activity of the user, i.e., either stationary (sitting activity) or mobile (walking

activity). Furthermore, in this communication model, the UE is connected to the AP if

it is located inside the LiFi attocell, i.e., when r ≤ R.
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Figure 3.1: A LiFi attocell concentric with a larger circular area.

As presented in Section 2.2, the channel gain between the AP and the UE is the sum

of a LOS and the NLOS components resulting from reflections off walls. Concerning the

NLOS components, it was observed in [70,71] that, when the LiFi AP is far from the walls,

those components are insignificant as compared to the LOS component, except when the

receiver is very close to a corner in the indoor environment. In the system setup considered

in this chapter, which is shown in Figure. 3.1, we assume that the LiFi AP is relatively far

from the walls of the indoor environment and we are interested in investigating the channel

statistics of the LiFi attocell when the user is within its coverage area (the green area with

radius Re ). In this case, the contribution of the NLOS components is negligible compared

to that of the LOS component, and hence, only the LOS component is considered in our

analysis. Hence, the received signal at the receiver at each channel use is expressed as

y = λhLOSx+ n, (3.1)

where hLOS is the LOS downlink channel gain, x is the transmitted signal and n is an

AWGN that is N (0, σ2
VL) distributed, such that σ2

VL = NVLBVL, where NVL is the noise

single sided power spectral density and BVL is the visible light bandwidth available at the

AP. In addition, as was explained in Section 2.1, λ = TRpηNLEDs, in which T is the TIA

gain at the receiver, Rp is the responsivity of the receiver’s PD, η is the current-to-power

conversion efficiency of the LEDs, and NLEDs is the number of LEDs per AP. Based on

the propagation model presented in Section 2.2, the channel gain hLOS is expressed as

hLOS = H0
cos(ϕ)m cos(ψ)

d2
× U[0,Ψ] (ψ) , (3.2)
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where H0 is expressed as shown in Section 2.2 and d =
√
r2 + (ha − hu)2 is the distance

between the AP and the UE.

Based on the results of [28], cos(ϕ) and cos(ψ) are expressed, respectively, as

cos(ϕ) =
ha − hu

d
, (3.3a)

cos(ψ) =
(za − zu)

d
cos(θ)− (xa − xu)

d
cos(Ω) sin(θ)− (ya − yu)

d
sin(Ω) sin(θ),

where (xa, ya, za) and (xu, yu, zu) are the Cartesian coordinates of the AP and the UE,

respectively, and as shown in Figures 2.6 and 2.7 in Section 2.3, Ω and θ are the angle

of direction and the elevation angle of the UE, respectively. The angle of direction Ω

represents the angle between the direction the user is facing and the X-axis, whereas

the elevation angle θ is the angle between the normal vector of PD nrx and the Z-axis.

Based on this, we have (xa, ya, za) = (0, 0, ha) and (xu, yu, zu) = (r cos(χ), r sin(χ), hu).

Therefore, cos(ψ) can be expressed as

cos(ψ) =
r cos(Ω− χ) sin(θ) + (ha − hu) cos(θ)

d
, (3.4)

and consequently, the LOS channel gain hLOS is expressed as

hLOS =

(
a(θ)r

dm+3
cos(Ω− χ) + b(θ)

dm+3

)
× U[cos(Ψ),0] (cos (ψ)) , (3.5)

where a(θ) = H0(ha − hu)m sin(θ) and b(θ) = H0(ha − hu)m+1 cos(θ).

Based on the above, we conclude that the random behaviour of the channel gain hLOS

depends mainly on the four random variables r, χ, Ω, and θ. Precisely, the variables r and

χ model the randomness of the instantaneous location of the user, whereas the variables

Ω and θ model the randomness of the instantaneous UE’s orientation. Additionally, the

statistics of the polar distance r and the the elevation angle θ depend on the motion of

the user, either stationary or mobile. Consequently, the statistics of the LOS channel gain

hLOS inducibly depend on the user’s activity. In the following section, the exact statistics

of the channel gain hLOS are derived for the case of stationary and mobile users.

3.4 Channel Statistics of Stationary and Mobile Users

with Random Device orientation

The objective of this section is deriving the exact statistics of the LOS channel gain

hLOS for the case of stationary and mobile users. In subsection 3.4.1, we present the

statistics of the four main factors r, χ, Ω and θ for each case, from which we derive in

subsection 3.4.2 the exact statistics of hLOS.
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3.4.1 Parameters Statistics

From a statistical point of view, the instantaneous location and the instantaneous

orientation of the UE are independent. Thus, the couples of random variables (Re, χ) and

(Ω, θ) are independent. In addition, based on the results of [58,72], the random variables

r and χ are independent, since r defines the polar distance and χ defines the polar angle.

On the other hand, based on the results of [28], the angle of direction Ω and the elevation

angle θ are also statistically independent. Therefore, the random variables r, χ, Ω and θ

are independent. In addition, for both cases of stationary and mobile users, the random

variables χ and Ω are uniformly distributed within [0, 2π] [28,58,72]. However, this is not

the case for the polar distance r and the elevation angle θ. In fact, as we will show in the

following, the statistics of r and θ depend on whether the user is stationary or mobile.

When the user is stationary, its location is fixed. However, the user is randomly

located, i.e., its instantaneous location is uniformly distributed within the circular area

of radius Ro. In this case, the probability density function (PDF) of the polar distance r

is expressed as

fr(r) =
2r

R2
o

U[0,Ro](r). (3.6)

On the other hand, as presented in subsection 2.3, the elevation angle θ follows a truncated

Laplace distribution for the case of stationary users. For a mobile user, and especially in

indoor environments, the UE motion represents the user’s walk, which is equivalent to a

2-D topology of the RWP mobility model, where the direction, velocity and destination

points (waypoints) are all selected randomly. Based on [56,57], the spatial distribution of

the UE within a circular area of radius Ro is polynomial in terms of the polar distance r

and its PDF is expressed as

fr(r) =
3∑
i=1

ai
rbi

Rbi+1
o

U[0,Ro](r), (3.7)

where [a1, a2, a3] =
1
75
[324,−420, 96] and [b1, b2, b3] = [1, 3, 5]. Moreover, as presented in

subsection 2.3, the elevation angle θ follows a truncated Gaussian distribution for the case

of mobile users.

3.4.2 Channel Statistics

As stated in Section 3.3, the user can be located anywhere inside the outer circular area

with radius Ro. However, it is connected to the desired AP if it is located inside the LiFi
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attocell, i.e., if r ∈ [0, R]. In other words, in order to establish a communication link be-

tween the user and the desired AP, the only admitted values of the polar distance r should

be within the range [0, Re]. Due to this, we constrain the range of r to be [0, Re], and there-

fore, the exact PDF of the polar distance r becomes f̃r(r) =
fr(r)

Fr(Re)−Fr(0)U[0,Re](r), where

Fr denotes the CDF of r. Consequently, the PDF of the distance d =
√
r2 + (ha − hu)2

between the AP and the user is given by

fd(l) =
l × f̃r

(√
d2 − (ha − hu)2

)
√
l2 − (ha − hu)2

U[dmin,dmax](l), (3.8)

where dmin = ha − hu and dmax =
√
R2

e + (ha − hu)2.

Now, consider the random variable cos (Ω− χ) appearing in the expression of hLOS in

(3.5). Since Ω and χ are independent and uniformly distribution within [0, 2π], and using

the PDF transformation of random variables, cos (Ω − χ) follows the arcsine distribution

within the range [−1, 1]. Thus, the PDF and the CDF of cos (Ω− χ) are expressed,

respectively, as

fcos(Ω−χ)(z) =
1

π
√
1− z2

U[−1,1](z), (3.9)

Fcos(Ω−χ)(z) =

(
arcsin(z)

π
+

1

2

)
U[−1,1](z) + U[1,+∞](z). (3.10)

Based on this, the exact PDF of the channel gain hLOS is given in the following theorem.

Theorem 3.1. The range of the LOS channel gain hLOS is [hmin, hmax], where hmin = 0

and hmax =
H0

(ha−hu)2
. In addition, for h ∈ [hmin, hmax], the PDF of hLOS is expressed as

fhLOS
(h) = ghLOS

(h)U[h∗min,hmax](h) + Fcos(ψ)(cos(Ψ))δ(h), (3.11)

where h∗min = H0(ha−hu)m cos(Ψ)

dm+2
max

, Fcos(ψ)(cos(Ψ)) is given by

Fcos(ψ)(cos(Ψ)) =

∫ dmax

dmin

∫ π
2

0

Fcos(Ω−χ)

(
d cos(Ψ)− (ha − hu) cos θ
sin(θ)

√
l2 − (ha − hu)2

)
fθ(θ)dθfd(l)dl,

(3.12)

in which d∗min(h) = max (d0(h), dmin), such that

d0(h) =

(
h0(ha − hu)m cos(Ψ)

h

) 1
m+2

, (3.13)

and the function ghLOS
is expressed as

ghLOS
(h) =

∫ dmax

d∗min(h)

∫ π
2

0

lm+3

a(θ)
√
l2 − (ha − hu)2

fcos(Ω−χ)

(
lm+3h− b(θ)

a(θ)
√
l2 − (ha − hu)2

)
fθ(θ)fl(l)dθdl

+ v(h)

∫ π
2

0

JhLOS
(θ, l) fθ(θ)fl(l)dθdl,

(3.14)

in which the function v is expressed as v(h) = −(h0(ha−hu)m cos(Ψ))
1

m+2

(m+2)h
m+3
m+2

U[h∗min,h
∗
max], such that
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h∗max =
H0(ha−hu)m cos(Ψ)

dm+2
min

, and the function JhLOS
is expressed as

JhLOS
(θ, l) = Fcos(Ω−χ)

 l∗min cos(Ψ)− (ha − hu) cos(θ)

sin(θ)
√
l∗min

2 − (ha − hu)2


− Fcos(Ω−χ)

 l∗min
m+3h− b(θ)

a(θ)
√
l∗min

2 − (ha − hu)2

 .

(3.15)

Proof. See Appendix A.1. The exact CDF of the LOS channel gain hLOS is also provided

in Appendix A.1. ■

As it can be seen in Theorem 3.1, the closed-form expression of the exact PDF

of the LOS channel gain hLOS in (3.11) is neither straightforward nor tractable, since it

involves some complex and atypical integrals. Due to this, in order to provide simple and

tractable channel models for indoor LiFi systems, we propose in the following section some

approximations for the PDF of hLOS in (3.11), for both cases of stationary and mobile

users.

3.5 Approximate PDFs of the LOS Channel Gain

In this section, our objective is to derive some approximations for the PDF of hLOS,

starting from the results of Theorem 3.1. The cases of stationary and mobile users are

investigated separately in subsections 3.5.1 and 3.5.2, respectively.

3.5.1 Stationary Users

An approximate expression of the PDF of the LOS channel gain hLOS for the case of

a stationary user is given in the following theorem.

Theorem 3.2. For the case of a stationary user, an approximate expression of the PDF

of the channel gain hLOS is given by

fhLOS
(h) ≈ 1

hν
g(h) + Fcos(ψ)(cos(Ψ))δ(h), (3.16)

where ν > 0 and g is a function with range [h∗min, hmax].

Proof. See Appendix A.2. ■

The approximation of the PDF of the LOS channel gain hLOS provided in Theorem 3.2

expresses two main factors, which are the random location of the user and the random

orientation of the UE. The functions h 7→ 1
hν

and h 7→ g(h) express respectively the effects
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of the random location of the user and the random orientation of the UE on the LOS

channel gain hLOS. At this point, the missing part is the function g that provides the best

approximation for the PDF of the LOS channel gain fhLOS
. In the following, we provide

two approximate expressions for the function g.

1) The Modified Truncated Laplace (MTL) Model

Since the function h 7→ g(h) expresses the effect of the random orientation of the UE

on the LOS channel gain hLOS, and motivated by the fact that the elevation angle θ follows

a truncated Laplace distribution for the case of stationary users, one reasonable choice

for g is the truncated Laplace distribution. Consequently, an approximate expression of

the PDF of the LOS channel gain hLOS can be given by

fhLOS
(h) ≈

h−ν exp
(
− |h−µH |

bH

)
M1 (−ν, µH , bH)

U[h∗min,hmax](h) + Fcos(ψ)(cos(Ψ))δ(h), (3.17)

where µH ∈ [h∗min, hmax], bH > 0 and M1 (−ν, µH , bH) is a normalization factor given by

M1 (−ν, µH , bH) =
G1 (−ν, µH , bH)[

1− Fcos(ψ)(cos(Ψ))
] , (3.18)

in which G1 is given by

G1 (γ, µH , bH) = −b1+γH e
−µH
bH

[
Γ

(
1 + γ,

hmax

bH

)
− Γ

(
1 + γ,

µH
bH

)
+(−1)1−γ

(
Γ

(
1 + γ,−µH

bH

)
− Γ

(
1 + γ,−h

∗
min

bH

))]
,

(3.19)

such that Γ denotes the upper incomplete Gamma function. At this stage, we need to

determine the parameters (ν, µH , bH) of fH . One approach to do this is through moments

matching. Using the exact PDF of hLOS in (3.11), the non-centered moments of the LOS

channel gain hLOS are given by

me
i =

∫ hmax

h∗min

higH(h)dh+ Fcos(ψ)(cos(Ψ)), i ∈ N, (3.20)

whereas by using the approximate PDF of hLOS in (3.17), the non-centered moments of

the LOS channel gain hLOS are given by

ma
i (ν, µH , bH) =

M1 (i− ν, µH , bH)
M1 (−ν, µH , bH)

, i ∈ N. (3.21)

Therefore, since only three parameters need to be determined, which are (ν, µH , bH), they

can be obtained by solving the following system of equations

ma
i (ν, µH , bH) = me

i , for i = 1, 2, 3. (3.22)

2) The Modified Beta (MB) Model

The exact PDF of the LOS channel gain hLOS involves the integral of a function that

has the form (x, y) 7→ fcos(Ω−χ)(g(x, y)). Since cos (Ω− χ) follows the arcsine distribution
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and based on the fact that the arcsine distribution is a special case of the Beta distribution,

we approximate the function g with a Beta distribution. Consequently, an approximate

expression of the PDF of the LOS channel gain hLOS can be given by

fhLOS
(h) ≈

h−ν
(

h−h∗min

hmax−h∗min

)χH−1 (
hmax−h

hmax−h∗min

)βH−1

M2 (−ν, χH , βH)
U[h∗min,hmax](h) + Fcos(ψ)(cos(Ψ))δ(h),

(3.23)

where χH > 0, βhLOS
> 0 and M2 (−ν, χH , βH) is a normalization factor given by

M2 (−ν, χH , βH) =
G2 (−ν, χH , βH)[

1− Fcos(ψ)(cos(Ψ))
] , (3.24)

such that G2 is given by

G2 (γ, χH , βH) =

[
Γ(βH)Γ(−γ)hχH+γ

max 2F̃1

(
1− χH ,−χH − βH − γ + 1;−χH − v + 1;

h∗min

hmax

)
−Γ(χH)h∗

χH+γ

min Γ(χH + βH + γ)2F̃1

(
1− βH , γ + 1; βH + γ + 1;

h∗min

hmax

)]
× B(γ, χH , βH),

(3.25)

in which 2F̃1 denotes the regularized hyper-geometric function and

B(γ, χH , βH) =
πhβH−1

max (hmax − h∗min)
−χH−βH+2

sin(π(χH + γ))Γ(−γ)Γ(χH + βH + γ)
. (3.26)

Based on the above, it remains to derive the parameters (ν, χH , βH) of fH . Similar to

the case of the MTL model, one approach to do this is through moments matching.

Specifically, (ν, χH , βH) can be obtained by solving the system of equations in (3.22),

where for i = 1, 2, 3, ma
i is expressed in this case as

ma
i (ν, µH , bH) =

M2 (i− ν, χH , βH)
M2 (−ν, χH , βH)

, i ∈ N. (3.27)

3.5.2 Mobile Users

An approximate expression of the PDF of the LOS channel gain hLOS for the case of

a mobile user is given in the following theorem.

Theorem 3.3. For the case of a mobile user, an approximate expression of the PDF of

the channel gain hLOS is given by

fhLOS
(h) ≈

3∑
j=1

1

hνi
gj(h) + Fcos(ψ)(cos(Ψ))δ(h), (3.28)

where, for j = 1, 2, 3, νj > 0 and gj is a function with range [h∗min, hmax].

Proof. See Appendix A.3. ■

It is important to highlight here that, for j = 1, 2, 3, the functions h 7→ 1
hνj

and

h 7→ gj(h) express respectively the effects of the user mobility and the random orientation

of the UE on the LOS channel gain hLOS. At this point, the missing part is the functions

35



gj, for j = 1, 2, 3, that provide the best approximation for the PDF of the LOS channel

gain fhLOS
. In the following, we provide two expressions for each function gj for j = 1, 2, 3.

1) The Sum of Modified Truncated Gaussian (SMTG) Model

Since for j = 1, 2, 3, the functions h 7→ gj(h) express the effect of the random orienta-

tion of the UE on the channel gain hLOS and motivated by the fact that, for the case of

mobile users, the elevation angle θ follows a truncated Gaussian distribution, one reason-

able choice for the functions gj is the truncated Gaussian distribution. Consequently, an

approximate expression of the PDF of the LOS channel gain hLOS can be given by

fhLOS
(h) ≈

∑3
j=1 h

−νj exp

(
−(h−µH,j)

2

2σ2
H,j

)
∑3

j=1M3 (−νj, µH,j, σH,j)
U[h∗min,hmax](h) + Fcos(ψ)(cos(Ψ))δ(h), (3.29)

where for j = 1, 2, 3, µH,j ∈ [h∗min, hmax], σH,j > 0 and M3 (−νj, µH,j, σH,j) is a normaliza-

tion factor that is given by

M3 (−νj, µH,j, σH,j) =

∫ hmax

h∗min
h−νj exp

(
−(h−µH,j)

2

2σ2
H,j

)
dh[

1− Fcos(ψ)(cos(Ψ))
] . (3.30)

Now, in order to to have the complete closed-form expression of fH , we have to de-

termine the parameters {(νj, µH,j, bH,j) | ∀ j = 1, 2, 3}. Similar to the one of the sta-

tionary users case, one approach to determine these parameters is through moments

matching. Specifically, since only nine parameters need to be determined, which are

{(νj, µH,j, σH,j) | ∀ j = 1, 2, 3}, they can be obtained by solving the following system of

equations

ma
i = me

i , for i = 1, 2, .., 9, (3.31)

where, for i = 1, 2, ..., 9, ma
i is expressed in this case as

ma
i =

∑3
j=1M3 (i− νj, µH,j, bH,j)∑3
j=1M3 (−νj, µH,j, σH,j)

. (3.32)

2) The Sum of Modified Beta (SMB) Model

Motivated by the same reasons as for the MB model in Section 3.5.1, we approximate

each function gj, for j = 1, 2, 3, with a Beta distribution. Consequently, an approximate

expression of the PDF of the LOS channel gain hLOS is given by

fhLOS
(h) ≈

∑3
j=1 h

−νj
(

h−h∗min

hmax−h∗min

)χH,j−1 (
hmax−h

hmax−h∗min

)βH,j−1

U[h∗min,hmax](h)∑3
j=1M2 (−νj, χH,j, βH,j)

+ Fcos(ψ)(cos(Ψ))δ(h),

(3.33)
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Table 3.1: Simulation Parameters

Parameter Symbol Value Parameter Symbol Value

Ceiling height ha 2.4 m
LED half-power

Φ1/2 60◦semiangle
LED conversion factor η 0.7 W/A PD responsivity Rp 0.6 A/W
PD geometric area APD 1 cm2 Refractive index nc 1

UE’s height
hu 0.9 m

UE’s height
hu 1.4 m(stationary) (mobile)

VL bandwidth BVL 20 MHz
VL Noise power

NVL 10−21 W/Hzspectral density

where χH,j > 0, βH,j > 0 and M2 (−νj, χH,j, βH,j) is given in (3.24). Finally, it remains

now to derive the parameters {(νj, χH,j, βH,j) |j = 1, 2, 3} of fH . Similar to the STMG

model, these parameters can be obtained by solving the system of equations in (3.31),

where for i = 1, 2, ..., 9, ma
i is expressed in this case as

ma
i =

∑3
j=1M2 (i− νj, χH,j, βH,j)∑3

j=1M2 (−ν, χH , βH)
. (3.34)

3.6 Simulation Results and Discussions

We consider a typical indoor LiFi attocell [33, 58]. Parameters used throughout the

chapter are shown in Table 3.1. In Subsection 3.6.1, we present the PDF and CDF of the

LOS channel gain hLOS for the case of stationary and mobile users. In Subsection 3.6.2,

we investigate the error performance of indoor LiFi systems using the derived statistics of

the LOS channel gain hLOS. Finally, based on the error performance presented in 3.6.2,

we propose in subsection 3.6.3 an optimized design for indoor LiFi cellular systems that

can enhance the error performance.

3.6.1 Channel Statistics

For stationary users, Figures 3.2 and 3.3 present the exact, simulated and approx-

imated PDF and CDF of the LOS channel gain hLOS, when the radius of the attocell

Re = 1 m and Re = 2.5 m, respectively. For both cases, two different values for the FOV

of the UE were considered, which are Ψ = 90◦ and 60◦. These figures show that the

proposed MTL and MB models offer good approximation for the distribution of the LOS

channel gain hLOS. Analytically, in order to evaluate the goodness of the proposed MTL

and MB models, we use the well-known KSD [51]. In our case, the KSD of the MTL and

MB models are shown in Table 3.2. As it can be seen in this table, the maximum KSD
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Figure 3.2: Comparison between the simulation, the-

oretical and approximation results of the PDF and

the CDF of the LOS channel gain hLOS for the case

of stationary users when Re = 1 m.
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Figure 3.3: Comparison between the simulation, the-

oretical and approximation results of the PDF and

the CDF of the LOS channel gain hLOS for the case

of stationary users when Re = 2.5 m.

Table 3.2: KSD of the MTL and the MB models

MTL model MB model

Ψ = 90◦ Ψ = 60◦ Ψ = 90◦ Ψ = 60◦

Re = 1 m 0.0669 0.0448 0.0336 0.0197

Re = 2.5 m 0.0239 0.0241 0.0444 0.0316

value for the MTL and MB models are 0.0669 and 0.0444, respectively, which demon-

strates the good approximation offered by the MTL and MB models.

For mobile users, Figures. 3.4 and 3.5 present the exact, simulated and approximated

PDF and CDF of the LOS channel gain hLOS, when the radius of the attocell is Re = 1

m and Re = 2.5 m, respectively. For both cases, two different values for the FOV of the

UE were considered, which are Ψ = 90◦ and 60◦. These figures show that the proposed

SMTG and SMB models offer good approximation for the distribution of the LOS channel

gain hLOS. Nevertheless, Table 3.3 presents the KSD of the SMTG and the SMB models,

where it shows that their maximum KSD values are 0.0238 and 0.0054, respectively. These

results demonstrate the good approximation offered by the SMTG and SMB models.

As it can be seen in Figures 3.2-3.5, one can remark that the accuracy of the SMTG

and SMB models, relative to the case of mobile users, provide better accuracy than the

38



0 0.2 0.4 0.6 0.8 1 1.2 1.4

10
-5

0

0.5

1

1.5

2
10

5

Simulation.

Exact PDF (12).

SMTG model (30).

SMB model (35).

(a) PDF: Ψ = 90◦.

0 0.2 0.4 0.6 0.8 1 1.2 1.4

10
-5

0

0.2

0.4

0.6

0.8

1

Simulation.

Exact CDF (40).

SMTG model (30).

SMB model (35).

(b) CDF: Ψ = 90◦.

0 0.5 1 1.5

10
-5

0

5

10

15

10
4

Simulation.

Exact PDF (12).

SMTG model (30).

SMB model (35).

(c) PDF: Ψ = 60◦.

0 0.5 1 1.5

10
-5

0.2

0.4

0.6

0.8

1

Simulation.

Exact CDF (40).

SMTG model (30).

MB model (35).

(d) CDF: Ψ = 60◦.

Figure 3.4: Comparison between the simulation, the-

oretical and approximation results of the PDF and

the CDF of the LOS channel gain hLOS for the case

of mobile users when Re = 1 m.
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Figure 3.5: Comparison between the simulation, the-

oretical and approximation results of the PDF and

the CDF of the LOS channel gain hLOS for the case

of mobile users when Re = 2.5 m.

Table 3.3: KSD of SMTG and SMB models

SMTG model SMB model

Ψ = 90◦ Ψ = 60◦ Ψ = 90◦ Ψ = 60◦

Re = 1 m 0.0082 0.0037 0.0048 0.0030

Re = 2.5 m 0.0238 0.0156 0.0054 0.0047

MTL and MB models, which are associated with the case of stationary users. This can be

also observed from the KSD values presented in Tables 3.2 and 3.3. This occurs mainly

because for mobile users, the approximated PDF given in (3.28) is a mixture of three

PDFs with nine parameters in total, whereas for the case of stationary users, the approx-

imated PDF given in (3.17) is a single PDF expression with only three parameters in

total. However, this better accuracy comes with a higher complexity, since for the MTL

and MB models, we only need to estimate three parameters, whereas for the SMTG and

SMB models, we need to estimate nine parameters.

3.6.2 Error Performance

Figures 3.6a and 3.6b present the average BER performance of the on-off keying (OOK)

modulation versus the transmitted optical power Popt for stationary users, when the radius
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Figure 3.6: BER performance of OOK modulation versus the transmitted optical power for stationary

and mobile users.

of the attocell Re = 1 m and 2.5 m and when the FOV of the UE Ψ = 90◦ and 60◦. These

figures shows that the BER results of the MTL and MB models match perfectly the

simulated BER for both cases when (Re,Ψ) = (2.5m, 90◦) and when Ψ = 60◦. However,

for the case when (Re,Ψ) = (1m, 90◦), we remark that the average BER results of the

MB model match the simulated BER better than the ones of the MTL model. This can

be also seen from the values of the KSD in Table 3.2, where we can see that the KSD

of the MB model is lower than the one of the MTL model when (Re,Ψ) = (1m, 90◦).

In other words, when (Re,Ψ) = (1m, 90◦), the MB model offers a better accuracy than

the MTL model. This is mainly due to the assumptions made for both models. In fact,

when the radius of the attocell Re is small and by referring to (3.4), the random variable

cos (Ω− χ) is dominant in cos (ψ). Hence, assuming that the distribution of the random

orientation of the UE can be approximated by a Beta distribution makes more sense.
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Figures 3.6c and 3.6d present the average BER performance of the OOK modulation

versus the transmitted optical power Popt for mobile users, when the radius of the attocell

Re = 1 m and 2.5 m and when the FOV of the UE Ψ = 90◦ and 60◦. These figures show

that the BER results of the SMTG and the SMB models match perfectly the simulated

BER for both cases when (Re,Ψ) = (2.5m, 90◦) and when Ψ = 60◦. However, for the case

when (Re,Ψ) = (1m, 90◦), we remark that the BER results of the SMB model matches

the simulated BER better than the ones of the SMTG model. Similar to the case of

stationary users, the SMB model offers better accuracy than the SMTG model when

(Re,Ψ) = (1m, 90◦) due to the assumptions made for both models.

In order to give insights about the different factors that affects the error performance of

LiFi systems, we consider for comparison purposes the following three baseline scenarios.

• Baseline 1: A fixed orientation with an elevation angle θ = 0◦. This benchmark

was considered in [54] for stationary users and in [58] for mobile users.

• Baseline 2: A fixed radial location with a polar distance r = 0 m.

• Baseline 3: A fixed radial location with polar distance r = R.

Figure 3.7 presents the BER of the OOK modulation of our proposed channel models

and of the aforementioned baselines versus the transmitted optical power for a UE with

a FOV Ψ = 90◦ in a LiFi attocell with a radius Re = 1 m. This figure demonstrates the

effects of the random motion of the user and the random orientation of the UE in the

error performance of LiFi systems. In fact, for the considered simulation setup, and for

both cases of stationary and mobile users, Figure 3.7 shows that a target bit-error-rate

of 10−4 can not be achieved due to these two factors. Hence, while designing indoor LiFi

systems, these effects should be compensated.

Figures 3.6 and 3.7 show also two important facts about the BER performance of

users. First, it can be seen that the BER performance degrades heavily when either the

radius of the attocell Re increases or the FOV of the UE decreases. Second, the BER

saturates as the transmitted optical power increases. These two facts can be explained

by the following corollary.

Corollary 3.1. At high transmitted optical power, the average probability of error of the

M-ary pulse amplitude modulation (PAM) for the considered LiFi system is given by

lim
Popt→∞

Pe (Popt) =
Fcos(ψ)(cos(Ψ))

2
. (3.35)
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Figure 3.7: BER performance of the OOK modulation, versus the transmitted optical power, of our

proposed channel models and of the aforementioned baselines. The FOV Ψ = 90◦ the radius of the LiFi

attocell Re = 1 m.

Proof. See Appendix A.4. ■

The result of Corollary 3.1 shows that, even when the transmitted optical power

Popt is high, the BER is stagnating at
Fcos(ψ)(cos(Ψ))

2
. This result is directly related to

the case when the AP is out of the FOV of the UE. On the other hand, based on its

expression in (3.12), Fcos(ψ)(cos(Ψ)) is a function of the attocell radius Re and the FOV of

the receiver Ψ. Therefore, since dmax increases as Re increases, then Fcos(ψ)(cos(Ψ)) is an

increasing function in Re . In addition, since x 7→ Fcos(ψ)(x) is a CDF, it is an increasing

function, and due to the fact that x 7→ cos(x) is a decreasing function within [0, π/2], then

Fcos(ψ)(cos(Ψ)) increases as the FOV Ψ decreases. The aforementioned reasons explain

the poor BER performance of the LiFi system when either the radius of the attocell Re

increases or the FOV Ψ decreases.

From a practical point of view, the above observation can be explained as follows.

Recall that

Fcos(ψ)(cos(Ψ)) = Pr (cos(ψ) ≤ cos(Ψ)) = Pr (H ≤ 0) , (3.36)

which is literally the outage probability of the LiFi system, i.e., the probability that the

UE is not connected to the AP even when it is inside the attocell. Obviously, for large

values of Re or small values of Ψ, the probability that the UE is not connected to the AP

increases. This is mainly due to the effects the random location of the user along with

the random orientation of the UE and it explains the poor BER performance in this case.

The question that may come to mind here is how can one enhance the performance

of the LiFi system under such a realistic environment? Recently, some practical solutions
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have been proposed in the literature to alleviate the effects of the random behaviour

of LiFi channels. These solutions include the use of MIMO LiFi systems along with

transceiver designs that have high spatial diversity gains such as the omni-directional

transceiver [73] and the angular diversity transceiver [74]. Alternatively, we propose in

the following subsection a new design for indoor LiFi cellular systems that can alleviate

the effects of the random location of the users and the random orientations of their UEs.

3.6.3 Design Considerations of Indoor LiFi Cellular Systems

The concept of indoor cellular systems has been introduced in practical LiFi systems,

where multiple LiFi APs coordinate together and serve multiple users within the resulting

illuminated area [74–80]. Each LiFi AP creates an optical attocell and the respective

illumination areas of the adjacent attocells overlap with each other. Consider the indoor

LiFi cellular system shown in Figure 3.8, which consists of five APs that correspond to

small and adjacent attocells, where each has a radius Rc. The distance between the AP

of the attocell in the middle (green attocell), which we refer to as the reference attocell,

and the APs of the remaining adjacent attocells is Dc. Let us assume that a user is

located within the reference attocell, where all five APs are cooperating and coordinating

together to serve this user by transmitting the same signal. One way to reduce the outage

probability of the user, i.e., the probability that it is not connected to at least one of the

APs, is through a well designed attocells radius Rc and APs spacing Dc that guarantee a

maximum target probability of error P th
e .

In this context, Figure 3.9 presents the BER performance of a user that is located

within the reference attocell, where the FOV of the UE is Ψ = 60◦. Both stationary and

mobile cases are considered and different values of Rc and Dc are evaluated. By comparing

the results of this figure and those of Figure 3.6, for the case when Re = 1 m for example,

we can see how the coexisting APs can significantly improve the BER performance of

the system. In addition, we remark from Figure 3.9 that the choice of (Rc, Dc) has also

a big impact on the BER performance. For example, for the case of a stationary user,

the best choice among the considered values is (Rc, Dc) = (1m, 1.5m), whereas for the

case of a mobile user, the best choice is (Rc, Dc) = (1m, 1m). Overall, for a target

probability of error P th
e = 3.8 × 10−3, we conclude that the choice (Rc, Dc) = (1m, 1m)

is the best choice that guarantees the target performance jointly for both stationary and
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Figure 3.8: An indoor multi-cell LiFi system.
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Figure 3.9: BER performance of OOK modulation versus the transmitted optical power for stationary

and mobile users when the FOV Ψ = 60◦.

mobile users. Obviously, the optimal (Rc, Dc) depends on the geometry of the attocells

and the parameters of the UE as well, such as the height of the APs and the height of

the UE.

3.7 Conclusion

In this chapter, novel, realistic, and measurement-based channel models for indoor

LiFi systems have been proposed. The statistics of the LOS channel gain are derived for

the case of stationary and mobile users, where the LiFi receiver is assumed to be randomly

oriented. For stationary users, the MTL and the MB models were proposed, whereas for

the case of mobile users, the SMTG and SMB models were proposed. The accuracy of
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each model was evaluated using the KSD. In addition, the effect of random orientation

and spatial distribution of users on the error performance of users was investigated based

on the derived models. Our results showed that the random behaviour and motion of

users has strong effect on the LOS channel gain. Therefore, we proposed a novel design

of indoor LiFi cellular systems in order to guarantee the required reliability performance

for LiFi communication links.

Since a competent transceiver requires developing not only capable transmitter struc-

tures but also efficient receiver designs, we aim in the next chapter to provide an efficient

design for LiFi devices that are able to alleviate the effects of the user mobility, random

orientation, and the impurities of indoor environment, such as blockage.
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Chapter 4

Multi-Directional Receiver (MDR)

for Indoor LiFi Systems

4.1 Motivation and Related Works

Different data transmission techniques, which originate from RF wireless communica-

tion, are modified and adopted for OWC. Many of the developed communication tech-

niques are validated by experiments and are even standardized [16,81]. For instance, the

single-carrier modulation format OOK is used in IEEE 802.15.7 [81] as a simple technique

which could also provide dimming. However, high data rates cannot be achieved using

OOK. Therefore, parallel transmission techniques are proposed to increase the spectral

efficiency. Multi-carrier modulation techniques, such as orthogonal frequency division

multiplexing (OFDM) [82], wavelength division multiplexing (WDM) [83], and MIMO

techniques [42], are among the most common realizations of parallel data transmission.

Each of these techniques has several variants which make them favorable in various con-

ditions [18].

Spatial modulation (SM) is a type of MIMO structure that offers enhanced spectral

efficiency compared to non-MIMO systems, and is more energy efficient with lower com-

plexity as compared to full MIMO (i.e., spatial multiplexing while using all available

transmitters) [84]. In SM, part of the information is mapped on the degrees of freedom

in the spatial domain, and the remaining part is mapped on the signal domain [85]. In

optical SM, the selection of one or more APs forms the spatial information. A modula-

tion format is also used to map the signal information for each selection of APs. Usually,

PAM is used for modulating the signal information [86]. Space shift keying (SSK) and
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generalized space shift keying (GSSK) are two modulation schemes that are used when

OOK is chosen for signal modulation [87–89]. The performance of SM is well studied

theoretically and experimentally, and its advantages and potential practical applications

are highlighted [90]. An important benefit of SM is the absence of interference from other

transmitter units in single user scenarios. However, as expected for any MIMO system,

the performance of SM also heavily depends on the channel conditions [88]. This problem

is more severe in OWC where the transmitter and/or receiver units are usually placed

close to each other, and thus, the channel matrix may become ill-conditioned [42, 86].

Moreover, the performance of the system significantly changes for different environments,

activities, user positions, and device orientations. Only a few studies have considered the

impact of random orientation in their analysis, see for instance [28, 33, 91–96] and refer-

ences therein. All these works signify the importance of incorporating device orientation.

The other important metric that can influence the system performance is the blockage of

the optical channel by the user itself, known as self-blockage, or by other users or objects,

and this consequently can interrupt the communication link. Blockage has been modeled

in both millimeter wave and LiFi systems [97–99].

4.2 Contributions and Outcomes

Against the above background, we present in this chapter a bidirectional communi-

cation framework for an indoor LiFi environment. We adopt downlink channel models

derived from real-life measurements, which makes the proposed framework relevant to the

deployment efforts of LiFi networks. The adopted models encompass the combined effect

of user mobility, random orientation, and blockage. We note that this is the first time

that such factors are incorporated into the design and analysis of LiFi networks when SM

is employed. Among the considered performance measures are the BER and the spectral

efficiency. Motivated by the fact that SM is highly energy efficient, we adopt a variation

of it to ensure that the least amount of energy is needed to achieve a target BER and

spectral efficiency.

It has been now well established that correlation among the channel gains between

the transmit and receive elements affects the performance of SM. To this end, we consider

two representative configurations of PD placements. In the first configuration, we assume

that the PDs are placed uniformly at one end of the UE, and in the second configuration,

47



the PDs are placed on different edges of the UE. We refer to the first configuration as

screen receiver (SR), and multi-directional receiver (MDR) for the second configuration.

The motivation behind introducing the latter configuration is twofold. First, SM performs

best when the channel gains are uncorrelated, i.e., the performance degrades with cor-

relation. Second, the random orientation may give rise to the problem of ill-conditioned

channel matrices for the SR configuration, suggesting that a few sub-channels become

inadequate to support reliable transmission.

The random orientation of the UE is modeled based on the experimental measurements

reported in [28] and presented in Section 2.3 to obtain the instantaneous orientation of

PDs. Furthermore, not only is LOS considered but also NLOS channel gains are included

to have an accurate channel model. Also, the blockage of the optical channel by human

users and other random objects is considered. Therefore, a channel model that is close to

realistic scenarios is incorporated which makes the methods and results presented in this

chapter reliable for future system design.

We study the robustness of MDR in conjunction with SM against random orientation

and blockage and show the impact of the channel on the overall performance. To improve

the performance further, we propose using an adaptive SM (ASM) scheme in which the

order of SM (i.e., the number of active APs) is determined based on the strength of the

channels between the APs and PDs. We examine the proposed ASM scheme for both

sitting and walking activities. For sitting activities, about 104 locations in a 5 m × 5 m

room are considered, while for the walking activities, an orientation-based RWP (ORWP)

mobility model is applied. It is observed that such adaptive methods significantly improve

the performance. As a benchmark, we compare the proposed adaptive method with a spa-

tial multiplexing MIMO system for different spectral efficiencies. The results confirm that

the proposed ASM is more efficient. Moreover, the proposed MDR method can achieve

up to twice the spectral efficiency of SR for the same SNR and target BER.

In light of the above discussion, we may summarize the chapter contributions as fol-

lows.

• Based on real-life measurements, we adopt a practical channel model that incorpo-

rates LOS and NLOS channel gain components, user mobility, UE random orienta-

tion, and link blockage. The effect of each of these phenomena on the performance

of SM is studied.
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• We investigate the impact of different component placement configurations on the

system performance. We show that placing the PDs on different sides of the UE

(i.e. MDR) makes the system robust against blockage and random orientation.

• We propose an ASM scheme in an effort to optimize the system performance. We

propose algorithms for selecting the optimal number of used APs for a given target

spectral efficiency and reliability.

• The performance of the downlink is investigated over the whole area of a typical

indoor environment for walking and sitting activities. It is demonstrated that the

MDR structure along with ASM improves the performance significantly. Further-

more, we show that the proposed framework is superior to spatial multiplexing

MIMO systems.

The results presented in this chapter signify the importance of including different

phenomena for modeling the communication channel such as NLOS channel gain, random

orientation of UE, link blockage, and mobility. Moreover, it is demonstrated that a

robust energy efficient bidirectional communication channel can be established by a simple

practical MDR as well adaptive spatial modulation scheme which can outperform spatial

multiplexing MIMO systems.

The rest of the chapter is organized as follows. The system model is presented in

Section 4.3. Section 4.4 presents the link blockage modeling. In Section 4.5, the downlink

performance is studied. Finally, the chapter is concluded in Section 4.6.

4.3 System Model

In this section, the channel model is described, and the basics of SM are explained.

The system model can be used for both downlink and uplink transmissions.

4.3.1 Channel Model

The IM/DD optical wireless MIMO channel is considered, where Nt APs can transmit

the signal and one UE receives the signal with Nr PDs. The resulting channel is described

as:

y = λHx+ n, (4.1)
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where x is the transmitted signal vector of size Nt × 1, and y and n are Nr × 1 vectors

respectively representing the received signal and noise at each PD. The noise is assumed

to be real valued additive white Gaussian N (0Nr , σ
2
VLINr) and independent of the trans-

mitted signal [42]. The variance of the noise is equal to σ2
VL = NVLBVL, where NVL is the

noise single sided power spectral density and BVL is the visible light bandwidth available

at the APs. In addition, as was explained in Section 2.1, λ = TRpηNLEDs, in which T is

the TIA amplifier gain at the receiver, Rp is the responsivity of the receiver’s PD, η is

the current-to-power conversion efficiency of the LEDs, and NLEDs is the number of LEDs

per AP. Moreover, as was presented in Section 2.2, the channel matrix H is given by:

H =


h1,1 · · · h1,Nt

...
. . .

...

hNr,1 · · · hNr,Nt

 , (4.2)

where the entity hi,j, for all (i, j) ∈ J1, NrK×J1, NtK is the channel gain of the link between

the jth transmitter and the ith PD, which can be expressed as hi,j = hLOS
i,j +hNLOS

i,j , where

hLOS
i,j is the LOS and hNLOS

i,j is the NLOS channel gain.

The performance of a MIMO system depends heavily on the channel matrix. In this

chapter, we include the random device orientation in our analysis. Moreover, objects and

people may be placed close to the UE and block all or part of the light reaching one or

more PDs. The details blockage modeling will be presented in Section 4.4.

4.3.2 Spatial Modulation

SM was first introduced in [84], which can provide the spectral and energy efficiency

fulfillment of the next generation wireless communications. We review the basics of SM

in this section and elaborate on how we adapt SM to the optical communication. More

details can be found in [86–88,100–103] and references therein.

Following the basic principles of SM, the spatially distributed APs are utilized to carry

data along with the transmitted signal. In the original SM format [86], only one AP is

turned on at each time instant. Let Na ≤ Nt be the number of used APs, chosen out

of Nt APs. Thus, by activating only one AP at each channel use, log2(Na) bits (the

spatial information) are transmitted by SM. The transmitted symbol by an individual

AP is also encoded by an M -ary PAM constellation. Hence, the spectral efficiency is R =

log2(M) + log2(Na) bit/sec/Hz. Note that, unlike spatial multiplexing (i.e., full MIMO),
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even one PD can be sufficient for signal detection because only the differences between all

possible received symbols determine the system performance. This highlights the benefit

of SM which is simple and is capable of potentially satisfying communication requirements

when some PDs are blocked and not available. If only the spatial dimension is used to

encode data, the system is referred to as space shift keying (SSK) with spectral efficiency

of log2(Na). Moreover, the system is called generalized space shift keying (GSSK) if

information bits are assigned to all combinations of APs with a single level modulation.

In this chapter, we consider activating one of the available Na APs with an M -PAM

modulation format, which results in a total of MNa symbols. The intensity levels of the

M -PAM are given by

Im =
2IDC

M + 1
m, for m = 1, . . . ,M, (4.3)

where IDC is the DC bias. Therefore, one of the available Na APs transmits one of the M

levels at each channel use, and the input vector x = xk, k = 1, ...,MNa, is chosen from

the columns of the Na×MNa matrix X = [I1INa I2INa · · · IMINa ], where INa is the square

unity matrix of size Na. At the Rx, the maximum-likelihood detection is performed. An

error occurs whenever a transmitted vector xp is detected mistakenly as another vector

xq, with (p, q) ∈ J1,MNaK2. As such, the upper bound on the BER can be derived using

the union bound method as

BER (M,Ex,H) ≃ 1

MNa log2(MNa)

MNa∑
k1=1

MNa∑
k2=1

dH(bk1 , bk2)

×Q

(√
λ2γTx

4I2DC

||H(xk1 − xk2)||2
)
,

(4.4)

where γTx =
Es
NVL

is the average transmit SNR, in which Es is the mean emitted electrical

energy, Q(·) is the Q-function, and for all (p, q) ∈ J1,MNaK2, dH(bk1 , bk2) is the Hamming

distance between the two bit allocations of bk1 and bk2 corresponding to signal vectors xk1

and xk1 , respectively. It has been shown in the literature [42] and later in the chapter

that (4.4) is a tight bound at a high SNR. We define the received SNR γRx by considering

the received signal energy as the total received signal energies at all Nr PDs. Therefore,

the received SNR can be expressed as [42]:

γRx =
λ2γTx

N2
a

Nr∑
i=1

(
Na∑
j=1

hi,j

)2

. (4.5)

It can be seen from (4.4) that the error performance of SM directly depends on

the channel matrix which determines the differentiability between signal vectors. We

can assume that all PDs are placed on the screen of a smartphone, as shown in Figure
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(a) (b)

Figure 4.1: The SR and MDR structures for a hand-held smartphone

4.1a. However, this results in poor performance due to two issues. First, the resulting

channel matrix is likely to be highly ill-conditioned because PDs are placed close to each

other and this gives rise to correlation [35]. Second, it is highly likely that some of the

transmitters are out of the FOV of all PDs since usually the smart phone is held with an

orientation other than upward. Therefore, we propose another structure by placing the

PDs on the screen and three other sides of the mobile device, as shown in Figure 4.1b.

Note that another PD can be placed at the back, which can be activated instead of the

one on the screen for situations where the user is lying on a horizontal surface. We call

this structure the “multi-directional receiver” (MDR), which solves both above-mentioned

problems. We investigate the performance of both structures later in the chapter. We

refer to the structure in Figure 4.1a as the screen receiver (SR). It should be noted that,

in either structure, since the PDs are located at the top of the cellphone, there is a very

low probability that they will be covered by the user’s hand when the cellphone is being

used.

4.4 Link Blockage

Due to the nature of OWC, the link between a pair of Txs and Rxs can be blocked

by an opaque object. In this study, we consider the blockage due to a human body

and other similar objects, which can be modeled as rectangular prisms. It is shown

in [97] that MIMO can help the optical wireless networks to be robust against blockage

because the transmit or receive diversity is exploited. Here the model for link blockage

is introduced, which is used throughout the chapter. In this study, we model a human

body as a rectangular prism of length Lb, width Wb, and height Hb. Two types of

blockers are assumed, non-user blockers and user-blockers. The former is due to the other
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Figure 4.2: Geometry of link blockage.

people or objects in the indoor environment while the latter is due to the user who is

using the actual UE, also known as self-blockage. Thus, one user-blocker is considered in

the direction that the user is facing, and other non-user blockers’ directions are chosen

from a uniform distribution of U [0◦, 360◦). Figure 4.2 shows the blockage model and

the parameters that are considered in this study. The density of a non-user blocker is

denoted by κb, which is the number of non-user blockers per area. It is assumed that

non-user blockers are uniformly distributed in the indoor environment. The direction and

location of the self-blocker are obtained based on the direction and location of the UE. It

is assumed that the users keep the UE at a distance of dp away from themselves.

The availability of the CSI is essential for the implementation of SM, as explained in

Section 4.3.2. The measurement results reported in [28] show that the coherence time for

the orientation angles are in the order of several hundred milliseconds, and we assume that

the coherence time for the channel matrix is also similar. Therefore, it can be assumed

that the channel gains are known for each transmitted data block of a length smaller than

the channel coherence time. However, there can be errors in the estimation of the LiFi

channel gains, which could be independent of the channel gains themselves [104–106].

An estimation error causes additional errors depending on the estimation method used.

However, we assume that the estimation error can be ignored throughout this chapter. An

individual study can be carried out in the future to investigate the effect of the channel

estimation error in different conditions and for various estimation methods.
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Figure 4.3: Room geometry and transmitters arrangement.

4.5 Performance Evaluation

4.5.1 System Configuration

In this chapter, we consider a typical indoor environment. Although the results may

change slightly in other scenarios, it is expected that the same behavior will be observed

provided that the main characteristics of the environment, such as transmitter separation,

the room dimensions and the ceiling height, etc., do not vary dramatically. Figure 4.3

shows the geometric configuration of the transmitters which are arranged on the vertexes

of a square lattice over the ceiling of a room. This configuration is used throughout the

chapter, where Nt = 16 APs are considered in a room of 5×5×3 m3. The APs are oriented

vertically downward, while the receivers may have a random orientation as depicted in

Section 2.3.

The parameters used throughout the chapter are shown in Table 4.1. The dimensions

of the smartphone are 14 × 7 × 1 cm3. As shown in Figure 4.1, the PDs on the screen

are placed 1 cm from the top edge. One PD for MDR is considered at the center of the

screen side, and 4 PDs for SR are uniformly distributed. For MDR, the PD associated

with n3 is placed at the center of the corresponding side, and PDs shown by n2 and n4

are placed 1.5 cm from the top edge.
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Table 4.1: Simulation Parameters

Parameter Symbol Value

Room dimensions Lr ×Wr ×Hr 5 m×5 m ×3 m

AP height ha 2.95 m

UE height (sitting) hu 0.8m

UE height (walking) hu 1.4m

Receiver FOV Ψ 60◦

LED half-power semiangle Φ1/2 60◦

PD responsivity Rp 1 A/W

Physical area of a PD APD 0.25 cm2

LED conversion factor η 0.7 W/A

Reflectivity factor of walls ξw 0.6

Reflectivity factor of the floor ξf 0.2

Reflectivity factor of the ceiling ξc 0.8

Length of the blockers Lb 0.7 m

Width of the blockers Wb 0.2 m

Height of the blockers Hb 1.75 m

UE distance from user dp 0.3m

VL bandwidth BVL 20 MHz

VL Noise power spectral density NVL 10−21 W/Hz

4.5.2 The Effect of Blockage and Random Orientation

In this section, we investigate the effect of low and high density receiver blockage,

random orientation, and the NLOS channel component. First, an example scenario is

considered at the middle of the room (i.e., location L1 in Figure 4.3) with a fixed AP

allocation with Na = 4 and a spectral efficiency R = 5 bit/sec/Hz. The user direction

is Ω = 90◦. The APs are determined by measuring the received power from each AP,

and the strongest Na = 4 APs, i.e., the ones corresponding to the highest received power

at the user position, are selected. The results are shown in Figure 4.4a for both BER

approximation in (4.4) (solid lines) and Monte-Carlo simulations (markers). Note that

the statistics of the random orientation for sitting activities are used according to Table

2.1 in Section 2.3 for Laplace distribution.

It is observed in Figure 4.4a that the simulation results match the BER approximation

at around BER ≥ 10−2 for both cases. The performance of both SR and MDR are

significantly degraded when the NLOS channel gains are ignored because it is highly

likely that the channel gains for some of the APs are zero due to blockage or limited

FOV. In such a case, the information will be lost, and the BER saturates at a high SNR.

55



10 20 30 40 50 60 70
10-5

10-4

10-3

10-2

10-1
B
ER

(a)

10 20 30 40 50 60 70
10-5

10-4

10-3

10-2

10-1

B
ER

(b)

Figure 4.4: Performance comparison of SR and MDR for UE’s location of a) L1 and direction of Ω = 90◦

b) L3 and direction of Ω = 180◦. Marks denote Monte-Carlo simulation results and solid lines are based

on the BER upper bound given in (4.4).

The BER approximation (4.4) is not valid in this case and is not shown in Figure 4.4a.

When the NLOS gain is included, the performance of MDR is always better than SR with

SNR gains up to 12 dB at target BER 3.8× 10−3. For SR, when the blockage parameter

is increased, the BER increases because the probability of blocking all PDs and having

an ill-conditioned channel matrix increases. On the other hand, an increased blockage is

beneficial for MDR since the induced randomness increases the differentiability between

spatial symbols, which consequently leads to better performance. Overall, it can be seen

that the proposed MDR structure is robust against random orientation and blockage, and

exhibits superior performance compared to the conventional SR.

Another location, L3 in Figure 4.3, is also considered with user direction Ω = 180◦.

In this case the user is facing the room and the UE screen is facing the wall. The results

are shown in Figure 4.4b. In this scenario the effect of the NLOS channel gain is much

more significant. Note that, unlike L1, the channel matrix is non-symmetric at L3, which

generally leads to better performance compared to L1. Again, MDR outperforms SR in

all conditions, and demonstrates a robust performance against random orientation and

blockage. In Figure 4.4b, the link blockage adversely affects the BER performance because

the channel matrix is already non-symmetric, and blockage slightly worsens the channel

matrix. The results shown in Figures 4.4a and 4.4b confirm that the proposed MDR

outperforms SR and is robust against random orientation and blockage. However, the
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exact performance depends on the user location. This will be investigated later in this

section, but first the effect of AP selection is studied.

4.5.3 AP Selection

In the previous subsection, the number of selected APs was fixed and the APs were

selected based on the received power at the UE location, direction and orientation. It is

expected that the choice of parameter Na can affect the performance of the system with

fixed target BER and spectral efficiency. Therefore, the BER performance of MDR and

SR are shown in Figure 4.5 for position L2 (see Figure 4.3) with Ω = 0◦ and for R = 5

bit/sec/Hz and Na = 1, 4, 16. It is observed that the BER varies for each choice of Na.

Note that, according to the definition of SM in Section 4.3.2, the modulation order M

varies for each selection to keep the spectral efficiency equal to R = 5 bit/sec/Hz. For

MDR, Na = 16 achieves the best performance while Na = 1 is the best choice for SR in

this specific scenario. It is also observed that Na = 4 leads to lower BER compared to

Na = 16 and Na = 1, respectively for SR and MDR, at low SNRs. It should be emphasized

here that the results may be different for other locations. Therefore, it is beneficial to

define an adaptive AP selection, which determines the best choice of Na for each scenario.

Figure 4.5 is an example which highlights the importance of AP selection. A simple

method can be defined based on this observation, and an adaptive SM (ASM) is defined.

The parameter Na is determined at each user position, direction, and UE orientation in

order to select the one associated with the minimum energy requirement at the target

BER 3.8× 10−3. This simple method is performed by calculating the required γRX based

on BER approximation (4.4) which is a tight approximation for the target BER.

In order to evaluate the performance of the proposed adaptive SM, the room area is

divided into uniformly distributed points that are 25 cm apart in x and y directions. At

each point, 24 user directions (every 15◦) are used, and 500 random orientation angles are

generated for each user position and direction. The CDF of the required received SNR

over the room is demonstrated in Figure 4.6 for MDR and SR structures. Fixed APs

numbers of Na = 1 and 16 are depicted along with the adaptive method, in which the

optimum number is determined from Na ∈ {1, 2, 4, 8, 16} for each user position, direction,

and UE orientation. As expected, the minimum energy consumption is achieved by using

this simple adaptive method, and MDR significantly outperforms SR. However, it can be
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Figure 4.5: Performance comparison of SR and MDR

for UE’s location of L2 and direction of Ω = 0◦.

Markers denote Monte-Carlo simulation and solid

lines are based on the BER approximation given in

(4.4).

Figure 4.6: Performance comparison of SR and MDR

for all UE’s locations and directions in the room.

seen that the CDF of the received SNR for ASM with the MDR method is similar to

the fixed AP selection with Na = 16. This indicates that whenever the complexity is a

limiting factor, fixing Na = 16 can be used for MDR. However, a similar statement is not

applicable to SR.

4.5.4 Mobility

Performance analysis with consideration of user mobility is crucial in the design of

wireless communication networks. The simple adaptive algorithm used for the sitting

scenario is also incorporated here in conjunction with the ORWP model. About 500

random waypoints are generated and the user walks between these points with a constant

speed of 1 m/s. The required received SNRs are calculated along the user’s route for

Na ∈ {1, 2, 4, 8, 16} and the adaptive scheme for a target BER of 3.8× 10−3 and spectral

efficiency of R = 5 bit/sec/Hz. The results are shown in Figure 4.7 for Na = 1, 4, 16 and

ASM. Note that ASM is carried out with the choice of Na ∈ {1, 2, 4, 8, 16} for each channel

realization. Comparing Figures 4.7a and 4.7b, it is observed once again that the MDR

method requires lower received SNR around the environment. By using ASM, more than

10 dB reduction in the required SNR is achieved for MDR compared to SR. The ASM for

SR does not change the required SNR value compared to Na = 1, and therefore, Na = 1
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Figure 4.7: Performance comparison of (a) SR and (b) MDR for mobile users based on RWP mobility

model for different number of active APa and ASM.

is almost optimal for SR in the walking scenario. However, MDR with ASM improves the

performance by about 2 dB compared to the best fixed allocation Na = 16.

In Figure 4.8, the CDF of the required received SNR is simulated for ASM with

MDR and SR. Two different spectral efficiency values, namely, R = 4 and 8 bit/sec/Hz,

are chosen. Moreover, a 4 × 4 full MIMO (i.e., spatial multiplexing) is also considered

with both structures. For full MIMO, the strongest 4 APs are selected for each channel

realization, and the required received SNR is calculated using the union bound method

for the BER approximation [42]. Since only four PDs are available, a 4× 4 MIMO is the

highest MIMO order that can be realized. However, SM does not require an equal number

of transmitters and receivers, and therefore it benefits from a larger number of available

APs. Interestingly, it is observed that the proposed ASM method outperforms the full

MIMO system by demanding a lower received SNR at the target BER. As expected, a

higher spectral efficiency requires more received SNR in any case. Note that the full

MIMO system also benefits from the improved channel condition with MDR. As a result,

its performance is close to that of ASM at R = 8 bit/sec/Hz because the full MIMO

utilizes all available spatial degrees of freedom [18].

4.6 Conclusion

In this chapter, the effects of mobility, random orientation, and blockage, on indoor

optical SM were investigated while adopting a channel model derived from real-life mea-

surements. A new user device configuration, called MDR, was proposed to overcome the

problem of high channel correlation. In addition, an adaptive SM scheme based on AP

selection for downlink was proposed to overcome the effect of random orientation and
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Figure 4.8: Performance comparison of SR and MDR for mobile users with ASM and full MIMO utiliza-

tion.

blockage and to reduce the power consumption. It was shown that MDR provides a supe-

rior performance in terms of SNR and BER and significantly outperform its counterpart

SR configuration.

As was mentioned in Chapter 3 and in this chapter, an important component in the

optimization of LiFi systems is the channel gain between the transmitter and the receiver.

Hence, one crucial factor in the optimization of LiFi systems is the acquisition of the CSI

between different LiFi nodes. Nevertheless, as was presented in Section 2.2, the LiFi

channel gain depends mainly on the position and orientation of LiFi receivers. Motivated

by this, the next chapter focuses on the joint estimation of LiFi user’s position and ori-

entation, which are needed not only for indoor LiFi-based and localization services and

applications, but also for the CSI acquisition.
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Chapter 5

Estimation of Indoor LiFi User

Position and Orientation

5.1 Motivation and Related Works

Nowadays, the availability of location and data of mobile terminals at the commu-

nications stations (APs and base stations (BSs)), i.e., their knowledge by the telecom-

munications operators, has become a key factor in enabling next generation communica-

tion systems. Such information enables better estimation of the quality of the wireless

links, which can improve the resource management and provide new location-based ser-

vices [107]. Nevertheless, the knowledge of UE’s position and orientation is a crucial

factor for indoor location-based applications such as robotic navigation [108] and au-

tonomous parcel sorting [109]. Although Wireless Fidelity (WiFi) and Bluetooth are the

most utilized positioning systems, which have already been widely deployed in current

smart devices, they cannot satisfy the requirements of the above applications (joint UE

position and orientation estimation) and their localization performance suffers from the

limited number of available APs in their local area [110]. Due to this issue, novel and

accurate LiFi-based position and orientation estimation solutions are highly demanded.

Over the past few years, many algorithms for LiFi-based indoor positioning have been

proposed and verified by experiments. LiFi-based indoor positioning systems have shown

to be more accurate (0.1-0.35 m positioning error) when compared to WiFi (1-7 m), Blue-

tooth (2-5 m), and other technologies [111]. RF-based positioning metrics and algorithms

have been developed for indoor positioning systems and these are also applicable to LiFi-

based positioning systems. In fact, we distinguish between three main positioning metrics,
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namely, the received signal strength (RSS), the time of arrival (TOA), and the angle of

arrival (AOA) [107]. The RSS measures the power of the received signals, which follows

the channel model in general, and hence the position estimation can be obtained. The

TOA measures the travel time of the signal from the transmitter to the receiver, which is

a function of the distance as well. Finally, the AOA measures the angle from which the

signal arrives at the receiver, and such information can be also exploited in estimating

the location of the transmitter [107].

Several LiFi-based indoor positioning solutions have been proposed in the litera-

ture [112–117]. An AOA-based technique is proposed in [112], which uses a receiver

array with known orientation angle differences between receivers. In [113–115] both the

LED transmitters and the UE receiver are assumed to have perpendicular orientations to

the room ceiling, and the height of the UE is assumed to be known. However, the as-

sumption of having a perfect alignment between the orientations of the UE and the LED

transmitter is not valid since as discussed throughout the previous chapters, most LiFi de-

vices have random orientation in real-life scenarios. Due to this, an inertial measurement

unit (IMU) was required in [116] to measure the UE tilt angle for position estimation.

However, the IMU may not be available in some real-life scenarios and the accuracy of

the IMU in estimating the UE tilt angle is not also guaranteed.

Based on the above discussion, there are a number of limitations in the aforementioned

approaches. In fact, only the estimate of the UE’s location was considered, and hence,

the estimate of the UE’s orientation remains unresolved. This is mainly due to the fact

that the position and orientation estimation metrics of LiFi systems, such as the RSS, are

non-linear functions with respect to the UE position and orientation [28], which leads to a

non-convex optimization problem with a lot of local optima. In addition, the imperfect es-

timation of these uncertain parameters will result in a serious estimation performance loss.

Despite this, the orientation estimation in LiFi systems should not be ignored. In fact,

unlike conventional RF wireless systems, the LiFi channel is not isotropic, i.e., the device

orientation affects the channel gain significantly. This makes the orientation estimation

a crucial factor, since as was depicted throughout the previous chapters, it can affect the

users’ BER and throughput remarkably and it should be estimated carefully [28].

In [118], a simultaneous position and orientation algorithm for indoor LiFi users with

unknown LED emission power is proposed. This approach is based on the RSS where an
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iterative algorithm for jointly estimating the UE position and orientation is developed.

Although the proposed approach considers estimating the UE orientation, it does require

that the UE should be connected to at least six APs, which is equal to the number of

unknown parameters (three parameters for the UE position and three others for the UE

orientation). However, such an assumption on the system setting is not valid in realistic

LiFi systems due to the random orientation of LiFi UEs. Against the above background,

an accurate LiFi-based indoor position and orientation estimation solution without any

requirement regarding the LiFi system settings or perfect knowledge of the UE states is

highly desirable.

The existing position and orientation estimation solutions discussed above considered

only the LOS component in estimating the UE position and orientation and treated the

NLOS component as a source of noise that deteriorates the estimation performance. This

is mainly due to the fact that the expression of the NLOS channel gain with respect to

the UE location and orientation is complex, and hence, it could not be handled straight-

forwardly in an optimization fashion. However, it was shown recently in [119] that LiFi

systems can gain additional UE position and orientation information from the NLOS links

via leveraging the NLOS propagation knowledge. Specifically, the closed-form Cramer-

Raw lower bounds on the estimation errors of the UE location and orientation, are derived.

In addition, the information contribution of NLOS links was quantified to gain insights

into the effect of NLOS propagation on the LiFi-based indoor position and orientation

estimation performance. It was shown that the NLOS channel, in addition to the LOS

channel, can be exploited to improve the LiFi-based indoor position and orientation es-

timation performance. However, due to the fact that the channel gain expression of the

NLOS components is very complex with respect to the UE position and orientation, in-

cluding the NLOS components in the estimation process is not straightforward from an

optimization point of view. Therefore, this gives rise to the following question: ”How can

the NLOS components be exploited in estimating the UE location and orientation in LiFi-

based indoor environments?” The answer is in fact using deep learning (DL) techniques.

As a prevailing approach to artificial intelligence, machine learning (ML) has drawn

much attention in recent years due to its great successes in computer vision and natural

language processing [120]. ML is capable of solving complex problems that are lacking

explicit models or straightforward programming. Motivated by its successful applications
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to many practical tasks, both industry and research communities have advocated the

applications of ML in wireless communication, with emphasis on resource management,

networking, mobility management and localization [121,122]. Recently, some works have

investigated the use of ML techniques in indoor positioning using LiFi technology, such as

K-Nearest Neighbor (KNN) [123], support vector machine (SVM) and extreme learning

machine (ELM) [124].

DL is a particular ML technique that implements the learning process elaborating the

data through ANNs. The use of ANNs is a key factor that makes DL outperform other ma-

chine learning schemes, especially when a large amount of data is available [125]. This has

made DL the leading ML technique in many scientific fields such as image classification,

text recognition, speech recognition, audio and language processing, and robotics [125].

The potential application of DL to wireless communication has also been increasingly rec-

ognized because of the new features for future communications, such as complex scenarios

with unknown channel models, high speed and accurate processing requirements, which

present big challenges to 6G wireless networks [120]. Motivated by this, DL has been

applied to wireless communications, such as physical layer communications [120,126], re-

source allocation [127, 128], and intelligent traffic control [129]. Motivated by the above

discussion, DL techniques are auspicious candidates for LiFi-based indoor position and

orientation estimation. Therefore, the use of ANNs is a promising solution for this prob-

lem, which is the focus of this chapter.

5.2 Contributions and Outcomes

In this section, the joint estimation of UE’s 3D position and orientation in indoor

LiFi systems is investigated. Existing solutions for this problem assume either ideal LiFi

system settings or perfect knowledge of the UE states, rendering them unsuitable for

realistic LiFi systems [112–118]. In addition, these solutions consider the NLOS links of

the LiFi channel gain as a source of deterioration for the estimation performance instead

of harnessing these components in improving the position and the orientation estimation

accuracy. This is mainly due to the lack of appropriate estimation techniques that can

extract the position and orientation information hidden in these components. Against

the above limitations, the UE is assumed to be connected with at least one AP, i.e., at

least one active LiFi link. Fingerprinting is employed as an estimation technique and the
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received SNR is used as an estimation metric, where both the LOS and NLOS components

of the LiFi channel are considered. Motivated by the success of DL techniques in solving

several complex estimation and prediction problems, we employ two deep ANN models,

one based on the multilayer perceptron (MLP) and the second on the convolution neural

network (CNN), that can map efficiently the instantaneous received SNR with the user

3D position and the UE orientation. Through numerous examples, we investigate the

performance of the proposed schemes in terms of the average estimation error, precision,

computational time, and BER. We also compare this performance to that of the KNN

scheme, which is widely used in solving wireless localization problems. It is demonstrated

that the proposed schemes achieve significant gains and are superior to the KNN scheme.

5.3 RSS-Based Fingerprinting for Position and Ori-

entation Estimation

5.3.1 System Model, Objective and RSS Analysis

We consider the indoor LiFi system presented in Section 2.1 and shown in Figure 2.1.

The objective is estimating the 3D position and orientation of a UE communicating in

the uplink phase with the APs. In this setup, the transmitter is the UE which is equipped

with Nt LDs and the receiver is the Nr LiFi APs. The UE is randomly located within the

indoor environment shown in Figure 2.1 and its orientation is also varying randomly. In

the joint position and orientation estimation process, the UE needs to transmit a reference

signal to the APs in a one time/frequency resource block. Assuming that the DC-biased

PAM with order M is used, the UE broadcasts through its Nt LDs a scalar signal x

that is equal to one of the M -PAM intensity levels, which are given by Im = 2m
M+1

IDC,

for m ∈ J1,MK. Hence, the transmitted vector of signals is given by x = x1t, and for

i ∈ J1, NrK, the received signal at the ith AP is given by

zi =

(
λ

Nt∑
j=1

gi,j

)
x+ ni, (5.1)

where, for all i ∈ J1, NrK and j ∈ J1, NtK, gi,j is the uplink channel gain between the

jth LD of the UE and the PD ith AP, and ni is an AWGN experienced at the PD of

the ith AP that is N (0, σ2
IR) distributed, such that σ2

IR = NIRBIR is the noise power, in

which NIR is the IR noise power spectral density at the optical receivers and BIR is the
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IR bandwidth. In addition, as was explained in Section 2.1, λ = TRpη, in which T is the

TIA gain at the AP, Rp is the responsivity of the AP’s PD, and η is the current-to-power

conversion efficiency of the LDs. Consequently, for all i ∈ J1, NrK, the received SNR at

the ith AP is given by

ri =

(
λ
∑Nt

j=1 gi,j

)2
Pelec

σ2
IR

, (5.2)

where Pelec =
I2DC

3
M−1
M+1

is the electrical power of the transmitted signal x. Based on this,

the Nt× 1 received SNR vector at the APs, defined as r ≜ [r1, r2, ..., rNt ], is based on the

Nr×Nt uplink channel matrix G, which in turn depends mainly on six random variables,

which are (x, y, z, α, β, γ). Precisely, the variables (x, y, z) model the randomness of the

instantaneous position of the UE, whereas the variables (α, β, γ) model the randomness

of its instantaneous orientation. Such correlation can be exploited in estimating the

instantaneous UE position and orientation.

5.3.2 Proposed Approach

In this section, we present the proposed joint 3D position and orientation estimation

approach, which is based on the use of DL through some sophisticated deep ANNs. First,

we explain the details of the approach. Second, we present the steps followed for generating

the data set. Second, we investigate the structure of the ANN models employed in the

proposed approach. Then, we discuss how the training and the testing of the deep ANNs

is performed. Finally, we demonstrate how the proposed models estimate the 3D position

and the orientation of LiFi-enables UEs in real time.

Let us consider the indoor LiFi system presented in the previous section. Assuming

that the UE is communicating with the APs installed at the ceiling of the room, the

objective of here is estimating the instantaneous 3D position and orientation of the UE

based on the instantaneous received SNRs at the APs. Unlike the different positioning

methods reported in the literature, there are no requirements or prior knowledge neither

on the UE position and orientation nor on the emitting power of the positioning signals

transmitted by the UE. In other words, the variables (x, y, z, α, β, γ) along with the UE

transmit power Pelec are totally unknown without any prior information on them. The

adopted estimation technique is fingerprinting and the estimation metric is the received

SNR, r, at the APs. The details of the proposed approach are explained in the following.
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The proposed joint position and orientation estimation approach is divided into two

phases: 1) an offline survey (offline phase) and 2) an online testing (online phase). In the

offline survey, the received SNRs at the APs for a large number of possible 3D positions

(x, y, z) and orientation angles (α, β, γ) are collected, processed, and recorded into a data

set. Then, based on the obtained measurements-based data set, optimal learning models

that provide the best mappings between the instantaneous received SNR and the 3D

position and orientation are built. In the online testing, the obtained models are tested

against the real 3D position and orientation angles of the UE to evaluate the accuracy of

the derived models. In the following, we will present first the steps of the offline phase

and then we will discuss the deployment of the obtained models in the online phase.

5.3.3 Data Set Generation

Each UE is assumed to be stationary within the indoor environment. In this case,

and as shown in [34], the user is uniformly located within the indoor environment, and

therefore, the PDFs of the UE 3D position are given by:

fx(x) =
1

L
U[−L

2
,L
2
] (x) , fy(y) =

1

W
U[−W

2
,W
2
] (y) , and fz(z) =

1

hdevice
U[0,hdevice] (z) ,

(5.3)

where 0 ≤ hdevice ≤ H is the maximum height of any UE within the indoor environ-

ment. On the other hand, based on the device orientation model presented in Section

2.3, the rotation angles α, β, and γ follow each a truncated Laplace distribution with

mean and standard deviation (µα, σα) = (Ω− 90◦, 3.67◦), (µβ, σβ) = (40.78◦, 2.39◦), and

(µγ, σγ) = (−0.84◦, 2.21◦), respectively, where Ω denotes the movement direction, where Ω

denotes the facing or movement direction of a user while sitting, which follows a uniform

distribution within [0◦, 360◦].

Based on the above, assuming that the target data set contains Qd data points,

the procedure of generating the nth measurement-based data point, for n ∈ J1, QdK, are

detailed as follows.

1. A sample of 3D position (x, y, z) is generated using the statistics in (5.3).

2. A sample of movement direction angle Ω is generated uniformly from [0◦, 360◦].

3. The three orientation angles (α, β, γ) are generated using the truncated Laplace

distribution and their statistics specifications.
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Figure 5.1: Data set structure

4. The resulting channel matrix H is then calculated as explained in Section 2.2.

5. A random electrical emission power Pelec is generated uniformly from [0, Pmax
elec ], where

Pmax
elec is the highest possible electrical emission power from the UE.

6. The corresponding SNR vector r is calculated as shown in (5.2).

7. Finally, the resulting SNR vector r is stored into the data set as a feature vector

and the corresponding 3D-position and orientation angles (x, y, z, α, β, γ) are stored

as a label vector as shown in Figure 5.1.

Once the data set is obtained, the goal now is how to obtain “good” mappings between

the feature vector that contains the received SNR and the label vector that contains the

3D position and the orientation angles of the UE. For such a goal, several learning methods

can be applied such as KNN [123], SVM and ELM [124]. To the best of our knowledge, this

work is the first that employs deep ANNs for the joint position and orientation estimation

of LiFi UEs. This will be presented in details in the following part.

5.3.4 Learning Models: Deep ANNs

ANNs have been widely applied in various fields to overcome the problem of complex

and nonlinear mappings. Recently, different kinds of ANNs have been applied in a wide

range of applications in wireless communications, especially in the physical layer, such

as modulation recognition, channel modeling, signal processing and data decoding [130].

In our context, and as it can be seen in Figure 5.2, our objective is to find a parametric

mapping J(P ; ·), where P represents a set of parameters, that can link between the
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J (P , ·)r (x, y, z,α, β, γ)

Figure 5.2: Estimation mapping.

instantaneous received SNR vector r in one hand and the 3D position and the orientation

angles of the UE (x, y, z, α, β, γ) in the other hand. Using ANNs, J(P ; ·) is indeed a neural

network and such mapping can be obtained by determining the optimal set of parameters

P∗ that produce the best mapping with respect to a given estimation error metric, i.e.,

(x, y, z, α, β, γ) = J (P∗, r) . (5.4)

For this mission, two different models of ANNs are considered for this problem, which are

the MLP and the CNN. In the following, we present the architectures of MLP and CNN

models. The optimal set of parameters for each model is obtained by training each model

over the whole data set by minimizing a certain loss function, in a way that captures the

patterns between the instantaneous received SNR vector r and the 3D position and the

3D orientation angles of the UE (x, y, z, α, β, γ) over the whole data set.

An ANN is a series of layers, where each layer is composed of multiple artificial neurons

and their connections. Specifically, as shown in Figure 5.3, an ANN is composed of an

input layer, D hidden layers, and an output layer, where D denotes the depth of the

neural network. First, at the input layer, the SNR feature vector r with a bias b1 is fed

into the neural network. Second, for d = 1, 2, ..., D, the dth hidden layer consists of Md

artificial neurons and their connection. Each artificial neuron has the ability to calculate

a mathematical operation of its inputs and then applies an activation function to obtain

a signal that will be forwarded to the next layer. Finally, the output layer consists of

six artificial neurons, where each neuron is responsible for estimating one parameter in

(x, y, z, α, β, γ). As shown in Figure 5.3, the propagation rules within the hidden layers

are expressed as follows. For j ∈ J1, DK and i ∈ J1,MjK, the output of the ith neuron in

the jth hidden layer is expressed as

vi,j = ai,j [t (uj−1,wi,j, bi,j)] , (5.5)

where ai,j[·], uj−1 andwi,j denote the activation function, the input, and the weights vector

of the ith neuron of the jth hidden layer, respectively, t(·, ·, ·) is a linear transformation

that depends on the type of the ANN, and bi,j is a scalar bias. Assuming that the output

layer is referred to as the (D + 1)th layer, note that for j ∈ J0, DK, the input vector uj of
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Figure 5.3: ANN architecture for joint 3D position and orientation estimation.

the (j + 1)th layer is exactly the output vector vj of jth layer, i.e.,

uj = vj =
[
v1,j, v2,j, ..., vMj ,j

]T
, (5.6)

with the convention u0 = v0 = r, which is the SNR feature vector. On the other hand,

the propagation rules in the output layer are given by

x = a1,o [t (uD,w1,o, bi,O)] , α = a4,o [t (uD,w4,o, bi,O)] ,

y = a2,o [t (uD,w2,o, bi,O)] , β = a5,o [t (uD,w5,o, bi,O)] ,

z = a3,o [t (uD,w3,o, bi,O)] , γ = a6,o [t (uD,w6,o, bi,O)] ,

(5.7)

where for k ∈ J1, 6K, ak,O(·, ·, ·) and wk,o, denote the activation function and the weights

vector of the kth neuron of the output layer, and bi,O is a scalar bias.

The set of parameters P that defines the ANN is given by P = W ∪ B, where W =

{WO,Wj|j ∈ J1, DK}, such that WO = [wj,O,w2,O, ...,wMO,O], and for all j ∈ J1, DK,

Wj =
[
w1,j,w2,j, ...,wMj ,j

]
, and B = {bO,bj|j ∈ J1, DK}, such that bO = [bj,O,b2,O, ...,bMO,O]

T ,

and for all j ∈ J1, DK, bj =
[
b1,j,b2,j, ...,bMj ,j

]T
. As was mentioned above, the linear

transformation t(·, ·, ·) depends on the type of the ANN used. In our approach, we dis-

tinguish between two main linear transformations, which are the weighted sum and the

1D convolution. The ANN that employs the weighted sum as a linear transformation is

the MLP. In this case, for j ∈ J1, DK, i ∈ J1,MjK and k ∈ J1, 3K, the linear transformation

t(·, ·, ·) is expressed as t (uj−1,wi,j, bi,j) = wT
i,juj−1 + bi,j,

t (uD,wk,o, bi,O) = wT
k,ouD + bi,O.

(5.8)
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On the other hand, the ANN that employs the 1D convolution as a linear transformation is

the CNN. In this case, for j ∈ J1, DK, i ∈ J1,MjK and k ∈ J1, 3K, the linear transformation

t(·, ·, ·) is defined as t (uj−1,wi,j, bj) = wi,j ⊛ uj−1 + bi,j,

t (uD,wk,o, bO) = wk,o ⊛ uD + bi,O.
(5.9)

where ⊛ denotes the convolution operator.

The activation function, also known as the threshold function or the transfer function,

is a scalar-to-scalar function that determines the output of each neuron in a neural net-

work. The function is attached to each neuron in the network, and determines whether

it should be activated or not, based on whether each neuron’s input is relevant for the

model’s estimation or not. Some of the most commonly used activation functions for

solving non-linear problems include linear function, rectified linear unit (Relu) function,

sigmoid function, Hyperbolic tangent (tanh), etc [131].

At this stage, the architecture of the ANN model, either MLP or CNN, is set up.

The next step is how the ANN model should be trained in a way that provides the best

estimation accuracy for the 3D position and the orientation angles of the UE. This is

detailed in the following paragraphs.

5.3.5 Offline Phase: Models Training

Once the ANN model is selected, i.e., either MLP or CNN, the goal now is how to

obtain the optimal sets of weights P∗ that can map between the instantaneous received

SNR vector r and the 3D position and the orientation angles of the UE (x, y, z, α, β, γ).

This can be obtained by training the selected model as explained in the following. In

the estimation (or regression) problem in hands, obtaining the optimal sets of weights is

performed by minimizing a certain loss function. In a typical regression problem, several

loss functions can be considered, such as the mean-square-error (MSE) or the mean-

absolute-error (MAE) [132]. In our analysis, we consider the MSE loss, also known as the

L2 loss. Hence, obtaining the optimal sets of weights P can be obtained as

P∗ = argmin
P

L2(P) = argmin
P

1

Qtrain

Qtrain∑
l=1

||Pl − P̂l (P , rl) ||22, (5.10)

where Qtrain ∈ J1, QdK is the number of data points used for training the models, and for

l ∈ J1, QtrainK, Pl = [xl, yl, zl, αl, βl, γl]T and P̂
l
=
[
x̂l, ŷl, ẑl, α̂l, β̂l, γ̂l

]T
are the true and

estimated label vectors associated to the lth feature vector rl of the data set, respectively,
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such that P̂
l
is obtained from the selected ANN with respect to the set of parameters P .

Solving the optimization problem in (5.10) can be performed using the gradient descent

algorithm. In fact, gradient descent can be used to minimize the loss function L2 by

iteratively moving in the direction of steepest descent as defined by the negative of the

gradient [133]. A variety of the gradient descent method is the stochastic gradient descent

(SGD), which updates the weight parameters after evaluation of the loss function L2

after each sample. That is, rather than summing up the loss function results for all the

samples then taking the mean, SGD updates the weights after every training sample is

analysed [133]. Moreover, several adaptive varieties of the SGD have been proposed in the

literature of learning neural networks aiming at either increasing the convergence speed

and/or the convergence accuracy, such as Adagrad, Adadelta, RMSprop and Adam, with

Adam being the de facto standard in DL [133].

5.3.6 Online Phase: Models Deployment

Once the selected ANN model is trained and the optimal parameters P∗ are obtained,

the model will be deployed in the online phase. A UE with a random 3D position (x, y, z)

and 3D orientation angles (α, β, γ) communicates with the APs through IR links. The

APs measure the received SNR values r and inject them into the trained ANN model,

which in turn will produce an estimate of the 3D position (x̂, ŷ, ẑ) and the 3D orientation

angles (α̂, β̂, γ̂) of the UE, i.e.,

(x̂, ŷ, ẑ, α̂, β̂, γ̂) = J(P∗, r). (5.11)

Consequently, whenever the UE is connected to the APs, i.e., at least there is one active

communication link between the UE and the APs, the APs keep tracking if there is any

change in the received SNR values. If this is the case, the new SNR values are injected into

the trained ANN model and then a new position and orientation estimate is performed.

The performance of the ANN models will be tested over new unseen received SNR

vectors. In this case, the performance of each ANN model can be evaluated in terms of

the following performance metrics:

1. The average estimation error: it represents the average gap between the true

label vectors and the estimated label vectors.

2. Precision: it represents the estimation error that is higher than 90% of the possible
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Table 5.1: Simulation Parameters

Parameter Symbol Value

Room dimension Lr ×Wr ×Hr 5 m×5 m×3 m

LED half-power semiangle Φ1/2 60◦

LED conversion factor η 0.7 W/A

PD responsivity Rp 0.6 A/W

PD geometric area APD 1 cm2

Optical concentrator refractive index nc 1

Maximum UE’s height hdevice 1.5m

Maximum UE’s power Pmax
elec 0.04 W

Reflection coefficient of the walls ξ 0.7

Field of view of the LDs Φ 90◦

Field of view of the PDs Ψ 90◦

IR bandwidth BIR 10 MHz

IR noise power spectral density NIR 10−21 W/Hz

estimation errors. This can be depicted from the empirical CDF of the estimation

error.

3. The computational time: it measures the average time needed to estimate the

label vector of a given feature vector during one estimation session in the online

phase.

.

5.4 Simulation Results

In this section, our objective is evaluating the performance of the proposed ANN-based

joint user position and orientation estimation approach through extensive and various

simulations.

5.4.1 Simulations Parameters

In this chapter, we consider a typical indoor environment with dimensions Lr×Wr×Hr

= 5 × 5 × 3 m3 [36]. Unless otherwise stated, the indoor environment is equipped with

Nr = 16 APs which are arranged on the vertexes of a square lattice over the ceiling of

the room, where each AP is oriented vertically downward. In addition, a LiFi UE, that

is equipped with Nt = 1 LD, is randomly located within the room and its UE may have

a random orientation. The UE is a typical smartphone with dimensions 14 × 7× 1 cm3.
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Table 5.2: ANNs Specifications

data set size
First data set: Qd = 105

Second data set: Qd = 106

Depth of the ANN D 4

Number or neuron per MLP: 256

hidden layer Mj CNN: 64

Kernel size for CNN neuron 16

Total number of MLP: 207, 36

trainable parameters CNN: 205, 062

(Train, test) partition (0.9, 0.1)×Qd

Optimizer Adam

The LD is placed at screen of the smartphone, exactly at 6 cm above the center. The

parameters used throughout the chapter are shown in Table 5.1. The central processing

unit (CPU) of the machine on which all the simulations were performed was an Intel Core

i5 from the second generation that has a dual-core, a basic frequency of 2.40 GHz, and a

maximum turbo frequency of 3.40 GHz.

5.4.2 ANNs Specifications

The architecture of the MLP and CNN Models are shown in Table 5.2. Each ANN

consists of an input layer, an output layer, and D = 4 hidden layers, where each hidden

layer is composed of Mj = 256 neurons for the MLP and Mj = 64 filters for the CNN. In

addition, the kernel size of each convolution neuron is composed of 16 parameters. Two

distinct data sets are used in training the models, where the first has a size of Qd = 105

data points and the second has a size of Qd = 106 data points. Moreover, for each data

set size Qd, 0.9×Qd data points are used for training the models in the offline phase and

0.1×Qd are used for testing the models in the online phase.

In our proposed ANNs, the structure of each neuron in each hidden layer are presented

in Figure 5.4. For the MLP-based model, and as shown in Figure 5.4(a), each neuron

consists of a dense layer, a Relu layer, a dropout layer, and a normalization layer. The

dense layer is a fully connected linear layer in which every input is connected to every

output by a weight. Then, the Relu layer applies the Relu activation function to the

resulting output from the dense layer. After this, at each training stage, individual neurons

are dropped out of the ANN with a certain probability, so that the complexity of the

network is reducing. This layer is fundamental in order to prevent overfitting of the
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Normalization layer
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Convolution layer
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Dropout layer

Normalization layer

(b)

Dense layer
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Figure 5.4: Neuron architecture: (a) in each hidden layer in the MLP-based model, (b) in each hidden

layer in the CNN-based model, and (c) in the output layer.

ANNs [134]. Finally, The normalization layer scales the input so that the output has near

to a zero mean and unit standard deviation, to allow a faster and a more resilient training.

For the CNN-based model, and as shown in Figure 5.4(b), a similar neuron architecture

can be observed but with replacing the dense layer with a convolution layer, which operates

the convolution between the input of the neuron and its kernel. Concerning the neurons

architecture at the output layer, and as shown in Figure 5.4(c), each one consists of a dense

layer and a linear activation layer that establishes a link with each label at the output.

The design of the ANNs is performed using the programming environment Python 3 and

the Keras library developed by Google’s TensorFlow team in 2017 [135].

5.4.3 Learning and Estimation Performance Evaluation

Figure 5.5 presents the training and validation losses of both the MLP and CNN

models, measured in terms of the MSE, versus the epoch index, for the two considered data

sets, and for the cases when only the LOS component of the channel gain is considered and

when both the LOS and NLOS components are considered. In total, 30 epochs have been

used for training and validating each model. Specifically, the portion of data advocated for

training the ANN models is in fact divided into two subsets, one for training the models

to obtain the weights P and one for validating the generalization error of the obtained

weights on the unseen data. Hence, each epoch is a pass through the entire training set

in one time. As shown in Figure 5.5, the training and validation losses are decreasing

as the epoch index increases which demonstrates that the obtained ANN models are not

overfitting and can generalize well over unseen data points in the online testing. Moreover,

as it can be seen in Figure 5.5 that the training loss is higher than the validation loss.
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(b) MLP, Qd = 105.

5 10 15 20 25 30

0.2

0.4

0.6

0.8

1

(c) CNN, Qd = 106.
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(d) MLP, Qd = 106.

Figure 5.5: Training and validation losses of CNN and MLP models versus the epoch index.

This is mainly due to the use of dropout. In fact, similar to any regularization technique,

dropout is applied during the training phase, but not during the validation phase [136]. In

other words, regularization mechanisms, such as dropout, are turned off at the validation

time, and this leads to having the training loss being higher than the validation loss [136].

Tables C.1, C.2, and C.3 present the average estimation error and the precision

of the 3D position and the orientation angles of the UE in the online phase using the

proposed CNN and the MLP models and the KNN technique, respectively, for the two

considered data sets, and for the cases when only the LOS component of the channel

gain is considered and when both the LOS and NLOS components are considered. The

number of neighbours of the KNN technique is optimized for each setting. Specifically,

the validation error is computed for each possible number of neighbors and the optimal

value that produces the lowest validation error is then selected. For instance, for the

case when only the LiFi LOS channel gain is considered, the optimal value of neighbors

is 4. These tables shows that the CNN model outperforms both the MLP model and

76



0 0.2 0.4 0.6 0.8 1

0

0.2

0.4

0.6

0.8

1

(a) Qd = 105.

0 0.2 0.4 0.6 0.8 1

0

0.2

0.4

0.6

0.8

1

(b) Qd = 106.

Figure 5.6: CDF of the positioning error for the proposed CNN and MLP models and the KNN technique.
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Figure 5.7: CDF of the estimation error of the yaw angle α for the proposed CNN and MLP models and

the KNN technique.

the KNN technique. In fact, when considering the total channel gain and a data set of

size Qd = 106, the proposed CNN model is able to achieve an average positioning error of

10.53 cm with 90% of the positioning errors below 17.15 cm (precision), without any prior

knowledge on the UE position and orientation and any assumptions on the LiFi system.

The same performance and observations can be seen in the average estimation error and

the precision of the orientation angles.

Figures 5.6, 5.7, 5.8, and 5.9 present the CDF of the instantaneous positioning error

and the instantaneous estimation error of the yaw angle α, the pitch angle β, and the roll

angle γ, resulting from the proposed CNN and MLP models and from the KNN technique,

for the two considered data sets and for the cases when only the LOS component of the

channel gain is considered and when both the LOS and NLOS components are considered.
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(a) Pitch angle β,Qd = 105.
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(b) Pitch angle β,Qd = 106.

Figure 5.8: CDF of the estimation error of the pitch angle β for the proposed CNN and MLP models

and the KNN technique.

0 2 4 6 8 10

0

0.2

0.4

0.6

0.8

1

(a) Roll angle γ,Qd = 105.
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(b) Roll angle γ,Qd = 106.

Figure 5.9: CDF of the estimation error of the roll angle γ for the proposed CNN and MLP models and

the KNN technique.

These figures also confirm that the proposed CNN and MLP models outperform the KNN

technique, with the CNN being the best model to adopt. Furthermore, jointly with Tables

C.1, C.2, and C.3, Figures 5.6, 5.7, 5.8 and 5.9 show that increasing the data set size

increases the learning efficiency of the ANN models. This is mainly due to the fact that

having more data points will allow the ANNs to learn better the random behaviour of

the environment, which is translated in terms of the effects of the random position and

the random orientation of the UE on the instantaneous received SNR. In addition, it can

be seen that the estimation performance of the ANN models increases when the total

channel gain is considered instead of only the LOS components. This confirms that the

NLOS components provide useful information that improves the estimation performance
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of the 3D position and the orientation angles of the UE, rather than a source of noise as

was considered in the literature [118]. In fact, including the NLOS components of a UE

with random orientation leads to a non-symmetric SNR change within the room, which

is not the case when only the LOS components and upward LD/PD are considered, in

which many positions may have similar SNRs.

Another observation that can be seen is that the estimation performance of the CNN,

the MLP and the KNN models are more accurate for some parameters than others. In

fact, we can see that the estimation performance of the pitch angle β and the roll angle

γ is way better than the one of the yaw angle α. This is mainly due to the statistics of

these angles. Specifically, as presented in Section 2.3, the standard deviations of the pitch

angle β and the roll angle γ are very small. Therefore, when generating the data set,

the random realizations of these angles will fluctuate slightly over their individual means.

However, the mean of the yaw angle α, which is Ω − 90◦, is also randomly changing,

whereas the means of the pitch angle β and the roll angle γ are fixed. This explains why

the estimation accuracy of the pitch and the roll angles is better than the one of the yaw

angle.

5.4.4 Computational Complexity Evaluation

Considering the CNN model, and as shown in Table 5.3, the total training time for

a data set of size Qd = 105 is approximately 30 minutes and the total training time for

a data set of size Qd = 106 is approximately 4.7 hours. In addition, the required time

for generating the data set of size Qd = 105 is approximately 1.5 hours and the required

time for generating the data set of size Qd = 106 is approximately 15 hours. Although

the time required for the data set generation and the models training is large, this high

computational complexity is not an issue, since the data set generation and the models

training is performed in the offline phase and only once prior to the deployment of the APs.

Concerning the online complexity, and as it can be seen in Table 5.3, the computational

time of the proposed CNN and MLP models in the online phase is extremely low. In

fact, the maximum computational time in the online phase is 19 seconds for a data set

with size Qd = 105 and 140 seconds for a data set with size Qd = 106. Therefore, the

average estimation time in the online phase is 19
0.1×105

= 1.9 ms per trial for a data set of

size Qd = 105 and 140
0.1×106

= 1.4 ms per trial for a data set of size Qd = 106, i.e., real-
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Table 5.3: Total computational time [in seconds]

CNN MLP KNN
N = 105 N = 106 N = 105 N = 106 N = 105 N = 106

LOS
Offline phase 1800 17000 250 2000 0.3 0.54
Online phase 19 140 9 30 1 26

LOS+NLOS
Offline phase 1800 17000 220 2300 0.34 0.7
Online phase 20 200 8 30 1 29

time estimation. Nevertheless, the best existing joint position and orientation estimation

technique, which was proposed in [118], has an average online computational time of 0.5

s per trial, which demonstrates the potential of the proposed ANN models in providing

highly accurate and real-time joint position and orientation estimation.

5.4.5 Effects of the Indoor Environment Geometry

Figure 5.10 presents the CDF of the positioning error for the proposed CNN and MLP

models and the KNN technique for different room dimensions Lr ×Wr × Hr, where the

number of APs Nr = 16 and the total channel gain is considered. This figure shows that

increasing the room dimension while keeping the number of APs fixed will decrease the

estimation performance. This observation is expected, since increasing the room dimen-

sions will enlarge the search space of the unknown position parameters, and therefore, the

probability of wrong estimation will increase. On the other hand, Figure 5.11 presents the

CDF of the positioning error for the proposed CNN and MLP models and the KNN tech-

nique for different number of APs Nr, where the room dimension is Lr×Wr×Hr = 5×5×3

m3 and the total channel gain is considered. This figure shows that decreasing the number

of APs while keeping the room dimension fixed will decrease the estimation performance.

This observation is also expected since decreasing the number of APs will decrease the

size of the feature SNR vector, which reduces the amount of information that can be

exploited for the estimation.

5.4.6 Reliability Performance Evaluation

The main objective behind estimating the UE position and orientation, other than the

purpose of navigation-based or location-aware services, is estimating the indoor channel

gain between the APs and the UE. In this context, although some navigation-based or

location-aware services may tolerate a range of estimation errors, it is not the case when
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Figure 5.10: CDF of the positioning error for

the proposed CNN and MLP models and the

KNN technique for different room dimensions.
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Figure 5.11: CDF of the positioning error for

the proposed CNN and MLP models and the

KNN technique for different number of APs Nr.

5 10 15 20
10

-5

10
-4

10
-3

10
-2

10
-1

Figure 5.12: Downlink BER evaluation versus the average received SNR γ̄RX, for an indoor environment

with dimensions Lr ×Wr ×Hr = 5× 5× 3 m3 with the number of APs Nt = 16 and a data set with size

Qd = 105.

estimating the UE channel gain. In fact, the position and orientation estimation errors

will affect the CSI estimation accuracy, which in turn will affect the performance of LiFi

systems in terms of reliability and achievable rates. Due to this reason, the reliability

performance of LiFi systems under the position and orientation estimation errors is in-

vestigates in this section.

Let us consider the downlink transmission between the APs and the UE. In this case,

the transmitter is the LiFi APs and the receiver is the UE. Accordingly, let h denotes

the Nt × 1 total downlink channel gain vector between the Nt APs and the UE and P d
elec

denotes the electrical transmit power from the APs. In this case, the instantaneous re-

ceived SNR at the UE is given by γRX =
Pd
elec||h||

2
1

σ2
VL

. Assuming that the OOK modulation

is employed and that the APs broadcast the same signal to the UE, Figure 5.12 presents
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the average exact and estimated BERs versus the average received SNR γ̄RX = E [γRX] for

an indoor environment with dimensions Lr×Wr×Hr = 5× 5× 3 m3 and for the number

of APs Nt = 16. The average here is with respect to to all the realizations of the channel

gain vector h induced by all the exact and the estimated positions and orientations.

From Figure 5.12, the following observations can be highlighted. First, the proposed

CNN model provides the most accurate estimation of the BER compared to the proposed

MLP model and the KNN technique. This is mainly due to the fact that, based on the

results of the previous subsections, the CNN model was shown to be the best model in

estimating the position and the orientation of the UE. Second, the proposed MLP model

along with the KNN technique provide an underestimation of the BER. In fact, one might

think that the estimated average BER by the MLP model and the KNN technique is bet-

ter than the exact one but it is not what it looks like. In fact, this underestimation is

mainly due to the position and orientation estimation errors. Specifically, the estimated

position and orientation, although they produce better BER performance, but they don’t

reflect the realistic BER resulting from the exact position and orientation of the UE.

5.5 Conclusion

In this chapter, novel ANN models were proposed for the joint 3D position and ori-

entation estimation of a LiFi UE with a random orientation and an unknown emitting

power. Using RSS-based fingerprinting, the proposed approach consisted of generating a

measurement-based data set that contains the instantaneous received SNR along with the

corresponding 3D position and orientation angles. Then, an MLP and a CNN models were

designed to map efficiently the SNR feature vectors with the corresponding positions and

orientation angles. Although there were no prior knowledge on the UE position and orien-

tation and any assumptions on the LiFi system, the proposed models were able to achieve

centimeter level positioning error and high accurate orientation angles estimation. The

performance of the proposed models were compared with the KNN technique, in terms of

average estimation error, precision, BER, and computational time, where the superiority

of the proposed ANN models was shown. These results have enlightened the potential

of the proposed ANN models in providing highly accurate and real-time joint position

and orientation estimation. In addition, the simulation results have demonstrated how

including the NLOS components of the channel gain can improve significantly the position
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and orientation estimation performance.

The analysis presented in the chapter considered the case when the user is station-

ary. Although the the same proposed techniques can be applied for the case of mobile

users, the performance of LiFi systems is highly affected by the users mobility. In the

next chapter, a novel approach is proposed to alleviate the effect of users mobility on the

optimization of LiFi systems.
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Chapter 6

Proactive Optimization for Indoor

LiFi Systems with Channel Aging

6.1 Motivation, Related Works, and Contributions

A LiFi UE is mobile if its position and/or orientation are changing over consecutive

time slots, such as the case of a user that is browsing or watching streaming video while

walking [28]. However, at the LiFi physical layer, the majority of the invoked optimization

problems are non-convex, e.g., maximizing throughput by means of power control, multi-

user spectrum optimization in multi-carrier systems, optimal beamforming for sum rate

maximization, to name only a few [72,76,137–140]. These problems may be solved using

dual decomposition or heuristic techniques that require iterative algorithms, which induces

a certain processing delay at the LiFi physical layer [130]. However, for the case of mobile

LiFi users, such processing delay may exceed the maximum amount of time allocated to

serve all the mobile users, and therefore, can not be tolerated. In fact, since users are

mobile, they might change their instantaneous positions and/or orientation within the

processing time. Consequently, their channel coefficients may evolve within the processing

time and their previously estimated channel coefficients are no longer accurate, which

makes the obtained solution no longer optimal after the processing time, and this can

lead to performance degradation. This problem is known as channel aging, i.e., the LiFi

channel coefficients are outdated after the optimization time, which is a very known

problem in the wireless and mobile communication literature [141,142].

In this chapter, a proactive optimization (PO) approach that can alleviate the LiFi

channel aging problem is proposed. The core idea is to design a long-short-term-memory

84



(LSTM) network that is capable of predicting posterior positions and orientations of

mobile users, which can be then used to predict their channel coefficients. Consequently,

the obtained channel coefficients can be exploited for deriving near-optimal transmission

schemes prior to the intended service time, which enables real-time service. Through

various simulations, the performance of the designed LSTM model is evaluated in terms

of prediction accuracy and time. Finally, the performance of the proposed PO approach is

investigated in the sum rate maximization problem of multi-user LiFi systems with QoS

constraints, where a performance gap of less than 7% is achieved and a real-time service

is guaranteed.

6.2 System Model and Problem Statement

We consider the multi-user indoor LiFi system presented in Figure 6.1, where K mobile

LiFi users are communicating simultaneously (within the same time/frequency resource

block) with the APs. Each user is equipped with a LiFi-enabled UE and is moving

following a certain trajectory. In addition, during the movements of users, each UE has

a random orientation over time, i.e., at each point of the trajectory of each user, the

orientation of its associated UE is random. Moreover, each UE is equipped with a single

LD and a single PD that are used for data transmission and reception in the downlink

and uplink phases, respectively.

Let us consider an optimization problem P [H(t)], where H(t) is the instantaneous

channel matrix of the mutli-user LiFi system at time slot t, that aims at enhancing the

performance of the LiFi system at hand at each time slot t, with respect to a certain

performance metric, such as sum-rate maximization, minimum rate maximization, age of

information (AoI), latency, etc. In addition, let ∆t denotes the processing time required

to solve the optimization problem P [H(t)] at each time slot t, which increases as the

number of mobile users and/or APs increases. Within the time interval ∆t, the channel

matrix of H evolves from H(t) to H(t + ∆t), since the users are mobile and may have

changed their instantaneous positions and orientations during the time interval ∆t. In

this case, the obtained solution from solving problem P [H(t)] at time slot t may no longer

be optimal after the optimization time ∆t. In other words, the obtained solution, which is

optimal for H(t), may not optimal for H(t+∆) and can imply a performance loss to the

system. This problem is known as channel aging, i.e., the channel matrix H(t) is outdated
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Figure 6.1: A typical multi-user indoor LiFi system.

at time slot t+∆t, and this is actually a very known problem in the wireless and mobile

communication literature, especially for mobile massive MIMO systems [141,142]. Based

on the above discussion, a PO approach is proposed to overcome the aforementioned

channel aging problem, which will be presented in the following section.

6.3 Proposed PO Approach

In this section, the proposed PO technique is presented. The basics of the proposed

approach will be presented first. Then, its detailed implementation is investigated.

6.3.1 Proposed Approach

Let L ∈ N\{0} denotes a posterior time slot index and let us consider an optimization

problem P [H(t+ L)] that needs to be solved at each time slot t+L. In order to overcome

the channel aging problem discussed in Section 6.2, an alternative approach is to solve

problem P [H(t+ L)] prior to the occurring of the target time slot t + L. Precisely, the

proposed PO approach consists first of predicting the channel matrixH (t+ L) at time slot

t, which is denoted by Ĥ (t+ L). Then, the optimization problem P
[
Ĥ(t+ L)

]
is solved

within the time interval [t, t+ L]. In this case, a sub-optimal solution is obtained and can

be employed in serving the cellular users at time slot t+L, without any processing delay

at time slot t+ L. This will beat indeed the raised problem of channel aging. Figure 6.2

presents the procedure of the proposed PO approach. As shown in this figure, it consists
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Figure 6.2: Procedure of the proposed PO technique.

mainly of three consecutive phases, which are: 1) RSS collection phase, 2) Prediction

phase, and 3) Optimization phase. For the ease of reading, we start with the following

notations.

Notations 6.1. For all k ∈ J1, KK, we denote by pk(t) ≜ [xk(t), yk(t), zk(t), αk(t), βk(t), γk(t)]

the 1× 6 vector that contains the exact instantaneous 3D position and orientation of the

kth UE at time slot t. Accordingly, we denote by p̂k(t) the predicted 3D position orienta-

tion of the kth UE at time slot t, respectively.

The details of each phase of the proposed PO approach are presented in the following

subsections.

6.3.2 RSS Collection Phase

In this phase, N ∈ N\{0} uplink RSS values for each UE are collected over the time

slots Jt−N +1, tK. At each time slot j ∈ Jt−N +1, tK, and for all k ∈ J1, KK, the kth UE

has an instantaneous 3D position and orientation vector pk(j). First, in order to cancel

any inter-user interference in this phase, the total IR bandwidth Br is equally divided

over all K UEs for the uplink transmissions. At this point, for all k ∈ J1, KK, the kth UE

needs to transmit a reference signal to the APs. Assuming that the DC-biased PAM with
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order M is used, the kth UE broadcasts through its LD a scalar signal sk = IDC, where

IDC denotes the DC bias of the LD. Hence, for all k ∈ J1, KK and i ∈ J1, NrK, the received

signal of the kth UE at the ith AP is given by

zk,i = λgi,k(j)xk + ni, (6.1)

where, for all i ∈ J1, NrK and j ∈ J1, NtK, gi,k is the uplink channel gain between the

kth user and the PD ith AP, and ni is an AWGN experienced at the PD of the ith AP

that is N (0, σ2
n) distributed, such that σ2

n = NIR
BIR

K
is the noise power, in which NIR is

the IR noise power spectral density at the optical receivers and BIR is the IR bandwidth.

In addition, as was explained in Section 2.1, λ = TRpη, in which T is the TIA gain at

the AP, Rp is the responsivity of the AP’s PD, and η is the current-to-power conversion

efficiency of the LDs.

Based on the above, for all k ∈ J1, KK and i ∈ J1, NtK, the received SNR of the kth

UE at the ith AP at each time slot j ∈ Jt−N + 1, tK is expressed as

rk,i(j) =
λ2ug

2
k,i(j)Pelec

σ2
n

. (6.2)

where Pelec =
I2DC

3
M−1
M+1

is the electrical power of the transmitted signals. Based on this,

for all k ∈ J1, KK, the 1×Nr received SNR vector of the kth UE at the APs at each time

slot j ∈ Jt−N + 1, tK is expressed as

rk(j) ≜ [rk,1(j), rk,2(j), ..., rk,M(j)] , (6.3)

which depends mainly on the instantaneous 3D position and orientation vector of the kth

UE pk(j) at time slot j. Consequently, as shown in Figure 6.2, within the time interval

Jt − N + 1, tK, and for all k ∈ J1, KK, the APs collect a group of N SNR vectors for the

kth UE that is expressed as

rk,total(t) = [rk(t−N + 1), rk(t−N + 2), ..., rk(t)] . (6.4)

6.3.3 Prediction Phase

In this phase, the goal is to predict, at each time slot t, the posterior 3D position

and orientation for each UE relative to time slot t + L, based on its prior RSS values

collected between the time slots t−N + 1 and t. Specifically, as shown in Figure 6.2, for

all k ∈ J1, KK, the goal is to predict, at each time slot t, the posterior 3D position and

orientation vector pk(t + L) of the kth UE, based on its associated vector of RSS values

rk,total(t) collected between time slots t − N + 1 and t. As was mentioned in the RSS

collection phase in subsection 6.3.2, for all k ∈ J1, KK, the vector of RSS values rk,total(t)
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collected between time slots t−N +1 and t is a function of the instantaneous 3D position

orientation vector pk(j) of the kth UE at each time slot j ∈ Jt−N+1, tK, i.e., there exists

a deterministic vector-valued function F (·) such that

pk(j) = F (rk(j)) . (6.5)

In other words, at each time slot t and for all k ∈ J1, KK, the vector of total RSS values

rk,total(t) collected between the time slots t−N +1 and t contains information about the

previous realizations of the 3D position and orientation of the kth UE within the time

interval Jt−N + 1, tK.

On the other hand, for all k ∈ J1, KK, since the kth UE is mobile, then its instantaneous

3D position and orientation vector pk(t) is a multivariate random process (RP). In this

case, for all k ∈ J1, KK, and for every time slot t, there exists a probabilistic vector-valued

function D (·), such that
pk(t+ L)

pk(t+ L− 1)
...

pk(t)

 = D




pk(t)

pk(t− 1)
...

pk(t−N + 1)



 . (6.6)

Consequently, based on (6.5) and (6.6), there exists a probabilistic vector-valued function

J (·), such that, for all k ∈ J1, KK, and for every time slot t,
pk(t+ L)

pk(t+ L− 1)
...

pk(t)

 = J




rk(t)

rk(t− 1)
...

rk(t−N + 1)



 . (6.7)

Based on (6.7), the objective here is to determine the probabilistic vector-valued function

J (·). However, obtaining its exact characterization is not straightforward. In fact, for

all k ∈ J1, KK, and for every time slot j ∈ Jt − N + 1, tK, the vector of RSS values rk(j)

includes the contributions of both the LOS and the NLOS components of the wireless

links between the kth UE and the Nr APs. Although the contributions of the NLOS

components will improve the prediction accuracy, like it was shown in Chapter 5, their

inclusion in the prediction process is not straightforward from an optimization point of

view, like the case of maximizing an observed predictive likelihood function. This is

basically due to the complex expressions of the LiFi channel gain depicted in Section 2.2.

To overcome this issue, an approximate parametric vector-valued function Ĵ (W , ·)

will be constructed using an ANN, where W is the set of parameters of the ANN. In this
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case, for all k ∈ J1, KK, and at each time slot t, the predicted values of the posterior 3D

position and orientation of the kth UE relative to time slot t+ L can be obtained as
p̂k(t+ L)

p̂k(t+ L− 1)
...

p̂k(t)

 = Ĵ

W ,


rk(t)

rk(t− 1)
...

rk(t−N + 1)



 . (6.8)

The details on how the approximate parametric vector-valued function Ĵ and the optimal

set of parameters W∗ are obtained will be presented in Section 6.4.

Based on the above, for all k ∈ J1, KK, the predicted 3D position and orienta-

tion vector p̂k(t + L) of the kth UE associated to time slot t + L is obtained and

its associated predicted Nt × 1 downlink channel gain vector ĥk(t + L) can be calcu-

lated at time slot t. Consequently, the predicted K × M channel matrix Ĥ(t + L) =[
ĥ1(t+ L), ĥ2(t+ L), ..., ĥK(t+ L)

]T
can be obtained at time slot t.

6.3.4 Optimization Phase

In this phase, once the predicted K ×Nt downlink channel matrix Ĥ(t+L) from the

Nt APs and the K users is obtained, the optimization problem P
[
Ĥ(t+ L)

]
is solved

within the time interval [t, t+ L]. In this case, a sub-optimal solution is obtained and can

be employed in serving the LiFi users at time slot t + L, without any processing delay

at time slot t+ L, which overcomes the problem of channel aging of the considered LiFi

system that was raised in Section 6.2.

6.4 Joint Prediction of Indoor LiFi User Position and

Orientation

6.4.1 Methodology

In this section, and as discussed in subsection 6.3.3, our objective is to determine an

approximate parametric vector-valued function Ĵ along with its optimal set of parameters

W∗ that can predict the posterior 3D position and orientation of the LiFi UEs with a good

accuracy. To reach this goal, DL techniques, through the use of ANNs, are employed.

The proposed prediction technique consists of two phases: 1) an offline learning (offline

phase) and 2) an online deployment (online phase). In the offline learning, a data set of
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Figure 6.3: Data set structure

Qd random sequences, each of length N + Lmax, are generated, where Lmax denotes the

maximum posterior time slot index. Specifically, for all q ∈ J1, QdK, a random trajectory of

length N+Lmax steps is generated using a predefined experimental-based indoor mobility

model, within which a random 3D experimental-based orientation is generated at each

step. For all q ∈ J1, QdK, the process of generating the qth data point of the data set is

as follows.

1. A sequence
[
pq1,p

q
2, ...,p

q
N+Lmax

]
of N + Lmax 3D position and orientation vectors

is randomly generated using the experimental-based indoor ORWP, where for all

j ∈ J1, N +LmaxK, pqj is the 3D position and orientation vector of the jth time step

of the qth sequence. The details of the experimental-based ORWP model employed

here are presented in Appendix B. Then, the obtained sequence is recorded.

2. For all j ∈ J1, NK, the 1×Nr SNR vector rqj is calculated based on the 3D position

and orientation vector pq(j).

3. The features vector of the qth data point is the 1 × N sequence of SNR vectors

[rq1, r
q
2, ..., r

q
N ].

4. The labels vector of the qth data point is the 1×L sequence of posterior 3D position

and orientation vector
[
pqN+1,p

q
N+2, ...,p

q
N+Lmax

]
.

The structure of the data set is shown in Figure 6.3. Afterwards, based on the obtained

data set, optimal ANN models that provide the best approximate parametric vector-

valued function Ĵ that can map between the received SNR vectors and the posterior
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3D position and the orientation vectors are designed. Finally, in the online testing, the

obtained approximate parametric vector-valued function Ĵ is deployed. In the following,

we will present first the steps of the offline phase and then we will discuss the deployment

of the obtained learning models in the online phase.

6.4.2 Prediction Model

The problem at hand is the prediction of future 3D positions and orientations of a LiFi

UE based on its prior received SNR values. Since both the position and the orientation of

the UE can be modeled as RPs, as discussed in the previous paragraph, the problem can

be formulated as a sequence-to-sequence (Seq2Seq) prediction problem [143,144]. Seq2Seq

prediction is basically a process of extracting useful information from historical records

and then determining future values. Unlike regression predictive modeling, Seq2Seq map-

ping adds the complexity of sequences dependencies among the input variables [143,144].

A powerful type of neural network designed to handle sequences dependencies is called re-

current neural networks (RNNs). The LSTM network is a category of RNN that is trained

using Backpropagation through time and that is known of their capability in alleviating

the vanishing gradient problem [145]. As such, LSTM network can be used to create large

RNNs that can be used to address difficult Seq2Seq prediction problems. Motivated by

this discussion, the approximate parametric vector-valued function Ĵ is an LSTM network

that is trained in the offline phase using the generated data set. Hence, its optimal set of

parameters W∗ that provide the best prediction accuracy can be obtained.

6.4.3 Online Phase

In the online phase, once the LSTM model is optimized, the obtained parametric

vector-valued function Ĵ (W∗, ·) is deployed at the APs. Consequently, for all k ∈ J1, KK,

and at each time slot t, the APs track if there is any change in the received SNR values

[rk(t−N + 1), rk(t−N + 2), ..., rk(t)] from the kth UE within the interval of time Jt −

N +1, tK. If this is the case, the received SNR values are fed into the obtained parametric

vector-valued function Ĵ (W∗, ·) in order to output the sequence of predicted posterior

3D position and orientation vectors of the kth UE [p̂k(t), p̂k(t+ 1), ..., p̂k(t+ L)], where

L ∈ J1, LmaxK is the target posterior time slot index. Consequently, the obtained sequences

of predicted posterior 3D positions and orientations vectors are injected into the channel
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matrix expression in order to predict the channel matrix of all UEs associated to time slot

t + L, i.e., H̃(t + L). Finally, assuming a certain transmission strategy and a predefined

performance metric, the associated optimization problem P
[
Ĥ(t+ L)

]
is solved within

the time interval [t, t + L]. In this case, a sub-optimal solution is obtained and can be

employed in serving the cellular users at time slot t+ L directly, without any processing

delay at time slot t+ L.

6.5 Application: Proactive Sum-Rate Maximisation

of Multi-User LiFi Systems

6.5.1 Motivation

The main motivation behind predicting the future channel realizations of mobile UEs

is to proactively design near-optimal transmission schemes prior to the target service time

slot, which will enable real-time near-optimal service for mobile UEs. As an application

for the proposed PO technique, a typical optimization problem is considered, which is the

sum-rate maximisation of multi-user LiFi systems with QoS constraints.

6.5.2 Signal Model and Rate Analysis

Consider the same indoor LiFi system presented in Section 6.2, where at each time slot

t, the LiFi controller attempts to transmit the vector of messages u(t) = [u1(t), u2(t), ..., uK(t)]
T ,

in which for all k ∈ J1, KK, uk(t) denotes the message intended to the kth UE at time

slot t. Hence, in order to broadcast these messages through the Nt APs, the controller

multiplexes the messages of the UEs using linear precoding. Based on this, the Nt × 1

vector of signals s(t) broadcast by the Nt APs at each time slot t can be expressed as

s(t) = V(t)u(t) =
K∑
k=1

vk(t)uk(t), (6.9)

where for all k ∈ J1, KK, vk(t) presents the Nt× 1 precoding vector of the kth UE at time

slot t and V(t) = [w1(t),w2(t), ...,wK(t)] presents the Nt ×K precoding matrix at time

slot t.

One operating constraint in LiFi systems is the peak-power constraint at the LEDs,

also known as the amplitude constraint, [72, 139, 140]. In fact, typical LEDs suffer from

nonlinear distortion and clipping effects. Hence, in order to maintain a linear current to
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light conversion and to avoid clipping distortion, a peak-power constraint is imposed on

the emitted optical power from the APs [32]. This constraint is expressed as

||Vu||∞ ≤ ιIDC, (6.10)

where ι ∈ [0, 1] denotes the modulation index of the LiFi system [32,146]. Now, in order

to satisfy the constraint in (6.10), we impose the following constraints on the precoding

matrix V and the total electrical power Pelec.

||V||∞ ≤ 1, and ||u||∞ ≤ A, (6.11)

where A = ιIDC. Consequently, for all k ∈ J1, KK, the received signal at the kth UE at

each time slot t is expressed as

yk(t) = λhTk (t)V(t)u(t) + nk(t) = λhTk (t)vk(t)uk(t)︸ ︷︷ ︸
useful signal

+λhTk (t)Vk(t)uk(t)︸ ︷︷ ︸
IUI

+nk(t), (6.12)

where as was explained in Section 2.1, λ = TRpηNLEDs, in which T is the TIA gain at

the receiver, Rp is the responsivity of the receiver’s PD and η is the current-to-power

conversion efficiency of the LEDs, and NLEDs is the number of LEDs per AP. In addition,

Vk(t) is the Nt×(K − 1) matrix that is equal to the precoding matrix V(t) after removing

the kth column and uk(t) is the K − 1 vector that is equal to the vector of messages u(t)

after removing the kth element. Moreover, for k ∈ J1, KK, nk is the AWGN experienced at

the kth user that is N (0Nr , σ
2
VLINr) distributed, where the variance of the noise is equal

to σ2
VL = NVLBVL, where NVL is the noise single sided power spectral density and BVL is

the visible light bandwidth available at the APs.

As depicted in the received signal’s expression in (6.12), each UE suffers from an inter-

user interference (IUI), which is resulting from the transmission of the messages of all UEs

within the same time/frequency resource block. One solution to cancels the effects of the

IUI at each UE is to employ zero-forcing (ZF) precoding, i.e., to force this interference to

be equal to zero at its reception. This cancellation can occur by imposing the following

constraints

hTk (t)vi(t) = 0, ∀ (k, i) ∈ J1, KK2 & i ̸= k, (6.13)

or equivalently H(t)V(t) = diagonal matrix, where H(t) = [h1(t),h2(t), ...,hk(t)]
T de-

notes the channel matrix of the considered multi-user LiFi system.

Since LiFi systems impose an amplitude constraint (or a peak-power constraint) on

the input signals as discussed above, the Gaussian distribution is not admissible for LiFi

signals. Due to this, the capacity of LiFi systems remains unknown [147]. Extensive

studies have put much effort into obtaining closed-form expressions for the achievable
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data rate, and have demonstrated that it can be expressed as 1
2
log (1 + c× SNR), where

c = 1
2πe

and e is the Euler constant, when the information-bearing signals u follow the

truncated Gaussian distribution [148, 149]. Hence, based on this description and the re-

sults of [148, 149], for all k ∈ J1, KK, the instantaneous achievable rate at the kth UE at

each time slot t can be expressed as

Rk (hk(t),vk(t)) =
1

2
log
(
1 + ρ

(
hk(t)

Tvk(t)
)2)

, (6.14)

where ρ = cλ2A2σ2
s

σ2
n

, in which σ2
s = σ2

d −
σd exp

(
−1

2σ2
d

)
erf

(
1

σd
√
2

) , such that σ2
d is the scale parameter of

the truncated Gaussian distribution of the input signals.

6.5.3 Problem Formulation

With the objective of maximizing the instantaneous achievable sum-rate of the consid-

ered LiFi system while guaranteeing a target QoS for each UE, an optimal design of the

instantaneous precoding matrix V(t) can be obtained through the following optimization

problem.

P [H(t)] : max
V(t)

K∑
k=1

Rk (hk(t),vk(t)) (6.15a)

s.t. hTk (t)vi(t) = 0, ∀(k, i) ∈ J1, KK2 & i ̸= k, (6.15b)

Rth ≤ Rk (hk(t),vk(t)) , ∀ k ∈ J1, KK, (6.15c)

||V(t)||∞ ≤ 1. (6.15d)

Problem P [H(t)] is a non-linear non-convex problem and, thus, obtaining its optimal

solution is not straightforward. Some heuristic approaches can be employed to obtain sub-

optimal solutions for problem P [H(t)]. However, these approaches require a processing

time that may exceed the maximum amount of time allocated to serve the different users,

which raises the channel aging problem invoked in this chapter. To overcome this issue,

the proposed PO approach can be applied. Hence, considering a posterior time slot index

L, we are interested in solving the following optimization problem.

P
[
Ĥ(t+ L)

]
: max

V(t+L)

K∑
k=1

Rk

(
ĥk(t+ L),vk(t+ L)

)
(6.16a)

s.t. ĥTk (t+ L)vi(t+ L) = 0, ∀ (k, i) ∈ J1, KK2 & i ̸= k, (6.16b)

Rth ≤ Rk

(
ĥk(t+ L),vk(t+ L)

)
, ∀ k ∈ J1, KK, (6.16c)

||V(t+ L)||∞ ≤ 1, (6.16d)
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at each time slot t and within the time interval [t, t+ L], which enables obtaining the

optimal precoding matrix V∗(t+ L) prior to the service time slot t+ L.

Problem P
[
Ĥ(t+ L)

]
is also a non-linear non-convex problem and, thus, obtaining

its optimal solution is not straightforward. Alternatively, we propose in the following a

solution approach that can reach a near-optimal solution. Consider the change of variable

given by V(t + L) = Ĥ(t + L)⊥X, where (·)⊥ denotes the pseudo-inverse operator and

X = diag (x) is a K ×K diagonal matrix, such that x = [x1, x2, ..., xK ]
T is a K × 1 real

vector. Based on this, constraint (6.16b) is satisfied and problem P
[
Ĥ(t+ L)

]
can be

re-expressed as

P ′
[
Ĥ(t+ L)

]
: −min

x

K∑
k=1

−1

2
log
(
1 + ρx2k(t)

)
, (6.17a)

s.t. Rth −
1

2
log
(
1 + ρx2k

)
≤ 0, ∀ k ∈ J1, KK, (6.17b)∣∣∣∣∣∣Ĥ(t+ L)⊥diag (x(t))
∣∣∣∣∣∣
∞
≤ 1. (6.17c)

The function x 7→ f(x) = −1
2
log (1 + ρx2) is a smooth function and its second deriva-

tive is expressed as ∂2

∂x2
(x) = ρ(ρx2−1)

(ρx2+1)2
, which is positive if x2 ≥ 1

ρ
and negative other-

wise. Hence, the function f is convex if x2 ≥ 1
ρ
and concave otherwise. Consequently,

problem P ′
[
Ĥ(t+ L)

]
is not convex. To deal with this issue, we convexify problem

P ′
[
Ĥ(t+ L)

]
by employing the convex-concave procedure (CCP) proposed in [150].

Using CCP, and based on the description in [150], the objective function (6.17a) and

the constraints in (6.17b) are convexified by linearizing them around a certain point

wj = [wj,1, wj,2, ..., wj,K ]
T through the first order Taylor approximation. In this case, the

convex form of problem P ′
[
Ĥ(t+ L)

]
is given by

P ′′
[
Ĥ(t+ L),wj

]
: −min

x

K∑
k=1

(
−1

2
log
(
1 + ρw2

j,k

)
− ρyj,k
ρw2

j,k + 1
× (xk(t)− wj,k)

)
,

(6.18a)

s.t. Rth −
1

2
log
(
1 + ρy2j,k

)
− ρwj,k
ρw2

j,k + 1
× (xk(t)−j,k) ≤ 0,

∀ k ∈ J1, KK, (6.18b)∣∣∣∣H⊥(t)diag (x(t))
∣∣∣∣
∞ ≤ 1. (6.18c)

Problem P ′′
[
Ĥ(t+ L),wj

]
is a convex optimization problem that depends on the

linearization point wj and can be solved efficiently using standard optimization packages

[151,152]. The detailed iterative algorithm for solving the original problem P
[
Ĥ(t+ L)

]
is given in Algorithm 1, where the initial point w1 is a random feasible point that
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Algorithm 1 Iterative algorithm for solving P
[
Ĥ(t+ L)

]
1. Initialization: Choose an initial feasible point y0.

2. Set: j = 0.

3. Repeat:

i) Update iteration j ← j + 1.

ii) Solve P ′′
[
Ĥ(t+ L),wj

]
.

iii) Assign the solution to wj+1.

4. Termination: terminate step 3. when

i) |g(xj ,xj−1)− g(xj−1,xj−2)| ≤ ϵ, or

ii) j = jmax.

5. Assign: x∗ = xj .

6. Construct: V∗(t+ L) = Ĥ(t+ L)⊥diag (x∗).

satisfies the constraints of problem P
[
Ĥ(t+ L)

]
, g(·, ·) is the objective function in (6.18a)

of problem P ′′
[
Ĥ(t+ L),yj

]
, ϵ is a gap threshold and jmax is a maximum number of

iterations. Finally, once the precoding matrix V∗(t) is obtained, it is applied directly at

time slot t+ L. Consequently, for all k ∈ J1, KK the instantaneous achievable rate at the

kth UE at each time slot t can be expressed as Rk (hk(t+ L),vk(t+ L)∗).

6.6 Simulation Results

In this section, our objective is to evaluate the performance of the proposed PO ap-

proach through extensive simulations.

6.6.1 Simulations Parameters

We consider a typical indoor environment with dimensions Lr×Wr×Hr = 10×10×3

m3. The indoor environment is equipped with 16 APs which are arranged on the vertices

of a square lattice over the ceiling of the room, where each AP is oriented vertically

downward. In addition, a LiFi UE, that is equipped with one LD and one PD, is randomly

located within the room and its UE may have a random orientation. The UE is a typical

smartphone with dimensions 14 × 7 × 1 cm3. The LD and the PD are adjacent to each
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Parameter Symbol Value

Room dimension Lr ×Wr ×Hr 5 m ×5 m ×3 m

Modulation index ι 0.33

User indoor walking speed v 1 m/second

Time slot duration δt 0.5 second

PD responsivity Rp 0.6 A/W

Current-to-power conversion factor η 0.8 W/A

LED half-power semiangle Φ1/2 60◦

PD geometric area APD 1 cm2

Optical concentrator refractive index nc 1

Reflection coefficient of the walls ξ 0.7

Field of view of the PD Ψ 90◦

VL bandwidth Bv 10 MHz

VL noise power spectral density Nv 10−21 W/Hz

IR bandwidth Br 10 MHz

IR noise power spectral density Nr 10−21 W/Hz

Table 6.1: Simulation Parameters.

other and are placed at screen of the smartphone, exactly at 6 cm above the center.

The parameters used throughout the chapter are shown in Table 6.1. The CPU of the

machine on which all the simulations were performed was an Intel Core i5 from the second

generation that has a dual-core, a basic frequency of 2.40 GHz and a maximum turbo

frequency of 3.40 GHz.

6.6.2 ANNs Specifications

The architecture of the LSTM model is shown in Table 6.2. For comparison purposes,

a CNN model is considered. The design of the considered CNN is optimized and the

optimal model consists of an input layer, an output layer and 2 hidden layers, where each

hidden layer is composed of 16 filters. In addition, the kernel size of each convolution

neuron is composed of 4 parameters. In this CNN model, the structure of each neuron

in each hidden layer is the same as the one proposed in Chapter 5. The design of the

LSTM and CNN models is performed using the programming environment Python 3 and

the Keras library developed by Google’s TensorFlow team in 2017 [135].
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Prior time slot index N = 8

Maximum posterior time
Lmax = 4

slot index

data set size Qd = 106

(Train, test) partition (0.9, 0.1)×Qd

Number of LSTM units 100

LSTM activation function
Hyperbolic

tangent (tanh)

LSTM recurrent activation function Sigmoid

Number CNN hidden layers 2

Number of filters per CNN hidden layer 16

Kernel size for each CNN neuron 4

CNN hidden layer activation Relu

CNN output layer activation Linear

Total number of parameters
LSTM: 24, 224

CNN: 25, 848

Optimizer Adam

Table 6.2: ANNs specifications.

6.6.3 Learning, Prediction, and Computational Complexity Eval-

uation

Figure 6.4 presents the training and validation losses of the designed LSTM and CNN

networks, measured in terms of the MSE, versus the training epoch index. As it can

be seen from this figure, the training and validation losses decrease as the epoch index

increases, which demonstrates that the designed LSTM and CNN networks are both not

overfitting and can generalize well over unseen data points in the online phase.

Figure 6.5 presents the empirical CDF of the instantaneous positioning error resulting

from the designed LSTM and CNN models for different values of the posterior time slot

index L. This figure shows that the LSTM model provides a higher positioning accuracy

than the CNN model. In the same context, as shown in Tables D.1 and D.2 in Appendix

D, when the posterior time slot index L = 1, the reported average positioning errors are

0.19m and 0.47m for the LSTM and the CNN models, respectively, whereas when L = 4,

the reported average positioning errors are 0.32m and 0.65m for the LSTM and the CNN

models, respectively. Moreover, Figure 6.5 shows that the positioning error increases as

the posterior time slot index increases. This result is expected since, as the posterior time

slot index increases, more uncertainty about the future positions will be considered.
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Figure 6.4: Training and validation loss versus the

epoch index.
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Figure 6.5: CDF of the positioning error for different

posterior time slot indices.

Considering the prediction performance of the orientation angles, Figure 6.6 presents

the empirical CDFs of the prediction error of the orientation angles yaw α, pitch β, and

roll γ. First, the same interpretations established for the positioning error apply for

the yaw angle α, where its average prediction error resulting from the LSTM and CNN

models are presented in Table D.1 and D.2 in Appendix D. However, for the pitch angle

β and the roll angle γ, Figure 6.6 and D.1 and D.2 in Appendix D show that the LSTM

model and the CNN model exhibit the same prediction performance. In addition, the

prediction performance does not change as the posterior time slot index increases. These

observations are basically due to the fact that, from the experimental-based statistics

presented in Table 2.1 in Section 2.3, the standard deviation of the pitch angle β and the

roll angle γ are very low, i.e., both β and γ fluctuates slightly around their means.

The required time to generate a data set of size Qd = 105 data points is approximately

6 hours. In the other hand, the time required to train the designed LSTM and CNN

models is 14 mins and 1.5 hours, respectively. Although the time required for the data set

generation and the models training is large, this high computational time is not an issue,

since the data set generation and the models training is performed in the offline phase

and only once prior to the deployment of the APs. Considering the online complexity,

the computational time of the designed LSTM and CNN models in the online phase is

extremely low. In fact, over the whole test set, which has a size of 0.1 × Qd = 105, the

total prediction time in the online phase is 3 seconds and 6.56 seconds for the LSTM and

CNN models respectively. Therefore, the average prediction time per trial is 3
105

= 0.03

millisecond and 6.56
105

= 0.07 millisecond for the LSTM and CNN models respectively, i.e.,
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Figure 6.6: CDF of the prediction error of the orientation angles yaw α, pitch β and roll γ.

real-time prediction. In addition, the reported results demonstrates the superiority of the

designed LSTM model over the CNN model. This makes the designed LSTM model an

auspicious solution for accurate and real-time predictions.

6.6.4 Sum Rate Performance Evaluation

In this subsection, we consider the proactive sum-rate maximisation of the multi-user

system considered in Section 6.5 as an application of the proposed PO approach. The

results presented within this subsection are obtained from independent Monte-Carlo trials

over the whole test set. For a given prior time slot index L, and at each time slot t, four

different cases are considered, which are

1. Baseline 1 : The exact instantaneous channel matrixH (t+ L) is perfectly estimated

at time slot t+L and then the corresponding optimal precoding matrix is obtained

at the same time slot without considering any processing delay.

2. Proposed PO : The predicted instantaneous channel matrix Ĥ (t+ L) is obtained

from the optimized LSTM model at time slot t and then the corresponding optimal

precoding matrix is obtained within the time interval Jt, t+ LK.

3. Baseline 2 : The predicted instantaneous channel matrix Ĥ (t+ L) is obtained from

the optimized CNN model at time slot t and then the corresponding optimal pre-

coding matrix is obtained within the time interval Jt, t+ LK.

4. Baseline 3 : The exact instantaneous channel matrix H (t) is perfectly estimated at

time slot t. Then the corresponding optimal precoding matrix is obtained within

the time interval Jt, t+ LK and then applied at time slot t+ L.
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Baseline 1 is considered here as an upper bound to assess the performance of Proposed PO

scheme, since at each time slot t+L, the idealistic scenario is to obtain the corresponding

optimal precoding matrix at the same time slot without any processing delay. Moreover,

Baseline 3 is considered here to demonstrate the performance degradation caused by the

channel aging problem invoked in this chapter, since the precoding matrix associated to

the instantenous channel matrix H (t) is obtained within the time interval Jt, t+LK, and

therefore, applied for the instantaneous channel matrix H (t+ L). On the other hand,

for each case discussed above, the associated precoding matrix is obtained using two

approaches, which are

• The optimal approach that consists of running an off-the-shelf optimization solver.1

• The CCP approach (Algorithm 1).

In line with the above, Figure 6.7 presents the average sum rate of the considered multi-

user LiFi system versus the number of LiFi UEs K for the different cases presented above,

where the posterior time slot index L = 2 and the target rate threshold per UE is Rth = 1

nats/s/Hz. Figure 6.7 demonstrates that the CCP approaches provides a near-optimal

solution for the problem in hand, where the gap between average sum rate obtained from

using the optimal solution and the CCP solution is less than 0.01% for all the considered

scenarios. On the other hand, by comparing Baseline 3 to Baseline 1, Figure 6.7 shows

the performance degradation that is caused by the channel aging problem, where the

highest gap between the average sum rates associated to Baseline 1 and Baseline 3 is

higher than 20% for the considered range of number of UEs. However, the proposed PO

approach outperforms Baseline 3 and brings a performance enhancement to the system,

where the highest gap between the average sum rates associated to Baseline 1 and the

proposed PO is less than 7%. On the other hand, and in accordance with the results

obtained in the previous subsection, Figure 6.7 shows that the LSTM model outperforms

1The adopted solver is fmincon, which is a predefined MATLAB solver [153]. In addition, 100 distinct

initial points were randomly generated within the feasibility region of the optimization variables in order

to converge to the optimal solution. Specifically, through the use of the fmincon solver, each initial

point will lead to a given local extremum. Then, once all local extrema are collected, a simple brute

force search over the obtained extrema is applied to obtain the optimal solution. Although this heuristic

approach suffers from its high complexity, it was demonstrated that it is very effective in finding the

optimal solutions of non-convex problems as shown in [154–157]. Nevertheless, it is important to mention

that the optimal solutions of the considered problems can also be obtained using the technique proposed

in [158], which has a complexity of O
(

1
ϵ2

)
when the target accuracy of the solution is less than ϵ.
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Figure 6.7: Sum rate versus the number of LiFi

UEs K, when the posterior time slot index L = 2

and the required rate threshold for each LiFi UE

Rth = 2 nats/s/Hz. Marks denote the CCP results

and solid lines denote optimal approach results.
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Figure 6.8: Sum rate versus the required rate

threshold for each LiFi UE Rth, where the con-

sidered number of UEs is K = 4 and the posterior

time slot index L = 2. Marks denote the CCP

results and solid lines denote optimal approach re-

sults.

the CNN model, since the highest gap between the average sum rates associated Baseline

1 and Baseline 2 is higher than 10%.

Figure 6.8 presents the average sum rate of the considered multi-user LiFi system

versus the target rate threshold per UE Rth, when the number of UEs is K = 4 and the

posterior time slot index L = 2. Basically, this figure shows the same conclusions derived

from Figure 6.7, which demonstrates the potential of the LSTM model in particular and

the proposed PO approach in general. In addition, this figure shows that the sum rate

of the system decreases as the rate threshold Rth. This is basically expected, since when

the rate threshold Rth increases, the number of users that are admitted to the networks

increases, and this is due to the fact that their channel realizations can not satisfy the

target QoS.

Figure 6.9 presents the average computational time of the optimal optimization ap-

proach and the CCP approach for obtaining the best precoding matrix V for the consid-

ered LiFi system versus the number of LiFi UEs. This figure shows that the computational

time increases as the number of UEs increases, which is expected, since as the number

of UEs increases, the number of optimization variables increases. In addition, this figure

demonstrates that the CCP approach has a lower computational time than the one of

the optimal optimization approach (at least 50% less). In addition, recall that the CCP

approach provides a performance gap that is less than 0.01% from the optimal approach.
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Figure 6.9: Average computational time versus the number of LiFi UEs K, when the required rate

threshold for each LiFi UE Rth = 1 nats/s/Hz.

This demonstrates the potential of the CCP approach in providing an optimal solution

with a low computational time for the considered problem. Moreover, since the duration

of one time slot is 0.5 seconds, the solution of the CCP approach can be obtained within

one time slot. Therefore, the proposed PO approach can be applied even for a posterior

time slot index L = 1, i.e., at each time slot t, the a near-optimal solution can be provided

using the LSTM model and the CCP approach in the time interval Jt, t + 1K. Therefore,

for each time slot t, a near optimal precoding matrix V can be applied directly at time

slot t+ 1 without any processing delay.

6.7 Conclusion

With the objective of overcoming the LiFi channel aging problem, a PO approach

for indoor LiFi systems is proposed in this chapter. The core of the proposed technique

is one LSTM network that is capable of predicting posterior positions and orientations

of mobile users following random trajectories in indoor environments. Afterwards, these

predicted posterior positions and orientations are used to predict the channel coefficients

of mobile wireless links. Finally, the obtained predicted channel coefficients are exploited

for deriving near-optimal power allocation schemes prior to the intended service time,

which enables near-optimal and real-time service for mobile LiFi users. Through various

simulations, the performance of the proposed PO approach is investigated in a typical

optimization problem, which is the sum rate maximization of multi-user LiFi systems

with QoS constraints. For this case, a performance gap of less than 7% is achieved, while
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saving guaranteed real-time service. This demonstrates the potential of the proposed

PO approach in providing near-optimal and real-time service of mobile LiFi users and in

alleviating the LiFi channel aging problem.

The focus of Chapters 5 and 6 is providing some solutions for the CSI acquisition

procedure, either CSI estimation or prediction. Hence, the goal of these two last chapters

is preparing the floor for improving the performance of LiFi systems in order to meet the

requirements of 6G networks, especially in terms high data rates and massive connectivity.

To this end, the next chapter focuses on developing advanced multiple access techniques

in order to meet these demands.
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Chapter 7

CoMP-Assisted NOMA and

Cooperative NOMA in Indoor LiFi

Cellular Systems

7.1 Motivation and Related Works

As a wireless broadband technology, LiFi must support a high number of users with

simultaneous network access [31]. Traditional multiple access techniques, referred to as

orthogonal multiple access (OMA) techniques, allocate the available resources to coex-

isting users in an orthogonal manner in order to cancel the IUI. Such multiple access

techniques include time division multiple access (TDMA), and frequency division multi-

ple access (FDMA) [31]. The main drawback of the aforementioned techniques is that

the maximum number of users that can be served is limited by the number of available

orthogonal resources. In other words, the OMA techniques cannot provide sufficient re-

source reuse when the number of coexisting users is high. This makes OMA techniques

unable to support a massive number of users, and hence, unable to provide a massive

connectivity, which is one of the main requirements of 6G networks.

In an effort to increase the throughput and improve the fairness of LiFi systems,

the non-orthogonal multiple access (NOMA) technique was introduced in the litera-

ture. In contrast to OMA techniques, NOMA allows multiple users to exploit the same

time/frequency resource blocks at the expense of some IUI, leading to an efficient resource

utilization. In particular, downlink power-domain NOMA relies on the superposition cod-

ing (SC) concept at the transmitter side to multiplex the data streams of different users
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in the power domain, and on the successive interference cancellation (SIC) concept at the

end users to decode their received data [159].1 NOMA operates by allocating different

power levels to users based on their channel gains. On the other side, the strong users,

which are the users with high channel gains, first apply SIC to decode the weak users’

data, which are the users with low channel gains, cancel it from their respective recep-

tions, and then decode their data, whereas the weak users proceed to decode their data

directly, and hence, suffer from IUI resulting from the superposition of the strong users’

data.

Despite the great benefits that LiFi offers, it suffers from various shortcomings that

make the current technology still far from satisfying the demands of 6G networks. The

first limitation is the short communication range resulting from the short wavelengths of

the visible light waves. This results in high propagation losses as the LiFi channel gain

significantly deteriorates when the distance between transmitting and receiving devices

increases, in addition to the fact that the visible light can be easily blocked by obsta-

cles [34, 160, 161]. Moreover, unlike conventional RF wireless systems, the LiFi channel

is not isotropic, meaning that the orientations of the transmitting and receiving devices

affect the channel gains significantly [34, 160, 161]. As a result, the LiFi channel quality

fluctuates and the performance of advanced multiple access techniques, such as NOMA,

is significantly affected when applied to LiFi systems [34,160,161].

A large body of work has been produced in the application of NOMA in LiFi systems,

such as [52, 162–165] to name a few. In [52, 162], it was shown that NOMA outperforms

the traditional orthogonal frequency division multiple access (OFDMA) scheme in indoor

LiFi systems that are serving multiple users with fixed positions and orientations. Both

works prove the superiority of NOMA over OMA for stationary users but refrain from

studying the performance of NOMA for mobile users with random positions and orienta-

tions. In [163], NOMA was investigated in a downlink multi-user LiFi system with mobile

and randomly oriented users, where the sum-rate and the outage probability were derived.

Recently, an overview of the key multiple access techniques used in single-cell LiFi sys-

tems, such as NOMA and space-division-multiple-access (SDMA), was provided in [164].

In [165], a system model consisting of one AP serving multiple users simultaneously was

established, where users are served using the cooperative NOMA (C-NOMA) scheme. C-

1In this chapter, the term “NOMA” is restricted to power-domain NOMA as distinct from its code-

domain NOMA counterpart.
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NOMA is an enhanced version of NOMA that takes advantage of the desirable attributes

of NOMA and device-to-device (D2D) communication. By exploiting the SIC capabilities,

each strong user can act as a relay to assist the communication between the transmitter

and the weak user through an RF D2D link. Hence, each weak user receives multiple

versions of his data, one through the LiFi link coming from the transmitter and the re-

maining from the RF links coming from the associated strong users. In [165], the LiFi

system sum-rate was maximized by optimizing the strong/weak user pairing, the LiFi/RF

link selection, and the transmitted power, where it was shown that C-NOMA outperforms

the conventional NOMA scheme. The main drawback with the works in [52, 162–165] is

that the performance of NOMA was investigated in a single-cell setup, and the extension

to multi-cell configuration was not considered

For 6G wireless networks, cell densification has been demonstrated to be an effective

method to increase the network capacity. The main motivation behind cell densification

is reducing the path loss and allowing the reuse of partial or total spectrum by small

cells within a given coverage area. In the context of LiFi, the concept of optical attocell

was first introduced in [166]. However, similar to the cell densification concept, the main

drawback of the use of multiple optical attocells in indoor environments is the severe

ICI. Precisely, an indoor environment can be composed of multiple optical attocells, each

having a radius of around 3 m [52]. These optical attocells are adjacent to each other.

Therefore, when the optical attocells are exploiting the same frequency resources, the

users within one attocell can experience severe ICI from adjacent cells.

The application of NOMA in multi-cell LiFi systems was studied in [167,168]. In [167],

a user grouping scheme based on users locations was proposed to reduce the ICI effects in

NOMA-based multi-cell LiFi networks. With the residual interference from the SIC pro-

cess in NOMA taken into account, the power allocation within each attocell was optimized

to improve the achievable rate per user under a QoS constraint. Recently, a multi-cell

LiFi system was considered in [168], where each attocell consists of an AP that serves

two users coexisting within its coverage using C-NOMA. However, the main drawback of

the schemes proposed in [167, 168] is that the LiFi users still suffer from the ICI effects

since no ICI mitigation techniques were employed. In order to mitigate the ICI effects,

the concept of cooperative cellular systems has been introduced in practical LiFi systems,

where multiple LiFi APs coordinate together in serving multiple users within the resulting
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illuminated area [75, 76, 78, 169–171]. In this context, the users that are highly prone to

ICI effects can be jointly served by a set of adjacent APs. This ICI mitigation technique is

referred to as the coordinated multipoint (CoMP) or the coordinated broadcasting tech-

nique [75,76,78,169–172].

The performance of CoMP transmission in multi-cell downlink RF networks has been

investigated in [155–157,172–174], where different system configurations and various per-

formance metrics were considered. However, different from RF systems, a constraint is

imposed on the amplitude of the transmitted LiFi signals, which is referred to as the peak-

power constraint, rather than on their average power. Due to this, the power allocation

schemes developed for multi-user multi-cell RF systems do not apply for LiFi systems,

which is the case in [31,168] to name a few. On the other hand, the performance of CoMP

transmission in LiFi systems was also investigated in the literature [75, 76, 78, 169–171].

The authors in [169] considered the problem of joint resource and power allocation in

OFDMA-based coordinated multi-cell network. OFDMA is an OMA technique and it

was demonstrated in the literature that NOMA techniques offer a higher spectral effi-

ciency and a greater connectivity when compared to OMA techniques. In [75], it was

demonstrated that the CoMP technique can achieve higher signal-to-interference-plus-

noise ratios (SINRs) for ICI prone users in comparison to the frequency reuse (FR) tech-

nique. In [76,170], two linear precoders based on the minimum mean square error (MMSE)

method were proposed to minimize the MSE in multiple coordinated LiFi attocells under

imperfect channel state information (CSI), where all the LED transmitters are assumed

to be coordinated through an optical power line communication (PLC) link. Consider-

ing multi-user multi-cell MIMO LiFi systems, a coordinated ZF precoding technique was

proposed in [78,171] in a way to cancel the ICI, where the objective was to minimize the

MSE in [78] and to maximize the achievable sum-rate of the cellular users in [171].

The integration between CoMP and NOMA was investigated in multi-user multi-cell

LiFi systems [80, 175]. In [175], a downlink multi-user multi-cell LiFi system was con-

sidered and a joint NOMA transmission scheme was proposed, where the users in the

overlapping regions are jointly served by all the corresponding LiFi APs. In this context,

the authors developed two subcarrier allocation techniques, namely, area-based subcarrier

allocation and user-based subcarrier allocation. However, the power allocation scheme,

which is a crucial factor in the considered system, was not optimized, and suboptimal
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power allocation coefficients were employed instead. In [80], the authors proposed a hy-

brid NOMA and ZF precoding technique to manage multiple users in multi-cell LiFi

networks. The proposed approach consists of employing ZF precoding to cancel the ICI

at the cell-edge users, while using NOMA to deal with the IUI. However, the authors

have ignored the effects of ICI at the cell-center users, which may affect significantly the

performance of the system. In fact, in downlink multi-cell LiFi systems, the cell-center

users may experience ICI as well since typical users may have random orientation and

the distance between the APs is typically small, i.e., the corresponding adjacent cells are

very close to each other.

Based on the above background, one can see that both NOMA and C-NOMA are

auspicious multiple access techniques that can boost the network connectivity, while the

CoMP technique is an effective ICI mitigation technique. Motivated by this, it is expected

that the integration between CoMP and NOMA/C-NOMA techniques can improve the

performance of multi-user multi-cell LiFi systems and can make the LiFi technology a

promising candidate for 6G wireless networks. However, against the above background,

the optimal power allocation schemes that enhance typical performance metric, such as

the sum data rate and the minimum data rate, in multi-user multi-cell LiFi systems under

the promising CoMP-assisted NOMA and CoMP-assisted C-NOMA techniques were not

investigated in the literature, which is the focus of the chapter.

7.2 Contributions and Outcomes

In this chapter, we consider a downlink LiFi system consisting of two adjacent LiFi

attocells that utilize the same frequency resources. Each attocell contains one AP used for

illumination and data communication simultaneously. The coverage areas of the two atto-

cells are overlapped. Within this system, three stationary LiFi users are communicating

simultaneously with the two APs, where each user is equipped with a randomly oriented

UE. The first and second UEs are located near the center of each attocell, whereas the

third UE is located near the edge of the two attocells, i.e., in the area of overlapping

coverage. Therefore, the first and second UEs are associated to the first and second APs,

respectively, whereas the third UE is associated to both APs. In this setup, two multiple

access techniques are proposed, which are defined as follows.
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• CoMP-assisted NOMA: Each AP employs NOMA to serve its associated UEs.

Hence, the first and second UEs are the strong NOMA UEs in their respective cells,

whereas the third UE is the weak UE in both cells. Since the two attocells utilize

the same frequency resources, the UEs suffer from ICI. To overcome this issue, the

joint-transmission (JT) CoMP technique is employed to mitigate the ICI at the

weak UE, whereas the coordinated ZF precoding technique is used to cancel the ICI

at the strong UEs.

• CoMP assisted C-NOMA: Each AP employs C-NOMA to serve its associated

UEs. Hence, the first and second UEs are the strong NOMA UEs in their respective

cells, whereas the third UE is the weak UE in both cells. Moreover, the strong UEs

have the ability to harvest the energy from the light intensity broadcast from the

APs. Therefore, by harnessing the SIC capabilities, the strong UEs can work as

relays and forward the decoded weak UE’s signal through RF D2D links using the

harvested energy. Furthermore, similar to the CoMP-assisted NOMA scheme, the

coordinated ZF precoding technique is used at the two APs to cancel the ICI at the

strong UEs.

For each proposed multiples access scheme, two optimization frameworks are consid-

ered. The first aims to maximize the network sum data rate, under QoS, SIC and power

constraints, whereas the second aims to maximize the minimum achievable data rate

within the multi-cell LiFi network. For each optimization problem, an optimal and low-

complexity power control policy is proposed. In the simulation results, the optimality of

the proposed low-complexity power control schemes are verified. In addition, three base-

line schemes are considered for comparison purpose, which are the CoMP-assisted OMA

scheme, the C-NOMA scheme and the NOMA scheme, and our results demonstrate the

superiority of the proposed schemes. Finally, the performance of the proposed schemes

and the considered baselines is evaluated while varying various system parameters.

The rest of this chapter is organized as follows. Section 7.3 introduces the system

model and the proposed multiple access schemes. Section 7.4 presents the problems for-

mulations and the proposed solutions. Sections 7.5 and 7.6 present the simulation results

and the conclusion, respectively.
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Figure 7.1: System Model.

7.3 System Model and Transmission Schemes

7.3.1 System Model

The system model considered in this chapter is shown in Figure 7.1, where two APs,

each equipped with a set of LEDs, are installed at the ceiling of an indoor environment at

a height ha from the ground.2 Hence, the circular coverage area of each AP has a radius

Re = ha × tan
(
Φ1/2

)
, where Φ1/2 represents the half-power semi-angle of the LEDs [33].

The two APs are jointly monitored by a LiFi controller and they share the same frequency

bandwidth BVL. Two UEs, denoted by SUa and SUb, respectively, are located around the

centers of the first and second cells, respectively, i.e., around the centers of the coverage

areas of AP1 and AP2, respectively. On the other hand, since the two APs are adjacent,

their resulting coverage areas may be overlapping. In this context, one UE, denoted by

WU , is located within the edge of both cells, i.e., within the overlapping region between

the coverage areas of AP1 and AP2. The area of the resulting overlapping region depends

on the radius Re of each cell, and hence, depends on the height ha, the half-power semi-

angle Φ1/2, and the distance between the two APs, which is denoted by dAP. In practical

2In practical LiFi systems, the number of deployed APs might be greater than two. In such a case, the

APs can be clustered into pairs of adjacent APs and the proposed multiple access schemes can be applied

within each pair. In addition, the main reason behind limiting the number of APs to two in this study

is that this chapter proposes a proof of concept of the CoMP-assisted NOMA and the CoMP-assisted

C-NOMA schemes for indoor LiFi systems.
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use cases, wide angle LEDs are required in order to provide uniform illumination within

the indoor environments. Hence, typical values of the LEDs half-power semi-angle Φ1/2

can go up to 60◦ in practical use cases [176]. On the other hand, the separation distance

between the different APs in practical scenarios depends mainly on the dimensions of

the indoor environments as well as the required number of APs that provide the target

uniform illuminations. In this context, typical values of the distance between the APs

can range from 1m to 5m in practical use cases [177].

7.3.2 Transmission Model

Since they are located around the centers of their associated cells, the UEs SUa and

SUb are associated with AP1 and AP2, respectively. However, the UE WU is associated

with both APs since it is located within the intersection of their coverage areas. In this

considered cellular system, the LiFi controller applies NOMA to serve the UEs within

each cell, where SUa andWU are the NOMA UEs associated with AP1 and SUb andWU

are the NOMA UEs associated with AP2. In this context, when applying the NOMA

principle, SUa and SUb are considered as strong UEs in their respective cells since they

are located around their centers, whereas WU is considered as the weak UE in both cells.

Based on this, the superimposed signals of SUa and WU at AP1 and of SUb and WU at

AP2 are expressed, respectively, as

s1 =
√
(1− α1)Pelecsa +

√
α1Pelecsw, (7.1a)

s2 =
√
(1− α2)Pelecsb +

√
α2Pelecsw, (7.1b)

where sa, sb, and sw represent the messages intended to SUa, SUb, and WU , respectively,

such that for all k ∈ {a, b,w}, the message sk ∈ [−1, 1], Pelec represents the total electrical

power, and α1, α2 ∈ [0, 1] represent the power allocation factors assigned by AP1 and AP2

to WU , respectively, which should be designed by the LiFi controller. Afterwards, the

LiFi controller applies linear precoding to the signals broadcast by AP1 and AP2. As

such, the 2× 1 vector of optical signals broadcast from the two APs is given by

x = Vs+ IDC12, (7.2)

where x = [x1, x2]
T , such that x1 and x2 are the total optical signals broadcast from AP1

and AP2, respectively, V is the 2 × 2 precoding matrix of the considered LiFi cellular

system that should be designed by the LiFi controller, s = [s1, s2]
T , and IDC represents

the electrical direct-current (DC) provided to each AP. The constant term IDC12 is added
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in (7.2) in order to ensure the positivity of the transmitted signals Vs.

One operating constraint in LiFi systems is the peak-power constraint at the LEDs,

also known as the amplitude constraint, [72, 139, 140]. In fact, typical LEDs suffer from

nonlinear distortion and clipping effects. Hence, in order to maintain a linear current to

light conversion and to avoid clipping distortion, a peak-power constraint is imposed on

the emitted optical power from the APs [32]. This constraint is expressed as

||Vs||∞ ≤ ιIDC, (7.3)

where ι ∈ [0, 1] denotes the modulation index of the LiFi system [32,146]. Now, in order

to satisfy the constraint in (7.3), we impose the following constraints on the precoding

matrix V and the total electrical power Pelec.

||V||∞ ≤ 1, (7.4a)

Pelec ≤
(ιIDC)

2

2
. (7.4b)

In this case, by applying the constraints in (7.4), the constraint in (7.3) is satisfied.

7.3.3 Received Signals

For all i ∈ 1, 2, let hi,a, hi,b denote the positive-valued downlink LiFi channel gains

from APi to SUa and SUb, respectively, where the expression of each channel gain can be

found in Section 2.2. Therefore, the received signals at SUa, SUb can be expressed in a

matrix form as [32,146]

y = λHa,bVs+ λIDCH12 + n, (7.5)

where y = [ya, yb]
T is the vector of the received signals, such that ya and yb are the received

signals at SUa and SUb, respectively, and Ha,b denotes the channel matrix between the

two APs and the strong UEs, which is expressed as

Ha,b =

h1,a h2,a

h1,b h2,b

 , (7.6)

and n = [na, nb]
T , in which na and nb represent the AWGN experienced at SUa and SUb,

respectively. In addition, for all k ∈ {a, b}, the noise nk is N (0, σ2
VL) distributed, where

σ2
VL = NVLBVL is the noise power, in which NVL is the noise power spectral density. In

addition, as was explained in Section 2.1, λ = TRpηNLEDs, in which T is the TIA amplifier

gain at the receiver, Rp is the responsivity of the receiver’s PD, η is the current-to-power

conversion efficiency of the LEDs, and NLEDs is the number of LEDs per AP.

One key parameter in the considered cellular system is the design of the precoding
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matrixV at the LiFi controller in a way that boosts the overall performance of the system.

As discussed above, and as it can be seen from Figure 7.1, the considered cellular system

suffers from ICI. In fact, since both APs are exploiting the same frequency bandwidth,

the strong UE at each cell suffers from ICI that is broadcast from the other cell. Precisely,

SUa, which is associated to cell 1 and served by AP1, is experiencing ICI generated from

AP2 through the wireless channel h2,a, and SUb, which is associated to cell 2 and served

by AP2, is experiencing ICI generated from AP1 through the wireless channel h1,b. One

way to overcome this issue is to cancel the ICI realizations at both strong UEs through ZF

precoding. As such, by taking into account the imposed amplitude constraint ||V||∞ ≤ 1,

the ZF precoding matrix for the considered cellular system can be expressed as [178]

V =
H⊥

a,b∣∣∣∣H⊥
a,b

∣∣∣∣
∞

. (7.7)

Based on this, the received signals at SUa and SUb are expressed, respectively, as

ya =
λ
√

(1− α1)Pelec∣∣∣∣H⊥
a,b

∣∣∣∣
∞

sa +
λ
√
α1Pelec∣∣∣∣H⊥
a,b

∣∣∣∣
∞

sw + λIDC (h1,a + h2,a) + na, (7.8a)

yb =
λ
√

(1− α2)Pelec∣∣∣∣H⊥
a,b

∣∣∣∣
∞

sb +
λ
√
α2Pelec∣∣∣∣H⊥
a,b

∣∣∣∣
∞

sw + λIDC (h1,b + h2,b) + nb. (7.8b)

Considering the weak UE, let hi,w, for all i ∈ {1, 2}, denotes the positive-valued downlink

LiFi channel gains from APi to WU , where its expression can be found in Section 2.2.

In addition, let hw = [h1,w, h2,w]
T and h̃w =

[
h̃1,w, h̃2,w

]T
= VThw. Based on this, the

received signal at WU through the direct transmission from the two APs is expressed as

yw = λhTwVs+ λIDCh
T
w12 + nw,

=
λ
√

(1− α1)Pelec∣∣∣∣H⊥
a,b

∣∣∣∣
∞

h̃1,wsa +
λ
√
(1− α2)Pelec∣∣∣∣H⊥

a,b

∣∣∣∣
∞

h̃2,wsb

+
λ
√
Pelec∣∣∣∣H⊥
a,b

∣∣∣∣
∞

(
h̃1,w
√
α1 + h̃2,w

√
α2

)
sw + λIDC (h1,w + h2,w) + nw,

(7.9)

where nw represents the AWGN experienced at WU that is N (0, σ2
VL) distributed.

7.3.4 Data rate Analysis

7.3.4.1 CoMP-Assisted NOMA

The data rates received at the UEs are governed by the NOMA technique employed by

the APs. Accordingly, SUa and SUb will first use SIC to decode the message of WU and

then decode their own messages. Based on this, and according to [148,165], the achievable
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data rate of SUa to decode the signal of WU is expressed as

Ra→w(α1) =
BVL

2
log

(
1 +

cα1

c (1− α1) +
1

γRX

)
, (7.10)

where γRx =
λ2Pelecσ

2
s

||H⊥
a,b||

2

∞
σ2
VL

, in which σ2
s = σ2

d−
σd exp

(
−1

2σ2
d

)
erf

(
1

σd
√
2

) , such that σ2
d is the scale parameter

of the truncated Gaussian distribution of the input signals sa, sb and sw, respectively, and

erf (·) is the error function. After that SUa performs SIC and cancels the message of WU

from its reception, its achievable data rate to decode its own message is expressed as

Ra(α1) =
BVL

2
log (1 + cγRX (1− α1)) . (7.11)

Similarly, the achievable data rate of SUb to decode the signal of WU is expressed as

Rb→w(α2) =
BVL

2
log

(
1 +

cα2

c (1− α2) +
1

γRX

)
, (7.12)

and its achievable data rate to decode its own message after performing SIC is expressed

as

Rb(α2) =
BVL

2
log (1 + cγRX (1− α2)) . (7.13)

For WU , and following the NOMA principle, it will treat the messages of SUa and

SUb as noise and will decode directly its own message. Hence, the achievable data rate

of WU to decode its own message is expressed as

RVL
w→w(α1, α2) =

BVL

2
log

(
1 +

c(h̃1,w
√
α1 + h̃2,w

√
α2)

2

ch̃21,w(1− α1) + ch̃22,w(1− α2) +
1

γRX

)
. (7.14)

Finally, to ensure a successful SIC at the strong UEs, the WU ’s message should be

detectable at each strong UE [179–183]. Thus, the achievable data rate of WU is given

by [179–183]

RVL
w = min

(
Ra→w(α1), R

VL
w→w(α1, α2), Rb→w(α2)

)
. (7.15)

7.3.4.2 CoMP-Assisted C-NOMA

In this scheme, and similar to the CoMP-assisted NOMA scheme, each strong UE

performs SIC and cancels the message of the weak UE from its reception. In this context,

the achievable data rates of SUa and SUb to decode the signal of WU and to decode their

own signals are given in (7.10)-(7.13). However, different from the CoMP-assisted NOMA

scheme, it is assumed that the strong NOMA UEs SUa and SUb can work as relays that

have the ability to harvest the energy from the light intensity broadcast from the APs

and then to utilize it to forward the decoded weak UE’s signal. To harvest the energy, a

capacitor separates the DC component from the received electrical signal at each strong

UE and forwards it to its energy harvesting circuit [184,185]. The received energy at the
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the strong user k ∈ {a, b} is given by [186]

Ek = fVtI
r
DC,k log

[
1 +

IrDC,k

I0

]
, (7.16)

where IrDC,k = λIDC (h1,k + h2,k) is the received DC at the strong user k, Vt is the thermal

voltage, f is the fill factor, and I0 is the dark saturation current of the PD. At this stage,

each transmission time-slot is divided into two equidistant mini-time slots. In the first

time slot, each strong UE harvest the energy and charge its battery, whereas in the second

mini-time slot, it discharge the harvested energy and transmit the data of WU through

an RF link. In this case, for all k ∈ {a, b}, the RF transmission power from SUk is given

by PRF
k = Ek and the achievable data rate of WU that can be offered by the strong UEs

SUa and SUb through the RF D2D links is given by

RRF
a,b→w =

BRF

2
log

(
1 +
|gD2D

a,w |2PRF
a + |gD2D

b,w |2PRF
b

σ2
RF

)
, (7.17)

where, for all k ∈ {a, b}, gD2D
k,w is the RF channel coefficient between the strong UE SUk

and WU and σ2
RF = NRFBRF is the RF noise power, in which NRF is the power spectral

density of the RF noise and BRF is the RF modulation bandwidth. Using the same RF

D2D channel model in indoor environments adopted in [187], the RF channel coefficients

between the strong UEs and the weak UE are modeled by the Nakagami-m fading channel,

i.e., for all k ∈ {a, b}, the RF channel coefficient gD2D
k,w ∼ Nakagami

(
F, d−µk,w

)
, where F

represents the fading parameter, dk,w represents the Euclidean distance between the strong

UE SUk and the weak UE WU , and µ represents the path-loss exponent.

The weak UE WU is receiving two copies of his message through two different links,

one from SUa and one from SUb. Hence, WU can combine these two copies using the

maximum-ratio-combining (MRC) technique and then decodes his own message, which

results in the achievable data rate RRF
a,b→w. However, this data rate is achievable if and

only if the copies transmitted from the strong UEs are truly the exact message sw of WU ,

i.e., if and only if the strong UEs are able to decode the message sw of WU . Therefore,

the data rate achieved at the weak UE is constrained by the achievable data rates of the

strong UEs to decode the message sw of the WU , which are the data rates Ra→w(α1) and

Rb→w(α2). Consequently, in line with the results of [157,174], the resulting achievable data

rate of the weak UE WU from the cooperative diversity of the strong UEs is expressed

as

RRF
w (α1, α2) = min

(
Ra→w(α1), R

RF
a,b→w, Rb→w(α2)

)
. (7.18)
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7.4 Problems Formulation and Proposed Solutions

In this section, we investigate the sum data rate and the minimum data rate maximiza-

tion problems for the considered LiFi cellular system for both the CoMP-assisted NOMA

and the CoMP-assisted C-NOMA schemes. The sum data rate maximization problem is

investigated in subsection 7.4.1, whereas the minimum data rate maximization problem

is considered in subsection 7.4.2.

7.4.1 Sum Data Rate Maximization

The first objective of this chapter is to maximize the sum data rate of the considered

LiFi cellular system under both the CoMP-assisted NOMA and the CoMP-assisted C-

NOMA schemes, while a target QoS should be guaranteed for each UE in terms of its

required data rate threshold, denoted by Rth.

7.4.1.1 CoMP-Assisted NOMA

For this scheme, the preset objective can be reached by solving the following optimiza-

tion problem.

P1 : R
VL∗

sum = max
α1,α2

Ra(α1) + Rb(α2) + RVL
w (α1, α2), (7.19a)

s.t. 0 ≤ αi ≤ 1, ∀ i ∈ {1, 2}, (7.19b)

Ra→w(α1) ≥ Rth, (7.19c)

Ra(α1) ≥ Rth, (7.19d)

Rb→w(α2) ≥ Rth, (7.19e)

Rb(α2) ≥ Rth, (7.19f)

RVL
w→w ≥ Rth. (7.19g)

Based on the data rate expressions presented in (7.10)-(7.14), problem P1 is a non-linear

non-convex problem that cannot be solved in a straightforward manner. Alternatively,

we propose in the following an efficient and low complexity approach to solve problem

P1. First, in order to be able to solve problem P1, the conditions under which at least

one feasible solution exists must be derived. In this context, the feasibility conditions of

problem P1 are presented in the following theorem.
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Theorem 7.1. Problem P1 is feasible if and only if the following conditions hold:

Condition 1: αmin ≤ αmax, (7.20a)

Condition 2: 0 ≤ g (αmax, αmax) , (7.20b)

where αmin == tv(cγRX+1)
cγRX(1+tv)

and αmax = 1 − tv
cγRX

, such that tv = exp
(

2Rth

BVL

)
− 1, and the

function g (·, ·) is expressed, for all (α1, α2) ∈ R2, as

g (α1, α2) = c (1 + tv) h̃
2
1,wα1 + c (1 + tv) h̃

2
2,wα2 + ch̃1,wh̃2,w

√
α1α2

− t
(
ch̃21,w + ch̃22,w +

1

γRX

)
.

(7.21)

Proof. See Appendix E.1. ■

Based on Theorem 7.1 and its proof in Appendix E.1, the feasibility region of the

optimization problem P1 is defined by the set
{
(α1, α2) ∈ [αmin, αmax]

2
∣∣g (α1, α2) ≥ 0

}
.

Now that the feasibility conditions are set, our objective is to find the optimal solution

of problem P1, i.e., the optimal values of the power allocation fractions α1 and α2 that

maximize the network sum data rate RVL
sum = Ra+Rb+R

VL
w . In this setup, since SUa and

SUb are the strong UEs and WU is the weak UE, the optimal power allocation strategy

that maximizes the network sum data rate is the one that allocates the lowest possible

power to the weak UE WU while guaranteeing its required data rate threshold Rth, and

the remaining of the power to the strong UEs SUa and SUb [154, 157]. Therefore, since

the expressions of the achievable data rates Ra and Rb are decreasing functions of α1

and α2, respectively, and the expression of the achievable data rate RVL
w is an increasing

function with respect to α1 and α2, then the optimal power allocation strategy is the one

that satisfies the inequality g (α1, α2) ≥ 0 with the lowest possible values of α1 and α2

within the square [αmin, αmax]
2.

In order to determine the optimal power allocation coefficients (α∗
1, α

∗
2), we opt for a

discrete line search technique within the segment [αmin, αmax]. Let K ∈ N be the number

of discrete points within [αmin, αmax]. Based on this, the discrete line search technique

within the segment [αmin, αmax] works as follows. For all i ∈ J0, K− 1K, we calculate αi1 =

αmin+
αmax−αmin

K−1
×i. Then, we determine the lowest value of αi2 that satisfies the inequality

g(αi1, α
i
2) ≥ 0 using the approach presented in Appendix E.2. Afterwards, we calculate

the corresponding network sum data rate Ri(α
i
1, α

i
2) = Ra(α

i
1) + Rb(α

i
2) + RVL

w (αi1, α
i
2).

Finally, the optimal power allocation fractions (α∗
1, α

∗
2), solution of problem P1, is the one

that achieves the highest network sum data rate, i.e.,

(α∗
1, α

∗
2) = argmax

(αi1,α
i
2)

Ri(α
i
1, α

i
2), (7.22)
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which can be obtained through a brute force search over the set
{
Ri(α

i
1, α

i
2)
∣∣∣i ∈ J0, K − 1K

}
.

As it can be seen, the proposed solution approach is based on a discrete line search tech-

nique over a set of K points, which has a complexity of O(K), i.e., a linear complexity.

This fact demonstrates the low complexity of the proposed solution approach.

7.4.1.2 CoMP-Assisted C-NOMA

Under this scheme, the objective of maximizing the sum data rate of the considered

LiFi cellular system while guaranteeing the required data rate threshold Rth at each UE

can be reached by solving the following optimization problem.

P2 : R
VL/RF∗

sum = max
α1,α2

Ra(α1) + Rb(α2) + RRF
w (α1, α2), (7.23a)

s.t. (7.19b)− (7.19f), (7.23b)

RRF
a,b→w ≥ Rth. (7.23c)

Based on the rate expressions presented in (7.10)-(7.13), problem P2 is a non-linear non-

convex problem that cannot be solved in a straightforward manner. Alternatively, we

propose in the following an efficient and low complexity approach to solve problem P2.

First, and similar to the CoMP-assisted NOMA scheme, the conditions under which at

least one feasible solution for problem P2 exists must be derived. In this context, the

feasibility conditions of problem P2 are presented in the following theorem.

Theorem 7.2. Problem P2 is feasible if and only if the following conditions hold:

Condition 1: αmin ≤ αmax, (7.24a)

Condition 2: tr ≤
|gD2D

a,w |2PRF
a + |gD2D

b,w |2PRF
b

σ2
RF

, (7.24b)

where tr = exp
(

2Rth

BRF

)
− 1.

Proof. The proof can be easily deducted from the one of Theorem 7.1 in Appendix

E.1. ■

It is important to mention that the condition in (7.24b) is related to the RF relaying

links from the strong UEs to the weak UE and is not related to the power allocation

fractions (α1, α2). Specifically, the RF relaying links are governed by the RF channel

conditions, represented by the channel coefficients gD2D
a,w and ga,b, the electrical powers

PRF
a and PRF

b that are resulting from the harvested optical powers at the strong UEs,

the available RF bandwidth BRF and the electrical noise power σ2
r at the WU . When

combined together, these parameters have to make the resulting RF data rate at WU
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that is given by RRF
a,b→w greater than the required data rate threshold Rth, which is the

focus of the condition in (7.24b). In this context, assuming that the condition in (7.24b)

is satisfied, and based on Theorem 7.2, the feasibility region of problem P2 is the square

[αmin, αmax]
2.

Now that the feasibility conditions are set, our objective is to find the optimal solution

of problem P2, i.e., the optimal values of the power allocation fractions α1 and α2 that

maximize the network sum data rate R
VL/RF
sum = Ra +Rb +RRF

w . In this context, R
VL/RF∗

sum

can be expressed as

RVL/RF∗

sum = max
α1,α2

[
Ra(α1) + Rb(α2) + RRF

w (α1, α2)
]
, (7.25a)

= max
α1,α2

[
Ra(α1) + Rb(α2) + min

(
Ra→w(α1), R

RF
a,b→w, Rb→w(α2)

)]
, (7.25b)

= max
α1,α2

min

(
Ra(α1) + Rb(α2) + Ra→w(α1), Ra(α1) + Rb(α2) + RRF

a,b→w,

(7.25c)

Ra(α1) + Rb(α2) + Rb→w(α2)

)
= max

α1,α2

min

(
Rb(α2) +

BVL

2
log (1 + cγRX) , Ra(α1) + Rb(α2) + RRF

a,b→w,

(7.25d)

Ra(α1) +
BVL

2
log (1 + cγRX)

)
.

(7.25e)

Since the expressions of the achievable data rates Ra(α1) and Rb(α2) are decreasing

functions with respect to α1 and α2, respectively, the first term inside the min oper-

ator in (7.25) is maximized when α2 = αmin, the second is maximized when (α1, α2) =

(αmin, αmin), and the third term is maximized when α1 = αmin. Based on this, we conclude

that the optimal solution of problem P2 is (α∗
1, α

∗
2) = (αmin, αmin).

7.4.2 Minimum Data Rate Maximization

The second objective of this chapter is to maximize the minimum data rate of the

UEs within the considered LiFi cellular system under the CoMP-assisted NOMA and the

CoMP-assisted C-NOMA schemes.
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7.4.2.1 CoMP-Assisted NOMA

For this scheme, and by recalling the expression of RVL
w in (7.15), the target objective

can be reached by solving the following optimization problem.

P3 : R
VL∗

min = max
α1,α2

[
min

{
Ra→w(α1), Ra(α1), Rb→w(α2), Rb(α2), R

VL
w→w(α1, α2)

}]
, (7.26a)

s.t. 0 ≤ αi ≤ 1, ∀ i ∈ {1, 2}. (7.26b)

Based on the rate expressions presented in (7.10)-(7.14), problem P3 is a non-linear non-

convex problem that cannot be solved in a straightforward manner. Alternatively, we

propose in the following an efficient and low complexity approach to solve problem P3,

which is feasible over the entire set [0, 1]2. First, it can be easily demonstrated that, for

α1, α2 ∈ [0, 1], we have

Ra→w(α1) ≥ Ra(α1)⇔ α1 ≥ α0, (7.27a)

Rb→w(α2) ≥ Rb(α2)⇔ α2 ≥ α0, (7.27b)

where α0 =
(cγRX+1)−

√
cγRX+1

cγRX
. Consequently, for all (α1, α2) ∈ [α0, 1]

2, we have

min
{
Ra→w(α1), Ra(α2), Rb→w(α1), Rb(α2), R

VL
w→w

}
= min

{
Ra(α2), Rb(α2), R

VL
w→w

}
.

(7.28)

At this stage, we apply the discrete line search approach within the segment [α0, 1] in

order to maximize min
{
Ra(α2), Rb(α2), R

VL
w→w

}
. Specifically, let K ∈ N be the num-

ber of discrete points within [α0, 1]. Based on this, the discrete line search technique

within the segment [α0, 1] works as follows. For all i ∈ J0, K − 1K, we calculate αi1 =

α0+
1−α0

K−1
×i. Then, we determine the lowest value of αi2 ∈ [α0, 1] that satisfies the inequal-

ity RVL
w→w(α

i
1, α

i
2) ≥ Rb(α

i
2) using the same approach of the sum data rate maximization

problem presented in Appendix E.2. Afterwards, we calculate the corresponding minimum

data rate Ri
min(α

i
1, α

i
2) = min

{
Ra→w(α

i
1), Ra(α

i
1), Rb→w(α

i
2), Rb(α

i
2), R

VL
w→w(α

i
1, α

i
2)
}
. Fi-

nally, the optimal power allocation fractions (α∗
1, α

∗
2), solution of problem P3, is the one

that achieves the highest minimum data rate, i.e.,

(α∗
1, α

∗
2) = argmax

(αi1,α
i
2)

Ri
min(α

i
1, α

i
2), (7.29)

which can be obtained through a brute force search over the set
{
Ri

min(α
i
1, α

i
2)
∣∣∣i ∈ J0, K − 1K

}
.

As it can be seen, the proposed solution approach is based on a discrete line search tech-

nique over a set of K points, which has a complexity of O(K), i.e., a linear complexity,

This fact demonstrates the low complexity of the proposed solution approach.
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7.4.2.2 CoMP-Assisted C-NOMA

Since the achievable data rate RRF
a,b→w is related to the RF relaying links from the

strong UEs to the weak UE and is not related to the power allocation fractions (α1, α2),

the maximum minimum data rate of the UEs for the considered LiFi cellular system under

the CoMP-assisted C-NOMA scheme is given by R
VL/RF∗

min = min
{
RRF

a,b→w, R
a,b∗

min

}
, where

Ra,b∗

min is obtained by solving the following optimization problem.

P4 : R
a,b∗

min = max
α1,α2

[min {Ra→w(α1), Ra(α1), Rb→w(α2), Rb(α2)}] , (7.30a)

s.t. 0 ≤ αi ≤ 1, ∀ i ∈ {1, 2}. (7.30b)

It can be easily verified that problem P4 is a non-linear non-convex problem, due to the

non-convexity of the data rate expressions in (7.10)-(7.13), hence, it can not be solved

in a straightforward manner. Alternatively, we propose an efficient and low complexity

approach to solve problem P4, which is feasible over the entire set [0, 1]2. It can be

easily noticed that the maximum value of min {Ra→w(α1), Ra(α1), Rb→w(α2), Rb(α2)} is

achieved if and only if Ra→w(α1) = Ra(α1) and Rb→w(α2) = Rb(α2), which, based on

(7.27), is reached if and only if (α1, α2) = (α0, α0). Consequently, the optimal solution of

problem P4 is (α∗
1, α

∗
2) = (α0, α0).

7.5 Simulation Results

In this section, our objective is to evaluate the performance of the proposed CoMP-

assisted NOMA and CoMP-assisted C-NOMA schemes for the considered indoor LiFi

cellular system through extensive simulations.

7.5.1 Simulations Settings

We consider the LiFi cellular system presented in section 7.3.1. Each AP is oriented

vertically downward, whereas each UE has a random orientation that is generated using

the measurements-based orientation models proposed in [28, 34, 161]. Moreover, the first

and second UEs are randomly located around the center of the first and the second

attocells, respectively, whereas the third UE is randomly located near the edge of both

attocells. Therefore, using the proposed CoMP-assisted NOMA and CoMP-assisted C-

NOMA schemes, the first and second UEs are associated to the first and second attocells,

respectively, and each one of them is communicating with the AP of its associated attocell,
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Table 7.1: Simulation Parameters

Parameter Symbol Value Parameter Symbol Value
APs height ha 3m Modulation index ι 0.33

Current-to-power
η 0.6 W/A PD responsivity Rp 0.58 A/Wconversion factor

Half-power semi-angle Φ1/2 60◦ PD geometric area APD 1 cm2

Optical concentrator
nc 1

Field of view
Ψ 90◦refractive index of the PD

VL bandwidth BVL 20 MHz
Noise power

NVL 10−21 W/Hzspectral density
DC component IDC 25 dBm data rate threshold Rth 10 Mbit/s

UE’s height hu 0.9m
Number of

K 1000discrete points
TIA gain T 1 Thermal voltage Vt 25 mV

Fill factor f 0.75
Dark saturation

I0 10−10 Acurrent of the PD
RF fading parameter F 1 Path loss exponent µ 2

RF bandwidth BRF 16 MHz
RF Noise power

NRF 10−21 W/Hzspectral density

whereas the third UE is associated to the two attocells. Unless otherwise stated, the

simulation parameters and settings used throughout the chapter are shown in Table 7.1.

All the results are generated through 104 independent Monte Carlo trials, where in each

trial the locations and the orientations of the UEs are generated randomly as discussed

above. Finally, for comparison purposes, three baselines are considered, which are

• CoMP-assisted OMA: The two cells are coordinating together to serve the weak

UE, whereas, unlike the proposed CoMP-assisted NOMA and CoMP-assisted C-

NOMA schemes, each cell adopts frequency division multiple access (FDMA) to

serve its associated UEs.

• C-NOMA: Each cell adopts C-NOMA to serve its associated UEs. Specifically,

each strong UE has the ability to harvest the energy from the light intensity broad-

cast from the APs. Therefore, by harnessing the SIC capabilities, each strong UE

forwards the decoded weak UE’s signal through RF D2D link using the harvested

energy. In addition, the two cells exploit the same frequency bandwidth but with-

out any coordination between them, unlike the proposed CoMP-assisted C-NOMA

scheme.

• NOMA: Each cell adopts NOMA to serve its associated UEs. In addition, the two

cells exploit the same frequency bandwidth but without any coordination between

them, unlike the proposed CoMP-assisted NOMA scheme.
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Figure 7.2: Average sum data rate achieved by the

numerical and the proposed solution approaches

for the CoMP-assisted NOMA and the CoMP-

assisted C-NOMA schemes versus the transmit

electrical power Pelec at the APs.
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Figure 7.3: Average sum data rate achieved by the

numerical and the proposed solution approaches

for the CoMP-assisted NOMA and the CoMP-

assisted C-NOMA schemes versus the required

data rate threshold Rth at the APs.

7.5.2 Sum Data Rate Performance

7.5.2.1 On the Optimality of the Proposed Solution Approaches

Figure 7.2 presents the average sum data rate, achieved by the proposed CoMP-assisted

NOMA and CoMP-assisted C-NOMA schemes, versus the transmit electrical power Pelec,

when the required data rate threshold is Rth = 10 [Mbit/Hz]. On the other hand, Fig-

ure 7.3 presents the average sum data rate, achieved by the proposed CoMP-assisted

NOMA and CoMP-assisted C-NOMA schemes, versus the required data rate threshold

Rth, when the transmit electrical power is Pelec = 9.5 dBm. For the two proposed schemes,

the results of both the numerical solutions and the proposed solutions of the power al-

location coefficients are presented. The numerical solutions of problems P1 and P2 are

obtained using an off-the-shelf optimization solver, whereas the analytical solutions are

obtained through our proposed power allocation schemes.3 Figure 7.2 and 7.3 show that

3The adopted solver is fmincon, which is a predefined MATLAB solver [153]. In addition, 100 distinct

initial points were randomly generated within the feasibility region of the optimization variables in order

to converge to the optimal solution. Specifically, through the use of the fmincon solver, each initial

point will lead to a given local extremum. Then, once all local extrema are collected, a simple brute

force search over the obtained extrema is applied to obtain the optimal solution. Although this heuristic

approach suffers from its high complexity, it was demonstrated that it is very effective in finding the

optimal solutions of non-convex problems as shown in [154–157]. Nevertheless, it is important to mention

that the optimal solutions of the considered problems can also be obtained using the technique proposed
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the proposed solutions of the power allocation coefficients of the proposed CoMP-assisted

NOMA and CoMP-assisted C-NOMA schemes match perfectly the numerical solutions,

which demonstrates their optimality. Moreover, it demonstrates the superiority of the

CoMP-assisted C-NOMA scheme over the CoMP-assisted NOMA scheme. This is basi-

cally due to the additional power at the strong UEs that is harvested from the APs and

then used to relay the data of the weak UE. This harvested energy is resulting from the

DC component received at the strong UEs, which is unexploited in the CoMP-assisted

NOMA scheme.

7.5.2.2 Effect of the Transmit Electrical Power Pelec

Figure 7.4 presents the average sum data rate per cell, achieved by the proposed

CoMP-assisted NOMA and CoMP-assisted C-NOMA schemes, the CoMP-assisted OMA

scheme, the C-NOMA scheme and the NOMA scheme, versus the transmit electrical power

Pelec, for different values of the distance between the APs dAP and the LEDs half-power

semi-angle Φ1/2. The required data rate threshold is Rth = 10 [Mbit/Hz]. The results

of Figure 7.4 can be divided into two regimes. namely, the low power regime and the

high power regime. When the transmit electrical power is low, the C-NOMA scheme

outperforms the CoMP-assisted C-NOMA scheme and the NOMA scheme outperforms

the CoMP-assisted NOMA scheme, with C-NOMA being the best scheme that achieves

the highest sum data rate per cell. However, when the transmit electrical power is high,

the CoMP-assisted C-NOMA scheme outperforms the C-NOMA scheme and the CoMP-

assisted NOMA scheme outperforms the NOMA scheme, with CoMP-assisted C-NOMA

being the scheme that achieves the highest sum data rate per cell. In fact, when the

transmit electrical power is low, the power of the interfering signals coming from the

adjacent cell is low, and therefore, the use of the coordinated ZF precoding between

the APs in the CoMP-assisted schemes is meaningless. However, when the transmit

electrical power is high, the power of the interfering signals coming from the adjacent cell

is high. Due to this, the performance of the NOMA and the C-NOMA schemes starts to

stagnate when the transmit electrical power increases, whereas accounting to the use of

the coordinated ZF precoding, the performance of the CoMP-assisted schemes increases

continuously when the transmit electrical power increases.

in [158], which has a complexity of O
(

1
ϵ2

)
when the target accuracy of the solution is less than ϵ.
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(c) dAP = 5m, Φ1/2 = 45◦.
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(d) dAP = 5m, Φ1/2 = 60◦.

Figure 7.4: Average achievable sum data rate per cell, achieved by the proposed CoMP-assisted NOMA

and CoMP-assisted C-NOMA schemes, the CoMP-assisted OMA scheme, the C-NOMA scheme and the

NOMA scheme, versus the transmit electrical power Pelec.

7.5.2.3 Effect of the Data Rate Threshold Rth

Figure 7.5 presents the average sum data rate per cell, achieved by the proposed CoMP-

assisted NOMA and CoMP-assisted C-NOMA schemes, the CoMP-assisted OMA scheme,

the C-NOMA scheme and the NOMA scheme, versus the required data rate threshold per

UE Rth for different values of the distance between the APs dAP and the LEDs half-power

semi-angle Φ1/2, where the transmit electrical power is Pelec = 9.5 dBm. Figure 7.5 shows

that, for all the considered cases of
(
dAP,Φ1/2

)
, the proposed CoMP-assisted C-NOMA

scheme outperforms all the considered baselines, which demonstrates the capability of

integrating CoMP with C-NOMA in beating the ICI effects and increasing the network

sum data rate simultaneously. On the other hand, we remark that the average sum data
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(b) dAP = 4m, Φ1/2 = 60◦.
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(c) dAP = 5m, Φ1/2 = 45◦.
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Figure 7.5: Average achievable sum data rate per cell, achieved by the proposed CoMP-assisted NOMA

and CoMP-assisted C-NOMA schemes, the CoMP-assisted OMA scheme, the C-NOMA scheme and the

NOMA scheme, versus the required data rate threshold per UE Rth.

rate per cell achieved by all the considered schemes decrease when the rate threshold Rth

increases. This is basically due to the fact that as Rth increases, the number of UEs that

satisfy the target QoS decreases, and therefore, the number of UEs that can be served

by the two APs decreases. The high slope of the drop in the achieved sum data rates by

all schemes is mainly resulting from the 1/2 pre-log penalties in the achievable data rate

expression derived in the literature [148].

In Figure 7.5, one can see that the average achievable sum data rates achieved

by all the considered schemes decrease as the distance between the APs dAP decreases

and/or the LEDs half-power semi-angle Φ1/2 increases. In fact, when dAP decreases and/or

Φ1/2 increases, the coverage area of each AP increases, and hence, the area of the over-

lapping region between the two APs increases. Therefore, the ICI effects from one cell
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to the other increases, which explains the performance degradation for the C-NOMA

and the NOMA schemes. On the other hand, despite the exploitation of the coordi-

nated broadcasting technique between the two APs, the performance degradation of the

CoMP-assisted schemes is resulting from the use of the ZF precoding and the peak-power

constraint imposed on LiFi systems. Specifically, the use of the JT and the ZF precod-

ing eliminates the ICI effects at the strong and weak UEs. However, as the coverage

area of each AP increases, the channel coefficients from the two APs to the strong UEs

increases, and hence, the coefficients of the channel matrix Ha,b in (7.6) increases. Con-

sequently, the multiplicative term 1
||H⊥

a,b||∞
, which is required to make the ZF precoding

matrix satisfy the peak-power constraint at the LEDs of the APs, decreases. Therefore,

when the distance between the APs dAP decreases and/or the LEDs half-power semi-angle

Φ1/2 increases, the average received SNR at the UEs $γRx = λ2Pelecσ
2
s

||H⊥
a,b||

2

∞
σ2
VL

, which explains

the performance degradation for the CoMP-assisted schemes, despite the use of the ICI

mitigation techniques.

7.5.2.4 Effects of the Area of the PD APD

The area of the PD APD at each UE is an important factor whose effects in the system

performance should be analyzed. In this context, Figure 7.6 presents the average sum

data rate per cell, achieved by the proposed CoMP-assisted NOMA and CoMP-assisted C-

NOMA schemes, the CoMP-assisted OMA scheme, the C-NOMA scheme and the NOMA

scheme, versus the area of the PD of each UE APD, when the transmit electrical power is

Pelec = 9.5 dBm and the required data rate threshold is Rth = 10 [Mbit/Hz]. This figure

demonstrates the superiority of the proposed CoMP-assisted schemes compared to the

considered baselines and shows that the system performance increases when the area of

the PD increases. This can be explained as follows. When the area of the PD increases,

the received optical power from the APs at each UE increases, and hence, the power of the

received signals increases, which increases the performance of the system. However, this

is not the case for the C-NOMA and NOMA schemes, where at a certain point, increasing

the area of the PD will increase the received optical power of both the useful and the

interfering signals. Due to this, after a certain value of the PD’s area, the sum data rate

achieved by the C-NOMA and NOMA schemes starts stagnating.
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Figure 7.6: Average achievable sum data rate

per cell, achieved by the proposed CoMP-assisted

NOMA and CoMP-assisted C-NOMA schemes,

and the considered baselines, versus the area of

the PD of each UE APD.
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Figure 7.7: Average achievable sum data rate

achieved by the proposed CoMP-assisted NOMA

and CoMP-assisted C-NOMA schemes versus the

required data rate threshold per Rth for different

UC techniques.

7.5.2.5 The Case of Multiple Users Per Cell

In this part, we consider the case where six UEs are coexisting within the proposed

network model, where the first two UEs are strong UEs located near the center of the first

cell, and hence, associated to the first cell, the second two UEs are strong UEs located near

the center of the second cell, and hence, associated to the second cell, and the remaining

two UEs are weak UEs located near the edge of both cells, and hence, associated to both

cells. Specifically, the locations of the strong UEs are generated randomly near the centers

of the coverage areas of the APs, whereas the locations of the weak UEs are generated

randomly near the edges of the cells, in which the orientation of each UE is randomly

generated using the measurements-based orientation models proposed in [28,34,161]. As

such, four UEs are associated to each AP. In this case, the UEs can be clustered into

groups of three UEs. Each cluster consists of one strong UE associated to the first AP,

one strong UE associated to the second AP, and one weak UE served jointly by the two

APs. Since multiple clusters are constructed by the two APs, a promising technique to

avoid the inter-cluster interference within each cell is to utilize a hybrid multiple access

technique, in which the proposed CoMP-assisted NOMA and CoMP-assisted C-NOMA

schemes are combined with the conventional FDMA scheme. In particular, the proposed

CoMP-assisted NOMA and CoMP-assisted C-NOMA schemes are applied within each

cluster of UEs, whereas different clusters are served through different sub-bandwidths. In
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Figure 7.8: Average minimum data rate achieved by the numerical and the proposed solution approaches

for the CoMP-assisted NOMA and the CoMP-assisted C-NOMA schemes versus the transmit electrical

power Pelec at the APs.

this context, the UE clustering (UC) policy is another dimension to optimize along with

the power allocation scheme. As such, two UC policies are considered for this purpose.

The optimal UC and the random UC, which are defined as follows.

• Optimal UC: The optimal power allocation coefficients that maximize the sum

data rate are obtained for all possible clusters using the proposed power allocation

schemes. Then, the Hungarian method is applied to obtain the optimal UC policy

[154,156].

• Random UC: Random disjoint clusters of UEs are generated and then the optimal

power allocation coefficients that maximize the sum data rate are obtained for each

cluster using the proposed power allocation schemes.

Figure 7.7 presents the average overall sum data rate of the LiFi network achieved by

the proposed CoMP-assisted NOMA and CoMP-assisted C-NOMA schemes versus the

required data rate threshold per UE Rth for the considered UC techniques. This figure

shows that the optimal UC policy achieves better performance than the random clustering.

7.5.3 Minimum Data Rate Performance

7.5.3.1 On the Optimality of the Proposed Solution Approaches

Figure 7.8 presents the average minimum data rate, achieved by the proposed CoMP-

assisted NOMA and the CoMP-assisted C-NOMA schemes, versus the transmit electrical
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power Pelec. For the two proposed schemes, the results of both the numerical solutions and

the proposed solutions of the power allocation coefficients are presented. The numerical

solutions are obtained by solving problems P3 and P4 using an off the-shelf optimiza-

tion solver, whereas the analytical solutions are obtained through our proposed power

allocation schemes. Figure 7.8 shows that the proposed solutions of the power allocation

coefficients of the proposed CoMP-assisted NOMA and CoMP-assisted C-NOMA schemes

match perfectly the numerical solutions, which demonstrates their optimality. Moreover,

and as was shown by Figure 7.2, Figure 7.8 demonstrates the superiority of the CoMP-

assisted C-NOMA scheme over the CoMP-assisted NOMA scheme due to the additional

power at the strong UEs that is harvested from the APs and then used to relay the data

of the weak UE.

7.5.3.2 Effect of the Transmit Electrical Power Pelec

Figure 7.9 presents the average minimum data rate per cell, achieved by the proposed

CoMP-assisted NOMA and CoMP-assisted C-NOMA schemes, the CoMP-assisted OMA

scheme, the C-NOMA scheme and the NOMA scheme, versus the transmit electrical power

Pelec, for different values of the distance between the APs dAP and the LEDs half-power

semi-angle Φ1/2. Basically, the same observations and interpretation that were remarked

for the sum data rate performance in Figure 7.4 are also valid for the minimum data rate

performance.

7.6 Conclusion

This chapter studies the performance of CoMP transmission in downlink multi-cell

NOMA/C-NOMA LiFi systems. For a system consisting of two adjacent attocells serving

three coexisting users, optimal and low-complexity power control schemes that maxi-

mizes the network sum data rate, while guaranteeing target QoS at the end users, and

the minimum data rate within the network are derived. In the simulation results, the

optimality of the derived power control schemes is verified and the performance of the

proposed CoMP-assisted NOMA and CoMP-assisted C-NOMA schemes are compared

with those of the CoMP-assisted FDMA scheme, the C-NOMA scheme and the NOMA

scheme, where the superiority of the proposed schemes is demonstrated. The extension of

the proposed CoMP-assisted NOMA and CoMP-assisted C-NOMA schemes to multiple
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Figure 7.9: Average minimum data rate per cell, achieved by the proposed CoMP-assisted NOMA and

CoMP-assisted C-NOMA schemes, the CoMP-assisted OMA scheme, the C-NOMA scheme and the

NOMA scheme, versus the transmit electrical power Pelec.

coordinating attocells, i.e., a number of APs higher than two, can be considered as a po-

tential future research direction. In such a case, although the dynamic power control and

the interference management become more challenging, it is expected that a performance

enhancement of LiFi cellular systems can be achieved.
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Chapter 8

Conclusions and Future Research

Directions

8.1 Conclusion

LiFi is an emerging wireless communication technology that will boost the emergence

of 6G wireless networks. However, this technology suffers from some shortcomings that

should be carefully investigated. In this dissertation, we aimed at making the LiFi technol-

ogy tailored to real-world settings and we presented the vision of bringing the deployment

of LiFi-based systems closer than ever.

In Chapter 3, we have developed novel, realistic and measurement-based channel mod-

els for indoor LiFi systems. Precisely, the statistics of the channel gain are derived for

the case of stationary and mobile users with random device orientation. For stationary

users, two channel models were proposed, which are the MTL model and the MB model,

and for mobile users, two channel models were also proposed, which are the SMTG model

and the SMB model. Based on the derived models, the impact of random orientation and

spatial distribution of users was investigated, where we showed that the aforementioned

factors can strongly affect the channel gain and the system performance. Furthermore,

in Chapter 4, aiming to alleviate the effects of mobility, random device orientation, and

blockage, we have proposed a novel MDR design. We tested the performance of the pro-

posed design using measurement-based channel models. In addition, we have adopted SM

as a modulation scheme and we showed that MDR outperforms the benchmark structure

by over 10 dB at BER of 3.8× 10−3. We further demonstrated that the proposed designs

and techniques outperforms the conventional spatial multiplexing system.
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In Chapter 5, the joint estimation of user 3D position and orientation in indoor LiFi

systems with unknown emission power was investigated. We have adopted fingerprinting

as an estimation technique and the received SNR as an estimation metric, where all com-

ponents of the LiFi channel are considered. Motivated by the success of DL techniques in

solving several complex estimation and prediction problems, we have employed two deep

ANN models that can map efficiently the instantaneous received SNR with the user 3D

position and the UE orientation. The first model is based on MLP and the second model is

based on CNN. Through numerous examples, we have investigated the performance of the

proposed models in terms of the average estimation error, precision, computational time,

and the BER. We have also compared this performance to that of the KNN technique,

which is widely used in solving wireless localization problems. It is demonstrated that the

proposed models achieve significant gains and are superior to the KNN scheme. Moreover,

In Chapter 6, we have proposed a proactive optimization approach that can alleviate the

LiFi channel aging problem for mobile users. The core idea is designing an LSTM network

that is capable of predicting posterior positions and orientations of mobile users, which

can be then used to predict their channel coefficients. Consequently, the obtained channel

coefficients can be exploited for deriving near-optimal transmission-schemes prior to the

intended service-time, which enables real-time service. Through various simulations, the

performance of the designed LSTM model is evaluated in terms of prediction accuracy

and time. Finally, the performance of the proposed approach is investigated in the sum

rate maximization problem of multi-user LiFi systems with quality-of-service constraints,

where a performance gap of less than 7% is achieved, while maintaining a real time ser-

vice.

Finally, in Chapter 7, aiming to provide broadband connectivity for multiple users

within LiFi cellular systems, we have proposed two multiple access techniques, namely,

CoMP-assisted NOMA scheme and CoMP-assisted C-NOMA. In a multi-cell setting, the

coordinated ZF precoding is used to cancel the ICI at the users located near the cen-

ters of the cells, whereas the JT is employed to eliminate the ICI at the users located

at the edge of both cells and to improve their receptions as well. Furthermore, NOMA

and C-NOMA where employed to serve users within each cell. For each scheme, two

power allocation frameworks are formulated each as an optimization problem, where the

objective of the former is maximizing the network sum data rate while guaranteeing a
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certain QoS for each user, whereas the goal of the latter is to maximize the minimum data

rate among all coexisting users. The formulated optimization problems are not convex,

and hence, difficult to be solved directly unless using heuristic methods, which comes at

the expense of high computational complexity. To overcome this issue, optimal and low

complexity power allocation schemes are derived. In the simulation results, the perfor-

mance of the proposed CoMP-assisted NOMA and CoMP-assisted C-NOMA schemes are

compared with those of the CoMP-assisted OMA scheme, the C-NOMA scheme, and the

NOMA scheme, where the superiority of the proposed schemes are demonstrated. Finally,

the performance of the proposed schemes and the considered baselines is evaluated while

varying various system parameters.

8.2 Future Research Directions

8.2.1 Channel Models

The channel models proposed in Chapter 3, albeit being fundamental, they serve as

a starting point for developing realistic transmission techniques and transceiver designs

tailored to real-world set-ups. In Chapter 3, only the statistics of the LOS channel gain

were considered whereas those of the NLOS channel gain were ignored. In fact, deriving

closed-form statistical models for the total LiFi channel gain, i.e., including both LOS and

NLOS components, especially when the LiFi AP is close to the walls, i.e., when the NLOS

components are not negligible compared to the LOS component, and while considering the

random orientation and motion of users is quite challenging [44]. In fact, the expression

of the NLOS channel gain is very complex, since it is based on summing over all possible

reflections through all possible objects [44]. Due to this, an alternative in deriving the

channel statistics of the total channel gain that encompass the random orientation and

motion of users is by performing empirical studies based on extensive experiments and

semi-analytical results, which can be considered as a key future research direction.

8.2.2 Rate Splitting Multiple Access

Motivated by the mobile applications and connected devices that are expected to

increase exponentially in the IoT, multiple access techniques are supposed to be amalga-

mated into the communication model to accommodate multiple users and devices [9,188].
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Among various methods for multiple access, rate splitting multiple access (RSMA), con-

sidered as a key type of the next generation multiple access, has attracted sustained

attentions recently due to its advantages of rate-wise, robustness, spectral efficiency, and

lower computation complexity [189]. RSMA is originally proposed for two-user single-

input single-output systems in [190], where it aims to achieve new rate regions. In the

recent years since 2016, to address the multi-user interference (MUI) problem and to re-

duce the CSI feedback, RSMA is introduced afresh and extended to multi-user MIMO

systems [191], massive MIMO systems [192], and multiple-input single-output broadcast

(MISO BC) systems [193]. With the RSMA scheme, the transmitted messages are split

into common parts and private parts, where the common parts of all users are jointly en-

coded into a single common stream intended to be decoded by all users at the receiver, and

the private parts are separately encoded into multiple streams that will only be decoded

by their corresponding users. To accomplish this splitting design, the linear precoding

method is employed at the transmitters and the SIC is adopted at the receivers, which

enables RSMA to partially treat interference as noise and to partially decode the interfer-

ence. With such a splitting design, RSMA subsumes SDMA and NOMA as special cases

and outperforms them in terms of spectral efficiency and QoS enhancements at a lower

complexity [194]. To benefit from RSMA, the resource allocation, precoding design, and

application extension are required to be thoroughly explored.

Most of the existing researches focus on the investigations of RSMA in the con-

text of RF communications [189–193], while only sporadic researches are designed for

LiFi [164, 195–198]. Motivate by the above background, optimizing and boosting the

performance of multi-user LiFi systems under the RSMA technique is a key future re-

search area. The main objective is enhancing the performance of multi-user multi-cell

LiFi systems, with respect to some typical performance metrics, such as the sum-rate or

the minimum rate, through an optimal design of the resource allocation and the precoding

design. The secrecy performance of the considered system can be also considered as a

potential future research direction.

8.2.3 Outdoor LiFi Systems

Outdoor LiFi applications are less explored when compared to their indoor counter-

parts. This is mainly due to two facts: 1) the dual use of LEDs is not always practical in
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an outdoor LiFi environments, and 2) the level of interference and noise is considerably

higher in outdoor environments. Nevertheless, several outdoor LiFi applications have been

identified in the literature. The adoption of LiFi in outdoor applications was reviewed

in [199], where the authors revealed the issues that arise in the outdoor usage of LiFi and

identified emerging challenges. In this context, LiFi outdoor applications include, but are

not limited to [200]:

1. Vehicle-to-everything (V2X) communication.

2. Pedestrian-to-infrastructure (P2I) communication.

3. Building-to-building (B2B) communication.

V2X communications is a new concept that uses the latest generation of information

and communication technology that connect vehicles to everything. In its turn, V2X

communication includes [201]:

1. Vehicle-to-infrastructure (V2I) communication, also known as road to vehicle (R2V)

communication.

2. Vehicle-to-vehicle (V2V) communication.

The V2X technology links and interconnects the various elements of transportation,

such as pedestrians, vehicles, roads, and cloud environments. This leads to the building

of an intelligent transportation system and promoting the development of new modes and

new forms of automobiles and transportation services by gathering more information and

promote the innovation and application of automated driving technologies [202]. In ad-

dition, V2X communication is of great significance for improving traffic efficiency, saving

resources, reducing accidents, and improving traffic management [202, 203]. Addition-

ally, in outdoor environment, the LiFi technology can be incorporated in the building of

smart city to provide green and ubiquitous wireless connection [204]. Specifically, in a

large scale outdoor domain, the LED street luminaries can be modified and networked to

provide various and low-cost services (video broadcasting, stream media, real time voice,

high precision positioning and so on) to the pedestrians and the grounding vehicles in

moving or static status [205,206]. On the other hand, B2B communications define all the

communications technologies that enable connection between buildings. Both RF and

OWC (including the visible light and the IR spectra) can used for this type of mission.
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Therefore, LiFi may be used to connect buildings situated within a reasonable distance

from each other, such as campuses, bank buildings, and headquarters, to provide access

to information, data and media. Some fundamental features should be clearly defined

and deeply investigated before performing security analysis. These features include:

• The framework and the network configuration, such as distances, dimensions, trans-

mit light sources, optical receivers, etc.

• Realistic and measurement-based channel models should be derived. These chan-

nel models should encompass the effect of interference as there are fewer physical

barriers in outdoor environments (unlike the indoor environment).

• The effect of sunlight during the day, outdoor illumination during the night, and

weather conditions should be studied. It has been shown that solar irradiance does

not prevent high speed LiFi communication [207]. However, careful considerations

and system design are required to minimize the effect of those sources of impairment

on the performance of LiFi systems.
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Appendix A

Proofs and Derivations for Chapter 3

A.1 Proof of Theorem 3.1

At first, let us determine the range of the LOS channel gain HLOS. Recall that HLOS

is expressed as

HLOS = H0
(ha − hu)m cos(ψ)

dm+2
× U[cos(Ψ),0] (cos (ψ)) , (A.1)

where cos(ψ) = r cos(Ω−α) sin(θ)+(ha−hu) cos(θ)
d

. Since Ψ ∈ [0, π
2
], we have HLOS ≥ 0 and the

minimum value of HLOS is equal to hmin = 0. A set of values that can yield in hmin = 0

is given as d = dmin, Ω − α = ±k π
2
s.t. k = 1, 3 and θ ≥ Ψ, which corresponds to the

case where cos (ψ) ≤ cos (Ψ). On the other hand, the maximum value of HLOS is equal

to hmax = H0

(ha−hu)2
. A set of values that can yield in hmax is expressed as d = ha − hu,

Ω− α = ±π
2
s.t. k = 1, 3 and θ = 0, which corresponds to the case where cos (ψ) = 0.

Since the range of the LOS channel gain HLOS is now determined, the CDF of the

LOS channel gain HLOS is expressed as

FHLOS
(h) (A.2a)

= Pr (HLOS ≤ h) (A.2b)

= Pr

((
a(θ)

√
d2 − (ha − hu)2

dm+3
cos(Ω− α) + b(θ)

dm+3

)
× U[cos(Ψ),0] (cos (ψ)) ≤ h

)
(A.2c)

= Pr

(
a(θ)

√
d2 − (ha − hu)2

dm+3
cos(Ω− α) + b(θ)

dm+3
≤ h, cos(Ψ) ≤ cos(ψ)

)
(A.2d)

+ Pr (0 ≤ h, cos(ψ) ≤ cos(Ψ))

=

∫ dmax

dmin

∫ π
2

0

Pr

(
l cos(Ψ)− b′(θ)

a′(θ)
√
d2 − (ha − hu)2

≤ cos(Ω− α)
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≤ dm+3h− b
a(θ)

√
d2 − (ha − hu)2

∣∣∣∣θ, d)fθ(θ)fd(l)dθdl + Fcos(ψ)(cos(Ψ))U[0,∞](h) (A.2e)

=

∫ dmax

d∗min(h)

∫ π
2

0

IH (θ, l) fθ(θ)fd(l)dθdl + Fcos(ψ)(cos(Ψ))U[0,∞](h), (A.2f)

where a
′
(θ) = sin(θ), b

′
(θ) = (ha − hu) cos(θ) and the function IH is expressed as

IH (θ, l) = Fcos(Ω−α)

(
lm+3h− b(θ)

a(θ)
√
l2 − (ha − hu)2

)
− Fcos(Ω−α)

(
l cos(Ψ)− b′(θ)

a′(θ)
√
l2 − (ha − hu)2

)
.

(A.3)

Equality (A.2f) follows from the fact that the conditional probability under the integral

in (A.2e) is not null if and only if
l cos(Ψ)− b′(θ)

a′(θ)
√
l2 − (ha − hu)2

≤ lm+3h− b(θ)
a(θ)

√
l2 − (ha − hu)2

, (A.4)

i.e.,
(
H0(ha−hu)m cosΨ

h

) 1
m+2 ≤ l. Or, l is constrained within the range [dmin, dmax]. Therefore,

the conditional probability in (A.2e) is not null if and only if l ∈ [d∗min(h), dmax], where

d∗min(h) = max (d0(h), dmin) such that d0(h) =
(
H0(ha−hu)m cos(Ψ)

h

) 1
m+2

. Additionally, since

l0 should be always lower than dmax, we conclude that the channel gain HLOS under the

integral in (A.2f) should satisfy h∗min ≤ h, where h∗min = H0(ha−hu)m cos(Ψ)

dm+2
max

∈ [hmin, hmax].

Furthermore, Fcos(ψ)(cos(Ψ)) in is expressed as

Fcos(ψ)(cos(Ψ)) = Pr (cos(ψ) ≤ cos(Ψ)) (A.5a)

=

∫ dmax

dmin

∫ π
2

0

Fcos(Ω−α)

(
l cos(Ψ)− (ha − hu) cos(θ)
sin(θ)

√
l2 − (ha − hu)2

)
fθ(θ)fd(l)dθdl.

(A.5b)

Based on this, the corresponding PDF of the LOS channel gain HLOS is obtained

by differentiating equality (A.2f) with respect to HLOS. Using Leibniz integral rule for

differentiation, the PDF of the LOS channel gain HLOS is expressed as

fH(h) =
∂

∂h
[Pr (H ≤ h)] (A.6a)

=

∫ dmax

d∗min

∫ π
2

0

lm+3

a(θ)
√
l2 − (ha − hu)2

fcos(Ω−α)

(
lm+3h− b(θ)

a(θ)
√
l2 − (ha − hu)2

)
fθ(θ)fd(l)dθdl

(A.6b)

+ v(h)

∫ π
2

0

JH (θ, l) fθ(θ)dθ + Fcos(ψ)(cos(Ψ))δ(h),

for h ∈ [h∗min, h
∗
max], and 0 otherwise, such that h∗max = hmax cos(Ψ) ∈ [hmin, hmax]. This

completes the proof.
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A.2 Proof of Theorem 3.2

Based on the results of Theorem 3.1, the PDF of the LOS channel gain HLOS is

given by

fHLOS
(h) = gH(h)U (h∗min, hmax) + Fcos(ψ)(cos(Ψ))δ(h)

=
(
1− Fcos(ψ)(cos(Ψ))

)
fZ(h) + Fcos(ψ)(cos(Ψ))δ(h),

(A.7)

where fZ is a PDF, with support range [h∗min, hmax]. The PDF fZ is associated to

the random variable Z that is expressed as Z = XY , where X = c
dm+2 such that

c = H0 (ha − hu)m and Y = cos (ψ) for ψ ∈ [0,Ψ]. Note that X and Y are two ran-

dom variables that reflect the effects of the random spatial distribution of the user and

the random orientation of the UE on the LOS channel gain, respectively. For the case of

stationary users, and using the PDF transformation of random variables, the PDF of the

random variable X is expressed as

fX(x) =
c

1
m+2

(m+ 2)

(
1

x

)m+3
m+2

fd

(( c
x

) 1
m+2

)
=

2c
2

m+2

R2(m+ 2)

(
1

x

)m+4
m+2

U[c/dm+2
max ,c/d

m+2
min ]

(x).

(A.8)

Obviously, X and Y are correlated since they are a function of the distance l, which is

also a random variable. However, such correlation can be weak in most of the cases. In

fact, for high values of d, the effect of the random orientation on the LOS channel gain

HLOS is negligible compared to the one of the distance, whereas for the case of low values

of l, the effect of the distance is negligible compared to the one of random orientation.

Due to this, as an approximation, we assume that the random variables X and Y are

uncorrelated. Based on this, using the theorem of the PDF of the product of random

variables [208], the PDF of the random variable Z can be approximated as

fZ(h) ≈
∫ ymax(h)

ymin(h)

fX

(
h

y

)
fY (y)

dy

y
=

(
1

h

)m+4
m+2

∫ ymax(h)

ymin(h)

2c
2

m+2

R2(m+ 2)
y

2
m+2fY (y) dy,

(A.9)

where fY denotes the PDF of the random variable Y and it is given in (19) and (22)

of [28]. Based on this, the PDF fZ has the form fZ(h) ≈ 1
hν
f̃(h), where ν > 0 and f̃ is a

function with support range [h∗min, hmax] that is expressed as

f̃(h) =

∫ ymax(h)

ymin(h)

2c
2

m+2

R2(m+ 2)
y

2
m+2fY (y) dy. (A.10)

Consequently, by substituting fZ(h) in (A.7) by its expression and defining the function g,

for h ∈ [h∗min, hmax], as g(h) =
(
1− Fcos(ψ)(cos(Ψ))

)
f̃(h), we obtain the result of Theorem

2, which completes the proof.
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A.3 Proof of Theorem 3.3

Using the same notation adopted in Appendix B, the PDF of the random variable X

for the case of mobile users is expressed as

fX(x) =
c

1
m+2

(m+ 2)

(
1

x

)m+3
m+2

fd

(( c
x

) 1
m+2

)
=

3∑
i=1

aic
bi+

2
m+2

(m+ 2)Rbi+1

(
1

x

)bi+m+4
m+2

U[c/dm+2
max ,c/d

m+2
min ]

(x).

(A.11)

Therefore, the PDF of the random variable Z can be approximated by

fZ(h) ≈
∫ ymax(h)

ymin(h)

fX

(
h

y

)
fY (y)

dy

y
=

3∑
i=1

(
1

h

)bi+m+4
m+2

∫ ymax(h)

ymin(h)

[
aic

bi+
2

m+2

(m+ 2)Rbi+1
ybi+

m+4
m+2fY (y)

]
dy,

(A.12)

which has the form fZ(h) ≈
∑3

j=1
1
zνi
f̃j(h), where, for j = 1, 2, 3, νj > 0 and f̃j is a

function with support range [h∗min, hmax] that is expressed as

f̃j(h) =

∫ ymax(h)

ymin(h)

[
aic

bi+
2

m+2

(m+ 2)Rbi+1
ybi+

m+4
m+2fY (y)

]
dy. (A.13)

Consequently, by substituting fZ(h) in (A.7) by its expression and defining gj(h), for

j = 1, 2, 3 and for h ∈ [h∗min, hmax], as gj(h) =
(
1− Fcos(ψ)(cos(Ψ))

)
f̃j(h), we obtain the

result of Theorem 3, which completes the proof.

A.4 Proof of Corollary 3.1

Based on the PDF of the LOS channel gain HLOS provided in Theorem 1 and the

expression of the probability of error of M -pulse amplitude modulation [209, 210], the

average probability of error of the considered LiFi system is expressed as

Pe =

∫ hmax

hmin

fH(h)Pe,h (Popt, h) dh (A.14a)

=

∫ hmax

h∗min

gH(h)
2(M − 1)

M
Q
(

hPopt

σ (M − 1)

)
dh

+ Fcos(ψ)(cos(Ψ))

∫ hmax

hmin

δ(h)Q
(

hPopt

σ (M − 1)

)
dh, (A.14b)

where Pe,h (Popt, h) is the instantaneous probability of error for a given channel gain

HLOS and γTX = Pelec

σ2 =
P 2
opt

σ2 is the transmitted SNR, such that Pelec is the transmitted

electrical signal and σ2 is the average noise power at the receiver. Now, since the function

h 7→ gH(h)
2(M−1)
M
Q
(

hPopt

σ(M−1)

)
is a smooth function within [h∗min, hmax], and using the
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Lebesgue’s dominated convergence theorem, we get

lim
Popt→∞

∫ hmax

hmin

gH(h)
2(M − 1)

M
Q
(

hPopt

σ (M − 1)

)
dh

=

∫ hmax

hmin

lim
Popt→∞

gH(h)
2(M − 1)

M
Q
(

hPopt

σ (M − 1)

)
dh

= 0.

(A.15)

Furthermore, since hmin = 0, we have
∫ hmax

hmin
δ(h)Q

(
hPopt

σ(M−1)

)
dh = Q (0) = 1

2
, which implies

that limPopt→∞
∫ hmax

hmin
δ(h)Q

(
hPopt

σ(M−1)

)
dh = 1

2
. Therefore, we conclude that limPopt→∞ Pe (Popt) =

Fcos(ψ)(cos(Ψ))

2
, which completes the proof.
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Appendix B

Orientation-Based Random

Waypoint

The random waypoint (RWP) mobility model is one of the most widely used and sim-

ple models, which is utilized for the simulation-based studies of wireless networks [211].

The RWP mobility model specifies the following characterizations, i) destinations are cho-

sen randomly following a uniform distribution in the room area, and ii) users move with

a constant speed on a straight line between two consecutive waypoints [211]. The RWP

model is identified as a discrete-time stochastic random process (RP). Mathematically, it

can be denoted as an infinite sequence of triples,
{
(Pn−1,Pn, vn)

∣∣ n ∈ N
}
, where n shows

the nth movement period. The UE moves from Pn−1 = (xn−1, yn−1) to Pn = (xn, yn) with

a constant speed of v. The angle between the direction of movement and the positive di-

rection of the X-axis is defined as the user direction, Ω = tan−1( yn−yn−1

xn−xn−1
).

In order to provide a more realistic framework for analyzing the performance of mobile

wireless networks in LiFi, it is required to combine the conventional RWP with the ran-

dom orientation model. An orientation-based random waypoint (ORWP) mobility model

is introduced in [28], where the elevation angle of the UE is included during the user’s

movement. An altered version of ORWP, where the yaw angle α, the pitch angle β, and

the roll angle γ, are encompassed, is used in this study to evaluate the system perfor-

mance metrics (such as received SNR) more accurately for mobile users. The ORWP can

be modeled as an infinite sequence of quadruples,
{
(Pn−1,Pn, vn,Θn)

∣∣ n ∈ N
}
, where

Θn = (αn, βn, γn) is a random vector process describing the UE’s orientation during the

movement from waypoint Pn−1 to waypoint Pn. The entities, α, β and γ are RPs. The

ORWP is summarized in the Algorithm 2.
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It is shown in Section 2.3 that α, β and γ for walking activities follow a Gaus-

sian distribution with the parameters given in Table 2.1. According to the experimental

measurements, the adjacent samples of the RPs α, β and γ are correlated. Hence, to

incorporate the device orientation with the RWP mobility model, a correlated Gaussian

RP which statistically follows the experimental measurements should be generated. It

should be noted that the random orientation process considered here can be applied to

Algorithm 2 Orientation-based random waypoint (ORWP)

1: Initialization:

n←− 1; k ←− 1;

Denote Pn=(xn, yn) and P0=(x0, y0) as the nth and initial UE’s positions, respec-

tively;

N as the number of simulation runs; v as the average speed of UE; Tc,α, Tc,β and Tc,γ

as the coherence time of α, β and γ, respectively; Set Tc = min{Tc,α, Tc,β, Tc,γ};
µα, µβ and µγ as the mean and σ2

α, σ
2
β and σ2

γ as the variance of Gaussian RPs α, β

and γ;

2: for n = 1 : N do

3: Choose a random location Pn = (xn, yn)

4: Compute Dn = ∥Pn − Pn−1∥
5: Compute Ω = tan−1

(
yn−yn−1

xn−xn−1

)
6: tmove ←− 0;

7: while tmove ≤ Dn
v

do

8: Compute Pk = (xk, yk) with xk = xk−1 + vTc cosΩ and yk = yk−1 + vTc sinΩ

9: Generate Θk = (αk, βk, γk) based on the AR(1) model

10: Return (Pk−1,Pk, v,Θk) as ORWP specifications

11: k ←− k + 1

12: tmove ←− tmove + Tc

13: end while

14: if tmove ̸= Dn
v
− Tc & tmove ≥ ⌊Dnv ⌋Tc − Tc then

15: Generate Θk = (αk, βk, γk) based on the AR(1) model

16: Pk ←− Pn
17: Return (Pk−1,Pk, v,Θk) as ORWP specifications

18: k ←− k + 1

19: end if

20: n←− n+ 1

21: end for
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any other mobility models. Methods to generate a correlated Gaussian RP are discussed

in [212,213] and references therein. A simple way of producing a correlated Gaussian RP

is to use a linear time-invariant (LTI) filter and passing a white noise process through

it, e.g., a linear autoregressive (AR) filter. Thus, after passing the white noise process,

w[k], through the LTI filter, the kth time sample of the correlated Gaussian RP, α[k], is

expressed as:

α[k] = c0 +

p∑
i=1

ciα[k − i] + w[k], (B.1)

where ci for i = 0, . . . , p are constant coefficients of the AR model with order p, i.e., AR(p),

and c0 specifies the bias level. To characterize the AR(p) model, we need to determine

p+2 unknown parameters that are: c0, c1, . . . , cp, σ
2
w, and σ

2
w is the variance of white noise

RP, w. These parameters can be obtained by matching the generated random process

to the moments and the correlation lag between the samples [214]. Here, we use the

moments obtained through experimental measurements. Hence, a first-order AR model

is sufficient to be considered as a method for generating the correlated Gaussian RP as

the mean and variance of the produced samples match the measurement results. The kth

sample of the AR(1) model is given as:

α[k] = c0 + c1α[k − 1] + w[k]. (B.2)

To guarantee the RP of α is wide-sense stationary, the condition |c1| < 1 should be fulfilled.

The mean, variance and autocorrelation function of AR(1) are given respectively as [215]:

µα =
c0

1− c1
, σ2

α =
σ2
w

1− c21
, Rα(k) = ck1.

Note that Rα(
Tc,α
Ts

) = 0.05 where Tc,α is the coherence time of α and Ts is the sampling

time [28]. Using the above equations:

c0 = (1− c1)µα, σ2
w = (1− c21)σ2

α, c1 = 0.05
Ts
Tc,α . (B.3)

Then, the kth time sample of the correlated Gaussian RP, α, can be obtained based on

(B.2) and using the parameters of the AR(1) model given in (B.3). The same method can

be applied to both β and γ to determine the kth time sample of the device orientation,

Θn[k] = (αn[k], βn[k], γn[k]). According to the approach explained above, the ORWP is

described in Algorithm 2.
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Appendix C

Performance of the Proposed MLP

and CNN Models versus the

Benchmark KNN Technique.

This appendix presents the average error and the precision of the position, yaw angle

α, pitch angle β, and roll angle γ, achieved by the proposed CNN and MLP models, along

with the benchmark KNN model. the results of the CNN, MLP and KNN models are

depicted in Table C.1, C.2, and C.3, respectively.

Table C.1: Performance of the proposed CNN model.

N = 105 N = 106

Position

Average Error [cm]
LOS 21.83 16.49

LOS + NLOS 14.55 10.53

Precision [cm]
LOS 38.7 29.8

LOS + NLOS 23.9 17.15

Yaw angle α

Average Error [Deg]
LOS 15.15 11.9

LOS + NLOS 12.28 9.07

Precision [Deg]
LOS 25 16.9

LOS + NLOS 18.5 12.5

Pitch angle β Average Error [Deg]
LOS 1.55 1.42

LOS + NLOS 1.35 0.96

& roll angle γ Precision [Deg]
LOS 3.47 3.19

LOS + NLOS 2.96 2.135
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Table C.2: Performance comparison of the proposed MLP model.

N = 105 N = 106

Position

Average Error [cm]
LOS 29.73 21.93

LOS + NLOS 15.05 13.04

Precision [cm]
LOS 49.9 37.8

LOS + NLOS 25.1 21.4

Yaw angle α

Average Error [Deg]
LOS 16.40 11.68

LOS + NLOS 12.56 10.09

Precision [Deg]
LOS 25.5 16.67

LOS + NLOS 18.9 15.5

Pitch angle β Average Error [Deg]
LOS 1.61 1.5

LOS + NLOS 1.40 0.98

& roll angle γ Precision [Deg]
LOS 3.57 3.4

LOS + NLOS 3.09 2.17

Table C.3: Performance comparison of the proposed KNN technique.

N = 105 N = 106

Position

Average Error [cm]
LOS 34.71 22.16

LOS + NLOS 27.30 17.34

Precision [cm]
LOS 61.7 40

LOS + NLOS 46.5 29.5

Yaw angle α

Average Error [Deg]
LOS 19.05 13.30

LOS + NLOS 21.37 14.49

Precision [Deg]
LOS 36.1 17.2

LOS + NLOS 55 17.7

Pitch angle β Average Error [Deg]
LOS 1.88 1.7

LOS + NLOS 1.88 1.8

& roll angle γ Precision [Deg]
LOS 4.1 3.86

LOS + NLOS 4.07 3.925
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Appendix D

Performance of the Proposed LSTM

Model versus the Benchmark CNN

Model

This appendix presents the average error of the position, yaw angle α, pitch angle

β, and roll angle γ, achieved by the proposed LSTM models, along with the benchmark

CNN model for different values of posterior time slot index L. The cases when L = 1 and

2 are presented in Table D.1, whereas the cases when L = 3 and 4 are prsented in Table

D.2.

Table D.1: Average prediction error of the position and the orientation angles yaw α, pitch β, and roll γ.

L = 1 L = 2

LSTM CNN LSTM CNN

Position 0.1789 m 0.4742 m 0.2136 m 0.5192 m m

Yaw angle α 22.4266◦ 32.6992◦ 22.8108◦ 32.4743◦

Pitch angle β 2.5974◦ 2.6003◦ 2.6013◦ 2.6068◦

Roll angle γ 4.3254◦ 4.3262◦ 4.3212◦ 4.3338◦

Table D.2: Average prediction error of the position and the orientation angles yaw α, pitch β, and roll γ.

L = 3 L = 4

LSTM CNN LSTM CNN

Position 0.2565 m 0.5750 m 0.3046 m 0.6385 m

Yaw angle α 22.8551◦ 32.5409◦ 22.4539◦ 32.4700◦

Pitch angle β 2.5983◦ 2.5991◦ 2.6003◦ 2.6063◦

Roll angle γ 4.3314◦ 4.3401◦ 4.3405◦ 4.3381◦
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Appendix E

Proofs and Derivations for Chapter 7

E.1 Proof of Theorem 7.1

Considering the constraints (7.19c) and (7.19e), and by substituting Ra and Rb with

their expressions into (7.19c) and (7.19e), and then solving the resulting inequality, we

obtain α1 ≤ αmax and α2 ≤ αmax. Now, considering the constraints (7.19d) and (7.19f),

and by substituting Ra→w and Rb→w with their expressions into (7.19d) and (7.19f), and

then solving the resulting inequality, we obtain αmin ≤ α1 and αmin ≤ α2. Based on

this, constraints (7.19b)-(7.19f) are satisfied if and only if αmin ≤ αmax, which constitutes

the first feasibility condition of problem P1. Finally, we focus on constraint (7.19g). By

substituting RVL
w→w with its expression into constraint (7.19g), and solving the resulting

inequality, we obtain the inequality g (α1, α2) ≥ 0. Obviously, the last inequality is

feasible if and only if it is satisfied by the highest values of α1 and α2, i.e., α1 = αmax and

α2 = αmax, which constitutes the second and last feasibility condition of problem P1.

E.2 Line Search Method for the Sum Data Rate Max-

imization

We assume that the power allocation coefficient α1 is fixed and we consider the change

of variable β =
√
α2. Hence, solving the inequality g (α1, α2) ≥ 0 is equivalent to solv-

ing the inequality c1β
2 + c2β + c3 ≥ 0 over the segment

[√
αmin,

√
αmax

]
, where c1 =

c (1 + tv) h̃
2
2,w, c2 = ch̃1,wh̃2,w

√
α1, and c3 = c (1 + tv) h̃

2
1,wα1 − t

(
ch̃21,w + ch̃22,w + 1

γRX

)
.

We compute the discriminant ∆ = c22− 4c1c2. If ∆ ≤ 0, and since c1 ≥ 0, then the lowest

value of α2 that satisfies g (α1, α2) ≥ 0 is αmin. Otherwise, we compute the ordered roots
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β1 = min
(

−c2−
√
∆

2c1
, −c2+

√
∆

2c1

)
and β2 = max

(
−c2−

√
∆

2c1
, −c2+

√
∆

2c1

)
. In this case, the lowest

value of α2 that satisfies g (α1, α2) ≥ 0 is αmin, except the two following two cases. The

first case is when β1 ≤
√
αmin and

√
αmax ≤ β2. In this case, there is no feasible solution

for α2 and the associated achievable sum data rate is zero. The second case if when

β1 ≤
√
αmin and

√
αmin ≤ β2 ≤

√
αmax. In this case, the lowest value of α2 that satisfies

g (α1, α2) ≥ 0 is β2
2 .
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Proc. IEEE ACC, Montréal, Quebec, Canada, Oct. 2012.
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