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ABSTRACT

Mathematical Method Validation Tools for
Application to a Proteomics Approach of Postmortem

Metabolic Capacity Estimation

Brigitte Desharnais, Ph.D.

Concordia University, 2019

In postmortem cases, forensic toxicologists perform analyses for legal and illegal drugs,
volatile substances, poisons and biochemical parameters in order to determine the causes

and circumstances of death.

Evaluation of the metabolic capacity of an individual might help to achieve this goal.
Knowledge that the deceased had a poor metabolic capacity might help differentiate between

medical error and accidental overdose, for example.

Traditionally, DNA analysis of genes encoding for metabolizing enzymes has been used
for this purpose. However, the genotype can be quite a poor predictor of phenotype; inter-

vening factors such as sex, age, presence of inducers or inhibitors act as confouding factors.

A proof-of-concept methodology estimating the postmortem metabolic capacity through
characterization and quantification of cytochrome P450 (CYP) enzymes in liver tissue is
presented here. Combining quantitative proteomics with detection of the peptides bearing
mutation sites allowed for a more accurate estimation of the metabolic capacity than geno-

typing alone.
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The current regulatory environment, and best practices, requires forensics bioanalytical
methods to be validated. Anticipating the validation of this method, several methodological

issues were foreseen.

In order to properly validate the quantitative part of the CYP analysis method, a simple,
analyst-independent, and systematic procedure to choose and validate a calibration model
(order, weighting) based on statistical analysis was developed. Additionally, the omnipres-
ence of the target analyte(s) in authentic matrix (human liver) calls for a methodology
allowing to deal with endogenous concentration(s) of analytes in matrices used to prepare
calibration standards and quality control samples. An automated tool was developed to

correct for the endogenous analytes’ concentration.

Finally, characterization of the CYP enzymes, via the monitoring of peptides bearing a
mutation site, requires validation via a qualitative decision point method. Current guidelines
about this type of analysis are ill adapted to deal with the binary nature of the results. A

more suitable set of guidelines was developed and tested.
These mathematical method validation tools, in combination with the CYP analysis

method, provide the necessary framework for metabolic capacity estimation in postmortem

cases.
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General Introduction

1.1 FORENSIC TOXICOLOGY

Forensic toxicology can be defined as the branch of science dedicated to the study of drugs,
toxins and poisons for the purpose of answering questions arising during judicial proceed-
ings [7, 8]. On a day-to-day basis, forensic toxicology departments analyze different bio-
logical matrices (blood, urine, vitreous humour, gastric content, organs, etc.) to determine
the presence and quantity of legal and illegal drugs, poisons, as well as levels of certain key
biochemical parameters (e.g., glucose, urea, creatinine) [8]. Results from these analyses are
used, amongst other purposes, to contribute to the evidence of driving while impaired, ex-

plain circumstances surrounding a sexual assault and determine causes and/or circumstances
of death.

Postmortem forensic toxicology is concerned with demonstrating one cause of death only:
fatal intoxication (although the toxicant itself can vary). On the other hand, several rele-
vant circumstances surrounding death might be highlighted, such as altered mental state or
non-compliance with prescribed medication. One such interesting circumstance is divergent

metabolism and reaction to drug intake in certain individuals [9-11].



1.2 DRUG METABOLISM AND METABOLIC CAPACITY

1.2.1 METABOLISM AND CYTOCHROME P450 (CYP) ENZYMES

Drugs, be they legal or illegal, are foreign substances entering the human biological sys-
tem. As such, they can also be identified as xenobiotics [12]. Once in the human body,
these compounds will undergo chemical transformations grouped under the general rubric of
“metabolism”, which aims to reduce the toxicity of the compound or favour its elimination
by rendering it more hydrophilic [13]. In the first step, also denoted as Phase I metabolism,
the lipophilic substrate is converted to a functionalized metabolite by oxidation, reduction
or hydrolysis. In humans, these transformations are mostly carried out by a class of enzymes
known as the cytochrome P450 (CYP) enzymes [13, 14]. In Phase IT metabolism, the func-
tionalized metabolite is coupled to a highly hydrophilic compound, such as a glucuronide, by
several conjugating enzymes (UDP-glucuronosyltransferase, sulfotransferases, glutathione S-
transferases, etc.) [13]. For example, as shown in Figure 1.2.1, one of codeine’s’ metabolism
pathways, is to first undergo O-demethylation to morphine by the CYP 2D6 enzyme, and

then conjugation to a glucuronide. Excretion will occur at different stages of the metabolism.

CYP enzymes are responsible for metabolizing dietary constituents, endogenous chem-
icals and xenobiotics [13, 16]. This family of enzymes carries out about 75% of all Phase
I drug metabolism [16]. CYPs can be found in different locations in the body such as the
uterus, breasts, ovaries, testes, prostate, adrenal glands, liver and intestines [16]. However,
the most important drug metabolizing CYPs are essentially situated in the centrilobular
area of the liver and found embedded in the intracellular smooth endoplasmic reticulum
(ER) membrane [16]. CYP 2C9, 2C19, 2D6, 2E1 and 3A4 play the most important roles in
drug metabolism [14] (Figure 1.2.2). All of these enzymes are polymorphic, meaning that
one or more specific variations in the DNA sequence can be found in at least 1% of the
population [17]. Identified CYP polymorphisms are numerous, with at least 105 known for
CYP 2D6 alone [18]. These gene variations can lead to amino acid changes in the final
enzyme, splicing defects or gene duplication that, in turn, can lead to enzymes with de-
creased or increased function, total dysfunction, absence of expression or overexpression of
the enzyme [18]. Epigenetic or environmental factors such as age, sex, disease state, habit-
uation and presence of inducers or inhibitors can also lead to a modified CYP expression

level [9, 16, 19-22]. In both cases, this can have an important impact on the rate at which

!The interested reader will find structures of, and relevant information for, the small molecules named
throughout this thesis in Appendix A.
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metabolism of specific drugs is performed by individuals.

1.2.2 METABOLIC CAPACITY

Metabolic capacity refers to the rate of xenobiotic transformation, or metabolism, in the
human body. This is a feature of interest for clinical and forensic toxicologists alike, because
an individual’s whose metabolic capacity is significantly different from the average could be
more vulnerable to a fatal intoxication event [11, 23]. For example, a patient with a very
low metabolic capacity will see the blood concentration of the drug rise as doses are given,
eventually reaching a toxic level, because biotransformation and elimination occurs more
slowly than the intake. A rapid metabolizer might face a similar fate when dosed with a
pro-drug, such as codeine, which generates the active compound morphine when metabolized
(Figure 1.2.1). Thus, knowledge of the metabolic capacity can provide forensic toxicologists
with insight in fulfilling their role of establishing the relevant circumstances surrounding
death [9-11].

What solutions have then been found to measure metabolic capacity? In the clinical do-
main, this is typically done by administering a set of innocuous probes and monitoring the
pharmacokinetic curves of the probes and their metabolites [24]. For obvious reasons, this is

not an option in postmortem cases. Instead, the current approach in the forensics context is



to perform genotyping of the individual to identify the presence of one or more deleterious
mutations in the CYP encoding gene [11, 23]. According to the number and impact of the
mutations, individuals are classified according to their metabolizer type (from slowest to
fastest): poor, intermediate, extensive (normal/typical) or ultra-rapid metabolizer [23] (see
Chapter 5, Figure 5.2.1a for more details). The genotyping approach can be first traced
back to 1990 in pharmaceutical research [25], and has grown to cover nearly all the drug
metabolizing CYPs: 1A2 [26], 2A6 [27], 2C8 [28], 2C9 [29], 2C19 [30], 2D6 [31], 2E1 [32],
3A4 and 3A5 [33]. These techniques were introduced into forensics in 1999 [9], and several
forensic toxicology papers have been published on the topic [9, 10, 17, 33-42]. Yet, use of

this technique remains extremely marginal in the field.

Two reasons might explain this fact. First and foremost, the genotype obtained via DNA
analysis is certainly a relevant factor in predicting phenotype — the characteristics exhib-
ited by an individual such as eye colour, height or metabolic capacity [43]. But while DNA
might be the body’s instruction manual, the actual outcome dictating the phenotype is the
proteome (which is dependent on the genome, but is also highly dependent on several other
factors). Thus, the correlation between the genetically determined metabolizer type and
the observed outcome (metabolic capacity) is poor [11]. Second, most forensic toxicology
laboratories do not have the instrumental, financial or human resources necessary to develop
a DNA genotyping method and perform method validation according to accreditation stan-
dards, as it is outside of the scope of their usual practice and expertise (i.e., small molecule
analysis). Globally, forensic toxicology laboratories thus have very little incentive to divert
precious resources into a method where it is unclear if the result will be helpful. However,
the inherent problems with the genotyping approach reveal an opportunity to kill two birds
with one stone: developing a method yielding a more accurate estimation of the metabolic
capacity via a proteomics approach and one that can be run on standard forensic toxicology

instrumentation.

Thus, the general aim of this thesis is to demonstrate, at the proof-of-principle level, a
liquid chromatography — tandem mass spectrometry (LC-MS/MS) method to characterize
and quantify CYP enzymes in postmortem liver tissue in order to estimate antemortem
metabolic capacity in deceased individuals. Characterizing the CYP enzymes will allow in-
formation about genetic polymorphisms to be collected, while quantifying the CYP enzymes
will provide information on the expression level. Taken together, both pieces should allow for
a more accurate estimation of the metabolic capacity than genotyping alone. Interestingly,

this approach is also one that could be carried out relatively easily by forensic toxicology



laboratories, since it relies on their standard knowledge and instrumentation: liquid chro-
matography coupled to tandem mass spectrometry (LC-MS/MS). Although ultimately, a
comprehensive metabolic capacity determination method would cover all xenobiotic metab-
olizing enzymes (CYPs and others), as a reasonable first step CYP 2D6 and CYP 3A4
enzymes were targeted due to their importance in the drug metabolizing process (as shown
in Figure 1.2.2).

1.3 CYTOCHROME P450 ANALYSIS

1.3.1 CYP ENZYMES AND THEIR CLASSIFICATION

CYPs are enzymes, i.e., proteins with catalytic properties [13]. These chains of amino acids
are identified by a family number followed by a subfamily letter and gene number (e.g., CYP
3A4) [16]. CYPs sharing greater than 40% sequence identity belong to the same family, while
those sharing greater than 55% sequence identity also belong to the same subfamily [16].
A common gene number is attributed when the enzymes have the same function and high
gene conservation [16]. Being located in the rough endoplasmic reticulum membrane, these
hemoproteins are typically labeled as highly hydrophobic [44] (Figure 1.3.1). In fact, with an
average GRAVY score (grand average of hydropathy, ranging from the most hydrophilic, -2,
to the most hydrophobic, +2) hovering around -0.3, the amino acid sequence hardly justifies
this label. The key to this apparent contradiction is that membrane proteins are “highly
hydrophobic” only in their folded states. Considering their location in the cell, they will
need a good hydrophobic anchor, but will also require several hydrophilic parts to carry out
their functions. Nevertheless, the hydrophobic character of CYPs prior to denaturation and
solubilization does complicate the extraction and analysis process, as most of the protocols

were developed for more hydrophilic proteins.

Traditional approaches for CYP quantification, such as Western blotting and enzyme ac-
tivity assays, are not suitable for the proposed application. Antibodies are challenging and
expensive to develop, and often are not highly specific [46, 47]. Additionally, this approach
is not readily amenable to high throughput. As for enzyme activity assays, there is no telling
how it might have been affected by the postmortem changes such as denaturation, cell lysis
and pH decrease [48].
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Figure 1.3.1: Cell membrane and membrane proteins, adapted from [45].

1.3.2 PROTEIN EXTRACTION AND ISOLATION

For CYPs, a mass spectrometry approach seems to be the most efficient route to characterize
and quantify the enzymes using tools readily available to the forensic toxicologist. However,
these proteins need to be first extracted from the liver tissue. This is typically done by tissue
homogenization which is often accompanied by cell lysis. Several common approaches are
available. Tissue homogenization can be performed using a mechanical blender such as the
Polytron®; a Potter-Elvehjem device, which compresses the tissue between a Teflon pestle
and the glass wall of the container; sonication, which uses high-frequency energy to disrupt
membranes by cavitation; cryo-grinders, which reduce frozen samples to a powder using a
ball and mill process [49]. To complete cell lysis, two common options are the use of a
salt gradient (water enters the cells until they rupture) and detergents (disruption of the hy-
drophobic membrane components) [49]. These tissue preparation steps also release proteases
from cell compartments, hence protease inhibitors and a cold environment are necessary to

preserve the integrity of proteins until further isolation is performed [50].

Following tissue homogenization, some form of protein isolation is required as very few

analytical methods are capable of dealing with the complexity of the entire proteome com-



ing from a tissue sample, much less in a quantification context. In the case of CYPs, it
is possible to take advantage of the fact that as the cell is disrupted fragments of the ER
form small micelle-like structures called microsomes. Isolation of CYP rich microsomes typ-
ically requires an ultracentrifugation step due to the very small density difference between
the microsomes and surrounding cell contents [51]. Another possible avenue is the use of
immunoaffinity pulldown [52] which targets CYP enzymes directly. However this option was
not favoured since it was more arduous to establish in a forensic toxicology laboratories and
is accompanied by a hefty price tag (several hundred dollars per analysis). Once isolation is
performed, chaotropes (e.g., guanidine hydrochloride, urea, thiourea, guanidine thiocyanate)
and detergents (e.g., Triton TM, CHAPS, Brij®, octyl 3-D-glucopyranoside, n-dodecyl-/3-D-
maltoside, OTG, SDS) can help solubilize the hydrophobic proteins by destabilizing their
hydrogen bonds and denaturing the protein, thus exposing the more hydrophilic sites of the
protein to the solution [53].

1.3.3 PROTEIN ANALYSIS BY TANDEM MASS SPECTROMETRY

Protein analysis by mass spectrometry can be divided into two main categories. In top-down
proteomics, intact proteins are injected into the mass spectrometer for analysis. This allows
certain interference problems to be circumvented, and post-translational modifications to
be characterized [54]. In bottom-up, or shotgun proteomics, proteins undergo a proteolytic
digestion in order to cleave the protein into short chains of amino acids (peptides), which are
then analyzed by mass spectrometry [54]. Due to the instrumentation selected (LC-MS/MS,
unit resolution) and the targeted goal of identifying point mutations on the protein, bottom-

up proteomics was more appropriate.

Several digestion enzymes are available for this purpose, such as chemotrypsin, ther-
molysin, pepsin, elastase, lysine-C and-N, and the most widely used protease in bottom-up
analyses: trypsin [55]. Trypsin cleaves the peptide bond (see Chapter 5, Figure 5.4.1a) after
the lysine and arginine amino acids, except if they are followed by a proline amino acid
(due to steric hindrance) [55]. The amino acid sequence and mass of peptides obtained
following digestion can thus be predicted based on the known behaviour of the protease, and
informatic tools exist to carry out this prediction [56]. However, they cannot predict the
presence of missed cleavages, which occur at 15 to 30% of the cleavage sites, nor the pres-
ence of chemical modifications (although some amino acids are known to be more prone to
chemical modifications than others). Because proteases are themselves enzymatic proteins,

the digestion environment is limited in terms of detergent, organic solvent, chaotropic agent



and salt concentration. Outside of these limits, excessive denaturation, inactivation of the

protease and autolysis prevents successful protein analysis.

Successful MS detection of the proteolytically produced peptides requires that they are
presented to the MS in a simplified matrix, preferentially one that enhances ionization,
minimizes matrix effects and is isolated from the detergents and salts needed for digestion.
The latter are particularly problematic because they suppress the analyte signal and are
deleterious to the mass spectrometry instrumentation. In LC-MS/MS, the chromatography
allows separation of the analytes from the matrix components based on their affinity for the
stationary phase [57]. The effluent is constituted primarily of the mobile phase, buffer salts,
the analytes and co-retained concomitant species. This mixture is fed to an electrospray
ionization source (ESI), in which a positive (ESI+) or negative (ESI-) charge is applied to
droplets formed by nebulization. Solvent evaporation by contact with heated gas causes the
charge to be transferred to the analytes and any co-eluted species (via Coulombic explo-
sions) [58]. The charged species are then swept into the mass spectrometer itself (Figure
1.3.2a), where a first quadrupole mass analyzer will filter out molecules not having the mass
to charge ratio of the targeted analyte. These transmitted molecules will be fragmented in
a collision cell by an inert gas, and transmitted to another quadrupole mass analyzer. Frag-
ments generated by the targeted peptide or analyte are known, either via the analysis of a
certified reference material (in the case of small molecule analysis), or via in silico prediction
(in the case of peptide analysis, where fragmentation follows well defined patterns, Figure
1.3.2b). In single/multiple reaction monitoring (S/MRM) mode, only fragments with a mass
corresponding to known fragments of the analyte are allowed through to the ion detector,

generating a high specificity signal for the analyte targeted [59].

1.3.4 PROTEIN QUANTIFICATION

Protein quantification can be separated into two broad areas. Relative quantification is typ-
ically used to compare the abundance of a vast array of proteins in normal and altered states
in a single experiment [60, 61]. For example, hepatocytes (liver cells) could be prepared
in a standard growth medium and one supplemented with an inducer. Following lysis and
digestion, relative quantification should reveal a large increase in the concentration of CYPs
in the medium with the inducer. Here, absolute concentrations are not measured; rather
the fold difference relative to the normal state is estimated. Because our goal is to develop

a CYP quantification method where results can be compared from one batch to the next
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Figure 1.3.2: Tandem mass spectrometry and peptide analysis. (a) Schematic of a tandem mass
spectrometer operated in single/multiple reaction monitoring (SRM/MRM) mode. Molecules are ion-
ized in the source, filtered according to the mass-to-charge ratio in the first quadrupole, fragmented
in the collision cell, and filtered again according to mass-to-charge ratio of the fragment in the third
quadrupole. (b) Peptide fragmentation pattern. A peptide will fragment in the collision cell along
the lines indicated here, with the charge being retained on the N-terminal side of the peptide (a, b, ¢
ions) or the C-terminal side of the peptide (X, y, z ions). y-ions are typically the most abundant and
relied upon for quantification and identification of peptides.
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and between forensic toxicology laboratories, relative quantification is not relevant for this
project. Absolute quantification needs to be used instead, where the output is an absolute
concentration in a defined set of units. Absolute quantification can be achieved through a

variety of calibration strategies, as shown in Table 1.3.1.

Table 1.3.1: Absolute quantification strategies, adapted from [62]

Stable Isotope-Labeled Solutions

Absolute quantification with stable isotope-labeled internal standards (AQUA)
Quantitative concatamer (QconCAT)
Equimolarity through equalizer peptide (EtEP)
Protein standard absolute quantification (PSAQ)
Full length expressed stable isotope-labeled proteins for quantification (FLEXIQuant)
Absolute stable isotope labeling through amino acids in cell culture (SILAC)
Protein epitope signature tags (PrEST)

Label-Free Solutions

Exponentially modified protein abundance index (emPAT)
Absolute protein abundance index (APEX)
Normalized spectral abundance factor (NSAF)
Normalized spectral intense peptides per protein (SIN)
Intensity-based absolute quantification (IBAQ)

Although label-free techniques are much less expensive to implement, they generally suf-
fer from much lower precision, accuracy, sensitivity and reproducibility compared to stable
isotope-labeled techniques in complex biological matrices [62]. Since the projected method
was to be validated with strict precision, accuracy and reproducibility criteria, label-free
solutions were a non-starter. In SIL solutions, AQUA uses synthetic versions of peptides
targeted for quantification purposes. These peptides are synthesized with stable isotope-
labeled amino acids resulting in an increase in molecular weight (typically +4 to +10 Da)
that is readily differentiated by the mass spectrometer [62]. These internal standards (IS)
will co-elute with the native peptides, and the peak area of the analyte divided by the peak
area of the IS (peak area ratio) is a response signal that is proportional to the concentration
of native peptide (and, with some limitations, the protein concentration). This technique
is thus suited to focused, quantitative analysis of protein expression and modifications [63].

Even though it is expensive compared to label-free techniques, it is widely available, com-

11



mercial, and yields a more accurate result than other SIL techniques when used with an
external (as opposed to internal) calibration [64]. Concatenated peptides (QconCATS) are
artificial proteins consisting of up to about 50 concatenated peptide sequences produced by
expression of a synthetic gene [62]. This protein is co-digested with the analyte protein(s),
generating equimolar SIL peptides. QconCAT can be very advantageous when multiplexing
is required, but their cost is still high and complete proteolysis must be confirmed. Equalizer
peptides (EtEP) are standard SIL-IS with an additional N-terminal sequence, the equalizer
peptide, which will be cleaved upon digestion [62]. This technique avoids the need for quan-
tification of the SIL-IS, as long as internal calibration is used. Full-length SIL standards are
also available, with proteins produced in vitro (PSAQ), in vivo (SILAC), in wheat germ ex-
tracts (FLEXIQuant) [62]. A full-length SIL protein would appear to be the gold standard,
compensating for differential digestion efficiency and possessing nearly identical physico-
chemical characteristics to the target protein. However, these proteins are expensive, and
their promise relies on the fact that the structure and modification status is the same as
the native protein, which is far from guaranteed with a membrane protein like CYPs. This
might be why recent studies have shown that full length proteins can actually perform worse
than AQUA in terms of accuracy [64]. Of the stable isotope methods, the AQUA approach
was more adapted to the projected method due to the limited multiplexing needs and limited
access to molecular biology facilities to produce full length labelled proteins. The obvious
question is which tryptic peptides should be selected for quantification purposes amongst the
>30 produced by the tryptic digestion of a CYP enzyme. Rules for selection of quantotypic
are discussed in Table 5.4.1.

1.3.5 CYP ANALYSIS IN A FORENSIC SETTING

The available literature on the topic of CYP quantification was limited, but unanimously
reported that CYP quantification was achievable, albeit through different methodologies [44,
47, 65-70] (a more in depth literature review is available in Section 5.2). At the outset, the
largest preoccupation for the projected method seemed to be which adjustments would be
necessary to apply these methodologies to samples differing in one important aspect: they
were collected postmortem instead of ante or perimortem. This included investigating pro-

tein degradation events, as detailed in Section 5.4.3.

Furthermore, a CYP analysis methodology aimed for application in the forensics field will
have not only to use tools and techniques common to the trade, but also be as simple and

as fast as possible to be compatible with the heavy production burden faced by laboratories.
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Additionally, since the majority of forensic toxicology laboratories nowadays are accredited
under one or more set of norms, such as ISO 17025 (“General requirements for the compe-
tence of testing and calibration laboratories”) [71, 72] and CAN-P-1578 (“Guidelines for the
accreditation of forensic testing laboratories”, a Canadian norm) [73], methods must meet
stringent validation requirements. This includes satisfying criteria with regards to accuracy,
intra- and inter-day precision, absence of interferences and process efficiency. To adequately
demonstrate that these demands are met, some challenges in method development and vali-

dation must be addressed.

1.4 MATHEMATICAL ASPECTS OF EXPERIMENTAL QUANTIFICATION

1.4.1 CALIBRATION CURVES

The basic principle on which quantification operations rely is the proportionality of the mea-
sured signal with the analyte concentration [74]. In chromatographic methods, the measured
signal used is typically the area of the chromatographic peak (Figure 1.4.1a). When a mass
spectrometer is used as a detector, this corresponds to the number of ions that trigger the

detector.

For any measurement (e.g., signal units) made on a sample to be converted to units use-
ful for interpretation and comparison purposes (e.g., concentration), a calibration model is
built. Ideally, samples blank of the targeted analyte(s) are used to prepare the standards by
spiking the analyte(s) at different known concentrations. The dynamic range spans from the
lower limit of quantification (LLOQ), lowest useful calibration standard) to the upper limit
of quantification (ULOQ), highest useful calibration standard) [75]. Two related concepts are
the detection limit (DL or LOD), which is the “smallest measure that can be detected with
reasonable certainty” [76], and the limit of quantification (LOQ), which is the lowest concen-
tration which can be detected and quantified with predefined bias and precision goals [75].
From these calibration standards, a mathematical model describing this data set of (concen-
tration, response) pairs can be obtained via least squares regression (Figure 1.4.1b), which
minimizes the sum of squared differences with the signal predicted by the mathematical
model [77]. This mathematical model in turn allows estimation of the concentration in an
unknown sample in which a signal y; is measured, by isolation of the z; term. This standard,
unweighted linear regression model assumes (in order of importance) that the true function
is linear, that measurement errors are independent from one sample to the next, that the

error is homoscedastic and normally distributed.
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Ideally, the calibration standards used to build the calibration curve would be prepared
in the same matrix type as the unknown samples [74]. For example, if cocaine is to be
measured in postmortem blood samples, calibration standards should be prepared in post-
mortem blood from which cocaine is absent (blank postmortem blood). This practice, known
as matrix-matched standards, compensates for the majority of matrix effects from concomi-
tant components (metabolites, lipids, etc.) [74, 78]. Thus the calibration standards and the
unknown samples should produce similar responses for similar concentrations, yielding a

more accurate quantification [74, 78].

Another good practice in calibration operations is to prepare and measure quality control
(QC) samples. QC samples are, to the best ability of the analyst, samples of known concen-
tration identical to unknown samples, generally prepared at ~ 20%, ~ 50% and =~ 80% of
the calibration dynamic range [75, 79]. In practice, QC samples are prepared from a matrix
matched blank sample spiked with the analyte(s) at the desired levels. These samples are
then treated as unknown samples would, and the quantification result is compared with the
expected result to obtain a bias value. Bias values considered as acceptable will vary from
one reference to the other [75, 79-81], but SWGTOX states that the maximum acceptable

bias is +20% at all concentration levels.

1.4.2 INTERNAL STANDARDS

Simply put, internal standards are trackers added in equal concentration to all calibration
standards, quality controls and unknown concentration samples [74] (Figure 1.4.1a). These
trackers permit correction for various manipulation errors and experimental variations (e.g.,
adsorption to the walls of a container, sensitivity changes, ionization suppression etc.) [82].
To track adequately all of these phenomena, an internal standard should behave as closely
as possible to the targeted analyte, i.e., possess identical physico-chemical characteristics.
Although this level of perfection is hard to attain, one solution which comes close to it
is the use of stable isotope-labeled (SIL) internal standards [82] (Figure 1.4.2). Typically,
hydrogen ('H) or carbon (*2C) atoms in the analyte’s structure are replaced with a heav-
ier isotope (e.g., 2D or 3C) in the internal standard. These IS thus have almost identical
physico-chemical characteristics, but are distinguishable by mass spectrometry by virtue of

their increased mass.
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Figure 1.4.1: Chromatographic measurements in a series of standards and derived calibration curve
(simulated data). (a) Chromatographic peak areas (in parentheses) for the analyte and IS in a series
of spiked standards. Area ratio for e.g., 75 ng/mL standard, is 150 cps?/100 cps®>=1.5. (b) Calibra-

tion curve and least squares regression.
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Figure 1.4.2: Cocaine (targeted analyte, 304 Da) and its stable isotope-labeled internal standard
(SIL-IS), cocaine-D3 (307 Da).

Although the use of SIL-IS is considered the gold standard, for costs and availability
reasons, this might not always be possible. An imperfect alternative is to use analogues,
which can take different forms: for example, fluoroamphetamine can be used as an IS for
amphetamine [82]. In the realm of proteomics, a reporter protein not present in the tar-
geted sample such as glutamate dehydrogenase can be used for liver CYPs [83]. Critically,
the analogue IS used should not be endogenous. Ideally, it would also display as close
physico-chemical characteristics to the analyte (hydrophobicity, ionization sensitivity) to
the analyte as possible, and be commercially available at a reasonable price. Satisfying all
these requirements for CYPs is no mean feat, and could be satisfied by a non-endogenous
membrane protein with some reasonably hydrophobic sequences. Although a necessarily
imperfect solution, glutamate dehydrogenase strikes somewhat of a balance between all of

these requirements.

Whatever the avenue selected, this tracker is used to normalize the signal measured from
the targeted analyte. Provided that a constant amount of IS is used throughout the analy-
sis, the ratio is proportional to the analyte concentration (Figure 1.4.1a). Instead of using
the peak area, the ratio of the analyte peak area to the internal standard peak area [74] is
used as the response variable for calibration and quantification. As before, a least-squares
regression can be performed on the responses versus the known, spiked, concentrations to

establish the mathematical relationship between response and concentration.
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1.4.3 ADJUSTMENTS TO THE STANDARD LEAST SQUARES REGRESSION

However, the run-of-the-mill least squares regression can and should be adjusted to take into
account, further knowledge developed about the data at hand. First amongst this is the be-
haviour of the error across the calibration range. Error (noise), which can be defined as the
undesired “fluctuations in the desired signal which obscure [the] measurement” [84], can be
found in different forms. Homoscedastic (constant absolute error) and heteroscedastic (ab-
solute error varies with concentration) can both be encountered in analytical methods [84]
(although heteroscedastic data is more frequent in modern mass spectrometry analysis meth-
ods). A full description of the sources and causes of error is beyond the scope of this thesis,
but three types need attention. The first, and the simplest to consider mathematically,
is constant noise superimposed upon the signal. The standard linear regression approach
assumes this case and seeks to minimize the overall error. The literature calls this type
of linear regression unweighted regression, but a more accurate view is to call it uniformly
weighted regression since the difference between the expected signal (calibration line) and
the observed signal is given equal weight for all standards in the regression [85]. The second
noise type increases in a root proportional relationship to the signal while the last increases
in a proportional relationship to the signal [84]. These noise behaviours can originate from
fundamental processes, such as shot noise, or from non-fundamental processes such as flicker
noise [84]. Of importance here is that different calibration standards have different preci-
sions. Such a behaviour should be taken into account when calculating the calibration curve
regression constants. Additional gains in accuracy, compared to uniform weighted regression,
are possible by appropriate weighting of the data [85]. Noise characterization and selection

of weighting is further introduced in Section 2.1.4.

Another adjustment which can be made is switching from a linear calibration model
(y = biz + by) to a quadratic one (y = byx? + byz + bp) (increasing the model order) [86].
In the simplest theory, analyte responses used in analytical chemistry such as ultraviolet,
visible or infrared absorption, flame ionization detector, nitrogen phosphorus detector and
mass spectrometry are linear (or linearized in the case of absorbance) [74]. That is, the
increase in measured signal is proportional to the increase in analyte concentration. How-
ever, several chemical and physical processes that are not included in the simplistic models
describing analyte response, such as saturation in atmospheric pressure ionization sources,
can lead to non-linear responses [87], and therefore quadratic calibration curves are justified
and appropriate. If such a behaviour is known, then again, taking it into account when
performing a least squares regression will lead to increased accuracy. This has long been

recognized by analytical instruments companies, which typically provide the user several
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model orders (linear, quadratic) to compensate for non-linearity, and weighting (1, 1/z, 1/2?)

to accommodate for the noise type present in the data.

However, with regards to selecting the correct calibration model, this thesis will show
that some of the bioanalysis “conventional wisdom” is downright detrimental. For example,
with regards to model order selection, the most common instruction is, as stated by SWG-
TOX, that one should “choose the simplest model that fits the concentration — response
relationship” [75]. The problem is, computer simulations show that this method performs
quite poorly in selecting the actual weight and order underlying the data, which will impact
quantification accuracy [1, 2, 88]. This approach of going for the simplest possible model
was initially brought about by a desire to avoid overfitting, which is the production of an
unnecessarily complex model with a poor prediction power for future data [89]. This was
indeed a reasonable process at a time when the mathematical and technological tools did not
allow for quick and accurate assessment of the real model underlying the data. But now that
such tools exist, the need to always adopt the simplest model in fear of overfitting disappears,
and rather we should use these techniques to make better model/weighting determinations

to get an answer closer to the underlying data.

Published guidelines in forensic toxicology, and bioanalysis in general, are not as infor-
mative as they could be on the topic [75, 79-81]. Some suggest procedures to determine the
order of the model, or the weighting, but not both. Others propose a way to validate the
model, but are silent on how to choose it and, more importantly, what to do if validation fails.
In other documents, the reader is offered a range of potential tests for each question, without
any consideration as to which one works best, and under which conditions exactly. For ex-
ample, SWGTOX guidelines suggest using a standardized residuals plot to visually evaluate
the data, although they cite ANOVA lack of fit (for linear unweighted models), significance
of the second order term (for quadratic models) and coefficient of determination (for linear
models) as “other appropriate alternatives” [75]. This is typical of bioanalysis guidelines.
Quite often, as is the case with SWGTOX guidelines [75], calculations are not even detailed,
leaving the reader to figure out how to adapt these often generic tests to a calibration situa-
tion — and even less is provided in the case of a weighted or quadratic least squares regression.
Prescriptive validation guidelines dictating the use of a single statistical procedure for the
purpose of selecting and validating a calibration model are not necessarily desirable, since
flexibility is required to fit the very diverse array of bioanalysis methods. However, for a
complete validation leading to the most accurate results to take place, a method of efficiently

and accurately selecting and validating the calibration model is required. To that end, prac-
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tionners would be well served by explicit benchmarked tools with highly specific instructions.

1.4.4 (QUANTIFICATION BIAS INTRODUCED BY ENDOGENOUS ANALYTES

Even with a method to choose and validate the correct calibration model, some situations
remain prone to introducing bias in quantification procedures. One of these cases is the so
called “endogenous substances” situation. As opposed to xenobiotics, substances foreign to
the body which are ingested, endogenous substances originate within the body [12]. Foren-
sic toxicologists can be concerned with quantifying endogenous substances such as gamma-
hydroxybutyric acid (GHB), a neurotransmitter and drug of abuse [90], insulin (a regulator
of carbohydrates metabolism, a therapeutic drug and potential poison) [91], steroids (hor-

mones which can be abused) [92] and of course, in the context of this thesis, CYP enzymes.

Quantification of an endogenous substance will pose some issues during method valida-
tion and beyond. Indeed, if matrix-matched calibration standards are used (as generally
recommended in validation guidelines), the laboratory will be hard pressed to find a matrix
blank from the targeted analyte in which to spike calibration standards [93]. By nature, all
matching matrices will contain the targeted analyte, albeit at different levels. This basal
analyte level will generate a signal in all calibration standards, shifting the calibration curve
upwards with by > 0. Unknown samples analyzed using the mathematical equation derived
from these calibration samples will suffer from a bias equal to the endogenous concentration

present in the calibration matrix.

Potential solutions to this problem are reviewed in more detail in Section 3.2, but in
essence none of them provides a comprehensive correction for the bias in matrix matched
calibration standards compatible with routine analyses [93-100]. In a typical method oper-
ated in production mode in a forensic toxicology laboratory, calibration standards, quality
controls and certain system checks will be analyzed alongside a varying number of case sam-
ples (1 to 80 and more, typically at least 30) that contain an unknown concentration of the
targeted analyte. Any correction procedure thus needs to be efficient, and if possible, not

require any additional experimental manipulation on the unknown samples.
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Figure 1.4.3: Standard addition technique: the unknown is measured, then repeatedly spiked with an
aliquot of the analyte and remeasured. This results in a set of calibration measurements in the sample
matrix. If we make the assumption that a blank sample would yield zero signal then the concentration
of the sample can be calculated. As shown, this is done by calculating the absolute value of the z-
intercept.

1.4.5 STANDARD ADDITION

Standard addition is a quantification technique designed to take into account even the most
severe matrix effect, since it is in essence the most perfect matrix matched calibration. In
standard addition, known concentrations of the targeted analyte are added to aliquots of
the sample in which we want to quantify the analyte of interest [101] (Figure 1.4.3). The
concentration of analyte in the unknown sample is then calculated as the absolute value of
the z-intercept (x = |%/,|). This technique, in principle, produces a high accuracy concen-
tration estimation, but is labour intensive. This is daunting, especially when large numbers
of unknown samples need to be quantified. The number of samples to be extracted and

analyzed is essentially multiplied by the number of calibration levels, often 5 or more.

Although performing unknown sample quantification via standard addition for all case-
work is simply out of the question from a production efficiency standpoint, the standard
addition system can still be co-opted to determine the endogenous concentration present in
the calibration matrix and correct for it in the unknown samples, with no additional exper-
imental work needed. Here, matrix matched calibration standards are prepared in the same
“blank” matrix that contains some unknown endogenous level of the analyte. After the re-

sponses for the calibration standards are collected, they are treated like a standard addition
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experiment to calculate the endogenous concentration. Subsequently, the known concentra-
tions of the calibration standards are updated to reflect the true analyte concentration, prior
to using them for regression and calibration for the unknowns. This strategy is explored fur-

ther in Chapter 3, including a consideration of the potential for increased error in the results.

1.5 QUALITATIVE DETERMINATION METHODOLOGY

1.5.1 QUALITATIVE METHODS

Mathematical challenges are readily apparent in quantitative methods, as outlined above.
But even though qualitative methods are often taken for granted in that respect, like every
technique relying on a measurement prone to uncertainty, there are worthwhile questions
to be asked. Qualitative methods are defined by the binary outcome of the analysis per-
formed. They exist in two distinct flavours: qualitative identification methods, yielding a
detected /non-detected result, and qualitative decision point methods, yielding an above/be-

low cut-off result [4].

Decision point qualitative methods are useful when rules or legislation mandate a fixed
limit or concentration for a controlled species. Some examples would include threshold con-
centrations for doping agents in biological samples [102], or for pesticides in food [103]. In
forensic toxicology, this situation often arises with so called “per se” legislations, which es-
tablish a blood (or plasma, or oral fluid) concentration for one or more xenobiotics above
which it is an infraction to drive a motor vehicle (the best known example in Canada is the
80 mg% or 0.08 ¢/100 mL for alcohol (ethanol), but recent C-46 legislation instituted per
se levels for two additional drugs in blood [104]). Decision point qualitative methods are
vulnerable to error, especially when using instrumentation in which the signal (sensitivity)
varies significantly on a daily basis such as LC-MS/MS. A method run with such an instru-
ment might issue a positive finding one day, and a negative finding the next for the same
sample, only by virtue of the shift in sensitivity. While this might be acceptable for some
applications, in forensic toxicology, this poses real questions as to equity between cases. For
example, we would not want two DUID cases with exactly the same concentration in blood
or urine to end up with divergent positive and negative results only because the instrument
sensitivity shifted between the two analyses. Without performing a full quantification of
the targeted analyte(s), this problem can be solved by putting in place a correctly validated

qualitative decision point method.
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1.5.2 MEASUREMENTS AND OUTPUT IN QUALITATIVE DECISION POINT METHODS

In these methods, the decision point is typically enunciated in units we can interpret in-
tuitively, i.e., concentration units. To apply this decision point and generate the expected
binary outcome, a conversion is needed from the cut-off concentration to its equivalent sig-
nal, i.e., what is the threshold signal corresponding to the threshold concentration to which
we can compare unknown samples? Unless the method has a fixed conversion formula (for
example in spectrophotometry), the standard approach is to analyze a matrix matched sam-
ple spiked at the threshold concentration alongside the unknown samples that are examined.
The unknown samples’ signals are then compared to the threshold or cut-off sample to be
classified as “above cut-oft” or “below cut-oftf”, a binary outcome. This type of method is
thus fundamentally different from quantification methods, since the magnitude of the signal,
within certain limits, is irrelevant. The only pertinent element is if it is larger or smaller

than the cut-off. This fact should be reflected in the procedure used for validation.

SWGTOX validation guidelines [75] for qualitative methods indicate that the precision
of the measurement (area, area ratio) should be estimated at cut-off, as well as at > 50%
and < 150% of the cut-off concentration. If the measured percent relative standard devi-
ation (%RSD) at these levels is smaller than 20%, and if measurements at cut-off plus or
minus two times the standard deviation (20) do not overlap those at 50% and 150%, then
the method is considered to be validated. In other sources in the literature and guidelines,

qualitative methods are little studied, and recommendations are heteroclite [105-107].

There are two significant issues with SWGTOX’s qualitative method validation recom-
mendations. First, they apply what is clearly a derivative of quantitative method validation
procedures to a method which is inherently non-quantitative. Qualitative methods yield
binary, yes or no, above or below results. If the goal of method validation is to define
method performance under production conditions, then those same binary results, and their
associated statistics, are what should be used for validation purposes, not quantitative (i.e.,

precision) parameters.

Second, validation procedures, which so clearly recognize the presence of measurement
uncertainty, are not at all consistent with current production practices, which do not take
it into account at all. In the current state, once in production, the measurement of an un-
known sample is compared to the measurement at the cut-off concentration. But we know
that upon repeated measurements we would observe a distribution of values, often normal,

for both the sample and the cut-off. Therefore, it is entirely predictable that any sample
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with a concentration close to the cut-off, analyzed multiple times, will yield different results:
sometimes above, sometimes below cut-off. This is entirely attributable to the expected mea-
surement uncertainty. However, presentation of the results as being purely binary masks the
presence of measurement uncertainty to the scientists. A new qualitative method validation
and production framework, relying entirely on the binary nature of the results, needs to be

developed and is presented in this thesis.

1.6 MATHEMATICAL METHOD VALIDATION TOOLS FOR APPLICATION TO
A PROTEOMICS APPROACH OF POSTMORTEM METABOLIC CAPACITY
ESTIMATION

The long term goal of this research is the development of a method to characterize and
quantify CYP enzymes in postmortem liver tissue. This is needed to enable calculation
of the metabolic capacity of an individual. However, as it has just been discussed, there
were some foreseeable issues expected in the validation stage. In order to work on the main
goal it was clear that these other neglected areas would need urgent attention. As a result,
this thesis has largely become focused on addressing these urgent problems and laying the
groundwork for a validated CYP method rather than solely focused on the difficult problem

of quantitative CYP proteomics.
The following material is intended to prepare the reader for the remainder of the thesis.

In Chapter 2, an automated procedure for the selection of least squares regression pa-
rameters (weighting, model order) and validation of the final calibration model is presented.
Section 2.1 provides a description of the solution developed and its application to an LC-
MS/MS method, with cocaine and naltrexone being used as primary examples. Section 2.2
provides more in depth statistical theory underlying the choices made in the developed pro-

cedure, including the different avenues tested for the intended purpose.

In Chapter 3, the theory and tools to deal with endogenous presence of an analyte in the
calibration matrix are developed and applied to a BHB quantification method in a produc-
tion environment. Automated correction routines were built with R, including a calculation

of the additional error folded in by the correction process.

In Chapter 4, sound validation guidelines for decision point qualitative methods are de-
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veloped and tested. In Section 4.1, raw measurements and binary output of qualitative
decision point methods are studied and modeled. From that information, validation guide-
lines relying on the binary output are proposed. In Section 4.3, these guidelines are used
to validate a method for 92 analytes in oral fluid. Xenobiotics can be found in oral fluid as
a result of partitioning from the circulatory system or by direct deposit in the oral cavity
(e.g., smoking) [108, 109]. Over the last decades, oral fluid has grown as a biological sample
of choice for driving under the influence of drugs investigation [110-113], and the method

presented and validated in Section 4.3 is directed towards this application.

Chapters 2 to 4 of this thesis present packages of mathematical tools that can be applied
to several bioanalysis methods, such as xenobiotics analysis, but that have been developed
while keeping in mind the needs of the CYP analysis method: quantification of enzymes in
liver tissue and detection of mutations (a qualitative measurement). In Chapter 5, a CYP
2D6 and CYP 3A4 characterization and quantification method developed for postmortem
estimation of metabolic capacity is presented. The method could not be fully validated but

rather demonstrates a proof of concept for application in the forensic toxicology domain.

This thesis explores two seldom studied interfaces of forensic toxicology: protein analysis
and mathematics (statistics). The forensic toxicology field has long been focused on small
molecules (i.e., legal and illegal drugs) analysis, with the occasional incursion in other types
of methods. In order to make this research accessible to all forensic toxicologists, a large
importance is given to the didactic aspect in the papers, making them accessible to scientists

of different backgrounds.
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Procedure for the Selection and Validation of a

Calibration Model

This chapter is the integral text from':

Procedure for the Selection and Validation of a Calibration Model
I —Description and Application
Brigitte Desharnais, Félix Camirand Lemyre, Pascal Mireault and Cameron D. Skinner
Journal of Analytical Toxicology 41 (4) (2017) 261-268 [1]

and

Procedure for the Selection and Validation of a Calibration Model
II —Theoretical Basis
Brigitte Desharnais, Félix Camirand Lemyre, Pascal Mireault and Cameron D. Skinner
Journal of Analytical Toxicology 41 (4) (2017) 269-276 [2].

!'Throughout this thesis, small modifications have been made to the integral texts presented to correct
minor typos, standardise section names, abbreviations and figures appearance.
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2.1 DESCRIPTION AND APPLICATION

2.1.1 ABSTRACT

Calibration model selection is required for all quantitative methods in toxicology and more
broadly in bioanalysis. This typically involves selecting the equation order (quadratic or
linear) and weighting factor correctly modelizing the data. A mis-selection of the calibration
model will generate lower quality control (QC) accuracy, with an error up to 154%. Unfor-
tunately, simple tools to perform this selection and tests to validate the resulting model are
lacking. We present a stepwise, analyst-independent scheme for selection and validation of
calibration models. The success rate of this scheme is on average 40% higher than a tradi-
tional “fit and check the QCs accuracy” method of selecting the calibration model. Moreover,
the process was completely automated through a script (Appendix B.3) running in RStudio
(free, open-source software). The need for weighting was assessed through an F-test using
the variances of the upper limit of quantification and lower limit of quantification replicate
measurements. When weighting was required, the choice between !/z and 1/z2 was determined
by calculating which option generated the smallest spread of weighted normalized variances.
Finally, model order was selected through a partial F-test. The chosen calibration model was
validated through Cramer—von Mises or Kolmogorov—Smirnov normality testing of the stan-
dardized residuals. Performance of the different tests was assessed using 50 simulated data
sets per possible calibration model (e.g., linear-no weight, quadratic-no weight, linear-1/z,
etc.). This first of two papers describes the tests, procedures and outcomes of the developed

procedure using real LC-MS/MS results for the quantification of cocaine and naltrexone.

2.1.2 INTRODUCTION

Every toxicologist performing quantitative method development eventually faces the chal-
lenge of choosing a calibration model for the analyte. Most data acquisition and processing
software (e.g., Agilent’s ChemStation or Mass Hunter, AB Sciex’s Analyst®) offer options
with regards to forcing the calibration equation through the origin, applying a weight and
model order (e.g., quadratic or linear). When only the most common weighting (none, /z,
1/2) and model order (linear, quadratic) options are taken into account, there are six possible

calibration models per analyte.

Although in principle, all systems should have a linear response to the concentration and

generate linear calibration curves, in reality, some physical and chemical phenomenon can

26



create quadratic calibration curves. Processes such as competition in the LC-MS ionization
process or saturation of the detector will create saturation phenomenon at high concentra-
tions, even if this is imperceptible to the naked eye. It is important to properly identify
occurrences of quadraticity in the data, because this can have a large impact on quality con-
trol (QC) accuracy. Simulations using experimentally obtained calibration curves showed
a 12% average improvement in QC accuracy when properly using the quadratic calibration
model with uniformly weighted data (Appendix B.1). In a similar fashion, Gu et al. [8§]
demonstrated that there is a notable improvement in QC accuracy when the proper weight-
ing is used for the calibration curve. Identifying the correct calibration model is, therefore,

a crucial step in method validation that will have impacts on QC accuracy in production.

The Scientific Working Group for Toxicology (SWGTOX) guidelines state that “ulti-
mately, the best approach is to use the simplest calibration model that best fits the con-
centration response relationship” [75]. The SWGTOX recommends that the fit be evaluated
using a standardized residuals plot. Although this type of graph is a very useful tool to
roughly estimate the fit, the visual interpretation of the data renders model selection very
analyst-dependent and therefore subjective. The SWGTOX validation guidelines also men-
tion that the correlation coefficient (r) alone cannot be used to evaluate the fit, and that other
alternatives can be used, such as analysis of variance - lack of fit (ANOVA-LoF), significance
of the second order term and the coefficient of determination. However, the calculations for
these tests are not detailed in the validation guidelines, and there are no recommendations
with regards to the circumstances in which they should be applied. Additionally, as is shown
in Section 2.2, the ANOVA-LoF and significance of the second order term techniques have

significant issues in terms of performance or ease of use.

In order to address these issues, we have developed a stepwise, systematic method to
choose and validate the calibration model for an analyte. This method is not biased by
the interpretation of the analyst since conclusions are reached by comparing test results to
a cut-off. Furthermore, the testing and interpretation has been automated using a script
in RStudio, allowing scientists with limited knowledge or comfort in statistics to perform
these tests easily, reliably and quickly. As an example, a method validation for 60 analytes
required 1 hour of data treatment time to objectively select the calibration model. Using
2610 calibration data sets spread over different calibration models, curvature levels (magni-
tude of the 2% term) and %RSD values, this automated scheme was shown to have a success
rate in average 40% higher than the traditional method of fitting with more complex models

until QC accuracy is acceptable (Appendix B.1). This vast improvement in the exactness of

27



calibration model selection will ultimately result in higher QC accuracy in production. The
selection method was developed by testing different approaches on data sets both from 50
analytes quantified by LC-MS/MS and simulated data sets with varying numbers of repli-
cates. In this paper, we detail the calculations and interpretation steps that constitute the
developed process. As practical examples, two different analytes were chosen to demonstrate
this protocol: cocaine and naltrexone. The theoretical basis underlying the choice of each
test, as well as the mathematical considerations for different aspects of the scheme (including

data collection, outliers and forcing calibration through the origin), is covered in Section 2.2.

2.1.3 MATERIALS AND METHODS
LC-MS/MS QUANTIFICATION

Cocaine and naltrexone (Cerilliant, Round Rock, TX, USA) were spiked in bovine blood at
concentrations of 5, 10, 15, 50, 75, 100, 400, 500 and 1000 ng/mL to produce calibration
standards. Considering that most of the samples analyzed with this method fall in the low
concentration range (i.e., therapeutic concentrations), it is appropriate to place more cali-
bration levels at the lower end of the working range. Cocaine-D3 and codeine-Dj3 (Cerilliant)
were used as internal standards (IS, 5 and 100 ng/mL, respectively). Solid phase extraction
of the standards was performed using Oasis cartridges (HLB 3cc, product WAT(094226, Wa-
ters, Mississauga, ON, Canada). A 2 mL volume of blood was extracted and reconstituted
in 100 L of 15:85 methanol:ammonium formate (10 mM). The samples were analyzed
on an Agilent 1200 HPLC equipped with an AB Sciex 4000 QTrap mass spectrometer.
An aliquot (5 puL) was injected and separated on an Agilent Zorbax Eclipse C18 column
(100 x 2.1 mm, 3.5 pwm) using a 25 minute step/ramp gradient from 10 mM ammonium
formate + 0.2% formic acid to methanol. Quantitative analysis was performed with m/z
transition 305.2/183.0 Da for cocaine (the '*C-containing species was used to reduce the
signal and remove saturation at the upper levels of the working range) and m/z transition
342.1/212.0 Da for naltrexone. The peak area ratio of the analyte to the IS was used as the
response. This method has been validated according to ISO 17025 [71] and CAN-P-1578 [73]
guidelines and is currently used as a routine quantification method. Five injections of each
extracted standard were performed in order to create measurements replicates on which to
base the statistical analysis. The selection of this experimental setup to obtain replicate
measurements is explained in Section 2.2.4. Chromatographic data analysis was performed
with Multiquant™ (AB Sciex, Framingham, MA, USA).
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SIMULATED DATA SETS

To validate the calibration model selection accuracy for all six types of possible models
(linear-no weight, quadratic-no weight, linear-1/z, etc.), simulated data were produced using
a script written and run in RStudio (RStudio, Boston, MA, USA). R (programming envi-
ronment, https://www.r-project.org/) and RStudio (graphical interface, https://wuw.
rstudio.com/) are free open-source statistical software tools. The script for simulated data

generation is available in Appendix B.2.

Using experimental LC-MS/MS calibration data for 50 analytes, intervals spanning the
maximum and minimum calibration parameter values for by, b; and by for quadratic models
were established. Synthetic calibration data were generated using calibration parameters
chosen at random from within these intervals. For the present study, interval boundaries
were 9 x 1072 to 5 x 107! for by, 3 x 1072 to 8 x 107! for b; and —7 x 107 to —7 x 1078
for by. Using these parameters, the predicted signal (y;) for each concentration level was

calculated.

For every weighting scheme (none, 1/z, 1/2?), each data set was assigned a maximal %RSD
value at random between 1% and 20%. This 20% upper boundary was chosen by keeping
in mind the SWGTOX guidelines that state precision values should not be higher than
20% [75]. From the randomly assigned %RSD at the lower limit of quantification (LLOQ),
the standard deviations for other concentration levels were calculated according to the cho-

sen weighting pattern.

Using the calibration parameters and calculated standard deviations, 50 data sets, each
with 5, 7 or 10 normally distributed replicate measurements, were generated at each concen-

tration level for each of the six calibration models tested here.

HETEROSCEDASTICITY TESTING

Only the description of the calculations and/or R functions used to carry out tests will
be described in this section?. The purpose of the tests and interpretation of the results
will be described in Section 2.1.4. All calculations required to choose and validate a cali-
bration model were performed using an R script running in RStudio. All required R scripts

as well as instructions for their use, including a video tutorial, are available in Appendix B.3.

2The reader can refer to Figure 2.1.3 for an overview of the complete process.

29



The presence of heteroscedasticity (a change in variance across concentration levels) was
determined by calculating the probability that the variance of measurements at the upper
limit of quantification (ULOQ) was equal to or smaller than the variance of measurements
at the LLOQ using an F-test. This unilateral F-test was performed using the following
RStudio formula:

var.test (MeasurementsLLOQ, MeasurementsULOQ, alternative = "less") (2.1)

with the probability being stored in the P value element of the output list.

VARIANCE EVALUATION FOR WEIGHT SELECTION

Variance evaluation was performed by first applying each weighting scheme (w;) to the
measurements to calculate the concentration levels’ normalized weighted variances (V),

which were used to calculate the total normalized weighted variance (V,,) [114].

S = Z Vi (2.2)

Vi — Var {yi, yi2, - - - Yij} X w
w SQ

(2.3)

Vi =Var {VJ,Vj,...,Vé} (2.4)

where S is the scaling factor, w; was the weighting applied at the i concentration level
(e.g., for a 1/z weighting at the 5 ng/mL concentration level, ws will be 155 = 0.2), V! is
the weighted and normalized variance at the i concentration level for weighting scheme w
and concentration level 7, Var is the variance operator, which calculates the variance of the
elements inside the braces, y;; is the measurement at the it" concentration level and the ;™
replicate and V,, is the total normalized weighted variance for weight w. Three values of
V., should be obtained using this calculation, one for each possible weight (uniform or “no
weight” (w; = 1), /z; and 1/22).
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PARTIAL F-TEST FOR MODEL ORDER SELECTION

To perform the partial F-test, the sum of squares for the linear (y;, = byx+by) and quadratic
(yg = b + bz + by) models were calculated by [86]

SSreg,Q Z w; X n] i Z w; X 77/] {bgﬂfl + bl.’lfz + bO} — y) (25)

SSreg L — sz X n] i Zwl X n] {blxl + bo} y) (26)

where S5, and SS,¢, 1 are the sum of squares of the regression of the quadratic and
linear models, respectively, w; is the weighting applied at the i concentration level, n; is the
number of measurement replicates (here, 5) per concentration level, y; is the predicted mea-
surement at the i*® concentration level (obtained by inserting the value of z in the calibration
equations, which need to be previously determined) and y is the average of measurements

over all samples analyzed (nine concentration levels x five replicates = 45 measurements).

The sum of the residuals squared (S5S,¢s¢g) was calculated for the quadratic model from

iXJ

SSres,Q — Z w; X yu i)2 (27)

where y;; was the j measurement at the i concentration level.

The F statistic was then calculated by

SST@g,Q - SSreg,L

SSres,Q
n—3

where n is the total number of measurements (i x j, here 45).

Fcalc -

The probability (P) associated with the calculated F statistic was found using the RStu-

dio command

1-pf (Feaic, 1, (n-3)) (2.9)

31



NORMALITY OF THE RESIDUALS

Normality of the standardized residuals was evaluated through the Kolmogorov—-Smirnov
(KS) and Cramer-von Mises (CVM) tests. The calculations necessary for these tests are
fairly complicated and are covered in Section 2.2. The probability values (output of the

tests) were collected in the .txt file created by the script.

2.1.4 RESULTS AND DISCUSSION
RAW DATA

Raw data resulting from the replicate analysis (7 = 5) of the nine calibration standards for
cocaine and naltrexone are presented in Table 2.1.1. Calibration curves and variance graphs

for both analytes are shown in Figure 2.1.1.

HETEROSCEDASTICITY TESTING

The purpose of testing for heteroscedasticity was to determine if weighted least-squares re-
gression was necessary. Data are heteroscedastic if the absolute error (standard deviation
of the replicates) varies systematically across concentration levels. Figure 2.1.2 shows the
calibration curve of simulated homoscedastic (a) and heteroscedastic (b and c) data sets.
In least-squares regression, the best model parameters (e.g., slope and intercept for linear
models) are found by minimization of the sum of the squared error between the measured
values and the values predicted by the model (squared residuals). In unweighted (also called
uniformly weighted) least-squares regression, the default regression, all squared errors are
treated equally in the summation. On the other hand, when data are heteroscedastic, there is
greater confidence in the measured values that have the smallest error. This greater certainty
should be used advantageously by giving a greater weight to the values with the smallest
error in the summation of errors and therefore a greater influence in fixing the calibration

parameters [85].

The F-test was applied to the measurements at the LLOQ and the ULOQ, where the
difference in variance (error) is the largest inside the calibration range for heteroscedastic
data sets of the 1/z and 1/22 type. The P-value obtained represents the probability that vari-
ance at the ULOQ is smaller than or equal to the variance at the LLOQ (null hypothesis).
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Table 2.1.1: Area ratio (analyte/IS) at nine concentration levels with five measurement replicates for
cocaine and naltrexone.

Area ratio

Concentration (analyte/internal standard)
(ng/mL) Naltrexone

j=1 j=3 j=4 j=5

5 0.131 0.127 0.131 0.126  0.130

10 0.256 0.249 0.244 0.249 0.249

15 0.340 0.333 0.328 0.331 0.311

50 1.235 1.257 1.224 1.234 1.225

75 1.596 1.663 1.710 1.656 1.613
100 2.055 2.046 2.109 2.033 2.127
400 7033 7727 7.964  T.687  7.747
500 9.688  9.447  9.557 9476  9.346
1000 16.298 15.575 15.807 15.926 15.420

Area ratio

Concentration (analyte/internal standard)
(ng/mL) Naltrexone

j=1 j=2 j=3 j=4 j=95

Y 0.052  0.054 0.047 0.049 0.053

10 0.101  0.104 0.103 0.099 0.102

15 0.133 0.132 0.136 0.131  0.135

50 0.528  0.510 0.515 0497 0.503

75 0.669 0.676 0.649 0.682 0.639
100 0923 0909 0924 0964 0.964
400 3.419 3451 3497  3.673  3.595
500 4.426 4.455 4.458 4.529  4.600
1000 8.656 9.092 9.139 9.110  9.269
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Figure 2.1.1: Calibration curves and variance graphs of cocaine and naltrexone. (a) Calibration
curve of cocaine, equation: y = 7 x 107522 + 0.0224x + 0.0174, where y is the area ratio and z
is the concentration in ng/mL. (b) Variance graph of cocaine. (c) Calibration curve of naltrexone,
equation: y = 0.0091z + 0.0059, where y is the area ratio and x is the concentration in ng/mL.
(d) Variance graph of naltrexone.
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Figure 2.1.2: Calibration curves and variance graphs of linear models, created to show as well as
possible the patterns of changing variance. (a) Calibration curve with homoscedastic data. (b) Vari-
ance graph with homoscedastic data. (c) Calibration curve with heteroscedastic data, /= weight.
(d) Variance graph with heteroscedastic data, /= weight. (e) Calibration curve with heteroscedastic
data, 1/z2 weight. (f) Variance graph with heteroscedastic data, 1/z> weight.
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If P > 0.05, this null hypothesis is accepted and data are considered to be homoscedastic
(constant variance across concentrations), therefore no weighting is required. On the other
hand, if P < 0.05, the null hypothesis is rejected and we accept the alternative hypothesis,
which states that the variance at the ULOQ is larger than the variance at the LLOQ. This
means that data are heteroscedastic and a weighting factor, which will be decided using the

variance evaluation, should be used.

For cocaine and naltrexone, the F-test yielded P-values of 7 x 1072 and 7 x 1078, respec-
tively, indicating that the data sets were heteroscedastic and weighting should be applied in

both calibration procedures.

Application to simulated data showed this test is robust, with an average success rate
of 98% for all types of calibration model utilizing five replicate measurements (Table 2.1.2).
The success rate represents the percentage of data sets that was correctly classified (e.g.,
declared homoscedastic when it was indeed homoscedastic). Because the P-value threshold
is set at 0.05 (5%), a 95% success rate is expected. Since the observed success rates for all

models are near the expected rate, as is the average rate, this test is considered robust.

VARIANCE EVALUATION FOR WEIGHT SELECTION

Most data analysis software offers unweighted or uniform regression (weighting factor = 1) as
the default as well as weighted regression using !/ and /22 weighting factors. The theoretical
basis for these three common weighting factors is beyond the scope of this paper, but is a
result of the type of noise that dominates over the calibration range [84, 115, 116]. Examina-
tion of the variance plot (variance of replicates vs. concentration) provides confirmation of
the heteroscedasticity test results and is also suggestive of the appropriate weighting factor.
The variance plot is provided as a PDF output when the R script is executed. Constant
error across the calibration range from the LLOQ to the ULOQ is indicative that unweighted
regression was appropriate (see Figure 2.1.2d). Weighted regression was justified through
heteroscedasticity testing and is apparent as increasing error across the variance plot. Plots
which exhibited a linear trend, where variance increased proportionally to the concentration,
indicated that 1/z weighting should be selected (see Figure 2.1.2¢). If a parabolic trend was
found, where variance increased proportionally to the square of the concentration, a 1/z2
weighting factor should be used [88] (see Figure 2.1.2f).

These characteristics were the basis for an automated, analyst independent selection
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Table 2.1.2: Success rate of different tests in the process of calibration model selection and
validation for 5, 7 or 10 simulated measurement replicates; 50 data sets were generated for each
weighting/order combination.

5 replicates

Model order Linear Quad. Linear Quad. Linear Quad.
Weighting 1 1 1/ 1/ 1/22

F-test (Heteroscedasticity) (%) 98 92 100 98 100 100
Variance test (Weight selection) (%) 100 98 58 70 100 100
Partial F-test (Order selection) (%) 96 96 98 88 90 50
Validation (CVM) (%) 100 100 100 100 100 100

7 replicates

Model order Linear Quad.

Weighting 1 1

F-test (Heteroscedasticity) (%) 94 98 100 100 100 100
Variance test (Weight selection) (%) 100 100 86 90 100 100
Partial F-test (Order selection) (%) 98 100 100 94 98 48
Validation (CVM) (%) 100 100 98 100 100 100

10 replicates

Model order Linear Quad. Linear Linear Quad.
Weighting 1 1 1/ o 1/32

F-test (Heteroscedasticity) (%) 100 98 100 100 100 100
Variance test (Weight selection) (%) 100 100 98 92 98 100
Partial F-test (Order selection) (%) 98 100 88 90 94 58
Validation (CVM) (%) 100 100 100 08 08 08
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of the required weighting using a variance evaluation. Indeed, properly weighted variances
should be constant across the calibration range. For example, if the raw variances increase lin-
early with concentration (z), multiplying all variances by the appropriate weighting, !/, will
result in constant weighted variances across all the calibration range. Conversely, multiply-
ing by an inappropriate weighting factor, say 1/22, will produce changing weighted variances
across the calibration range. Therefore, the weighting factor producing the most uniform
set of weighted variances, as evaluated by taking the variance of the weighted and normal-
ized variances for the different concentration levels, is the closest to the proper weight and
should be used. Variance evaluation also acts as a double-check of the F-test result, building

a healthy redundancy in the weighting selection for the calibration curve.

Calibration data and variance plots obtained for cocaine and naltrexone are shown in
Figure 2.1.1. Both variance plots show a parabolic pattern, although this pattern was
subjectively less clear for naltrexone. Variance test scores for cocaine (V,,, = 1.7 x 107¢;
Vi, = 2.0x107%; Vi, ,» = 6.2 107'2) and naltrexone (V,,, = 3.8 x1077; Vi, = 5.0x 1071
Vi, o = 2.6 % 10712) confirmed that a 1/z> weighting factor should be used to build calibra-
tion models for both analytes, since this weight produced the smallest spread of weighted
variances. Both the plot and weighted variance evaluation provide confirmation of the het-
eroscedasticity F-test results. Nearly, all LC-MS/MS analyses spanning a few concentration

orders of magnitude can be expected to produce data with this weighting [88].

It is important to note here that sampling statistics govern the variance estimation at
each concentration level. Thus, the smaller the number of replicates, the more likely the
variance estimation is to be erroneously large or small. This estimation error propagates into
the weighted variances as a bias toward an erroneous weighting and can result in incorrect
selection of the weight. Tests with simulated data show that this happens up to 42% of the
time for /= data with five replicates (Table 2.1.2). To overcome this fundamental limitation
in the data requires increasing the number of replicates, which increased the success rate in
identifying the proper weighting factor to 86% for 7 replicates and 92% for 10 replicates. For
this reason, the authors suggest that the use of seven measurement replicates when selecting
and validating the calibration model, which provides improved performance with the tests
compared to the five measurement replicates suggested by the SWGTOX guidelines. In
general, improved performance occurs for all tests with increased replicates, but it is the most
marked in the weight selection step. For diverse practical reasons, analysts may justifiably
use five measurement replicates and, with the aid of the calibration model selection scheme

presented here, produce validated calibration models. However, they need to realize that the
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trade-off will be an increased frequency of incorrect weight and/or order selection that can

ripple through to lower accuracy and precisions in the results.

PARTIAL F-TEST FOR MODEL ORDER SELECTION

With the weighting factor chosen, the next step was to select the model order (i.e., linear or
quadratic). The recommended practice by the SWGTOX and the FDA is to choose the model
with the lowest order that adequately describes the calibration system under study [75, 117].
Often times in bioanalysis laboratories, this is done using the “Fit and Test” strategy [88],
meaning that the lowest order yielding standard and QC accuracies below the 15% or 20%
bar is chosen. However, rather than choosing the model which is “good enough”, the partial
F-test can be used to improve the likelihood of selecting the true model order underlying

the measurements.

Selection of the appropriate model was done by performing a partial F-test. Here, the
test was applied to establish if the quadratic calibration model significantly improved the
captured variance of the data compared to a linear model [86]. Linear or quadratic calibration
responses, which are typically encountered in toxicology validation work, were the two mod-
els compared. However, it is noteworthy that the partial F-test allows alternate calibration
models to be compared. This test compares the improvement in the sum of squares of the
regression when switching from a linear to a quadratic calibration model (SS,eq0 — SSreq.1.)
to the sum of squares of the residuals in the quadratic model ($Sres.@/n - 3). If there is a signif-
icant increase in the variance explained by the quadratic regression, then using a quadratic
model is justified [86].

For cocaine and naltrexone, the P-values obtained from the partial F-test were 1 x 10713
and 0.20, respectively. In the case of cocaine, since P < 0.05, the increase in the sum of
squares of the regression when switching to a quadratic model was significant, therefore a
quadratic (second order) calibration model should be used for this analyte. On the other
hand, the P-value for naltrexone was > 0.05, which means the quadratic model does not
capture a significantly greater portion of the measurements’ variance. Therefore, a linear

model should be used for naltrexone.

Tests with simulated data showed that the erroneous outcome of selecting a quadratic
model when in fact the underlying data model was linear happens in 4% of the cases on
average (Table 2.1.2), near the expected value of 5%. The opposite error (selecting linear

when quadratic is the correct model) happens far more often, with an average success rate of
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80% (Table 2.1.2). Erroneous selection of a linear model mainly happened when the second
order term was small relative to the error at the upper concentration levels, for example when
increasing variance (heteroscedastic data, especially !/22) masked the curvature. Indeed,
quadratic, /2 data with n = 7 show a 78% success rate for model order selection when
%RSD = 2.5%, but the success rate decreased to 26% when %RSD = 20% (Appendix B.4).
Large and/or increasing variance can mask curvature present in the data and result in an
undetectable improvement in the fit obtained when using a quadratic model. Unfortunately,
increasing the number of measurement replicates will not have a marked effect in this case.
Satisfyingly, when the partial F-test fails, the result is to err on the side of caution advocated
by the SWGTOX and the FDA: the lowest order model fitting the data (linear) is selected.
Ultimately, when the curvature is masked, using a linear model instead of a quadratic one

will not have an appreciable impact on the accuracy of the results.

NORMALITY OF THE RESIDUALS

After having chosen the calibration model that best represents the data (weight and order),
its validation was required. In principle, the correct model should describe all the system-
atic trends in the data with only random error remaining in the residuals [85]. Therefore,
the residual errors are expected to follow a normal distribution. Both the CVM and KS
procedures can be used to test whether the standardized residual distribution is significantly
different from a normal distribution. In practice, to adhere correctly to statistical procedures
and for clarity of decision, the user is expected to choose only one of them as a validation
test. The authors favor the use of the CVM normality test, because the results obtained in
simulations demonstrate that it is stricter than the KS test (lower P-values obtained) and

therefore has greater ability to detect departure from normality.

The CVM test produced P-values of 0.865 and 0.992 for cocaine and naltrexone, re-
spectively. In both cases, KS and CVM produced P-values > 0.05 suggesting that the
standardized residuals did not depart significantly from a normal distribution. The calibra-
tion model was, therefore, considered validated. When P < 0.05, the distribution of the
standardized residuals is significantly different from a normal distribution. This indicates
that the calibration model chosen did not accurately account for all systematic trends in the
data and therefore should not be validated.

When the CVM test was applied to the simulated data, the success rate was more than
98% across all six calibration models and higher than the expected rate of 95% (Table 2.1.2).

Again, low numbers of measurement replicates and/or high variance will negatively impact
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the ability of the tests to detect departure from normality (i.e., inappropriate models pro-
ducing non-normally distributed residuals). This too points toward the benefits of using a

higher number of measurement replicates as a better practice.

When a model fails to pass the validation step, the analyst should attempt to under-
stand why, so that the fundamental problem can be addressed. A detailed exploration of
all possible problems is well beyond the scope of this paper but certainly systematic errors
or instrument drift should be investigated. Where appropriate, the method should be mod-
ified so an adequate model for the data can be found. This might involve a change of IS,
a modification of the MS/MS transition(s), a reduction of the dynamic range or a move
toward more exotic calibration models (e.g., logarithmic) when justified by the expected
analyte/instrument response. The analyst should also be wary of methods with excessively
high %RSD since, paradoxically, these methods are easier to validate but are inherently less

precise and potentially less accurate.

2.1.5 CONCLUSIONS

We developed a general procedure to select and validate quantitative calibration models (Fig-
ure 2.1.3). The two model analytes, cocaine and naltrexone, were quantified by LC-MS/MS.
The F-test demonstrated that both data sets were heteroscedastic and required weighting
in the calibration process. Variance evaluation indicated that the spread of weighed normal-
ized variances was the lowest for 1/z2 weighting. Visual examination of the variance graph
and evaluation of the variance confirmed the F-test results. A weight of 1/z2 was, therefore,
chosen for both analytes. A partial F-test demonstrated a significant increase in the sum of
squares of the regression when switching from a linear to a quadratic model for cocaine, but
not for naltrexone. Therefore, a quadratic calibration model was adopted for cocaine but a
linear model was retained for naltrexone. Both calibration models were validated through
CVM normality testing of the residuals. Analysis of simulated data sets showed good perfor-
mance level of all tests; but it also pointed to benefits of increased replicate analysis (n = 7)

in accurate selection of the calibration model.

Choosing the correct calibration model can have tremendous impact on the accuracy of
the QCs. The process of selection and validation of a calibration model explained here is
a stepwise, biasfree alternative to other less rigorous methods such as visual inspection of
the standardized residuals graph. Simulations using experimentally determined calibration

curves have shown that this approach performs much better than a more traditional approach
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Figure 2.1.3: Flowchart for the selection and validation of the calibration model.

of fitting increasingly complex models until QC accuracy is satisfying. Additionally, the
calculations and interpretation of tests results have been automated through the use of
RStudio scripts made available to all readers in Appendix B.3. Experimental workload is
not modified by the use of this scheme, and only a minute or two per analyte are added to
the data treatment time, making this a very efficient option to remove the subjectivity in
calibration model selection. This tool is intended to aid analysts in better calibration model

selection in toxicology and bioanalysis.
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2.2 THEORETICAL BASIS

2.2.1 ABSTRACT

In Section 2.1, an automated, stepwise and analyst independent process for the selection
and validation of calibration models was put forward and applied to two model analytes.
This second part presents the mathematical reasoning and experimental work underlying the
selection of the different components of this procedure. Different replicate analysis designs
(intra/inter-day and intra/inter-extraction) were tested and their impact on test results was
evaluated. For most methods, the use of intra-day/intra-extraction measurement replicates
is recommended due to its decreased variability. This process should be repeated three
times during the validation process in order to assess the time stability of the underlying
model. Strategies for identification of heteroscedasticity and their potential weaknesses were
examined and a unilateral F-test using the lower limit of quantification and upper limit of
quantification replicates was chosen. Three different options for model selection were exam-
ined and tested: ANOVA-lack-of-fit (LoF'), partial F-test and significance of the second-order
term. Examination of mathematical assumptions for each test and LC-MS/MS experimental
results lead to selection of the partial F-test as being the most suitable. The advantages and
drawbacks of ANOVA-LoF, examination of the standardized residuals graph and residuals
normality testing (Kolmogorov-Smirnov or Cramer-von Mises) for validation of the calibra-
tion model were examined with the last option proving the best in light of its robustness and
accuracy. Choosing the correct calibration model improves QC accuracy, and simulations
have shown that this automated scheme has a much better performance than a more tradi-
tional method of fitting with increasingly complex models until QC accuracies pass below a
threshold.

2.2.2 INTRODUCTION

Choosing an appropriate calibration model is an important part of quantitative method val-
idation. The analyst has several choices to make: forcing the calibration through the origin,
choosing a weighting factor and selecting model order (e.g., quadratic or linear). Recom-
mendations as to how to make these choices are frequently vague and do not address all

necessary decisions [75, 118-120], although some recent papers have begun to address these
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issues [88, 121-124].

The first decision concerns which experimental design to employ to obtain the replicates
necessary for data analysis. The goal is to mimic the process used in the production setting
once validation is complete. It was shown in the first part of this paper that seven or more
replicates are beneficial to improve the accuracy of model selection. One must also consider
whether replicate measurements should be performed on different days or not, and with sam-
ples extracted separately or several injections of the same extract. Some sources suggest the
use of an inter-day/inter-extracts setup [75, 116], but this recommendation does not appear
to be supported by a reasoned decision based on mathematical concepts or experimental

results.

An option available to the analyst is to force the calibration through the origin. Although
no paper actually advocates this procedure and some explicitly discourage it [75, 116, 121],
this is a software option available and has been used in papers [125-127]. This practice

therefore needs to be clearly addressed.

The absolute error of replicate measurements can be independent of concentration (ho-
moscedastic data) or scale with concentration (heteroscedastic data) [121, 128]. Regression
minimizes the sum of squared error (difference between the measured values and predicted
values) by selecting optimal calibration coefficients (slope(s) and intercept). When regres-
sion is performed on heteroscedastic data, greater importance should be given to the data
with the smaller absolute error [85]. Choosing the proper weighting level from the common
options (uniform weighting [“no weight”], 1/z or 1/22) is an important part of obtaining a cal-
ibration robust to normal changes in individual measurement values [85, 88, 129]. Whereas
SWGTOX guidelines points toward the use of residuals graph to select proper weighting [75],
others use different tests to confirm the presence of heteroscedasticity [121, 122, 130] and
select the proper weighting factor [88].

Model order selection is frequently necessary since non-linear behavior is expected with
some methodologies (e.g., LC-MS/MS). Appropriate calibration models capture the system-
atic behavior of the instrument’s response but do not model the random error. Excessive
model order (“overfitting”) results in inclusion of the random error in the model and actually
reduces accuracy when the model is used [86]. This topic has been covered more thoroughly
in the literature than weight selection, with suggestions of using the analysis of variance
lack-of-fit (ANOVA-LoF) [75, 86, 122], residuals graph [75, 85, 116, 121], partial F-test [80]
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and significance of the second-order term [75, 86, 122] for appropriate model order selection.

Once the calibration model is selected, a good but often overlooked step is to validate
that the model describes only the systematic behavior of the data. ANOVA-LoF [75, 86, 115,
116, 121, 122, 128] and examination of the residuals graph [75, 85, 116] have been suggested

as methods for validating final calibration models.

In Section 2.1, we outlined a generalized method for selecting and validating a calibration
model. The procedure first tested for heteroscedasticity using an F-test on the lower limit of
quantification (LLOQ) and the upper limit of quantification (ULOQ) measurements. Weight
selection was performed using variance evaluation to examine which weighting (no weight, 1/«
or 1/z2) produced the smallest spread in weighted normalized variances. A partial F-test was
then used to select the model order (quadratic or linear). Finally, the model was validated
through testing the residuals for normality (Kolmogorov-Smirnov (KS) or Cramer-von Mises
(CVM) test). This procedure is an automated, analyst-independent approach to selection

and validation of calibration models.

In choosing each part of this procedure, the main considerations were accuracy of the
result, robustness, ease of use, mathematical soundness and how adequately it fit with real
situations faced in toxicological analyses. In this paper, the different procedures tested are
detailed. The mathematical reasoning justifying the selected procedures, buttressed by ex-

perimental work with 50 analytes quantified by LC-MS/MS are presented.

2.2.3 MATERIALS AND METHODS
LC-MS/MS QUANTIFICATION

Fifty analytes were spiked in bovine blood at concentrations of 5, 10, 15, 50, 75, 100, 400,
500 and 1000 ng/mL to produce a set of calibration standards. The analytes were ob-
tained from Cerilliant (Round Rock, TX, USA) and belonged to the benzodiazepine, opi-
ate, cocaine and amphetamine families and are listed in Appendix C.1. Amphetamine-Dg,
benzoylecgonine-Dg3, clonazepam-Dy, cocaetylene-Dg, cocaine-D3, ephedrine-D3, diazepam-
D5, MDEA-Ds5, oxycodone-D3, methamphetamine-Ds and codeine-Dj3 (Cerilliant) were used
as internal standards for the analytes (concentrations and internal standard assignation are

available in Appendix C.1). Sample preparation and analysis details can be found in Section
2.1.3. This method has been validated according to ISO 17025 [71] and CAN-P-1578 [73]
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guidelines and is currently used as a routine quantification method. Although in the first
paper, seven measurement replicates were found to improve the success rate, we present here
data collected in accordance with current SWGTOX guidelines which dictate five measure-
ment replicates. To generate inter-day, inter-extraction data, a set of standards was extracted
and analyzed in the same day for 5 different days. To generate intra-day, inter-extraction
data, five aliquots of the set of standards were extracted separately and injected on the same
day. To generate intra-day, intra-extraction data, a set of standards was extracted and five
injections of the extract were performed on the same day. Finally, inter-day, intra-extraction
data were generated by extracting one set of standards and injecting an aliquot of the extract
each day for 5 different days. Data analysis was performed with Multiquant™ (AB Sciex,
Framingham, MA, USA).

SIMULATED DATA SETS

The procedure used to generate simulated data sets for the six different calibration models

was described in Section 2.1.3.

HETEROSCEDASTICITY TESTING

The procedure and calculations used to perform an F-test for heteroscedasticity testing were
described in Section 2.1.3.

TESTS FOR WEIGHT SELECTION

EXAMINATION OF THE VARIANCE GRAPH A plot of the variance as a function of the
concentration was generated for each analyte. The variance for the five measurements at
each concentration level was obtained in Excel 2010 (Microsoft, Redmond, WA, USA) by
the formula = VAR.S(Measurements). Constant variance across the calibration range indi-
cated unweighted regression, while a linear increase in variance indicated 1/z and a parabolic
increase indicated that a !/»? weighting factor should be selected [88, 116, 121]. Weight se-

lection was thus based on visual inspection of the graph by the analyst.

VARIANCE EVALUATION The procedure and calculations used to perform the variance eval-

uation for weight selection were described in Section 2.1.3.
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TESTS FOR MODEL ORDER

ANALYSIS OF VARIANCE LACK-OF-FIT Coefficients for linear (y;, = byx+by) and quadratic
(yg = bex*+by2+by) equations were obtained for each analyte using the data for all replicates

(n = 45). The mean square for the pure (or experimental) error (M Spg) was first calculated
by [86]

_ S5pr _ D2 Wi X (Vi - %)

dOpr Nij — k

(2.10)

where SSpp was the sum of squares of the pure error, dofpr was the number of degrees
of freedom of the SSpp value, w; was the weighting applied at the i** concentration level
(e.g., a 1/z weighting at the 5 ng/mL concentration level will be 1/5 = 0.2), y;; was the j
measurement at the ¥ concentration level, 7; was the average of all measurements at the
i" concentration level, n;; was the total number of measurements (9 concentration levels x
5 replicates = 45 measurements) and k was the number of concentration levels (maximum

value of 7, here 9).

The mean square for the lack-of-fit (M Sp,r) was then calculated by

SSLor Zszl X (¥ — Zjv:)z
M — — J 2.11
Sror dofy k— 2 (2.11)

where SS7,r was the sum of squares of the lack-of-fit, dof;,r was the degrees of free-
dom of the SS,r value, 9; was the predicted measurement at the i concentration level
(obtained by inserting the concentration in the calibration equation) and z was the number

of regression parameters (z = 3 for quadratic models and 2 for linear models).

The F' value was obtained through

MSpor

MSpE

and the probability (P) associated with the F' statistic was calculated using the Excel
2010 function = F.DIST.RT(Fmodel; (k - z); (nj; - k)).

Ernodel = (2.12)

For each analyte, these calculations were performed for the quadratic and linear calibra-

tion models. The P.q (P-value for the quadratic model) was compared with the Ppear,
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and the model order with the largest P-value was retained for calibration.

PARTIAL F-TEST The procedure and calculations used to perform a partial F-test for

selection of model order are described in Section 2.1.3.

TESTS FOR VALIDATION OF THE CHOSEN MODEL

STANDARDIZED RESIDUALS GRAPH Standardized residuals were calculated for each mea-
surement by [131]

(Yij — Ui)

J__ T 2.13
Se X 1-— hij ( )

Sey; =

where s.,; was the standardized residual for the 4" measurement at the i** concentration
level, j; was the predicted measurement at the i*® concentration level, s, was the estimate

of the standard deviation of the residuals and h;; was the leverage value for observation ;.

The estimate of the standard deviation of the residuals s, was calculated by

. \/ S0 (g — i) 2.14)

n—=z

where z was the number of regression parameters, i.e., 2 = 2 for linear regressions or 3

for quadratic regressions.

The leverage value for each observation h;; was calculated by

1 (zi; — T)°
hij = — — <pr 2.15
Ton Y (e —2)° 21

where x;; was the concentration associated to the measurement y,;; , n was the total
number of measurements and T was the average concentration over all standards measured

(9 concentration levels x 5 replicates = 45 concentration values).

3Note that the model weights are used in this equation via the fitted values ;. According to the the-
ory of linear regression, y;; — ¢; should approach a normal distribution. Across ¢, the residuals y;; — ¥; for
heteroscedastic data will have changing variance. However this section is a visual evaluation as to whether
the residuals are randomly distributed around y = 0 line. Multiplying y;; — ¢; by a weighting factor will
only change the spread, but not the sign, nor the conclusion of this visual evaluation.
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All standardized residuals were then plotted against their concentration level (i) [75]. If
the calibration model is appropriate, the residuals should be distributed randomly around
the y = 0 line [85, 132].

ANALYSIS OF VARIANCE - LACK-OF-FIT The ANOVA-LoF procedure can be used as a test
for both model order and model validation. Once a model order had been chosen using the
procedure presented above in Section 2.2.3, the P-value could be (re-)used to validate the
calibration model. A P-value above the 0.05 threshold indicated that the error attributable
to the LoF was not significant compared with the experimental or pure error [85]; therefore,
the model was validated. A P-value below 0.05 marked an LoF error significantly larger than
the experimental error; the model used was therefore not an adequate fit to the experimental
data.

NORMALITY OF THE RESIDUALS Calculations for testing the normality of the standardized
residuals will not be detailed here since they are beyond the scope of this paper and require
a specialized knowledge of statistics [133]. However, a general description of the operations
performed is provided here. Readers interested in a fuller understanding can consult the R

scripts available in Appendix B.3 which details all calculations.

When the chosen calibration model accurately describes all systematic trends in the data,
the residuals correspond to pure random error. This means the residuals should be randomly
distributed around zero (i.e., follow a normal distribution). Thus, normality testing of the
residuals is an appropriate means of validating a calibration model [132]. This approach is
conceptually similar to the standardized residuals plot, but produces a definitive, analyst-

independent result.

To evaluate whether the residuals are normally distributed, the distribution function of
the residuals is compared with the distribution function obtained from the expected normal
distribution (see Figure 2.2.1).

A distribution function plots the proportion of data points that are smaller or equal to
all values present in the distribution. Normally distributed residuals produce a sigmoidal
distribution curve. In Figure 2.2.1a for example, at residual = 0 (when the experimental

data value = predicted value by the model), the normal distribution function has y = 50%;
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Figure 2.2.1: Graphical representation of normality testing process. (a) Graph of an expected nor-
mal distribution function and an experimental residuals distribution function. (b) Illustration of the
calculation of the KS statistic. (c) lllustration of the calculation of the CVM statistic.

therefore, 50% of all the residuals are smaller than or equal to 0.
Two commonly used statistics exist to estimate whether there is a significant difference

between the expected (normal) distribution and the experimental distribution of the residu-
als: CVM and KS. The CVM statistic is the integral of the squared difference between both
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distribution functions, meaning the area between both curves as seen in Figure 2.2.1b [133].
The KS statistic is the maximal vertical distance observed between both distribution func-

tions, as shown in Figure 2.2.1c [134].

Once the test statistic is obtained for the experimental residuals data set, a P-value needs
to be calculated. It represents the probability of obtaining a statistic of that value when the
residuals are indeed normally distributed. The distribution of the CVM and KS statistics is
governed by complex laws. The best approach is therefore to estimate those distributions
using a bootstrap approach [135]. Briefly, this numerical method synthesizes large numbers
of residuals data sets by employing resampling of the experimental residuals [136]. Then,
y;; values associated with these synthetic residuals sets are utilized to determine parameters
by, by and by, which in turn permit the calculation of residuals. Since these residuals are
derived from bootstrapped data, they are pseudo-residuals. The CVM or KS statistic from
each set of pseudo-residuals is then calculated. Inclusion of a correction factor is necessary
when calculating the results of the CVM or KS laws from pseudo-residuals [137]. Using a
large ensemble (here, 1000) of the derived CVM or KS statistic allows the probability of

observing the experimental statistic to be determined.

2.2.4 RESULTS AND DISCUSSION
RAW DATA NECESSARY AND REPLICATE ANALYSIS

Validation guidelines from the Scientific Working Group for Toxicology (SWGTOX) state
that “at least six different non-zero concentrations” should be used to choose the calibration
model, but that additional calibration levels may be required to characterize properly higher

order models [75]. This is a generally agreed upon standard [118, 120, 138].

Regarding the number of replicate measurements necessary for an adequate calibration
model selection and validation process, the SWGTOX suggests that “a minimum of five
replicates per concentration is required” [75]. Other authors suggest increasing the num-
ber of replicates up to nine [122]. In the opinion of the authors, in the context of method
validation in toxicology, seven replicates is a good compromise between adequate statistical
test performance and the amount of work that must be done in the laboratory (see Table
2.1.2). It is important to understand that with larger %RSD, more replicate measurements

are needed before the estimation from the data converges to the real variance value.
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The SWGTOX guidelines suggest that an experimental setup using inter-day and inter-
extraction replicate analysis should be used [75]. However, using such a setup results in an
increased variability in the data compared with an intra-day and/or intraextraction setup.
The less robust the method is, the more this is true. Good analytical methods aim to curb
this inter-day and interextraction variability by instrument maintenance and suitability tests
as well as the use of stable isotope-labeled internal standards. Despite all of these measures,
it is expected that there will always be some inter-day and inter-extraction variability left.
The problem with this increased variability is that, when it is included in the calibration, it
can mask patterns in the data, such as quadraticity. This will result in a higher mis-selection
rate for the order of the model. It is important to point out that this is not a failure of this
particular algorithm for the selection of the calibration model. Masking of the patterns oc-

curs in the data set itself, and any calibration model selection scheme will suffer from this.

The purpose of any calibration model selection scheme is to find out the model underly-
ing the data generated in production. Therefore, the authors suggest that calibration model
selection should be performed on data obtained with an experimental setup that represents
what will occur during that production process. If the method states that two series of
standards are to be extracted and analyzed with each batch to create the calibration curve
(intra-day, inter-extraction), then this is the data that should be used for selection of the
calibration model during the validation process. More often than not, the method calls for
one series of standards to be extracted and analyzed (sometimes in duplicate) with each
batch to create the calibration curves. This was the case with the LC-MS/MS method pre-
sented here. In this situation, intra-day, intra-extraction data should be used to select the

calibration model.

In our algorithm, pattern masking through increased variability creates problems on two
fronts: the test for model order selection and the test for validation of the chosen model.
Both showed a lower performance due to increased variability introduced by the inter-day/

inter-extraction setup.

Using simulated quadratic data sets, we observed that increased variability can result in
a masking of the quadratic nature of the data. A data set that is, in fact, quadratic can
therefore be identified as linear when performing the partial F-test for selecting model order.
The experimental design combining inter-day/inter-extraction data can therefore incorpo-
rate systematic variability, which is then treated mathematically as random error during

regression. Therefore, any improvement afforded by a quadratic fit can be obscured by the
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artificially large variability of the measurements and mask the underlying nature of the data.
An increased variability will have no impact when the instrument’s pattern of response is
linear, since the null hypothesis of the test is that the model is linear. These predictions
are demonstrated by the experimental results obtained. When intra-day, intra-extraction
data were used, the partial F-test concluded that a quadratic model should be used for 47
out of 50 analytes (Appendix C.1). On the other hand, this number dropped to 40, 43 and
41 out of 50 when intra-day/inter-extraction, inter-day/intra-extraction and inter-day/inter-
extraction data are used, respectively. This phenomenon was confirmed using simulated
data based on experimentally obtained calibration curves (Appendix B.1). These results
show that as the variability (%RSD) increases in quadratic models with greater variability
at the high end of the curve (1/z or 1/2? weighting), the success rate of the partial F-test for

order selection drops when the curvature is weak, as expected.

Similarly, normality testing of the residuals can have a hard time pinpointing the inad-
equacy of a model when the apparent variability of the measurements is increased by using
inter-day /inter-extraction data. Departures from normality would have to be much greater
to be considered significant. Therefore, a model that would be identified as incorrect using
intra-day, intra-extraction data could justifiably be validated if an inter-day and/or interex-

traction data set is used, which would mean an inadequate model would be missed by the test.

That being said, we do need to consider sources of variability that might change the in-
strument’s pattern of response over time if we want to select a robust model that can be used
over a long time period. The way to do this is not to use inter-day/inter-extraction data,
as one might first think. Rather, the procedure for selection and validation of a calibration
model should be performed multiple times throughout the whole validation process (which
will most likely span two or more months). A minimum of three times is recommended
by the authors, taking care to change (as appropriate) analysts, instruments, standard lots,
spiking matrix lots, etc. If all procedures choose the same calibration model, it is a robust
model and should be kept for future analyses. In our experience, when results alternate
between linear and quadratic model and there is no instrument stability issue, then it is
because results of the partial F-test are near the threshold (P-value is near 0.05), and often
the curvature of the quadratic equation is small (quadratic term is close to zero). In this
situation, both models would give similar results in terms of accuracy and precision, and we

recommend that the simplest model (linear) should be used.

To summarize, we recommend the use of intra-day /intra-batch data (if this is the calibra-
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tion scheme that will be used in production) in order to obtain the most accurate selection of
the calibration model as possible, and repetition of this selection process over three different
days to take into account the inter-batch/inter-day variability. Using inter-batch and/or
inter-day data to feed to our calibration model selection and validation scheme is possible,

however, the user has to be aware that some tests will have a lower performance as a result.

FORCING A CALIBRATION EQUATION THROUGH THE ORIGIN

Several data analysis packages offer the option of forcing the calibration function through
the origin. In principle, the reasoning behind this option is that the signal is expected to
be zero when the concentration is zero. However, the SWGTOX states in their validation
guidelines that “the origin shall not be included as a calibration point” [75] which we agree
is the correct approach. Forcing the calibration function through the origin means creat-
ing data that have not been measured. Although theoretically, the calibration function is
expected to go through the origin, there can be several valid reasons why it may not do so ex-
perimentally. These reasons may vary from technique to technique but would include blank
contamination, undetected non-linear behavior near the blank, insufficient background /base-
line removal etc. Additionally, it is in conflict with the other statistical approaches used to
choose and validate a calibration model, since it artificially modifies the error at the low end
of the calibration curve and alters the calibration coefficients. Due to these mathematical
concerns, the approach of forcing a calibration function through the origin was not used and

is not recommended.

HETEROSCEDASTICITY TESTING

With heteroscedastic data, the observed variance and the interrelated precision of the mea-
surement change across the concentration range. In standard least-squares regression, the
“best fit” occurs when the sum of the squared errors between the data and the calibration
function is minimized. In a heteroscedastic situation, the data with the largest variance will
make the largest contribution to the sum of the squared errors and dominate selection of the
coefficients - which is opposite to what is appropriate. Reliability of the parameter estimates
will be reduced [85]. This problem can be largely “overcome by introducing weighting factors
inversely proportional to the variance” [85]. This scaling increases the contribution to the
squared error of the high precision data and reduces the contribution of the low precision

data when establishing the calibration coefficients.
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The presence of heteroscedasticity can be tested in different ways via the F-test, Cochran,
Hartley and Bartlett tests [122]. The F-test was chosen for its simplicity of application. It
compares the variance of two groups of data, in this application the LLOQ and ULOQ [85].

In many analytical chemistry experimental systems, there is a sound theoretical basis for
heteroscedastic data [84, 115, 139], which can mostly be simplified to two primary types of
noise (variance): additive (constant) and multiplicative (scales with concentration). Meth-
ods where multiplicative noise is the dominant source of error will produce heteroscedastic
data [84]. The expectation that the variance increases with concentration when using MS
detection dictates that a unilateral F-test should be applied (alternative hypothesis being
that the variance at the ULOQ level is greater than the variance at the LLOQ level).

Two situations can create false negatives when the F-test is applied this way. In the
first case, the heteroscedasticity pattern is more exotic than what is expected in the simple
multiplicative noise case and the variance is not significantly different at the ULOQ and the
LLOQ but higher or lower in the center of the calibration range. This is extremely atypical
of toxicology methodologies, and standard data analysis software should not be used in this
situation since there is no appropriate weighting scheme. In any event, a quick examination
of the variance plot, produced as a PDF document when the R script is run, should ensure

that this situation does not go unnoticed.

The second situation that might produce a false negative would be the presence of an
outlier at the LLOQ. This can artificially increase the observed variance at the LLOQ and
mask the heteroscedasticity. Analysts should always be attentive to data points vastly dif-
ferent (40 or more away from the rest of the group), and understand that inclusion will
affect their results. Of course, if the selection and validation of calibration model analysis is
repeated more than once during the validation process, then the probability that this issue

would occur each time is extremely small.

All of the 50 analytes studied in the LC-MS/MS method tested positive for heteroscedas-
ticity, with P-values from 2.2 x 1071° to 2.2 x 10™* (Appendix C.1). When large dynamic

ranges are analyzed on LC-MS/MS,; this type of heteroscedasticity is quite common [118, 140—
142).
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SELECTION OF WEIGHT

Once a data set had been shown to be heteroscedastic, the next step was to select an appro-
priate weighting factor. To correct completely for the heteroscedasticity issue, the inverse of
the variance at each concentration level should be used as the weighting factor [85]. How-
ever, the variance typically follows set patterns across the calibration range: it increases in
proportion to the concentration () or with the square of the concentration (2?) [116, 121].
As these are the most common variance patterns, they are included as weighting options in
almost all data analysis software. The use of the experimentally measured variance pattern

(that might even vary over time) does not appear a good choice.

The first test option evaluated was visual examination of the variance plot by the an-
alyst. This procedure worked well, but it was a manual, analyst-dependent process, which
was exactly what we were trying to avoid with this new protocol. When analyzing data
for the 50 analytes, the analyst often ended-up questioning his or her own weighting choice,

especially hesitating between /= and 1/z2 when outliers disturbed the trend in variance.

The second option considered was variance evaluation, where the weighting model with
the smallest spread of normalized weighted variances was chosen. This test was automated
and the result was analyst independent. Under this test, all 50 analytes were deemed to
have /2 (Appendix C.1). This result was expected given that samples were analyzed on an
LC-MS/MS with calibrations spanning a few orders of magnitude [88, 116]. It is, however,
interesting to note that removing a few upper calibration levels would obscure the power
relationship and result in an apparently linear variance plot, therefore changing the weight-
ing factor. Using the simulated data for different weighting factors gave a better idea of
the performance of this test. The outcome, described in Section 2.1.4, showed good test

performance (2% failure) with 10 measurement replicates.

SELECTION OF MODEL ORDER

In the SWGTOX guidelines for method validation, selection of model order is merged with
validation of the model and tested with the examination of the standardized residuals
plot [75]. However, it also stated that “there are other appropriate alternatives to eval-
uate calibration models (i.e., ANOVA-LoF test for unweighted linear models, checking for
the significance of the second-order term in quadratic models, assessment of coefficient of

determination for linear models)” [75]. We examined three different options for model order
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selection: ANOVA-LoF, significance of the second-order term and the partial F-test. Vi-
sual examination of the standardized residuals plot was not considered due to its manual,

analyst-dependent nature.

The most common form of ANOVA-LoF test is intended for unweighted linear models,
as stated by the SWGTOX [75]. However, in the version presented here, the calculations
have been adapted to assess weighted models of n'® order [86]. In this test, as with the
standardized residuals, selection of model order is somewhat merged with model validation.
The result is the selection of the model order based on comparison of two P-values. From a
statistical point of view, this comparison is a precarious procedure. Statistical tests should
be treated as having a binary outcome (acceptance or rejection of the null hypothesis). More-
over, the P-values are approximations and are therefore not exact values - especially in the
extremes. For these reasons, comparing P-values that are nearly identical and /or are both at
extreme values is not without risk. Nevertheless, when this procedure was applied to select
model order, all but two analytes (naltrexone and phenylpropanolamine) were identified as

quadratic models (Appendix C.1).

Calculations for the significance of the second-order term were not performed. The
first thing to highlight is that calculations for this test are more involved than one might
think [86]. An analyst might be tempted to establish confidence intervals of (£t s/n)
around the five by values resultant from the five regressions, but this is a faulty strategy.
Rather, calculation of the significance of the second-order term uses the variance-covariance
matrix of the regression coefficients. Unfortunately, this test relies heavily on an assumption
of normality, which is precarious*. With the limited data sets obtained for selection and
validation of the calibration model, it is probable that normality has not kicked off yet. A
bootstrap approach could be used to circumvent this issue, but would require significantly
more involved calculations. Taking into account all of these considerations, we have decided
not to perform calculations for this test of model order selection and to select another test

in the final procedure.

The partial F-test is conceptually and mathematically simple, more so than the ANOVA-
LoF and significance of the second-order term tests. Three analytes out of the fifty were

classified as linear using the partial F-test: hydroxy-alprazolam, naltrexone and phenyl-

4Although this might not be the case in large sample sizes, where the number of replicates is > 10,
several numerical experiments were carried out and suggested that a bootstrap approach worked better for
designs with a restricted number of data.
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propanolamine (Appendix C.1). This number was higher than with the ANOVA-LoF test
because the partial F-test is more stringent against overfitting. Another advantage of this
test was that it clearly separated model order selection from model validation, leading to a
reduced degree of confusion. Given its several advantages over the other available tests, we

decided to retain the partial F-test for model order selection.

TESTS FOR VALIDATION OF THE CHOSEN MODEL

The main model validation metric test suggested by the SWGTOX is ANOVA-LoF [75]. This
test was applied to the 50 analytes of the LC-MS/MS method (Appendix C.1). When using
intra-day /intra-extraction data, ANOVA-LoF systematically rejected the chosen calibration
model. Given the fact that the accuracies and precisions were acceptable for all analytes,
this was, on the face of it, a surprising result. It turns out this test is very sensitive to
experimental design, in particular the number of replicates and /or the number of calibration
levels. As a result, it is difficult to produce a P-value above 0.05 given the typical variances
observed in analytical methodologies. The excessive sensitivity of this test limits its practical

applicability.

On the other hand, residual normality testing with either the KS or CVM test accepted
the chosen calibration model for all 50 analytes. Between 0 and 2% of the simulated data
sets saw their chosen calibration model rejected (see Table 2.1.2). Simulated non-normal
data sets (not shown) were also rejected. Therefore, this test can detect most problems with
the calibration model, but is more robust than ANOVA-LoF.

Residuals normality testing is based on the same underlying principle as the examination
of the standardized residuals graph, which qualitatively verifies the randomness of residuals.
Again, the major issue with this visual technique is the lack of automation and the analyst
dependency of the result. The problem is that the visual differences between a residuals
graph with a distribution deemed normal by the CVM test and a residuals graph with a
non-normal distribution can be very slim indeed (see Appendix C.2). Knowing the results of
the normality tests, the analyst can, a posteriori, find reasons for why the calibration model
for Analyte A (Figure C.2.1b) was rejected and not for Analyte B (Figure C.2.1a), but these
examples clearly emphasize the lack of rigor of the visual examination of standardized resid-

uals plot and highlight the potential for analyst bias.

Residuals normality testing by KS or CVM was therefore selected for its bias-free, binary
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output which is a great advantage over subjective examination of the residuals graph. The
drawback to this test is the complexity of the calculations involved, but the tool we have

created with RStudio makes implementation of this test fairly easy.

2.2.5 (CONCLUSIONS

The impact of different types of replicate analysis were evaluated. The use of inter-day /inter-
extraction validation schemes was found to introduce inappropriate variability into the data
set, which masked some underlying trends (quadraticity, departure from normality). It is
therefore suggested that validation data should mimic what will be done in production (i.e.,
use intra-day /intra-extraction data where daily calibration with one set of standards is to be
used in production). Ideally, the process of selection and validation of the calibration model

will be repeated at multiple points in the global validation process.

Forcing the calibration function through the origin was not applied or tested due to its

artificial alteration of the error and calibration coefficients.

Heteroscedasticity was evaluated through the unidirectional F-test applied using the
LLOQ and the ULOQ calibration levels. Increasing variance with concentration was the
overwhelmingly observed pattern and is encountered with many instrumental analytical

methods, which justifies the general use of weighted regression methods.

Selection of the weight was found to be best performed through a variance evaluation.

Examination of the variance graph was rejected because of analyst dependency.

The partial F-test was chosen to perform the selection of model order for its conceptual
and mathematical simplicity and validity. ANOVA-LoF and significance of the second-order
term were examined, but rejected because of their strong dependence on normality of the

data, utilization of the dubious P-value comparison procedure and calculation complexity.

Residual normality testing was chosen as the calibration model validation procedure
because of its robustness. ANOVA-LoF, the main alternative metric, is too sensitive to
experimental design (replicates, calibration levels) to be truly useful. On the other hand,

examination of the standardized residuals graph is not a bias-free approach.

Through examination of different testing alternatives, we have created a selection and
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validation procedure for calibration models that can be used in the overall validation of all
quantitative methods in toxicology. This stepwise, bias-free method is a simple automated

tool toward better calibration model selection.
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2.3 CALIBRATION MODELS: SMALL MOLECULES, BIOANALYSIS AND BE-
YOND

Sections 2.1 and 2.2 presented different techniques to select a calibration model, including
the weighting and order, evaluated those means with a mixture of experimental data and in
silico simulations, and packaged the optimal combination in a user-friendly R script perform-
ing automated calibration model selection and validation. Selecting the correct calibration
model allows for a more accurate quantification during the validation procedures and in pro-
duction operations, indeed, selecting an incorrect weight can lead to “one order of magnitude

of precision loss in the low concentration region” [88].

This procedure starts by testing homoscedasticity of the data before testing non-linearity
(instead of the opposite) for two reasons. First, most linearity tests require that the weight-
ing is already known to be carried out. Second, calibration curves in analytical chemistry

are generally expected to be heteroscedastic but only weakly non-linear.
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The majority of the procedure relies on the application of hypothesis tests. Null hypoth-
esis significance testing (NHST) yields a P-value, which is defined as the probability of data
as, or more, extreme occurring if the null hypothesis (typically of no difference) is true. Thus,
when the null hypothesis is true (e.g., data is actually homoscedastic), it is expected that the
test will return an incorrect result of significant difference (P-value < 0.05) 5% of the time.
This is the Type-I error rate. The Type-II error rate, the probability of the test returning a
non-significant finding if the alternative hypothesis (of difference) is true, actually depends
on the effect size, e.g., how much heteroscedasticity there is in the data, or how curved
the calibration curve is. Table 2.1.2 shows results from an applied form of power testing,

where heteroscedasticity and curvature values relevant to the type of analysis were evaluated.

The previous sections demonstrated the process using small molecule (xenobiotic) anal-
ysis, which is the focus of forensic toxicology. Experimental data was thus readily accessible
for those analytes. Additionally, papers concerned with small molecule analysis (such as
Chapter 2, which has been published [1, 2]) are more likely to come to the attention of, and
have an impact in the targeted community. But the developed process is more widely ap-
plicable than the confines of forensic toxicology and xenobiotic analysis. Any quantification
method relying on the use of a calibration curve can benefit from this study, which thus has

a broad application field.

Because CYP 2D6 and 3A4 enzymes will be quantified in liver tissue by means of cali-
bration on LC-MS/MS instrumentation, the procedure presented above is directly applicable

and will help achieve a more accurate result.

But even if the calibration model is correctly chosen, the accuracy of CYP quantification
will be challenged by another problem: the near impossibility of finding analyte free (blank)
liver tissue to prepare the matrix matched standards needed for calibration. Indeed, except
for poor metabolizers, liver tissue in individuals will always contain CYP enzymes, albeit at

different levels. This will introduce a bias in the quantification process.
Different measures are possible to side-step the problem, but it would be better if there

was a solution to comprehensively address this challenge, one that satisfies criteria of accu-

racy and efficiency. This is what Chapter 3 presents.
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A Tool for Automatic Correction of

Endogenous Concentrations: Application to
BHB Analysis by LC-MS/MS and GC-MS

This chapter is the integral text from:

A Tool for Automatic Correction of Endogenous Concentrations: Application
to BHB Analysis by LC-MS/MS and GC-MS
Brigitte Desharnais, Marie-Jo Lajoie, Julie Laquerre, Stéphanie Savard, Pascal Mireault,

Cameron D. Skinner
Journal of Analytical Toxicology 43 (7) (2019) 512-519 [3]

3.1 ABSTRACT

Several substances relevant for forensic toxicology purposes have an endogenous presence in
biological matrices: [-hydroxybutyric acid (BHB), y-hydroxybutyric acid (GHB), steroids
and human insulin, to name only a few. The presence of significant amounts of these endoge-

nous substances in the biological matrix used to prepare calibration standards and quality
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control samples (QCs) can compromise validation steps and quantitative analyses. Sev-
eral approaches to overcome this problem have been suggested, including using an analog
matrix or analyte, relying entirely on standard addition analyses for these analytes, or sim-
ply ignoring the endogenous contribution provided that it is small enough. Although these
approaches side-step the issue of endogenous analyte presence in spiked matrix-matched sam-
ples, they create serious problems with regards to the accuracy of the analyses or production
capacity. We present here a solution that addresses head-on the problem of endogenous
concentrations in matrices used for calibration standards and quality control purposes. The
endogenous analyte concentration is estimated via a standard-addition type process. This
estimated concentration, plus the spiked concentration are then used as the de facto ana-
lyte concentration present in the sample. These de facto concentrations are then used in
data analysis software (MultiQuant, Mass Hunter, etc.) as the sample’s concentration. This
yields an accurate quantification of the analyte, free from interference of the endogenous
contribution. This de facto correction has been applied in a production setting on two BHB
quantification methods (GC-MS and LC-MS/MS), allowing the rectification of BHB biases
of up to 30 ug/mL. The additional error introduced by this correction procedure is minimal,
although the exact amount will be highly method-dependent. The endogenous concentration
correction process has been automated with an R script. The final procedure is therefore

highly efficient, only adding four mouse clicks to the data analysis operations.

3.2 INTRODUCTION

Almost all bioanalytical method validation procedures involve spiking authentic matrices
to evaluate figures of interest, such as precision, accuracy and matrix effects [75]. When
endogenous analytes are targeted for quantification, the usual validation protocol can be
difficult or impossible to apply. The authentic matrices (e.g., blood, urine or hair) which
are typically used to spike known concentrations of analytes cannot be found blank of the
targeted substance. Ignoring the endogenous amount, invariably of unknown magnitude,
present in these authentic matrices introduces a systematic bias in all analyses. Not only
does this pose a problem at the method validation stage, but standard production opera-
tions are compromised as well. The accepted practice in bioanalysis methods is to spike
calibration standards and quality control samples (QCs) with internal standards in authen-
tic matrices (or a pool of authentic matrices) to control for potential matrix effects. Again
in this situation, the endogenous analyte will introduce a bias in the calibration equation,

compromising, to various degrees, the quantitative accuracy of the result.
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A number of analytes of interest in forensic toxicology are endogenous compounds. A few
common examples include y-hydroxybutyrate (GHB), cyanide, carboxyhemoglobin (HbCO),
insulin and steroids. Some other analytes, such as alcohol consumption markers or caffeine
are not endogenous [143-145] but can be highly prevalent in the population [144, 146]; thus
finding authentic matrices free from them can also be difficult. The case of the endoge-
nous compound S-hydroxybutyric acid (BHB) is specifically examined here. BHB acts as
a diabetic or alcoholic ketoacidosis biomarker, and is a hyperglycemia indicator [147, 148].
Concentrations up to 50 ug/mL in blood are generally considered normal, whereas concen-
trations from 50 to 200 pg/mL are considered to be elevated [147, 148]. The decision point
with regards to ketoacidosis is generally between 200 and 250 pg/mL [147, 148].

Some publications have highlighted the problem posed by these analytes in the method
validation and production contexts [93]. A number of possible solutions to this issue have
been suggested. A comprehensive, albeit time and resource-consuming option, is to perform
quantification of those analytes via standard addition methods [93-95, 101]. While this
effectively eliminates the issue of endogenous presence in the spiking matrix, its use in a
high-volume production context is not sustainable. The use of a surrogate matrix [93, 96—
98], e.g., synthetic blood, or a surrogate analyte [93, 98-100], e.g., a stable isotope-labeled
version of the targeted analyte can also be considered. In the end, these methods yield
a more or less accurate approximation of the figure sought. For example, the accuracy of
the target analyte in real blood cannot be assured, since the assumption that the targeted
analyte behaves in synthetic blood in the same way as it would in real blood is probably un-
tenable for a wide variety of analytes due to different analyte specific matrix effects [93]. In
that sense, while bioanalysts might settle for a surrogate matrix or analyte, it is clearly a less
than perfect solution. Finally, it is possible to ignore entirely the endogenous concentration
in the spiking matrix, provided that it is small enough and can be dismissed as a low-level
interference (e.g., <10% of lowest calibration standard) [75, 94]. Of course, this approach is
quite appealing in its simplicity. The downside is that a bias, however small, will system-
atically be included in all the quantitative analyses performed. Additionally, this process
might require the screening of several matrix sources (e.g., blood lots) to find one with an

endogenous level low enough to fit the acceptance criteria, using precious time and resources.

In reality, these methods have been designed to side-step the issue of endogenous analytes
in spiking matrices, but they each have their significant drawback and do not address the
problem head-on. In this paper, we suggest a simple and comprehensive automated solution

to correct for the presence of endogenous analytes in spiking matrices.
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3.3 MATERIALS AND METHODS

3.3.1 GC-MS BHB ANALYSIS

Calibration standards and quality control samples were spiked in ante-mortem human whole
blood (Utak, 44600-WB(F'), Valencia, CA, USA) at concentrations of 0.00, 10.0, 20.0, 50.0,
100, 200, 425 and 500 pug/mL (standards) and 60.0, 150 and 375 ug/mL (QCs) using BHB
(Sigma-Aldrich, H6501, Saint-Louis, MO, USA).

In a conical tube, 50.0 uL of blood and 25.0 uL of internal standard solution (400 pg/mL
BHB-D, dissolved in methanol, CDN isotopes, D-6088, Pointe-Claire, QC, Canada) were
mixed. Protein precipitation was performed by adding 225 pL of acetonitrile and vortexing
immediately. After centrifugation (9 600xg, 7 min), 100 xL of supernatant was evaporated
to dryness under nitrogen, reconstituted in 250 pL ethanol (>99.9%, Commercial Alcohols
by Greenfield Global, P2I0EAAN, Brampton, ON, Canada) and reevaporated to dryness un-
der nitrogen. Derivatization was performed for a maximum of 10 vials at a time to prevent
evaporation by adding 70.0 uL acetonitrile (HPLC Grade, >99.9%, EMD millipore corpora-
tion, AX0156-1, Billerica, MA, USA) and 70.0 pL BSTFA+TMCS (99:1) (Cerilliant, B-023,
Round Rock, TX, USA) and vortexing. Incubation was tested during method development

but showed no significant advantage and was therefore not used [149, 150].

After centrifugation (3 200x g, 5 min), 1 uL of extract was separated on an Agilent HP-
5MS column (15 m, 0.25 mm i.d., 0.25 pm film thickness) using a 16.25 minutes separation.
The injector was kept at 280 °C and operated in pulsed split mode, with a split ratio of 3:1
(MS Agilent MSD 5975 C) or 20:1 (MS Agilent MSD 5977B HES). The GC was operated
with a 1 mL/min helium flow and an oven program of 70°C to 110°C over 8 minutes fol-
lowed by an increase to 280 °C over 4.25 minutes and a plateau of 4 minutes. Pressure at
the head of the column was 1.9 psi. The mass spectrometer parameters were set as follows:
mass range of 41 to 400 m/z, scan rate of 3.95 scan/min, solvent delay of 2.50 min, acquisi-
tion time of 16.25 min, ionization source temperature of 230 °C, quadrupole temperature of
150 °C, transfer capillary temperature of 280 °C and electron impact energy of 70 eV. The
method was validated on Agilent gas chromatographs 7890 A and 7890B, equipped with
Agilent MSD 5975 C or 5977B HES and automated injector 7693. The data acquisition and
analysis software used was MassHunter® B.07.04.2260, B.08.00 build 8.0.598.0.
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The method has been validated under SWGTOX [75], ISO 17025:2005 [71] and CAN-P
1578 [73] standards.

3.3.2 LC-MS/MS BHB ANALYSIS

Calibration standards and quality control samples were prepared in ante-mortem human
whole blood (Utak, 44600-WB(F), Valencia, CA, USA) at concentrations of 0.00, 3.00, 6.00,
30.0, 60.0, 150, 255 and 300 pg/mL (standards) and 9.0, 120 and 240 pg/mL (QCs) using
BHB (Sigma-Aldrich, H6501, Saint-Louis, MO, USA).

In a 96-well plate (2 mL square wells, Fisher Scientific, AB-0932, Ottawa, ON, Canada),
100 pL of blood and 10.0 pL of internal standard solution (330 pg/mL GHB-Dg dissolved
in methanol, CND isotopes, D-5462, Pointe-Claire, QC, Canada) were mixed. Note that
calibration dynamic range and internal standard differ between the GC-MS and LC-MS/MS
methods; each of these validated methods were already in use in the laboratory and the
differences are attributable to various historical and practical constraints. The samples
were diluted by adding 100 puL of MeOH:0.2% formic acid in water (50:50 v:v) solution
(methanol: EMD Millipore corporation, MX0486-1, Billerica, MA,USA; formic acid: Fisher
Scientific, A117, Fair Lawn, NJ, USA). Proteins were then precipitated by adding 400 pL
of acetone:ACN (30:70 v:v, room temperature) solution (acetone: Fisher Scientific, A949,
Fair Lawn, NJ, USA; and acetonitrile: EMD Millipore corporation, AX0156-1, Billerica,
MA USA). Samples were thoroughly vortexed after each mixing step. After centrifugation
(3200xg, 5 min), 20.0 pL of supernatant was transferred to a second 96-well plate, di-
luted with 200 L of MeOH:0.2%formic acid in water (10:90 v:v) and vortexed. An Agilent
HPLC 1200 series, or 1260 Infinity, coupled to a Sciex MS/MS 5500 QTrap was used for
a 8.75 minute separation of 5 pL of the extract on an Agilent Zorbax Eclipse Plus C18
column (2.1 x 100 mm, 3.5 um) kept at 50°C. A step/ramp gradient with 2:98 methanol:10
mM ammonium formate pH 3.0 (mobile phase A) and methanol (mobile phase B) was used.
Using a flow of 600 uL/min, the percentage of mobile phase A was brought from 100%
(0.0 min), to 85% (0.3 min), to 80% (3.0 min), to 40% (3.5 min), to 20% (6.0 min), to 0%
(6.5 min) for a 0.7 min wash followed by a 0.9 min re-equilibration period. BHB retention
time under these conditions was 0.95 min. Acquisition was carried out in negative multiple
reaction monitoring (MRM) mode, with a quantitative Q1/Q3 transition of 103 Da/59 Da
(collision energy of —18V" and collision cell exit potential of —7V") and a qualitative Q1/Q3
transition of 103 Da/41 Da (collision energy of —30V and collision cell exit potential of

—10V). Other mass spectrometer parameters were as follows: MRM detection window of
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60 sec, target scan time of 0.25 sec, settling time of 50 msec, break of 3.00 msec, curtain
gas (CUR) of 30.00, collision gas (CAD) of 10.00, ion spray voltage (IS) of —4500 V| source
heater temperature (TEM) of 700°C, ion source nebulizer gas (GS1) of 60.00, heater gas
(GS2) of 65.00. Data was acquired using Analyst® 1.6.2 build 8489 software and analyzed
with Multiquant® 3.0.1 (Version 3.0.6256.0).

The method has been validated under SWGTOX [75], ISO 17025:2005 [71] and CAN-P
1578 [73] standards.

3.3.3 CORRECTION FOR THE ENDOGENOUS CONCENTRATION

Several known amounts of analyte were added to distinct aliquots (i.e., a calibration curve
in the matrix was prepared) to determine the endogenous concentration of the analyte. This
was performed by a two-step process. First, the endogenous analyte concentration in the
calibration standards was determined via a standard addition process' using the known con-
centrations that were added to the matrix. Second, this endogenous concentration was then
added to the nominal concentrations of the standards and QC samples to generate the de

facto analyte concentration present.

If the calibration model selected during method validation [1, 2] was linear, the calibra-

tion equation was expressed as:

The endogenous concentration (x.) of the analyte in the biological matrix is the z-

intercept; in this case, it is calculated as

bo
b

Te =

(3.2)

If the calibration model selected was quadratic, i.e.,

!'Note that the standard addition process assumes a blank sample would produce zero signal, thus the
calibration equation actually simplifies to an intercept equal to zero. In samples with endogenous analyte,
the y-intercept is the best estimate of the signal associated with this analyte concentration and therefore
the regression should never be forced through the (0, 0) point.
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y = box® + by + by (3.3)

the endogenous concentration was calculated as?

—by +b® — 4by b

2bs

(3.4)

l‘e:|

The corrected concentration (x.), i.e., the de facto concentration to be used for stan-
dards and QCs, was calculated by adding the endogenous concentration (x.) to the spiked

concentration (x;):

Te = Ts + Te (3.5)

To implement these corrections, and remove the bias from the calibration, the tables
of calibration standards’ and QCs’ expected concentrations (or “actual concentration” in
MultiQuant software) were reassigned using x. instead of x. This effectively “shifts” the
calibration curve to the right and achieves the desired correction; accurate concentrations

will be calculated for unknown samples.

This correction process has been automated by a script written and run in RStudio (RStu-
dio, Boston, MA, USA). R (programming environment, https://www.r-project.org/) and
RStudio (graphical interface, https://www.rstudio.com/) are free open-source statistical
software tools. This automated tool requires that the user copy to the clipboard (Ctrl4C)
a table with the concentrations (xs) in the first column and the signals (e.g., area ratio) in
the second column and run (“source”) the script in RStudio. Once the script has run, the
corrected concentrations (x.) are automatically stored in the clipboard, ready to be pasted
into the data analysis software of the user. The full correction script and instructions for

use (including a link to a user video tutorial) are available in Appendix D.1.

2The quadratic equation has two potential solutions as a result of the addition or subtraction of the
square root term. However, the squared linear term (b12) is generally much larger than the —4b2bg term
since the non-linearity (the quadratic term (by)) is generally very small in analytical calibration. There-
fore, the solution shown in Equation 3.3 is the only logical solution for the type of systems studied.
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3.3.4 CALCULATION OF THE ADDITIONAL ERROR INTRODUCED BY THE ENDOGENOUS
CONCENTRATION CORRECTION

The purpose of this endogenous concentration correction is to remove the systematic bias
(or deterministic error) from the analysis. However, it is equally important to appreciate
that the random error associated with determining the endogenous concentration needs to
be considered when assessing the error associated with the samples. The exact magnitude of
the error folded in by the correction operation can be computed using the formulas for the

standard error of the prediction [85].

Since the spiked concentration® (z,) and the endogenous concentration (x.) are both cal-
culated from the same data set, their errors are dependent on one another. In this situation,

the summation of errors should be used for the corrected concentration (x.) [151]:

Sy, = Su, + Sz, (3.6)

rather than the standard error propagation formula \/s2 + s7, which is reserved for ad-

dition of independent errors [151].

Calculation of the components s,, and s, will differ depending on whether the data

studied is homoscedastic or heteroscedastic.

For homoscedastic data, those items are calculated as [85]

Serr 1 @2
Sy, = -+ 3.7
bl \/n b12 Z (xz . f)2 ( )

Serr |11 v — )
Sp, = Ly — 4 = 4 3.8
bl \/m n b12 Z (xl . 5)2 ( )

with

3Here, the quality control samples are used to model how much error would be added by the process.
The spiked QC concentration is set by experimental design and known with high precision, but in effect,
we are ignoring this knowledge to examine the efficiency of our analytical method. Moreover, this equation
is a conservative estimate of the error for the sum, and not the actual standard error for the sum.
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12

Yi — Yi

R (3.9)
Where

sz, is the error on the estimated endogenous analyte concentration;

Sz, is the error on the estimated uncorrected analyte concentration;

Serr 18 the square root of the residual variance, representing the spread of the measurements

around the fitted regression line (variance of y given x, often called the error of the regression

5r);

b is the estimated slope of the linear regression;

n is the number of calibration levels (calibration standards);

m is the number of measurement replicates of the analyzed sample;

y is the average measurement for all calibration standards;

75 is the average measurement for the analyzed sample;

y; is the measurement for the calibration standard at concentration level x; ;

; is the predicted measurement at concentration level x; (obtained by inserting the value of

x; in the calibration equation);

x; is the concentration at level 7;

7 is the average concentration for all calibration standards (including blanks).

For heteroscedastic data, the components s, and s,_ are calculated as

867”" 1 + y%u (3 10)
Sz = — .
by \ wi o b (Cwir? = > wa?)

err 1 1 Uy — Tu)” )

S Vwem o w8 (Y w Ywin? — (X wiwi)Q)

with

7, = Zwiyi
w sz

(3.13)
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— Y owim;
w sz

(3.14)

Where
w; is the weighting factor applied to concentration level i;
wy is the weighting factor applied to the sample measurement (concentration level s);
T, is the weighted mean concentration;
Y,, is the weighted mean measurement;

Szes Sz.s Ses D1, My, M, Y, Us, i, Ui and x; are as described above.

Once again, these calculations have been automated via an RStudio script. The user is
required to build a table with a “Name”, “Type”, “Spiked Conc” and “Measure” headers
that store the type of sample (“QC” or “Cal”), the spiked concentration and the measure
(e.g., area or area/response ratio). This table is copied to the clipboard (Ctrl+C), the script
is run, and the estimated error for each QC level is displayed in the console. The full error
evaluation script and instructions for use (including a link to a user video guide) are available

in Appendix D.2.

3.4 RESULTS AND DISCUSSION

3.4.1 CORRECTION OF THE ENDOGENOUS CONCENTRATION

With “well-behaved” analytes in a matrix devoid of endogenous content, calibration curves
should produce a y-intercept (by) approximately equal to zero (within the limit of the ex-
perimental error). On the other hand, as shown in Figure 3.4.1a, a calibration curve for an
analyte with a detectable endogenous concentration will show an upward shift. This shift
is generated by the constant signal produced, throughout the entire calibration range, by
the endogenous concentration. The observed signal is then just the sum of the endogenous
signal and the one generated by the analyte spiked into the matrix. Calibration curves with
endogenous analytes will therefore present a y-intercept (by) significantly different from zero.
In order to correct for the systematic bias introduced by endogenous content in the matrix,

its contribution can be either ignored or corrected for.

Conceptually, the simplest route is to set the by parameter in the calibration equation to

zero, i.e., to ignore by entirely (note that this is not the same thing as forcing the intercept
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Figure 3.4.1: Calibration curves in different settings. (a) Dashed line: calibration curve for a regular
analyte, with no endogenous contribution: the y intercept by ~ 0. Solid line: calibration curve for
an analyte with an endogenous concentration: the y intercept by > 0. (b) Dashed line: uncorrected
calibration curve for an endogenous analyte. Solid line: calibration curve for the endogenous analyte
following the correction process using the de facto concentration in the matrix.
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through zero, which would modify the b; parameter). Another equivalent way to achieve
this correction would be to subtract by, or the average signal obtained for the 0 pg/mL stan-
dard(s), from all calibration standards and QQCs. These solutions are all adequate, and some
software (e.g., Sciex OS, Mass Hunter’s Blank Subtraction Add-In) offer tools to carry one
of them out. However, the inflexibility of several data analysis software in routine use might
render general application of these solutions difficult. If this procedure is to be applied in
high throughput production settings, the best solution will be the one which operates seam-

lessly within the confines of the data analysis software.

The most practical procedure to meet those requirements involves modifying the expected
(“actual”) concentration provided to the data analysis software. Since the expected concen-
tration is one of the few adjustable parameters in the analysis tables, this must be used as
the tool to effect the correction. As stated in Equation 3.5, the corrected concentration for
standards and QCs is one reflecting the real, or de facto, analyte concentration (x.) in the
sample: what was spiked (x;) plus the amount which was already present to begin with, the
endogenous concentration (z.). Using the real, corrected concentrations to describe calibra-
tion standards and QCs will shift the calibration curve (Figure 3.4.1b), achieving the desired
correction. Once the de facto concentration of analyte is used to build the calibration curve,

it can perform bias-free quantification of any casework and QC samples.

The correction process can be used in conjunction with either linear or quadratic calibra-
tion. To demonstrate this, 10 000 calibration data sets (heteroscedastic, 1/2?) were generated
using the range of by, b; and by values observed over 14 LC-MS/MS experimental calibration
curves with various known levels of “endogenous” analyte. The endogenous concentration
was back-calculated using a quadratic, 1/22 regression or using a linear, 1/2? regression from
which the top two standards (255 and 300 pg/mL) were removed to satisfy linear calibration
requirements [1, 2]. The bias in the calculated endogenous concentration (vs. the known
endogenous concentration) was calculated for every data set in both the linear and quadratic
regression cases. The histograms of the resulting differences show that the distribution is
more symmetrical, with a median closer to zero when the quadratic regression is used rather
than the linear one. The complete results, including the R script used to perform this in
silico evaluation, are available in Appendix D.3. Based on these results, the authors rec-
ommend using the calibration model selected and validated during the validation process to
perform the correction for the endogenous concentration, whether it is quadratic or linear,

unweighted, 1/z or 1/z2 weighted.
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In order to achieve seamless integration into production work, an R script automating
this correction process has been developed and is available in Appendix D.1, along with a
user video tutorial. This script is easily configured to fit the needs of the user. Its use in a
production setting adds four mouse clicks to the entire analysis process, taking less than 30

seconds to perform.

3.4.2 BHB ENDOGENOUS CONCENTRATIONS ESTIMATED IN A PRODUCTION SETTING

In our production operations, calibration standards and QCs have all been spiked in au-
thentic human blood matrix and corrected for the presence of endogenous content using the
R script available in Appendix D.1. Since these methods have been put in production, 17
GC-MS and 83 LC-MS/MS batches have been analyzed, using 2 and 10 different blood lots,
respectively. In the GC-MS batches, the estimated endogenous BHB concentrations ranged
from 1.1 to 13 pg/mL, with a median of 7.5 pg/mL. In the LC-MS/MS batches, the esti-
mated BHB concentrations ranged from 0.080 to 30 ug/mL, with a median of 4.1 pug/mL.
A box plot representation of the results per matrix lot is shown in Figure 3.4.2. This shows
that results are generally coherent within a single matrix lot, despite the occasional outlier.
These remote results might even create distortions in the boxplot; for example, lot B appears
different in the GC-MS and LC-MS/MS analyses despite similar compositions and medians
of 1.5 and 1.18 pug/mL respectively. Extreme values could be attributable to analyte insta-
bility or neoformation during storage [152]. Indeed, the same matrix lot has been used for
analysis for up to 169 days, potentially long enough to observe degradation. Within the scope
of this research, we were unable to ascertain the exact mechanism generating these extreme
values. An analysis of five separate GC-MS calibrations, prepared in the same matrix lot,
extracted and analyzed in a close timeframe gave coherent endogenous concentrations ().
Estimated endogenous concentrations (z.+s,,) were 11.32+0.14, 11.87+0.18, 11.64+0.17,
11.76 £ 0.16 and 11.89 + 0.18 pg/mL, which supports the conclusion that results within a

same matrix lot are consistent.

These results show that, in the case of BHB, endogenous concentrations present in the
spiking matrix can be significant. Indeed, at the maximum endogenous concentration mea-
sured (30 pg/mL), the endogenous analyte content contributes 15% of the decision point
value (200 pg/mL) to quantifications performed. Applying this correction thus becomes
important to uphold accuracy of the results. But regardless of the exact endogenous con-

centration, performing the correction for the endogenous content will yield a more accurate
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Figure 3.4.2: Distribution of the estimated BHB concentrations for each matrix lot. The vertical
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F,n=6;lot G, n=11; lot H, n=17; lot |, n = 12).
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quantification, at very little cost to productivity, since the R script developed is run in less

than 30 seconds.

3.4.3 ADDITIONAL ERROR FOLDED IN BY THE ENDOGENOUS CONCENTRATION CORREC-
TION

Applying the endogenous concentration correction process will remove the systematic error
from the analysis but will necessarily fold in additional indeterminant error. The error on
the estimated endogenous concentration (s,,) must be combined with the error from the
estimated uncorrected analyte concentration in the sample (s,,) to yield the total error for
the corrected concentration, s, .. The magnitude of the error folded in will depend on a
multitude of factors, as demonstrated by Equations 3.7 to 3.14. The weighting factor, num-
ber of replicate measurements, position of the calibration standards on the dynamic range
and precision will all play a role in determining the total error and the contribution from
the estimated endogenous concentration (s, ). The multifactorial nature of error magnitude
estimation renders instinctual estimation very difficult. In order to help analysts estimate
the amount of error involved in the correction procedure, a second automated R script has

been written and is made available to the reader in Appendix D.2.

This script has been applied to all 17 GC-MS and 83 LC-MS-MS batches analyzed.
For the GC-MS batches, the error added (s,,) ranges from 0.014 to 0.71 pg/mL (median
0.15 pug/mL) compared to 6.54 pg/mL as the median error of the uncorrected concentration
(sz,) for the mid-level QC. For LC-MS-MS batches, the error added (s,,) ranges from 0.0078
to 2.7 pg/mL (median 0.095 pg/mL) compared to 7.28 ug/mL as the median error of the
uncorrected concentration (s,,). Interestingly, although the absolute error increases after
concentration (i.e., s, > s;,), the relative (%) error is reduced by applying the endogenous

concentration correction (i.e., sz/r. < s2:/z,) in an overwhelming proportion of the cases

(95%).

At first glance, this was a surprising result, so we decided to confirm its accuracy by
running a simulation of the error generated in the calibration and endogenous correction
processes. The GC-MS method parameters (calibration standards and QC levels, experi-
mentally observed calibration curve parameters by and b;) were used for this procedure. In
a simulation such as this one, we know the real value of all parameters (z., by, b1, U; , etc.)
and generate “measured” y; values according to a normal distribution and SWGTOX recom-

mendations (maximum tolerable QC precision of 20%). The complete R script is available
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Figure 3.4.3: In silico evaluation of the endogenous concentration correction process and estima-
tion of the error. (@) Relative error of the endogenous concentration, calculated as (Calculated En-
dogenous Concentration — Known Endogenous Concentration) / Known Endogenous Concentration
x 100. 1000 simulations per QC level /weight combination have been performed (total 9000 simula-
tions). 1.1% of data points (outliers) are omitted from this graphical representation for clarity pur-
poses (these mostly have > 100% relative error). Black lines are density function estimations.

in Appendix D.4. By comparing known and estimated x. values, this in silico evaluation
of the endogenous correction process allowed us to confirm that the procedure performs a
generally accurate estimation of the endogenous concentration. The histograms of the per-
centage difference between the calculated and real endogenous concentration, accompanied
by the density function, for the different QC levels and weighting schemes, are shown in
Figure 3.4.3a.

As for the error observed throughout the procedure, the results observed in the in silico

7



(b)

Low QC Medium GC High QC

-150-

Relative error change after endogenous correction (%)

n
]
n
]
il
1
n
]
]
]
il
]
3
n
3
n
]
]
l
n
]
]
]
2
]
el
n
]
n
]
il
1
n
]
]
]
il

Iteration

Figure 3.4.3: In silico evaluation of the endogenous concentration correction process and estima-
tion of the error. (b) Modeling of the change in the relative error following the endogenous concen-
tration correction process, shown for all QC level /weight combinations. The relative error change is
calculated as the relative error on the corrected concentration (s=: /z. %) minus the relative error on
the uncorrected concentration (+c/z. %). 1000 simulations per QC level /weight combination have
been performed (total 9000 simulations). Note the different magnitude of the y axis depending on the
weighting scheme studied.

78



simulations match the experimental observations. The absolute error is systematically in-
creased by an amount equal to the estimation error on the endogenous concentration (s,, ).
However, the relative (%) error is almost always reduced by applying the endogenous concen-
tration correction, as shown in Figure 3.4.3b. The only situation where this does not happen
is with homoscedastic (unweighted) calibrations and lower concentration samples. Not only
is the relative error reduced in all other situations, but the higher the concentration of the
sample, the greater the drop in relative error. Mathematically, this happens because svc/z.
is smaller than = /z,. Heteroscedastic data (1/z2 model in particular) will also experience a
higher drop in relative error following the correction procedure. In these cases, the correction
produces a more accurate concentration with only a marginal increase in absolute error due
to the heteroscedasity. Taken together, this improves the relative error. This explains the
experimental observations, since the data for both the GC-MS and LC-MS/MS method are
heteroscedastic with variance increasing proportionally to the square of the concentration
(1/z2 model). It is therefore expected to observe mostly a decrease in the relative error fol-

lowing the correction procedure.

3.5 CONCLUSIONS

We developed a tool to automatically correct for the presence of endogenous analyte content
in matrices used for calibration and QC samples. Instead of using different strategies to more
or less sidestep the issue - for example using only standard addition to quantify endogenous
analytes, using an analog matrix or analyte, ignoring entirely the endogenous concentration
and the bias created in the quantification process - this method can fully take into account

the endogenous contribution and correct for it.

This procedure adjusts the expected analyte concentration to match the real, or de facto,
concentration present in the calibration standard, i.e., the amount of analyte added plus the
endogenous amount. The endogenous concentration is estimated via the calibration stan-
dards by treating them as a standard-addition experiment/calibration. Although there are
several different ways to perform such a correction mathematically, adjusting the expected
concentration allows seamless integration of the correction procedure with production op-

erations performed in commercial data analysis software such as Mass Hunter or MultiQuant.

We have described in detail how the correction procedure can be applied in a production

setting to correct for the endogenous concentration present in the spiking matrix. In val-
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idation procedures, addressing the endogenous concentration problem head-on will require
somewhat more work. The endogenous concentration will need to be determined for every
matrix used in the validation procedures, and results corrected accordingly. The endogenous
concentration for each matrix can be determined with the tool developed here (Appendix
D.1). Ultimately, this supplementary work at validation time, combined with the endoge-
nous concentration correction during the production operations, will yield an unbiased and

more reliable quantification of the analyte for the long term.

The necessity to perform such a correction will vary based on the targeted application
and the endogenous concentration of the analyte. However, at any detectable endogenous
presence, correcting for the presence of analyte in the spiking matrix will generate a more

accurate quantification.

We have applied this correction procedure in a production setting to two methods used
for BHB quantification; one GC-MS and one LC-MS/MS method. Endogenous BHB con-
centrations ranging from 0 to 30 pg/mL have been found in whole human blood matrices.
Correcting for this content prevents a bias of up to 15% of the BHB decision point for
hyperglycemia (200 pug/mL). It can therefore be important to correct for endogenous con-

centrations, which can be significant.

This procedure does increase the estimation error on the concentration for quantified
unknowns. The exact magnitude of the error added by this process very much depends on
specific method parameters, such as the number and distribution of calibration standards,
the number of replicate measurement, homo or heteroscedasticity of the data, etc. We have
developed an R script (Appendix D.2) which allows users to get an estimation of the error
added with their specific method. For the BHB quantification methods presented in this
paper, the additional error folded in by the correction procedure amounts to a few percent
(<3%) at most. The small error added by the procedure, especially when compared to the
potential for removing systematic bias makes this an attractive solution to deal with endoge-

nous analytes in validation and production settings.
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3.7 MATHEMATICAL TOOLS FOR QUANTITATIVE METHOD VALIDATION

This chapter presented a mathematical tool to correct for endogenous bias in matrix-matched
calibration. BHB was used as a case study to verify this tool’s performance and efficiency in a
production setting. In the production environment, correcting for the endogenous amount of
BHB present in sample used for the calibration standard(s) improves the accuracy for BHB
in all other matrices (unknown cases). At the validation stage, each matrix used for valida-
tion purposes must also undergo the correction process before accuracy, precision, recovery,
matrix effects and other standard parameters are evaluated. Other endogenous substances
could benefit from a similar treatment in correcting endogenous presence bias in toxicology

cases, such as cyanide [153], steroids [92] and of course, CYP enzymes in liver tissue.

The mathematical tools developed in Chapter 2 and Chapter 3 will increase the accuracy
of the quantitative CYP analysis. But the projected method relies not only on quantifi-
cation, but also on characterization of mutated CYP enzymes, that is to say a qualitative
method.

Although a lot less attention is generally paid to qualitative method validation proce-
dures, they are as important and have some subtleties that are rarely dealt with in the
literature. To develop a reliable CYP analysis method compliant with ISO 17025:2017
norms [72], some work will be required about decision point qualitative methods. This

is covered in Chapter 4.
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4.1 VALIDATION GUIDELINES AND THEORETICAL FOUNDATIONS

4.1.1 ABSTRACT

Qualitative methods have an important place in forensic toxicology, filling central needs in,
amongst others, screening and analyses linked to per se legislation. Nevertheless, bioana-
lytical method validation guidelines either do not discuss this type of method, or describe
method validation procedures ill adapted to qualitative methods. The output of qualitative
methods are typically categorical, binary results such as “presence”/“absence” or “above cut-
oft” /“below cut-oft”. Since the goal of any method validation is to demonstrate fitness for use
under production conditions, guidelines should evaluate performance by relying on the dis-

crete results, instead of the continuous measurements obtained (e.g., peak height, area ratio).

We have developed a tentative validation guideline for decision point qualitative meth-
ods by modeling measurements and derived binary results behaviour, based on the literature
and experimental results. This preliminary guideline was applied to an LC-MS/MS method
for 40 analytes, each with a defined cut-off concentration. The standard deviation of mea-
surements at cut-off (s) was estimated based on 10 spiked samples. Analytes were binned
according to their %RSD (8.00%, 16.5%, 25.0%). Validation parameters calculated from
the analysis of 30 samples spiked at —3s and +3s (false negative rate, false positive rate,
selectivity rate, sensitivity rate and reliability rate) showed a surprisingly high failure rate.
Overall, 13 out of the 40 analytes were not considered validated. Subsequent examination
found that this was attributable to an appreciable shift in the standard deviation of the
area ratio between different batches of samples analyzed. Keeping this behaviour in mind
when setting the validation concentrations, the developed guideline can be used to validate

qualitative decision point methods, relying on binary results for performance evaluation and

2The first three authors contributed equally to the manuscript and are listed in alphabetical order.
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taking into account measurement uncertainty.

An application of this method validation scheme is presented in Section 4.3.

4.1.2 INTRODUCTION

Qualitative methods are best described by contrasting them with quantitative methods. The
output of qualitative methods is categorical (or discrete) in nature, typically binary: pres-
ence or absence (qualitative identification methods), above or below threshold (qualitative
decision point methods). On the other hand, quantitative methods produce concentration

estimates on a continuous scale.

There is an abundant literature dealing specifically with quantitative methods and their
validation procedures [75, 79, 80, 118, 121, 128, 139, 154, 155]. However, the literature and

guidelines dealing with qualitative methods is much sparser.

SWGTOX [75] and AAFS Standards Board [81] both contain recommendations for de-
cision point qualitative methods. According to these guidelines, LC-MS/MS qualitative
decision point method validation should include interference and carryover studies, dilution
integrity and stability if necessary, as well as precision evaluation. Precision of the measured
signal should be evaluated at > 50% of the decision point (DP) or cut-off concentration, at
the DP concentration and at < 150% of the DP concentration. The method is considered to
be validated if %RSD < 20% and (Zs09 + 2850%) < Zpp < (Tis0% — 28150%) , i-e., the mean
+ two standard deviations at 50% and 150% of the decision point do not overlap with the

mean measurement at cut-off.

Two potential weak points can be identified. First, these procedures fail to use the
categorical or binary nature of qualitative methods’ output, employing instead procedures
derived from quantitative method validation which relies on continuous data. One reason
likely explaining this state of affairs is the confusion induced by the fact that continuous mea-
surements (area, height, area ratio, luminescence, etc.) are transformed into binary results.
Moreover, quantitative method validation guidelines are so well developed that they are al-
most second nature to forensic toxicologists and bioanalysts. It therefore feels natural and

safe to fall back on them for the related but distinct problem of qualitative method validation.

A second weak point is the absence of a clear framework for evaluation of the method’s
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uncertainty of measurement (UM). The requirement for UM evaluation in qualitative meth-
ods has been recently introduced in the ISO 17025:2017 [72] standard, therefore its absence
from published guidelines is not surprising. Nonetheless, given this new requirement, ade-

quate UM evaluation procedures for qualitative methods are required.

In any method validation, the goal is to demonstrate the quality of the analytical method
by producing objective proof that predefined performance criteria are met [75, 81]. Impor-
tantly, this verification of the fitness for use has to occur under the same preparation, analysis
and data processing procedures which will be used for analysis (production) [75, 81]. The
same holds true for qualitative method validation. Accordingly, binary results (presence/ab-
sence, above/below cut-off) yielded by the method should be used to measure the adequacy

of its performance, since this is the result ultimately produced in a production setting.

If the binary output of qualitative methods is to be used, what are the appropriate vali-
dation guidelines and the associated minimal performance thresholds, and how should UM

be evaluated and taken into account in the final results?

In order to answer such questions, the behaviour of the response variable (area ratio,
luminescence, etc.) in relation to the encoded, binary outcome must be understood. This
subject is touched upon sparingly in the literature [105-107] where diverse validation proce-

dures are suggested.

In this paper, we draw upon these various sources, computer simulations and experi-
mental data to study the behaviour of the binary above/below threshold output of qualita-
tive decision point methods, in order to put forward a tentative validation guideline. This
guideline is heavily based on the performance evaluation of another kind of categorical test:
medical tests for the presence of a diseased state [156, 157]. This validation process is then
evaluated by using an LC-MS/MS method for 40 analytes in blood. Results guided modifica-
tions to the guidelines. The final version of the qualitative decision point method validation

guidelines is applied to an LC-MS/MS method for 97 analytes in oral fluid in Section 4.3.
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4.1.3 MATERIALS AND METHODS
ANALYTICAL METHOD

The experimental data used for prospective and confirmatory studies of qualitative deci-
sion point methods were derived from a high throughput whole blood LC-MS/MS analysis
method for 40 qualitative analytes and 60 quantitative analytes. The quantitative analytes
were validated separately [158] and will not be discussed in this paper. For every qualitative
analyte, a cut-off concentration was selected based on analytical (sensitivity across multiple
LC-MS/MS systems) and toxicological (relevant concentrations for effects) considerations.

The full list of substances and their designed cut-off is available in Appendix E.1.

SAMPLE PREPARATION

Samples were brought to room temperature over 1 hour. Following vortex mixing for 10 sec-
onds, 100 uL of blood was transferred using a positive displacement pipette into a 96 well-
plate with 2 mL square wells (Fisher Scientific, AB-0932, Ottawa, Ontario, Canada).

For the purpose of this study, blood samples were spiked at the cut-off concentration
or its multiples (e.g., 50%, 150%, 200%, etc.). Postmortem cardiac and femoral blood with
negative screening results, as well as antemortem blood purchased from UTAK (Valencia,
California, USA) were used. All compounds used for spiking purposes were purchased from
Cerilliant (Round Rock, Texas, USA), except for 3-hydroxy bromazepam and N-desmethyl
diphenydramine which were purchased from Toronto Research Chemicals (North York, On-
tario, Canada). 10 ulL of stable isotope-labeled internal standards solution (IS, Cerilliant,
Round Rock, Texas, USA), at concentrations indicated in Appendix E.1, were added to the

blood sample and mixed using vortexing.

In order to obtain a more finely granular precipitate, 100 puL of methanol:0.2% formic
acid in water (50:50 v:v) solution was mixed into the blood sample. Then 400 pL of ace-
tone:acetonitrile (30:70 v:v) mixture was used to precipitate the proteins. Following mixing,
the plate was centrifuged at 3200 x ¢ for 5 minutes. A 25 puL aliquot of the supernatant
was then transferred to a second 96 well-plate with 1 mL round bottom wells (Canadian
Life Science, RT96PPRWU1mL, Peterborough, Ontario, Canada). This extract was diluted
with 180 L 0.2% formic acid in water and vortexed.

86



LC-MS/MS ANALYSIS

A 5 pL aliquot of diluted extract was separated on an Agilent Zorbax Eclipse Plus C18 col-
umn (2.1 x 100 mm, 3.5 pm) using a step /ramp gradient starting from 2:98 methanol:10 mM
ammonium formate (pH 3.0) to 50% acetonitrile. The flow from the HPLC (Agilent 1200
or 1260 Infinity) was directed to a Sciex 5500 QTrap triple quadrupole mass spectrometer.
Detailed analytical parameters with regards to the liquid chromatography and mass spec-

trometry acquisition are available in Appendix E.1.

PRELIMINARY VALIDATION GUIDELINES

Based on the picture of the behaviour of binary results in qualitative decision point meth-
ods described in the literature and our exploratory experimental data analysis (described in

Section 4.1.4), a preliminary set of validation guidelines was determined and applied.

The standard deviation was estimated by analyzing a minimum of 10 different samples
all spiked at the cut-off and calculating the standard deviation of the response variable used,

in this case the ratio of analyte peak area to IS peak area.

Probability curves (akin to the one shown in Figure 4.1.1b) plotting the positivity rate
(or above cut-off rate) as a function of concentration, were built by spiking 10 or more sam-
ples at regular concentration intervals from -4 to +4 times the estimated sample standard
deviation (s), e.g., —4s, —3s, —2s, —1s, cut-off, +1s, +2s, +3s and +4s. This facultative

step assumed a linear response and a blank response of zero.

The core of the validation procedure consisted of analyzing 30 samples spiked at —3s
and +3s (upper (UURL) and lower (LURL) unreliability limits, see explanation in Section
4.1.4), which were used to calculate the method’s validation parameters. Care was taken
to ensure that these samples were prepared, injected and analyzed as they would be in a
production setting, including for this particular method two replicates of a sample spiked at
cut-off, used to establish the threshold measurement and permit classification of samples as

being above or below cut-off.
Ion ratio dependability for identification purposes was estimated as the percentage of

all samples for which the ion ratio fell within £30% of the ion ratio measured in reference

sample(s).
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Carryover and interference studies should be carried out, as well as stability evaluation if
deemed necessary. Although several procedures and guidelines exist, SWGTOX’s practices
are recommended in forensic toxicology [75]. If applicable, dilution integrity can be verified
by repeating the main validation procedures (standard deviation estimation, evaluation of
performance parameters on diluted samples). These studies were carried out for the method

presented here, but will not be discussed since they are not the main focus of this paper.

CALCULATION OF VALIDATION PARAMETERS

The validation parameters (false negative rate (FNR), false positive rate (FPR), reliabil-
ity rate (RLR), selectivity rate (SLR) and sensitivity rate (SNR)) are calculated as fol-
lows [105, 106, 156]:

FNR = FNF—iVTP % 100 (4.1)
FPR = % % 100 (4.2)
RLR — w % 100 = 100 — FPR — FNR (4.3)
SLR — % % 100 (4.4)
SNR = TPZ—PFN % 100 (4.5)

Where:

TN is the number of true negative results;

TP is the number of true positive results;

F'N is the number of false negative results;

F'P is the number of false positive results;
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n is the total number of results.

The reliability (RLR) represents the overall method’s ability to correctly identify the
samples as above or below cut-off; the sensitivity (SNR) evaluates the percentage of samples
actually above cut-off that are indeed identified as such, and the selectivity (SLR) measures

the percentage of samples actually below cut-off that are indeed identified as such.

A qualitative decision point method validated under these production conditions (2 mea-
sured cut-off samples, rates estimated over 30 samples) can be considered fit for purpose if
the observed FNR < 7%, FPR = 0%, RLR > 93%, SLR = 100%, SNR > 93% (Figure
4.1.1d) and ion ratio, carry-over and interference studies are successful. These expected
performance levels were calculated using the RStudio script presented in Appendix E.2.
Expected performance levels under a different number of measured cut-offs and number of
samples for rate estimation can be computed from the same R script: readers are encouraged

to use it to define criteria under their own production and validation conditions.

COMPUTER SIMULATIONS

In preparation for the simulations, a set of 30 different samples spiked at cut-off were ex-
tracted and analyzed to determine their area ratios (analyte peak area/internal standard
peak area). Application of the Cramer-von Mises normality test did not show significant de-
partures from normality in all but two of the 40 analytes (0.032 < P < 0.922). The R script
used to perform this analysis and the set of complete results are available in Appendix E.3.
This is in accordance with the implicit statement consensus in the literature, namely that
measurements (e.g., area, area ratios), including those made on an LC-MS/MS instrument,

can be approximated by a normal distribution [105-107, 159].

Based on these results, response values for simulations were modeled using RStudio’s nor-
mally distributed random number generator rnorm(n, mean, sd), where n is the number
of measurements to be generated, mean is the known true value of the measurement, and sd
is the standard deviation. The number of measurements simulated per concentration level
varied as needed between 1 and 100. The known true value of the measurement (area ratio)
at cut-off was set to vary between 0.008 and 1.050, based on the experimentally observed
area ratios at the cut-off concentration. A linear function describing the relationship between

response and concentration was set as y = byx , where b; was dictated by the known true
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concentration of the cut-off selected. Unless otherwise stated, a standard deviation equiv-
alent to 15% of the cut-off response value was applied. R scripts used to carry out these

simulations are available in Appendix E.2.

4.1.4 RESULTS AND DISCUSSION
THEORETICAL BEHAVIOUR OF BINARY RESULTS

When thinking about decision point or threshold methods, the first reflex is often to assume
(or hope) that results behave akin to what is displayed in Figure 4.1.1a. Instinct dictates
that all samples with a concentration below the threshold, or cut-off, will produce a low
response and therefore score negative every single time they are analyzed, and samples with
a concentration higher than cut-off will similarly score positive (or above cut-off) systemat-

ically.

While this would be incredibly helpful, it is unfortunately impossible. A sample at a
given concentration subjected to experimental manipulations and measured by a device that
has some degree of imprecision will always produce a range of measured values, typically
with a normal distribution. If this measurement error is ignored, important bias will en-
sue [160]. Thus, as can be seen in Figure 4.1.2a, repeated measurements on a sample with
a concentration exactly equal to the cut-off will yield a normal distribution with an average
response equal to the cut-off. 50% of these measurements will be reported as “below cut-off”
and 50% as “above cut-off” (50% positivity rate).

If the sample analyzed has a concentration far enough away from the cut-off, e.g., if
the mean measurement for that concentration is 3o above or below from the cut-off value
(Figure 4.1.2b), then almost all responses (> 99.7%) will be reported as “above cut-oft”, or

“below cut-off” respectively.

Logically, at a point between these two extremes, the normal distribution of responses will
overlap to varying degrees with the threshold response, generating an intermediate positiv-
ity rate (Figure 4.1.2c¢). Samples with a concentration generating a mean response between
the cut-off and +30 above the cut-off will yield positivity rates between 50.0% and 99.7%.

The converse also applies to samples with responses below the cut-off with positivity rates
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Figure 4.1.1: Positivity curves under different models. (a) Idealized behaviour of decision point qual-
itative methods. (b) Positivity curve for normally distributed measurements compared to a 20 ng/mL
threshold.

decreasing as the concentration decreases.

The positivity curve for normal measurements compared to a threshold thus takes a sig-
moidal form (Figure 4.1.1b). The uncertainty of measurement associated with qualitative
methods is evident in this figure. Surrounding the cut-off is a range of concentrations where
repeated measurement of the same sample will not always yield the same classification result
(and the positivity rate takes an intermediate value). This unreliability (UR) zone, stemming
from the uncertainty of measurement, is an ontological characteristic of qualitative decision

point methods, and there is no possible way to avoid it. While some might reflexively believe
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Figure 4.1.2: Normally distributed measurements in relation to a fixed threshold. (a) Sample spiked
at the threshold concentration (20 ng/mL): distribution of measurements (density plot, left) and
positivity curve (right). Exactly 50% of measurements are above the threshold measurement, resulting
in a 50% positivity rate. (b) Sample spiked at > 3¢ above the cut-off concentration (30 ng/mL):
distribution of measurements (density plot, left) and positivity curve (right). The whole distribution

is far from the measurement at cut-off, yielding a 100% positivity rate. (c) Sample spiked at an in-
termediate concentration (between the cut-off concentration and 30 above the cut-off concentration)
(23 ng/mL): distribution of measurements (density plot, left) and positivity curve (right). The distri-
bution of measurements overlaps with the threshold measurement, yielding an intermediate positivity
rate (84%).
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that moving the cut-off concentration could avoid this unreliability?, it is important to un-
derstand that such a strategy is destined to fail since the unreliability zone would just follow
right along with it. In much the same way that one cannot avoid measurement uncertainty
in quantitative methods, the unreliability zone of qualitative decision point methods is here
to stay and needs to be acknowledged, identified and estimated, not fought. The only viable
strategy to minimize the magnitude of the unreliability zone is to minimize the standard

deviation of the overall analytical process.

The positivity curve shown in Figure 4.1.1b is the one typically reported in the literature.
But in order to adequately represent realistic (LC-MS/MS) data, it must be modified to take
into account two important factors. First, real measurements are typically heteroscedastic,
even over small concentration ranges. This is clearly demonstrated in Figure 4.1.3, which
displays normal distribution curves based on 30 spiked samples replicates at different concen-
trations for buprenorphine. The variance increases with increasing concentrations, as made
evident by the decreasing distribution maxima. This must be accounted for in validation

guidelines.

Second, the standard positivity curve presumes that the response (measurement) at cut-
off is a known and fixed value. But of course, this is not the case; in a production setting, this
value is estimated based on a few measurements (typically 1 to 3) made on a sample spiked at
the cut-off concentration. In other words, the threshold value is sampled, not fixed, and this
means an unknown error of variable size is attached to the estimated value. This implies that
the estimated threshold will move from experiment to experiment, which has a domino ef-

fect on which samples get called “above” or “below” cut-off, and thus on the positivity curve.

Fortunately, these measurement characteristics can be modeled and taken into account
in establishing validation criteria, i.e., their impact on the positivity curve can be calculated.
Details of the modeling performed in RStudio can be found in Appendix E.2. The resulting
positivity curve is shown in Figure 4.1.1c. Notable differences result, particularly at the
high concentration end, which affects the expected false negative rate and other parameters

relying on it (reliability and sensitivity rates).

This software tool can also be used in establishing appropriate validation criteria by

3Note that moving the cut-off concentration is very different from moving the hypothesis test thresh-
old, and is more akin to moving a measured value and its confidence interval.
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modelling realistic behaviour (heteroscedastic data, cut-off with sampling error) of the mea-

surements and the derived binary results.

DERIVED METHOD VALIDATION GUIDELINES

The derived method validation guidelines presented in Section 4.1.3 utilize the performance
of the actual method’s output, the binary “above cut-oft”/“below cut-off” results. With
these guidelines we recognize the presence of measurement unreliability due to measurement
error. Consequently, evaluation of the method’s performance and validation needs to be
performed outside of the unreliability zone but provides the most pertinent figures of merit
when performed near these boundaries (lower and upper unreliability limits). However,
depending on the purpose of the method, laboratories might find it pertinent to precisely
evaluate the size of the unreliability zone, or might be satisfied by performing validation well
outside of it through an overestimation of the UR size (e.g., £50% of the cut-off concen-

tration). But ultimately, this measurement error must be acknowledged in the production
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setting as well. Method validation will confirm reliable performance for measurements below
—3s (LURL)and above +3s (UURL), but what about measurements between these limits?
These fall in the unreliability zone and must be identified and reported as such. Measure-
ments between —3s (LURL) and the measurement at cut-off should be reported as “likely
below cut-off”, and those between the measurement at cut-off and +3s (UURL) should be
reported as “likely above cut-off”. This will reflect the fact that repeated measurements on
these samples might yield different results, and will adequately convey measurement uncer-

tainty in the final analysis report.

VALIDATION OF THE QUALITATIVE DECISION POINT LC-MS/MS METHOD

The method validation guideline initially developed was used in an attempt to validate an
LC-MS/MS qualitative decision point method for 40 analytes. Standard deviation estima-
tion was performed based on the analysis of 10 samples spiked at cut-off. Each analyte
produced a unique standard deviation and therefore an UR zone of unique size. It follows,
in principle, that the concentrations used for all subsequent validation steps should also
be unique to each analyte. For the probability curves alone, 40 analytes x 10 samples x 9
concentration levels = 3 600 spiked samples would need to be analyzed, an unmanageable
workload for the laboratory. Instead, analytes were classified as belonging to one of three
standard deviation (%RSD) bins: 8%, 16.5% or 25% (Table 4.1.1). This binning process re-
duced the requirements to 3 bins x 10 samples x 9 concentration levels = 270 spiked samples,
a reduction by a factor of 13. Samples spiked at —4s, —3s, —2s, —1s, cut-off, +1s, +2s,
+3s and +4s were analyzed, and a smoothed conditional mean was fitted to the calculated
positivity rate. Generally, all analytes produced the expected sigmoidal curve outcome, with

some expected deformations attributed to the binning process.

To measure performance parameters and ion ratio reliability, 30 samples spiked at the
LURL and UURL for each of the %RSD bins were analyzed. For example, MDEA (cut-off
= 20 ng/mL, %RSD = 8%) was spiked at 15 and 25 ng/mL. Results show that numerous
performance parameters fall outside of the expected range (greyed-out cells in Table 4.1.1).
On the other hand, ion ratio, carryover and interference studies were all found to be satis-

factory. Overall, 27 out of 40 analytes were considered to be validated.

The validation failure of so many analytes was quite surprising, and, in principle, should

not have occurred if the theoretical model of measurements and derived binary results was
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correct. It therefore seemed that something was not taken into account by the model.
Further investigation revealed that the average response (area ratio) at cut-off and, more
importantly, its standard deviation, shifted on a batch to batch basis, with an even more
marked difference between days (Appendix E.4). The measurement error was therefore not
adequately characterized or controlled. This type of analysis thus displays a two-part het-
eroscedasticity: the standard deviation changes with the concentration, which is properly
accounted for by the model presented here; and the second part is, apparently unstructured
and unrelated to other factors. This was the key to understanding the disappointing val-
idation results and should be taken as a precautionary warning. The standard deviation
changed between batches and daily, which meant that the size and edges (LLURL, UURL)
of the unreliability zone also varied daily. Appendix E.4 shows, for example, an average 6-
fold increase in the standard deviation between two batches. Therefore, while we thought we
were measuring method validation parameters (FNR, FPR, SNR, SLR, RLR) at the binned
—3s and +3s for each analyte, we might actually have been making these measurements
significantly away from the edges, either inside or outside of the unreliability zone on that
particular day. This will, naturally, have a major impact on the positivity rate, the method

performance and its measurement uncertainty.

MODIFIED METHOD VALIDATION GUIDELINES

Having a reliable estimation of the unreliability zone is important to apply adequate criteria
on validation parameters, but also to properly take into account measurement uncertainty
in production operations and accurately classify samples as below cut-off/likely below cut-
off/likely above cut-off /above cut-off. Knowing that the size of this unreliability zone varies
on a daily basis, the next obvious question is: can the position of its edges (LURL, UURL)
be estimated with each batch?

The problem with this approach is that accurate estimation of the standard deviation is
more difficult than accurate estimation of an average, since this parameter converges more
slowly than the mean. To obtain a standard deviation estimation with lower than 20% av-
erage error, one would have to analyze at least 10 samples spiked at cut-off per batch/day.

Given the constraints of a production setting, this is impractical.

Therefore, until better mathematical predictive tools are developed, an accurate estimate
of the size of the unreliability zone seems out of reach. For the moment, the best that can be

done is to proceed conservatively. Either perform several estimations of its size on different
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batches/days and use the largest one, or, based on experience, choose one that insures that
the validation points are outside the unreliability zone, e.g., at +50% of the cut-off concen-

tration. Note that this is essentially what is done with immunoassay method validations [75].

For validation of this LC-MS/MS method, all analytes in the 8% RSD bin were pushed
up into the 16.5% RSD bin, yielding LURL and UURL at 50% and 150%. Using these

relaxed conditions, all analytes satisfied the validation criteria.

4.1.5 CONCLUSIONS

Qualitative methods yield categorical, binary outputs very different in nature from quanti-
tative methods, and validation guidelines should employ these categorical results to evaluate
method performance, not the continuous measurements collected in the process. We have
developed a tool to model the measurements and the derived binary results based on the

literature and experimental data.

A tentative validation guideline was developed and applied to an LC-MS/MS qualitative
decision point method for 40 analytes. Results also demonstrated a previously unreported
behaviour of this type of measurements: the average area ratio and its variance changes on
a daily basis, leading to significant variations of the unreliability zone size which is critical

for method validation.

Considering this behaviour, we offer the following validation guidelines:

1. Decide on the validation points to be used above and below cut-off (LURL, UURL).
If the size of the uncertainty of measurement is important, the standard deviation
can be repeatedly evaluated on different days and the largest one used to establish

conservative £3s validation points®. If not, a conservatively large size such as cut-off
+50% can be used.

2. 30 samples should be spiked at the validation points (above and below cut-off) and

treated as they would in a production setting (i.e., analyze those samples as they

4Note that this is a conservative option keeping in line with the forensic toxicology practice. Other
areas of application might be satisfied with alternatives such as pooling variance data from several days,
although this will mean that on some days, the actual variance will be larger than the (pooled) estimated
one.
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would be in a real batch, with the same number of extracted cut-offs as will be used
in production, and generate binary results). The validation parameters should satisfy
the following criteria (for 2 injected cut-offs and 30 samples used for rate estimation):
observed FNR < 7%, FPR = 0%, RLR > 93%, SLR = 100%, SNR > 93%, ion
ratio adequacy > 95%. For other conditions, the R script in Appendix E.2 can be used

to estimate expected performance.

3. Carryover and interference studies according to SWGTOX’s practices should be per-

formed and satisfy pre-established criteria.

4. If appropriate, dilution integrity can be assessed by repeating Step 2) with the de-
sired dilution and verification that validation parameters continue to satisfy the above

criteria.

5. In production, samples whose response falls below the low validation point are reported
as “below cut-oft”, samples with a measurement between the low validation point
(LURL) and the cut-off as “likely below cut-off”, samples with a measurement between
cut-off and the high validation point (UURL) as “likely above cut-oft” and samples with

a measurement above the high validation point as “above cut-off”.

Using this validation guideline and method of reporting results not only produces a per-
formance evaluation more in line with the definition of method validation, but also takes
into account measurement uncertainty, as required by the new ISO 17025:2017 [72] valida-
tion guidelines. In Section 4.3, this framework was successfully applied to a method covering

92 analytes in saliva collected using a Quantisal® device.
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4.2 LEGISLATION AS A DRIVING FACTOR FOR ANALYTICAL METHODS IN
FORENSIC TOXICOLOGY

In Section 4.1, experimental data and in silico simulations were used to derive validation
guidelines for qualitative decision point methods, in particular for LC-MS/MS instrumen-
tation, which was found to present characteristics which needed to be taken into account.
For example, pronounced heteroscedasticity of the data was observed. Buprenorphine, as
shown in Figure 4.1.3, is the perfect example of this phenomenon, but all analytes monitored
display this behaviour. This is why it was necessary to integrate this characteristic, and oth-
ers, into the data modelling tools. Although a multi-analyte LC-MS/MS method was used
and validated using this process, these guidelines had yet to be applied to a full and linear
validation setting. This is accomplished in Section 4.3, where a qualitative decision point

method is validated for 92 analytes in oral fluid.

This method is a great example of how legislation can be central to method development
and validation in forensic toxicology. In October 2018, the Cannabis Act [161] was enacted
in Canada, allowing legal production, distribution and usage of cannabis in the country.
Cannabis legalization also came with a reform to the drugs and driving legislation, generally
referred to as Bill C-46 [104]. Under this new legislation, police officers can now administer
an oral fluid drug test using a point-of-collection screening device approved by the Attorney
General of Canada. These devices, which are new on Canadian soil, must detect at least
one of these, and only these, drugs at the following thresholds: tetrahydrocannabinol (THC,
25 ng/mL), cocaine (50 ng/mL) and methamphetamine (50 ng/mL), in addition to includ-
ing a reader and printed record of analytical results which avoids subjective interpretation

by users.

Another major change introduced by C-46 was facilitated access to blood samples from
suspects, accompanied by per se levels for 10 drugs (THC, GHB, cocaine, methamphetamine,
6-monoacetylmorphine, phencyclidine (PCP), ketamine, lysergic acid diethylamide (LSD),

psilocin and psilocybin).

With these two aspects of the new legislation relying on the application of cut-off con-
centrations, it is easy to see how the work presented in Section 4.1 is timely and takes an
important place in the Canadian forensic toxicology context. A planned roadside survey,
with collection of oral fluid samples, provided the perfect opportunity (and necessity) to

apply the tools developed to a new analytical method, as presented in Section 4.3.
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4.3 APPLICATION TO A MULTI-ANALYTE LC-MS/MS METHOD FOR ORAL
FLUID

4.3.1 ABSTRACT

A study of impaired driving rates in the province of Québec is currently planned following the
legalization of recreational cannabis in Canada. Oral fluid (OF) samples are to be collected
with a Quantisal® device and sent to the laboratory for analysis. In order to prepare for this
project, a qualitative decision point analysis method monitoring for the presence of 97 drugs

and metabolites in OF was validated according to the guidelines presented in Section 4.1.

This high throughput method uses incubation with a precipitation solvent (acetone:aceto-
nitrile 30:70 v:v) to boost drug recovery from the collecting device and improve stabil-
ity of benzodiazepines (e.g., a-hydroxyalprazolam, clonazepam, 7-aminoclonazepam, fluni-
trazepam, 7T-aminoflunitrazepam, N-desmethylflunitrazepam, nitrazepam). The Quantisal ©
device has polyglycol in its stabilizing buffer but timed use of the mass spectrometer waste
valve proved sufficient to avoid the glycol interferences for nearly all analytes. Interferences
from OF matrices and 140 potentially interfering compounds, carryover, ion ratios, stabil-
ity, recovery, reproducibility, robustness, false positive rate, false negative rate, selectivity,
sensitivity and reliability rates were tested in the validation process. Five of the targeted an-
alytes (olanzapine, oxazepam, 7-aminoclonazepam, flunitrazepam and nitrazepam) did not
meet the set validation criteria but will be monitored for identification purposes (no com-

parison to a cut-off level).

Blind internal proficiency teting was performed, where six OF samples were tested and
analytes were classified as “negative”, “likely positive” or “positive” with success. The final
validated OF qualitative decision point method covers 92 analytes, and the presence of 5

additional analytes is screened in this high throughput analysis.

4.3.2 INTRODUCTION

Scientific papers on the use of oral fluid (OF) in forensic toxicology were published as early
as 1965 [162, 163], but the use of this alternative matrix has become more widespread

specifically since the 2000s [164, 165]. There is no doubt that the numerous advantages
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of OF play a role in its increased use. Indeed, OF collection is easy and minimally inva-
sive [108, 109, 165-170], allowing roadside collection and testing [109, 166, 168-170], and
reduces the legal burden to obtain a biological sample. Moreover, the risk of sample adul-
teration is considered to be lower than with urine [108, 165, 166, 168-170], which can be
diluted or modified with an adulterant [108, 166, 168]. In contrast to urine, from which
only past use can be inferred, OF analysis will inform the forensic toxicologist about recent
use [108, 109, 166, 168-170]. Indeed, OF has a similar detection window to blood [165, 168],
but has the noteworthy advantage of being easily collected at the roadside, shortly after ar-
rest. Three main disadvantages are recognized with regards to OF use. First, contamination
of the oral cavity with substances in direct contact with the mouth is to be expected, for
example THC from smoked cannabis [108, 171]. Second, low saliva production in certain
drug users might complicate an otherwise easy collection process and result in artificially in-
creased concentrations [169]. Finally, drug concentrations in OF are not as well documented

as they are in blood, complicating the interpretation process for the forensic toxicologist.

Nevertheless, on the whole, OF might be the matrix of choice to test for individuals
driving under the influence of drugs. This alternative matrix represents a worthwhile com-
promise between ease of collection and toxicological relevance to impairment, which is often
associated with recency of use [108, 109, 166-169]. With this application in mind, several
OF screening devices [109, 166, 170] and OF collection devices for laboratory confirma-
tion [108, 109, 165-167, 169, 170] have been developed since 1990 [168, 172]. The selection
of a particular device relies on several considerations including cost, effectiveness and in-
tended use [167].

The recent legalization of recreational cannabis in Canada [161] has been accompanied
by several modifications to the impaired driving legislation [104]. Of particular interest here
is the introduction of OF drug testing using point-of-collection screening devices [173] as an
investigation tool in driving under the influence of drugs (DUID) cases. These instruments
must be approved for use in Canada by the General Attorney and be able to detect at least
one of the following: THC at 25 ng/mL, cocaine at 50 ng/mL and/or methamphetamine
at 50 ng/mL [174]. Canada is not the first country to use these devices in this particular
context and is following in the footsteps of Australia, Belgium, Finland, France, Germany,
Italy and specific states in the United States [108, 166—-168].

In the midst of these legislative modifications, a provincial study here in the province

of Québec of impaired driving rates and the relevance of OF point-of-collection screening
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devices is planned. At the checkpoint, the drivers are to be tested with a device currently
approved for use in Canada [173, 175]. An OF sample is also to be collected from all drivers
passing through this checkpoint and sent to the laboratory for testing. The Quantisal® col-
lection device from Immunalysis, which has already demonstrated its effectiveness for drugs
of abuse and therapeutics analysis [165, 167, 169], was selected for this purpose. This type
of study has been carried out in several other jurisdictions such as Italy, Norway and the
United States (Wisconsin) [110-113].

This paper presents the development and validation of a qualitative decision point method
fit for the aforementioned study. The method needed to be high-throughput, since 2 500 OF
samples would be received for analysis over 28 days. It covers an extensive set of analytes
(97 in total), including cocaine, benzoylecgonine, amphetamines, benzodiazepines, cannabis
(THC) and opioids, as they are the most prevalent DUID findings in Québec [176]. Samples
were prepared using dilution with an organic solvent, and analyzed by liquid chromatogra-

phy coupled to tandem mass spectrometry (LC-MS/MS).

A qualitative decision point method was developed rather than a quantitative method,
for three main reasons. First, toxicological interpretation of OF drug concentration(s) is not
yet well-established; second, only a short time frame could be allotted for method develop-
ment and validation, and finally, it permits comparison with the point-of-collection screening
device(s). Validation of this method was performed according to the guidelines presented
in Section 4.1 and ISO 17025:2005 [71] requirements. Following method optimization, the
absence of interferences and carryover was confirmed. False negative, false positive, selectiv-
ity, sensitivity and reliability rates were determined and confirmed to be reproducible and
robust. Ion ratios, stability and recovery were also validated. The production-ready method
permits classification of samples as being below cut-off, likely above cut-off or above cut-off

by taking into account the uncertainty of measurement (as required by ISO 17025:2017) [72].

4.3.3 MATERIALS AND METHODS
DEVELOPMENT AND OPTIMIZATION
POLYGLYCOL INTERFERENCES

Polyglycols are known to be present in the Quantisal® stabilizing buffer [177] and can be dele-
terious to the mass spectrometer and accuracy of the results. The presence and behaviour of

polyethyleneglycol (PEG) under the selected chromatographic conditions was investigated.
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A blank OF sample was collected with the Quantisal® device, extracted as described below
and analyzed using the two chromatographic methods in full scan mode rather than target
multiple reaction monitoring (MRM) mode. The resulting total ion chromatograms (TIC)
were investigated for the presence of characteristic PEG profiles, i.e., an envelope of peaks

spaced 44 Da apart (mass of an ethylene glycol unit) [178].

MAXIMIZING RECOVERY

Analyte recovery for the 97 compounds targeted (see Appendix F.1 for a complete list) was
estimated via the area ratios (analyte to internal standard) for spiked OF. Samples taken up
with the collector stick and put in the Quantisal® tube were compared to the same reference
OF added directly to the stabilizing buffer in the Quantisal® tube. Recovery was calculated

as:

Area ratio with collector
R = 100 4.6
ecovery(%) Area ratio directly in stabilizing buffer 8 (46)

Recoveries > 80% for any given analyte were considered acceptable.

Recoveries were evaluated for several experimental conditions: collector stick equilibra-
tion times of 24, 48, 72, 96 and 120 hours (with the collector stick in the stabilizing buffer);
inclusion of a 10 minute sonication step; addition of the organic precipitation solvent di-
rectly to the Quantisal® tube still containing the collector stick; added solvent volumes from

0.5 mL to 8.5 mL and solvent incubation times from 17 to 127 hours.

FINAL ANALYTICAL METHOD
PREPARATION OF CONTROL AND THRESHOLD SAMPLES

Samples of OF were collected from voluntary laboratory employees and anonymized. Aliquots
(1.5 mL) were then spiked at the required concentrations with the 97 targeted analytes (see
Appendix F.1 for threshold (cut-off) concentrations). All compounds were purchased from
Cerilliant (Round Rock, Texas, USA), except for N-desmethyl diphenhydramine, procycli-
dine and rolicyclidine which were obtained from Toronto Research Chemicals (North York,
Ontario, Canada) and 3,4-methylenedioxypyrovalerone metabolite which was secured from
Cayman Chemicals (Ann Harbor, Michigan, USA). The OF samples were spiked in borosil-
icate glass tubes 16 x 100 mm (Fisher Scientific, 14-961-29, Fair Lawn, New Jersey, USA).
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The Quantisal® collector pad was inserted into the glass tube, in contact with the OF, until
blue coloration on the collector indicated saturation of the pad with OF (1 mL + 10%, ac-
cording to manufacturer’s documentation). At this point, the collector was transferred into
the Quantisal® tube (Immunalysis, QS-0025, Pomana, California, USA) containing 3 mL of
stabilizing buffer. Samples were stored as is at 4 °C overnight prior to sample extraction to

simulate the expected sample shipment delay of future checkpoint studies.

SAMPLE EXTRACTION

In the Quantisal® tube, 4.5 mL of acetone:acetonitrile (30:70 v:v) (acetone: HPLC Grade,
Fisher Scientific, A949, Fair Lawn, New Jersey, USA; and acetonitrile: HPLC Grade,
> 99.9%, EMD Millipore corporation, AX0156-1, Billerica, Massachusetts, USA) organic
solvent was added, without removing the collection device. Tubes were capped, mixed by
inversion and incubated for 72 h at 4°C. Following incubation and vortexing, 600 pL of ex-
tract was transferred to a 2 mL square well 96-well plate (Fisher Scientific, AB-0932, Ottawa,
Ontario, Canada). Stable isotope internal standards (IS) solution (10.0 uL) were added to
each well; the compounds and concentrations are detailed in Appendix F.1. Following mix-
ing (1 minute at 1500 rpm on Thermomixer, Eppendorf, Mississauga, Ontario, Canada) and
centrifugation (5 minutes at 3200 x g), two different supernatant dilutions were prepared for
analysis with the two chromatographic methods. The first chromatographic method (gen-
eral) covered 96 of the 97 analytes targeted; for this purpose, 25.0 pL of supernatant was
transferred to a different 96-well plate equipped with 1 mL round bottom wells (Canadian
Life Science, RT96PPRWU1mL, Peterborough, Ontario, Canada) and diluted with 180 uL
of 0.2% formic acid (Fisher Chemical, A117-50, Fair Lawn, New Jersey, USA). The second
chromatographic method (cannabinoid) was designed specifically for cannabinoids analysis;
for this purpose, 200 pL of supernatant was transferred to an identical, round bottom, 96-
well plate and diluted with 50 pL of 1.5% formic acid.

LC-MS/MS ANALYSIS

For the general chromatography, 5 pL of the extract was separated in 13 minutes on an Ag-
ilent Zorbax Eclipse Plus C18 (2.1 x 100 mm, 3.5 wm) maintained at 50 °C. Mobile phase
A was an aqueous solution of ammonium formate (pH 3.0):methanol (98:2). Mobile phase B
was methanol (EMD Millipore corporation, MX0486-1, Billerica, MA, USA). A 650 puL/min

step/ramp from the A to the B mobile phase was used. Detailed gradient, analyte retention

106



times, Q1/Q3 identification and confirmation transitions, source and mass spectrometer pa-

rameters are available in Appendix F.1.

For the cannabinoid chromatography, a 10 L aliquot of the extract was separated using
the above conditions, except the column was 50 mm long and a 550 pL/min flow rate was

used for the 6.5 minute separation. Analytical details are available in Appendix F.1.

In both cases, an Agilent HPLC 1200 or 1260 Infinity coupled to a Sciex 5500 QTrap
mass spectrometer were used. The data acquisition software used was Analyst® 1.6.2 build
8489. Data was analyzed using Multiquant® 3.0.1 (Version 3.0.6256.0) software.

VALIDATION PROCEDURES

Method validation was performed according to the principles established in Section 4.1, while
considering SWGTOX’s [75] recommendations and conforming to ISO 17025:2005 [71] and
CAN-P-1578 [73] requirements.

INTERFERENCES

The presence of interferences from the matrix or exogenous compounds was assessed. To
evaluate interferences from the matrix (specificity), 15 blank OF samples were analyzed
with the final analytical method, including both chromatographies. Similarly, 140 poten-
tially interfering compounds including caffeine, nicotine, cannabidiol, cannabinol, A8-THC,
exo-THC and cannabichromen were added to blank OF and analyzed using both chromato-
graphic methods; the full list of compounds tested and their concentrations are available in
Appendix F.2. Interferences were considered to be present, from the matrix or potentially
interfering compounds, if the analyte peak area ratio in the blank was greater than 25% of
the average analyte peak area ratio of the cut-off sample; or if internal standard peak area

in the blank was greater than 5% of the average internal standard area in cut-off samples.

CARRYOVER

Three OF samples were prepared: one spiked with all compounds at a concentration 50
times higher than the cut-off; the second (analyte blank) was spiked with internal standards
only and the third (full blank) was not spiked. These samples were extracted and analyzed
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in pairs (spiked followed by analyte blank or full blank) on three separate days with two
replicates, for a total of 6 carryover tests. Carryover was considered to be present for an
analyte when the analyte peak area ratio, in the analyte blank, was greater than 25% of
the average area ratio of the cut-off samples; or for an internal standard when the internal
standard peak area, in the full blank, was greater than 5% of the average internal standard

area in cut-off samples.

ION RATIOS

The ion ratio for each analyte was calculated as:

A ansition
Ton ratio = o tansition Lo 4 g (4.7)

Areatyansition 2
The ion ratio in all available samples spiked at 100% and 150% of the cut-off concentra-
tion (rates/reproducibility /robustness experiments, total of 60 samples from 15 different OF
donors) were compared for each analyte to the average area ratio of 4 OF reference samples
at 25 times the cut-off concentration. Ion ratios were expected to be within £30% of the

average ion ratio measured in the reference samples in > 90% of cases.

STABILITY

Analyte stability at the cut-off concentration was evaluated both in the Quantisal® stabilizing
buffer (i.e., the collector pad filled with OF in the Quantisal® tube, as the sample would be
if it was shipped from the collection point to the laboratory) and in the organic solvent
supplemented Quantisal® (i.e., after the addition of organic solvent for extraction purposes).
In both cases, stability was evaluated at 4 °C over four weeks. Stability was calculated using
the average of three OF samples as:

Area ratio,—x — Area ratio,—g

Stability (%) = IR x 100 (4.8)
=0

with a target stability of 0% (a negative stability indicating degradation) and ¢ = 0 wk
being freshly spiked and extracted samples. To be considered stable at time ¢ = X wk, the
analyte’s stability should be > —20%. However, in interpreting the stability results, the
pattern of stability over the course of the study, not just one time point, was considered. A
single out-of-criteria point at, e.g., 2 weeks might be more reflective of a biased accuracy on

that day when the next two time points showed stabilities closer to the 0% target.
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RECOVERY

Recovery was evaluated according to the procedure described above using 5 OF samples

spiked at the cut-off concentration.

FALSE NEGATIVE (FNR), FALSE POSITIVE (FPR), SELECTIVITY (SLR), SENSITIVITY
(SNR) AND RELIABILITY (RLR) RATES

Method performance parameters were calculated on OF samples spiked with all analytes
at 50% and 150% of the cut-off concentration. Results for the 15 samples at 50% of the
cut-off were classified as true negative or false positive, whereas results for the 15 samples
at 150% of the cut-off were classified as true positive or false negative. Results were used
to calculate the performance parameters according to the equations detailed in Section 4.1.
The acceptance criteria for the rates were as follows: observed FNR < 7%, FPR = 0%,
RLR > 93%, SLR = 100%, SNR > 93%.

REPRODUCIBILITY AND ROBUSTNESS

Reproducibility and robustness were evaluated by carrying out an evaluation of the rates
as described in the previous paragraph on three different days, changing the solutions and
mobile phases lots, HPLC columns, LC-MS/MS instruments and technical staff. The same

acceptance criteria for the different rates apply.

INTERNAL PROFICIENCY TESTING

In production, 5 samples of OF spiked at the cut-off concentration and 3 samples of OF
spiked at 150% of the cut-off concentration were used to establish the classification bins.
The average area ratio (ARco) measured in the cut-off samples acted as the measure-
ment threshold. Unknown samples with ARyyx < ARco were classified as negative; sam-
ples with ARco < ARynk < ARy50% were classified as likely positive; and samples with

ARynk > AR50y were classified as positive, as suggested in Section 4.1.

In order to test that the procedure performed as expected, six OF samples were fortified

with different compounds at various concentrations, adsorbed onto the collector pad and
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stored in the Quantisal® tube. A laboratory member who was “blinded” to their concentra-
tions analyzed these samples. The results (negative/likely positive/positive) were checked
for accuracy by the laboratory member who performed sample spiking. This blind analysis

was carried out in triplicate over two different batches.

4.3.4 RESULTS AND DISCUSSION
DEVELOPMENT AND OPTIMIZATION

Because of the short time frame available for method development and validation, the most
efficient path was to modify an existing LC-MS/MS targeted screening method [158] to
suit the needs of this project (new matrix, qualitative analysis). In doing this, most of the
method development concerns centered on the impact of using this new matrix: the OF in a
Quantisal® stabilizing buffer. The Quantisal® device was selected based on literature reports
and communications with other forensic toxicology laboratories. No other collection device

was evaluated for this project, due to the short timeframe.

POLYGLYCOL INTERFERENCES

Although the exact contents of the Quantisal® stabilizing buffer are proprietary, the pres-
ence of polyglycol compounds such as polyethylene glycol (PEG) has been surmised in a
few other studies [177, 179]. This family of compounds is known to be problematic for mass
spectrometers by creating large ionic suppression and contaminating the quadrupoles [180].
It was crucial that this project, being secondary to the main laboratory production activity,
did not jeopardize the performance of the mass spectrometry instrumentation. Presence of
PEGs was, therefore, the first item examined in the course of method development. Full
scan analyses of extracted blank OF in the Quantisal® stabilizing buffer were performed
for both the general and cannabinoid chromatographic methods. Resulting total ion chro-
matograms (TICs) did not reveal the presence of PEGs in the general method; most likely,
they eluted during the wash where the flow was diverted to waste. On the other hand, a
typical polyethylene glycol pattern was identified in the cannabinoid method (Figure 4.3.1).
The elution of PEGs in this separation coincided with the elution of 11-nor-9-carboxy-A9-
tetrahydrocannabinol (THC-COOH) and 11-hydroxy-A9-tetrahydrocannabinol (THC-OH).
The chromatographic conditions could have been modified to attempt to separate PEG inter-
ferences from THC-COOH and THC-OH; however, these metabolites have only a moderate
importance to toxicological interpretation in OF [171]. Although the presence of THC-
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Figure 4.3.1: Polyethylene glycol (PEG) mass spectrum identified in the cannabinoid chromatogra-
phy.

COOH in particular is relevant, it is present at very low levels (pg/mL) [181] in OF which,
in any event, would be hard to detect with the present type of method. A separate, optimized
method most likely using a pre-concentration step would need to be used [181]. Taking all of
these elements into account, the final decision was to eliminate THC-COOH and THC-OH

from the assay, which allowed the effluent to be diverted to waste during PEG’s elution.

MAXIMIZING RECOVERY

Recovery from the whole collection device, including the collector pad and stabilizing buffer,
should be estimated to be representative of analyzed samples [165, 166, 169]. Using this
approach, it was quickly obvious that recovery from the device was an issue (Figure 4.3.2),
with 55 out of 97 compounds achieving a recovery below the 80% threshold. Others have
faced the same issue and increased the recovery by using a plunger to destroy the collection
pad [166] or a serum separator to compress the collection pad [165]. The number of sam-
ples and time frame envisioned for the roadside study here called for a higher throughput
solution, where individual collection pad crushing for each collected oral fluid sample was
not required. Several solutions were tested, including longer incubation times, addition of a
sonication step and incubation in the organic solvent. Figure 4.3.2 shows analyte recovery
density plots for a standard one day preparation, with a 10 minute sonication step, a three

day incubation at 4 °C prior to sample preparation, and a three day incubation with the or-
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Figure 4.3.2: Density plots of the measured recoveries for all analytes under different preparation
conditions.

ganic solvent. Peak density exceeds the 80% recovery threshold with an incubation period,
and incubation with the organic solvent shows an additional recovery gain. Further opti-
mization of the time and volume parameters for the organic solvent incubation was carried

out to obtain the final extraction conditions.

METHOD VALIDATION

The main method validation results are summarized below, and complete results are avail-

able in Appendix F.2.

INTERFERENCES

Interferences from the OF matrix were observed for 7 analytes (aripiprazole, clobazam, co-
caine, 7-amino-flunitrazepam, fluoxetine, lorazepam and N-desmethyl-mirtazapine), in 1 to
4 of the OF samples tested. In all cases however, the interferences were below the critical
threshold (25% of the average area ratio in the cut-off samples). Interferences were also

observed in all OF samples for THC’s identification transition, but 0.05 minutes or more
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after THC’s retention time and thus outside of the integration window. No significant inter-
ferences from the potentially interfering compounds tested were observed; all interferences
observed were either below the set thresholds or chromatographically separated. Despite
being below the set threshold and narrowly chromatographically separated, an interference
of nitrazepam-D5 on oxazepam’s identification transition was noted. Thus overall, no signif-

icant interferences were noted for the analytes and internal standards under study.

CARRYOVER

Over the six blank samples analyzed, only one sample had analytes which did not satisfy the
criteria for carryover from the high concentration sample (50 times the cut-off concentra-
tion). The analytes where carryover exceeded the threshold of 25% of the average area ratio
in cut-off were: 7-amino-clonazepam (30%), benzoylecgonine (36%), 7-amino-flunitrazepam
(33%) and O-desmethylvenlafaxine (35%). Given that the average carryover for each of
these analytes was below the set threshold, none of the analytes were considered to have
significant carryover. It is however noteworthy that 7-amino-flunitrazepam and oxycodone
produce below threshold, but constant, carryover after injection of a high concentration sam-
ple. Samples immediately following those with a high concentration of these two analytes

should be examined for potential carryover.

ION RATIOS

The ion ratio of threshold and positive samples (100% and 150% of the cut-off concentra-
tion) meet the identification criteria for 99% of analyzed samples on average for all analytes
except one: oxazepam. In this case, only 63% of the 60 samples analyzed meet the ion ratio
criteria. This poor identification rate was attributable to the nitrazepam-Dj interference on
the identification transition, influencing the ion ratio for this analyte. Nitrazepam-Ds; was
kept as an internal standard (IS) despite this interference because it is part of an IS mix

used for other methods in the laboratory.

STABILITY

Stability of the OF samples, stored at 4°C, was evaluated over a period of 4 weeks. This

time frame was longer than strictly necessary, since it is anticipated that samples will be
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fully analyzed within 3 weeks of collection.

Several species exhibit an instability pattern in the Quantisal® stabilizing buffer alone,
starting after 1 to 3 weeks of storage: a-hydroxyalprazolam, chlordiazepoxide, clonazepam,
7-aminoclonazepam, flunitrazepam, 7-aminoflunitrazepam, N-desmethyl-flunitrazepam, ni-
trazepam, olanzapine, N-desmethylolanzapine, zopiclone and

N-desmethylzopiclone.

The good news is, addition of the organic solvent addresses this instability problem
for most analytes. After addition of the organic solvent, the only analytes exhibiting an
instability pattern are chlordiazepoxide (starting at 3 weeks), olanzapine (3 weeks) and N-
desmethyl-olanzapine (2 weeks), while 7-aminoflunitrazepam and N-desmethylflunitrazepam
exhibited some small instability pattern which did not cross the —20% threshold. These re-
sults are not surprising, since olanzapine and its metabolite [182] and chlordiazepoxide [183]
are known to suffer from instability issues in most biological matrices and extraction solvents.
In all cases, treating samples with the organic solvent less than one week after collection,

and analyzing them within the following week should suffice to avoid potential instability.

RECOVERY

The recovery experiment was performed for information purposes only, i.e., a recovery < 80%
would still be considered acceptable if all other validation criteria were met. Indeed, if the
rates experiments, characterizing the quality of the output of this method, meet expected
criteria despite a low recovery, this indicates internal standards and matrix matched cut-off
samples correct sufficiently for the bias introduced by the low recovery. Only four analytes
were found to have a recovery below the 80% threshold, albeit close to it: flunitrazepam

(73.9%), norfluoxetine (74.3%), nitrazepam (70.3%) and N-desmethylolanzapine (79.4%).

RATES, REPRODUCIBILITY AND ROBUSTNESS

False negative (FNR), false positive (FPR), sensitivity (SNR), selectivity (SLR) and reliabil-
ity (RLR) rates were obtained for 45 different OF samples divided across three experiments,
each run on a separate day. In the first experiment, olanzapine was out-of-specification for
FNR, SNR and SLR. In the second experiment, out-of-specification results were obtained
for olanzapine (FNR, SNR) and oxazepam (FPR, RLR, SLR). In the third experiment, out-
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of-specification results were obtained for 7-aminoclonazepam (FNR, SNR), flunitrazepam
(FNR, SNR) and nitrazepam (FNR, SNR). Combining results for the three batches, olanza-

pine, flunitrazepam and nitrazepam still did not meet the set criteria.

Olanzapine, 7-aminoclonazepam, flunitrazepam and nitrazepam all failed either the over-
all rates criteria or the reproducibility /robustness portion, in addition to having stability
issues. A likely hypothesis is that the stability issues generate a higher rate of false nega-
tives, in turn affecting the SNR. Oxazepam failed the reproducibility /robustness portion, in
addition to the ion ratio specifications. The likely explanation here is that the interference
from nitrazepam-Dj5 contributed to increasing the number of false positives, in turn affecting
the RLR and SLR.

Considering these results, olanzapine, 7-aminoclonazepam, flunitrazepam, nitrazepam
and oxazepam were removed from the qualitative decision point method scope. These ana-
lytes are still monitored by LC-MS/MS, but the results are reported as “detected” or “not
detected”, i.e., positioning the sample with respect to a cut-off concentration cannot be reli-
ably achieved. Rather, samples can only be screened. That being said, these drugs have low
prevalence in the geographical region targeted by the roadside study (province of Québec,
Canada), thus the impact of shifting those drugs from a qualitative decision point method

to a screening only method is negligible.

INTERNAL PROFICIENCY TESTING

Once the OF analysis method was validated for 92 analytes with a decision point and 5
analytes in screening mode, internal proficiency testing was performed. Spiked samples were
treated as unknown samples (blind to the analyst) in exactly the same setting and condi-
tions as in a production setting. 48 analytes were spiked at various levels around the cut-off
concentrations in six different samples. Five extracted cut-off samples and three samples
at 150% of the cut-off concentration (positive control) were analyzed as they would be in
a production batch. Unknown samples, were classified as “negative” (ARynkx < ARco),
“likely positive” (ARco < ARynk < ARis0%) or “positive” (ARynk > ARis0%). The clas-
sification “likely negative” suggested in Section 4.1 was dropped due to its lower usefulness
in a roadside survey study. Precautions against false positives should be taken, but false
negatives in this context entails less consequences than false positive results. In samples an-
alyzed (Appendix F.2), some below cut-off and > 150% cut-off samples did score as “likely

positive”, which was to be expected given the uncertainty of measurement and the concen-
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trations used®. More importantly though, no false negative nor false positive results were

detected, thus confirming the validity of the method.

4.3.5 CONCLUSIONS

We have successfully developed and validated a high throughput OF qualitative decision
point analysis method for 92 analytes (and screening for 5 additional analytes). Amongst
other possible applications, this atypically wide-scope method is suitable for OF roadside
surveys where a large number of samples are collected and sent to the laboratory on the
same day. Given the sample preparation and analysis time requirements, a total capacity

for 350 to 400 samples per week is possible using one LC-MS/MS platform.

The extraction procedure was developed to maximize recovery from the collection device
while remaining efficient in terms of laboratory labour and time required. Incubation with
the precipitation organic solvent mixture achieves a high analyte recovery, while simultane-

ously curbing the stability issue of several benzodiazepines.

While solid phase extraction (SPE) is typically used for the analysis of such samples to
deal with the polyglycol content of the stabilizing buffer, we have found that a dilution ap-
proach can be suitably deployed, enabling higher throughput. A judicious chromatographic
method can divert the polyglycols before they reach the mass spectrometer. In the present
case, co-elution of polyethylene glycol with THC-COOH and THC-OH prevented their in-

clusion in the final method but, the more important THC was successfully analyzed.

The validation guidelines presented in Section 4.1 allowed for efficient validation in com-
pliance with ISO 17025 [71] requirements. Only four experiments were required to complete
the validation stage. As an added benefit, using this type of validation and production
analysis produces information of additional value to the client, introducing a notion of mea-
surement uncertainty in the final result reported (i.e., “likely positive” vs. “positive”, in
accordance with ISO 17025:2017 [72] requirements).

®Note that performance rates were not measured on the “likely positive” limit, since its role is to act
as the upper boundary of the unreliability zone and not as a cut-off. In the same way we are not measur-
ing a confidence interval on the upper boundary of a confidence interval, we are not measuring rates for
the “likely positive” boundary.
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4.4 MATHEMATICAL METHOD VALIDATION TOOLS

Section 4.3 demonstrates clearly that the categorization scheme developed in Section 4.1
to deal with uncertainty of measurement (negative, probably negative, probably positive,
positive) can be adapted to different casework requirements. In the case of oral fluid anal-
ysis, a false negative result was of lesser concern, but it was important to deal with false
positive results. Thus the “likely negative” category was not implemented. In other types
of casework, the opposite might happen, and laboratories will have the necessary flexibility

to adapt the production settings as they see fit.

All the mathematical method validation tools, which were developed in the preceding
chapters, were foreseen as necessary to validate quantitative and qualitative aspects of a
CYP characterization and quantification method. What is presented next in Chapter 5 is
the development, optimization and testing of said CYP method. Even though it is the last
experimental chapter, work on CYP analysis started before any of the previous chapters and

was carried out in parallel with the aforementioned tools.
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Postmortem Estimation of Metabolic Capacity
Through Cytochrome P450 Enzyme
Characterization and Quantification

— A Proot of Concept

5.1 ABSTRACT

Metabolic capacity, an estimation of the rate at which xenobiotics are transformed by drug
metabolizing enzymes in the human body, can be a relevant piece of information for forensic
toxicologists, allowing for example differentiation between a medical error and an accidental
intoxication. Metabolic capacity is typically estimated postmortem via enzyme genotyping.
However, this classification of individuals according to their metabolizer type suffers from
poor correlation with the actual metabolic capacity due to several factors affecting enzyme
expression. As an alternative to the genomics based estimation, we describe a proteomics
approach to characterization and quantification of cytochrome P450 (CYP) enzymes which

has the potential to yield a more accurate estimation of metabolic capacity. CYP-rich
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Figure 5.1.1: Graphical abstract for “Postmortem Estimation of Metabolic Capacity Through Cy-
tochrome P450 Enzyme Characterization and Quantification — A Proof of Concept”.

liver microsomes were isolated by mechanical homogenization followed by ultracentrifuga-
tion. The microsomal pellet was resuspended, reduced, alkylated and digested with trypsin.
The resulting tryptic digest was purified by solid phase extraction, evaporated and reconsti-
tuted for analysis on a liquid chromatography system coupled to tandem mass spectrometry
(LC-MS/MS). Method parameters were optimized by design of experiments to maximize
sensitivity. Prevalent and deleterious CYP 2D6 and CYP 3A4 polymorphisms were mon-
itored via analysis of the peptides expressing the genetic mutations. Simultaneously, the
enzyme expression level in the tissue was estimated by quantification of selected CYP 2D6
and CYP 3A4 peptides. Combination of the activity and expression components should al-
low for a more accurate estimation of metabolic capacity. While application of this method
on polymorphic human liver microsome samples show results matching the expected pattern,
sample complexity remains a barrier to full validation and wide application in the forensic

toxicology field.

5.1.1 HIGHLIGHTS

o A genomics approach to metabolizer type categorization suffers from poor correlation

to the metabolic capacity;

o A proteomics approach has the potential to yield a better estimate of the metabolic
capacity by combining both characterization of cytochrome P450 (CYP) enzyme mu-

tations and CYP quantification in liver tissue;
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o Human liver microsomes were isolated from liver homogeneate by ultracentrifugation,
tryptically digested and analyzed by LC-MS/MS, the procedure was optimized for

maximal sensitivity by design of experiments (DoE);

o Application of this method on recombinant CYPs and polymorphic human liver micro-
some samples resulted in the expected profile being observed (both in terms of peptides

monitored and abundance);

o Liver sample complexity generates large matrix effects, sensitivity and instrumental
issues, therefore sample treatment will require improvement before this method can be

widely applied.

5.2 INTRODUCTION

Metabolic capacity can be defined as a figure representing the rate at which xenobiotics are
transformed by metabolizing enzymes in the human body. This parameter is largely deter-
mined by the largest and most relevant enzyme family for forensic toxicology, cytochrome
P450 (CYP) (e.g., CYP 2C9, CYP 2D6, CYP 3A4) [17, 184].

The relevance of possessing knowledge about metabolic capacity has been discussed by
several authors. Most notably, the impact on markers of acute vs chronic consumption [9, 34—
37] (e.g., enontiomeric ratio and metabolite to parent drug ratio) and the role in intoxication
cases has been studied [10, 33, 34, 38, 39]. For example, individuals with a severely com-
promised metabolic capacity might undergo a fatal accumulation of a chronically dosed
drug [23, 185]. Knowledge about the metabolic capacity should allow the forensic toxicolo-
gist to differentiate, for example, between medical error and voluntary or negligent overdose.

It is therefore a relevant piece of information to shed light on the circumstances surrounding
death.

The clinical approach to estimation of metabolic capacity, i.e., injection of innocuous
probes and monitoring their pharmacokinetic curves [24], is impossible to apply with post-
mortem cases. Forensic toxicologists have therefore relied on the traditional pharmacoge-
nomics approach: genotyping [11, 23]. CYP encoding genes are analysed to detect the pres-
ence of one or more mutations. Changes in the DNA sequence can have different impacts on
the CYP protein: prevention of its expression in the cell through various mechanisms (gene
deleted, insertion of a stop codon, splicing defects) or modification of an amino acid in the

enzyme, which can be deleterious to its activity or have no impact at all. These CYP enzyme
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polymorphisms are compiled from publications by an international consortium, the Phar-
macogene Variation Consortium [18]. An unmutated, wild type (WT) enzyme is labelled
as CYP*1, while *2, *3, *4 and higher notations are attributed to mutated versions of the
enzymes in the order they were discovered. The genotype of an individual, i.e., the polymor-
phic state of the CYP encoding gene(s) of the allele inherited from the mother and the allele
inherited from the father, are used to classify individuals according to their metabolizer type
(Figure 5.2.1a): poor, intermediate, extensive (normal) and ultrarapid metabolizers [23].
Poor and ultrarapid metabolizer types have been linked to fatal intoxications with mor-
phine [40, 186], fluoxetine [41] and doxepin [42]. More broadly, ensembles of intoxication
cases (n = 11 to 53) with methadone [10], codeine [34], citalopram [38], fentanyl [33] and
oxycodone [39] have been evaluated under the pharmacogenomics lens. All studies found a

possible genetic effect in a portion of the cases.

Nevertheless, genotyping for metabolizer type remains a sparingly used tool in forensic
toxicology. This might be explained, in part, by the low genotype (metabolizer type) to
phenotype (observed metabolic capacity) correlation [11]. Indeed, an individual classified as
an extensive metabolizer might actually exhibit a metabolic capacity closer to a poor me-
tabolizer (Figure 5.2.1b). This discrepancy can, at least in part, be linked to the wide range
of CYP enzyme expression, i.e., the enzyme concentration in organ tissues, which can vary
by a factor of 20 or more inside a metabolizer group [44, 65]. The transcription level gap can
be caused by the presence of inducers or inhibitors [9, 16], age [19, 20|, gender [19, 21, 22]
or physiological state [187, 188] (e.g., liver disease). If proteins are the product of the DNA
instructions set, their quantitative analysis combined with activity information should yield
a metabolic capacity estimation closer to the phenotype than genotyping alone can. In the
postmortem setting, liver tissue is freely available for protein analysis, a fact that can be

taken advantage of.

Thus, our aim is to develop an LC-MS/MS proteomics method to estimate metabolic ca-
pacity postmortem via the characterization and quantification of CYP enzymes in liver tissue.
Literature on CYP analysis reports a number of approaches to identify or quantify (Table
5.2.1) CYP enzymes in human liver collected during surgical interventions [44, 47, 65-67],
purchased pooled human liver microsomes [47, 65], mouse [68, 69] or pig liver [70]. Con-
current work on postmortem liver samples was also carried out by Hansen et al. [189]. A
large number of CYP subfamilies were quantitated absolutely [44, 47, 65-67, 189] or rela-
tively [44, 68-70] (i.e., by comparing normal and induced state). Different preparation (e.g.,
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Figure 5.2.1: Classification of genotype, phenotype and metabolizer type. (a) Categorization of
individuals by metabolizer type according to genotype (black: WT CYP encoding gene, red: dele-
terious mutation in the CYP encoding gene) and the predicted impact on CYP enzyme population
(blue: functional enzymes, red: non-functional or absent enzyme). (b) Distinction between predicted
metabolic capacity according to genotype and actual observed phenotype influenced by epigenetic fac-
tors.

gel electrophoresis [44, 66, 70], in solution [47, 65]) and quantification (e.g., absolute quantifi-
cation with isotope-labelled internal standards (AQUA) [44, 47, 65, 67, 190], exponentially
modified protein abundance index (emPAI) [70], isotope coded affinity tags (ICAT) [68] and
180 labelling [69]) techniques have been used. Based on this body of literature, the only
remaining step seemed to be minor adjustments and simplifications to match forensic tox-
icology samples and standard practices. In the end, transfer to the postmortem domain

proved much more difficult than anticipated. Notwithstanding the complications that re-
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main to be addressed, we present a proof of concept method for proteomic quantification
and characterization of CYP enzymes in postmortem cases to estimate metabolic capacity.
This proof of concept was developed for CYP 2D6 and CYP 3A4 enzymes, given their im-

portance in the metabolism of major xenobiotics routinely encountered in forensic toxicology.

Table 5.2.1: Comparison of published CYP absolute quantification techniques.

1. Wang et al. [47]
» Quantification of CYPs 3A4 and 3A5
o Liver tissue preparation: N/A, only microsomes
e Microsomes preparation: SDS-PAGE gel compared to in-solution digestion
» Mass spectrometry instrument: unit resolution, API 4000
o Chromatography length: 5.2 minutes
« Number of peptides and transitions: 1 peptide per CYP, 1 transition per peptide
« Quantification approach: external calibration with peptides, SIL-IS

2. Langenfeld et al. [67]
« Quantification of CYP 2D6
o Liver tissue preparation: homogeneization, differential /ultracentrifugation
e Microsomes preparation: gel electrophoresis
e Mass spectrometry instrument: unit resolution
o Chromatography length: 40 minutes
o Number of peptides and transitions: 4 peptides per CYP, 3 transitions per peptide
« Quantification approach: external calibration with recombinant CYPs, SIL-IS

3. Seibert et al. [44]
e Quantification of CYPs 1A2 and 2E1
e Liver tissue preparation: grinding frozen tissue and differential centrifugation
e Microsomes preparation: 1D-gel electrophoresis
« Mass spectrometry instrument: unit resolution LCQdu°
o Chromatography length: 58 minutes
e Number of peptides and transitions: 1 peptide per CYP
« Quantification approach: internal calibration with SIL-IS

4. Kawakami et al. [65]
« Quantification of CYPs 1A2, 2A6, 2B6, 2C8, 2C9, 2C19, 2D6, 2E1, 3A4/43, 3A5, 3A43
« Liver tissue preparation: homogeneization in Potter-Elvehjem, differential centrifugation
e Microsomes preparation: in-solution digestion

e Mass spectrometry instrument: unit resolution, API 5000
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o Chromatography length: 50 minutes
e Number of peptides and transitions: 1 peptide per CYP, 4 transitions per peptide
« Quantification approach: external calibration with peptides, SIL-IS
5. Williamson et al. [190]
« Quantification of CYPs 1A2, 2B6 and 3A4
o Liver tissue preparation: N/A, hepatocytes or microsomes only
» Microsomes preparation: in-solution digestion
» Mass spectrometry instrument: unit resolution, AB SCIEX 4000 QTRAP
e Chromatography length: 15 minutes
e Number of peptides and transitions: 3 peptides per CYP, 3 transitions per peptide
« Quantification approach: internal calibration with SIL-IS
6. Hansen et al. [189]
« Quantification of CYPs 1A2 and 3A4
« Liver tissue preparation: motor-driven Potter-Elvehjem, differential centrifugation
» Microsomes preparation: in-solution digestion
e Mass spectrometry instrument: unit resolution, Waters Xevo TQ-S
o Chromatography length: 16 minutes
e Number of peptides and transitions: 2 peptides, 2 transitions per peptide

» Quantification approach: internal calibration with SIL-IS

5.3 MATERIAL AND METHODS

5.3.1 HUMAN LIVER MICROSOME ISOLATION

The human liver microsomes (HLM) isolation process is illustrated in Figure 5.3.1. A 1 g
piece of washed postmortem liver tissue was cut into small pieces of ~ 3 mm? using a scalpel
and put in a 50 m L polypropylene conical tube (Sarstedt, 62.547.205, Niimbrecht, Germany).
50 pL of protease inhibitor cocktail (Sigma, P8340-5mL, Oakville, Ontario, Canada) as well
as 2 mL of deionized water was added to the liver tissue, and the mixture incubated at
4°C for 24 hours. This hypotonic treatment is designed to generate cell lysis via differential
salt concentration [191, 192]. While faster alternatives could be implemented, for different
logistical reasons this long lysis did not hinder the process as a whole and was chosen for
its simplicity. Following incubation, 50 pL of Triton X-100 (Sigma, T9284-100mL, Oakville,
Ontario, Canada), 750 puL of 1 M NaCl (Sigma, S9888-500G, Oakville, Ontario, Canada),
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Liver Tissue

Homogeneate Microsomal Resuspension
fraction (HLM)

Figure 5.3.1: Human Liver Microsome (HLM) preparation process.

250 pL of 1 M, pH 7.4, Tris buffer (Sigma, T5941-500G (hydrochloride) and T6066-100G
(base), Oakville, Ontario, Canada) and 1.9 mL of deionized water was added to the sample
which was then vortexed. A Brinkmann Polytron® Homogenizer (Kinematica AG, Luzern,
Switzerland) mechanical blender was then used to homogenize the sample completely. The
S9 cellular fraction (also called post-mitochondrial fraction) was isolated by centrifuging the
polypropylene tube and its content at 10 000 x g at 4°C for 20 minutes (centrifuge 5810R,
Eppendorf, Hamburg, Germany). The supernatant (S9 fraction) was further centrifuged for
60 minutes at 100 000 x g at 4°C to isolate the microsomal pellet (Optima L-100 XP ultra-
centrifuge, Beckman Coulter, Brea, California, USA). The supernatant was removed using
a Pasteur pipette and discarded. The microsomal fraction was then lyophilized (LabConco,

Kansas City, Missouri, USA) and homogenized into a powder.

The pooled human liver microsomes (XenoTech, H0630, Lenexa, Kansas, United States)
and the genotyped human liver microsomes (XenoTech, H2D6.MA, Lenexa, Kansas, United

States) extracts were purchased and used as is with no further isolation.

5.3.2 SAMPLE PREPARATION AND TRYPTIC DIGESTION
STABLE ISOTOPE-LABELLED (SIL) INTERNAL STANDARD (IS) SOLUTIONS

Allisotopically labelled (heavy) peptides were purchased from Life Technologies Inc., Burling-
ton, Ontario, Canada and dissolved to a final concentration of 1.125 pmol/uL using the
solvent specified in Table 5.3.1.
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Table 5.3.1: Internal Standards (IS) and their solvent.

Identifier Peptide sequence!

IS 2D6 Q1 S116QGVFLA(R) 23 MPA

IS 2D6 Q2 F13:SVSTL(R) 140 MPA

IS 2D6 Q3 AsysFLTQLDELLTEH (R)a5 DMSO

IS 2D6 Q4 V331 QQEIDDVIGQV (R )543 MPA

IS 2D6 Q5 D351 IEVQGF(R) 355 MPA

IS 2D6*4/10 WT1 | Y33PPGPLPLPGLGNLLHVDFQNTPYCFDQL(R)s, | DMSO
IS 2D6%4/17 WT2 | EgALVTHGEDTADRPPVPITQILGFGP(R):15 DMSO
IS 2D6%9 WT Doz LTEAFLAEME(K )5 MPA
IS 3A4 Q1 LssGIPGPTPLPFLGNILSYH (K )5 MPB
IS 3A4 Q2 Vs WGFYDGQQPVLAITDPDMI(K ), DMSO

IS 3A4 Q3 Es VINFL(R)a50 MPA

IS 3A4 Q4 Lsss FPIAM(R) 37 MPA

IS 3A4 Q5 G301 VVVMIPSYALH(R) 405 MPA

IS 3A4*8 WT S151LLSPTFTSG(K) 141 MPA

LA peptide sequence noted “S;16QGVFLA(R)123” indicates that the first amino acid of the peptide, serine
(S), is the 116'"" amino acid in the sequence of the protein (here, CYP 2D6). The last amino acid of the
peptide, arginine (R) is the 123'¢ amino acid in the protein sequence. Standard one letter codes for amino
acids are used. Amino acids in parenthesis and bold, e.g., (R), indicates that the heavy amino acid

(+10 Da for arginine, +8 Da for lysine) was used for synthesis.

2MPA: mobile phase A, 0.1% formic acid in water; MPB: mobile phase B, 0.1% formic acid in acetonitrile;
DMSO: dimethylsulfoxide (Sigma, 472301-100ML, Oakville, Ontario, Canada). Note that MPA was used
as the first solvent, as suggested by the peptide manufacturer, followed by MPB failing proper
solubilization, and finally DMSO as a last recourse. No comparative solubility test was carried out, and
therefore some peptides might only dissolve partially in MPA. Further experiments could be carried out to

select an optimal solvent for each peptide.

CYP CALIBRATION STANDARDS PREPARATION

Serial dilutions (1:10, 1:100, 1:1000) of recombinant CYP 2D6 and CYP 3A4 (1 nmol/mL,
XenoTech, CYP/EZ007 and CYP/EZ002, Lenexa, Kansas, United States) were prepared in
50 mM NH4HCOj; (Sigma, A6141-500G, Oakville, Ontario). These solutions were used to
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prepare calibration standards with concentrations of 2.5, 5.0, 25, 50, 125, 250, 500, 1250,
2000, 2500 pmol/mL, as well as quality control samples of 37.5, 1000 and 1750 pmol/mL.
Volume was brought to 150 L using 50 mM NH,HCOg3 buffer. 10 pL of each SIL-IS solu-
tion (Table 5.3.1) was added to each sample, followed by 205 pL of 1.2 M thiourea/4.8 M
urea (Sigma, U5128-100G (urea) and T7875-5G (thiourea), Oakville, Ontario), and 205 pL
of 1.8% CHAPS (Sigma, C5070-1G, Oakville, Ontario). Urea and thiourea are chaotropic
agents, molecules that disrupt the hydrogen bonding network, thus destabilizing the three-
dimensional structure of proteins. Samples were incubated at 45°C in a water bath for
30 minutes to allow protein denaturation (unfolding) under the combined effect of the

chaotropic agents, detergent and heat.

PREPARATION OF A MICROSOMAL FRACTION ISOLATED FROM POSTMORTEM LIVER

To all the powdered microsomal fraction transferred quantitatively from the ultracentrifu-
gation vessel, 585 pL of 1.2 M thiourea/4.8 M urea, 200 pL of 1.8% CHAPS, 10 L of each
IS solution and 2440 pL of 50 mM NH4HCOj3 buffer were added. The microsomal fraction
was resuspended by performing approximately 10 passes of the pestle in a Potter-Elvehjem
apparatus. The homogeneate was transferred to a 5 mL LoBind Eppendorf tube (Eppen-
dorf, 0030108302, Hamburg, Germany). Samples were denatured in a 45°C water bath for

30 minutes.

PREPARATION OF PURCHASED HUMAN LIVER MICROSOMES (HLMSs)

In a 5 mL LoBind Eppendorf tube, 100 xL of purchased HLMs, 585 pL of 1.2 M thiourea/4.8 M
urea, 200 pL of 1.8% CHAPS, 10 uL of each IS solution and 2440 pL of 50 mM NH,HCO3

buffer were combined, vortexed and denatured in a 45°C water bath for 30 minutes.

REDUCTION, ALKYLATION AND DIGESTION

13 puL of 125 mM dithiothreitol (DTT) (prepared from 1 M DL-dithiothreitol solution,
Sigma, 43816-10ML, Oakville, Ontario, Canada) was added to each sample, vortexed and
incubated at room temperature for 30 minutes to reduce the disulfide bonds (bridges) in the
proteins [193]. These bonds occur between two cysteine (C) side-chains and contribute to

the overall three-dimensional structure of the proteins [194].
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To prevent reformation of the disulfide bridges, the sulfur atoms were capped via an
alkylation process [195]. Following the addition of 38 uL of 50 mM iodoacetamide (Sigma,
A3221-1VL, Oakville, Ontario, Canada), each sample was vortexed and incubated at room
temperature for 30 minutes. The incubation was carried out in the dark due to the light
sensitivity of iodoacetamide. FExcess alkylating agent was quenched by adding 15 ul of
250 mM DTT to every sample and vortexing.

Digestion with trypsin was initiated by adding 10 ug of trypsin (Promega, V511A, Madi-
son, Wisconsin, USA) reconstituted in 50 mM acetic acid (Promega, V542A, Madison,
Wisconsin, USA) to each sample and vortexing. The protein:protease ratio of the mid-level
QC was 5.6. Samples were incubated for 5 hours at 37 °C with vortexing every 30 minutes.
At the completion of the digestion step, trypsin was quenched by addition of 50 L of formic
acid (Fisher, A117-50, Ottawa, Ontario, Canada) and vortexing.

5.3.3 TRYPTIC DIGEST CLEAN-UP

Specimens were centrifuged at 1258 x g for 10 minutes to pellet the suspended material (e.g.,
protein aggregates and particulates). Solid phase extraction (SPE) clean-up was carried out
on centrifuge. SPE cartridges (Oasis HLB 3 cc, Waters, WAT(094226, Mississauga, Ontario,
Canada) were conditioned with 1 mL of acetonitrile (EMD Millipore, AX0156-1, Etobicoke,
Ontario, Canada) followed by 1 mL of ammonium formate/formic acid buffer (50 mM, pH
3.0) (ammonium formate: Sigma, 70221, Oakville, Ontario, Canada; formic acid: Fisher,
A117-50, Ottawa, Ontario, Canada). Cartridges were loaded with a mixture of 1000 pL of
ammonium formate/formic acid buffer (50 mM, pH 3.0) and 1000 pL of sample; this loading
step was performed 3 times to load a total of 3 mL of specimen. Cartridges were rinsed with
two 1 mL volumes of ammonium formate/formic acid buffer (50 mM, pH 3.0). Retained
material was eluted by using two 500 L volumes of 80:20 v:v acetonitrile:buffer. Eluant was
evaporated (Xcel Vap, Horizon Technologies, Salem, New Hampshire, USA) to dryness under
N, at 30°C and reconstituted in 200 pL of 80:20 0.1% formic acid in water:0.1% formic acid
in acetonitrile. Extracts were stored in deactivated glass inserts (6 mm diameter, 300 pL,
conical bottom with spring, deactivated, Phenomenex, AR0-4626-12, Torrance, California,
USA).
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5.3.4 LC-MS/MS ANALYSIS

A 20 pL aliquot of the extract was injected on an Advance Bio Peptide Mapping column
(2.1 x 150 mum x 2.7 pm, 120 A pores, 653750-902, Agilent, Mississauga, Ontario, Canada)
for a 45 minute separation. An Agilent 1200 HPLC (Mississauga, Ontario, Canada) coupled
to a Sciex 5500 QTrap (Concord, Ontario, Canada) was used to perform this analysis. All
instrumental parameters (mass transitions, potentials, gas settings, chromatography) are
available in Appendix G.1. Table 5.3.2 identifies the peptides monitored, in addition to the
internal standards presented in Table 5.3.1. A peptide was considered as identified when
all transitions had a signal-to-noise ratio > 3 : 1, ion ratios within +30% of the reference

samples, and a retention time within 0.1 min of the SIL-IS.

5.3.5  In vitro POSTMORTEM DECOMPOSITION

The Research Ethics and Compliance Unit from Concordia’s Office of Research approved
the secondary use of these liver tissues. A ~ 10 g block of liver tissue collected during a full
autopsy was separated in 10 pieces of ~ 1 g each. Each piece of liver was stored in 15 mL
polypropylene tubes (Sarstedt, 62.554.002, Niimbrecht, Germany). One sample was frozen
immediately at —20°C as a reference. Other samples were left at room temperature for a
duration of 1, 2, 3, 5, 7, 10, 14, 21 and 28 days, respectively, and frozen at —20°C pending
analysis. A —20°C freezer was favoured over a —80 °C freezer because it is commonplace in
forensic toxicology laboratories and achieves the goal of halting bacteriological degradation;
preservation of enzyme functionality (activity) is not required in this case. Microsome isola-
tion, sample preparation, tryptic digestion and sample clean-up were performed as described

above.
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Table 5.3.2: Monitored quantotypic and mutation site peptides.

2D6 Q1 S116QGVFLAR 93
2D6 Q)2 F134SVSTLR 149
2D6 Q3 AssFLTQLDELLTEHR 59
2D6 Q4 V331 QQEIDDVIGQVR343
2D6 Q5 D351 IEVQGFRags
2D6*10  WT Ys;3sPPGPLPLPGLGNLLHVDFQNTPYCFDQLRg:
2D6*10 MUT P34S Y53SPGPLPLPGLGNLLHVDFQNTPYCFDQLR;,
2D6*17 WT EsgALVTHGEDTADRPPVPITQILGFGPR15
2D6*17 MUT T1071 EsyALVTHGEDTADRPPVPIIQILGFGPR 15
2D6*9 WT Dy7oLTEAFLAEMEK 55;
2D6*9 MUT K281del Dy7oLTEAFLAEMEAK 555
3A4 Q1 L3sGIPGPTPLPFLGNILSYHK:;5
3A4 Q2 Va1 WGFYDGQQPVLAITDPDMIK,
3A4 Q3 E214VINFLR 350
3A4 Q4 LsssFPIAMR 375
3A4 Q5 G391 VVVMIPSYALHR 403
3A4*8 WT S131LLSPTFTSCGK 4
3A4*8 MUT R130Q L129QSLLSPTFTSGK 14
3A4*11 WT As3PPTYDTVLQMEYLDMVVNETLR 365
3A4*11 MUT | T363M A33PPTYDTVLQMEYLDMVVNEMLR3¢5
3A4*13 WT F114LPER 5
3A4*13 MUT P416L F44LLER 18

IPeptides identified as “XXX_ QX" are quantotypic peptides, used for quantification purposes. Peptides
identified as “XXX*YY_WT” or “XXX*YY_MUT” are mutation site peptides, used to identify the
presence of a genetic polymorphism affecting the enzyme activity. “*YY” identifies the mutation studied,
while “_ WT” indicates the wild-type or normal version of the peptide, and “_ MUT” indicates the
mutated version of the peptide, where one amino acid has changed as a result of a change in the genetic
code.
2This column identifies the precise impact of the genetic mutation on the amino acid sequence analyzed.

For example, “P34S” indicates that the 34" amino acid in the protein is changed from a proline (P) to a

serine (S) due to the genetic mutation (here, *10).
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5.4 RESULTS AND DISCUSSION

5.4.1 MONITORED PEPTIDES

The CYP 2D6 and 3A4 enzymes targeted for analysis are proteins, i.e., very long strings of
amino acids (497 for CYP 2D6 and 503 for CYP 3A4) [196, 197]. Proteins can be analysed
whole (top-down) or cut into smaller chains of amino acids called peptides (bottom-up) [54].
In the context of the method discussed in this paper, since information is required not only
on the enzyme as a whole (quantification) but also on composition at specific locations (char-
acterization of the mutations), bottom-up analysis subsequent to a protein digestion seemed

the logical choice.

Protein digestion can be carried out by proteases such as trypsin, chymotrypsin, pepsin,
thermolysin and others, which cut the protein at the peptide bond (Figure 5.4.1a) after spe-
cific amino acids [55]. Trypsin, the most popular digestion enzyme in proteomics analysis,
will cut after lysine and arginine amino acids, except if they are followed by a proline amino
acid due to steric hindrance [62]. The structure, and mass, of peptides obtained following
digestion can therefore be predicted in silico. This prediction was carried out for tryptic
digestion of CYP 2D6 and 3A4 (Figure 5.4.1b and 5.4.1¢) using the ExPASy PeptideCutter
(https://web.expasy.org/peptide_cutter/).

Amongst the tryptic peptides, six peptides unaffected by polymorphisms for each CYP
were selected to act as quantotypic peptides, i.e., to be used for quantification purposes
(identified as “_ Q1”7 to “_Q6” in Table 5.3.2). These peptides were selected by adhering
as much as possible to the rules (Table 5.4.1) laid out by Ludwig et al. [62]. These guide-
lines ensure that peptides selected are detectable by mass spectrometry and are minimally
affected by incomplete digestion or chemical modifications (oxidation, deamidation, incom-
plete alkylation). Because of the high degree of homology between the 57 known human
CYP enzymes [185], particular care must be taken to select peptides with a unique amino
acid sequence. Otherwise, if for example a peptide common to CYP 3A4 and CYP 3A7
is selected, the quantification result would represent the sum of the concentrations of the
two enzymes. The National Center for Biotechnology Information’s Basic Local Alignment
Search Tool (https://blast.ncbi.nlm.nih.gov/Blast.cgi) can be used to search the hu-
man proteome for the intended quantotypic peptide and confirm its uniqueness, at least in

liver tissue. In the present case, uniqueness against the full human proteome was confirmed
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(a)

(b)
CYP 2Dé *9.*10, *17

MGLEALVPLAVIVAIFLLLVDLMHRRQRWAARYPPGPLPLPGLGNLLHVDFQN
TPYCFDQLRRRFGDVFSLQLAWTPVVVLNGLAAVREALVTHGEDTADRPPVPI

TQILGFGPRSQGVFLARYGPAWREQRRFSVSTLRNLGLGKKSLEQWVTEEAAC
LCAAFANHSGRPFRPNGLLDKAVSNVIASLTCGRRFEYDDPRFLRLLDLAQEG
LKEESGFLREVLNAVPVLLHIPALAGKVLRFQKAFLTQLDELLTEHRMTWDPA

QPPRDLTEAFLAEMEKAKGNPESSFNDENLRIVVADLFSAGMVTTSTTLAWGL
LLMILHPDVQRRVQQEIDDVIGQVRRPEMGDQAHMPYTTAVIHEVQRFGDIVP
LGVTHMTSRDIEVQGFRIPKGTTLITNLSSVLKDEAVWEKPFRFHPEHFLDAQ
GHFVKPEAFLPFSAGRRACLGEPLARMELFLFFTSLLQHFSFSVPTGQPRPSH
HGVFAFLVSPSPYELCAVPR

Figure 5.4.1: Tryptic digestion of a generic peptide bond, CYP 2D6 and CYP 3A4. (a) Proteins
are cleaved by trypsin and other proteases at the peptide bond. R; through R3 are the amino acid
side chains. (b) Tryptic peptides produced by the digestion process of CYP 2D6; bold underlined red
letters are mutation sites of 2D6*9, *10 and *17. Peptides are coloured in alternating blue and black
to facilitate differentiation.

for the selected peptides.

Adhering to the gold standard in quantitative proteomics, five quantotypic peptides
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(c)
CYP 3A4 "8 "1, "13

MALIPDLAMETWLLLAVSLVLLYLYGTHSHGLFKKLGIPGPTPLPFLGNILSY
HKGFCMFDMECHKKYGKVWGFYDGQQPVLAITDPDMIKTVLVKECYSVFTNRR

PFGPVGFMKSAISIAEDEEWKRLRSLLSPTFTSGKLKEMVPIIAQYGDVLVRN
LRREAETGKPVTLKDVFGAYSMDVITSTSFGVNIDSLNNPQDPFVENTKKLLR
FDFLDPFFLSITVFPFLIPILEVLNICVFPREVTNFLRKSVKRMKESRLEDTQ
KHRVDFLQLMIDSQNSKETESHKALSDLELVAQSIIFIFAGYETTSSVLSFIM

YELATHPDVQQKLQEEIDAVLPNKAPPTYDTVLQMEYLDMVVNETLRLFPIAM

RLERVCKKDVEINGMFIPKGVVVMIPSYALHRDPKYWTEPEKFLPERFSKKNK

DNIDPYIYTPFGSGPRNCIGMRFALMNMKLALIRVLQNFSFKPCKETQIPLKL
SLGGLLQPEKPVVLKVESRDGTVSGA

Figure 5.4.1: Tryptic digestion of a generic peptide bond, CYP 2D6 and CYP 3A4. (c) Tryptic pep-
tides produced by the digestion process of CYP 3A4; bold underlined red letters are mutation sites of
3A4*8, *11 and *13.

with 5 selected mass transitions were monitored [62] (Figure 5.4.2). This ensured that in-
terferences weren’t misidentified as the analytical target, and that quantification could be
considered reliable, since all peptides/transitions should yield the same result within their
respective uncertainties of measurement. Unless otherwise specified, the derived concen-
tration is the average over the first transition of each of the quantitative peptides. The
first transition was selected for this purpose due to its sensitivity and minimum amount
of interferences. Transitions and associated potentials (DP, EP, CE, CXP) can be pre-
dicted for a given peptide with a high degree of reliability using the Skyline software
(https://skyline.ms/wiki/home/software/Skyline/).

In addition to the quantotypic peptides, tryptic peptides expressing a deleterious muta-
tion, present in 1% or more of a given sub-population [198-200], were also monitored, both in
their wild-type and mutated format (Figure 5.4.2). This allowed detection of the mutations

affecting enzyme activity in an individual.

As can be seen in Figure 5.4.2; all quantotypic and wild-type marker peptides can be
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Table 5.4.1: Rules for the selection of CYP quantotypic peptides, adapted from [62].

e Unique amino acid sequence in the proteome: peptide sequence should not be
found in other human protein; or at least, in no other protein present in the target

tissue (here, the liver);
e MS detectability: obtained from empirical data or prediction tools;
o Peptide length: ideally between 8 and 25 amino acids;

o Optimal mass range: +2 and +3 charged peptides should have a m/z in the oper-

ating range covered by the instrument;

» Complete proteolysis: For trypsin, avoid a) Dibasic cleavage sites: -K-K-, -R-R-,
-R-K-, -K-R-~; b) Acidic residues (D and E) close to the cleavage site; ¢) N-terminal
prolines: -K-P-, -R-P-;

» No biological or chemical modifications: Avoid a) Glycosylation motif: -N-X-
S/T-; b) N- and C-terminal peptides susceptible to degradation; ¢) M and W, sus-
ceptible to oxidation; d) C, susceptible to incomplete alkylation; e) -N-G- or -Q-G-,

susceptible to deamidation.

detected in recombinant CYP 2D6 and 3A4 enzyme samples. In addition, synthetic versions
of the mutated peptides were detected in solution. However, the sensitivity is low for some
of the marker peptides, due to their high mass (> 25 amino acids length) and hydrophobic

nature.

5.4.2 OPTIMIZATION OF THE METHOD PARAMETERS

Preparation and digestion of CYP enzymes proved to be more difficult than for, say, most
plasma proteins due to their highly hydrophobic nature. The CYPs are membrane proteins,
nearly all bound in the cells’ endoplasmic reticulum [185], thus by definition hydrophobic.
Trypsin requires access to the protein to be effective, therefore CYPs must be unfolded (de-
natured) and solubilized [62] prior to analysis. Performing absolute quantification of proteins
requires a method with adequate sensitivity, precision, accuracy and reproducibility. All of
these figures of merit will vary as a function of the protocol for liver homogeneization, cell

fractionation, resuspension, denaturation, alkylation, reduction, digestion, clean-up, chro-
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Figure 5.4.2: Monitored quantotypic and mutation bearing peptides for CYP 2D6, with five transi-
tions (fragments) per peptide. Quantotypic and wild-type peptides displayed were analyzed in a re-
combinant CYP digest (1 mg/mL), whereas mutated peptides were synthetic peptides dissolved in
solution (2D6*9_MUT: 26 pmol/uL, 2D6*10_MUT: 145 pmol/uL, 2D6*17_MUT: 159 pmol/uL).

matography and mass spectrometric detection. Furthermore, each of these steps contains
a number of variables, or factors that can take several levels. Optimization of this kind of

multi-variable problem is therefore a particularly challenging task.

Design of Experiments (DoE) is a methodology particularly well suited to efficiently

screen and optimize a large number of experimental factors. In this approach, the level (or
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Figure 5.4.3: Monitored quantotypic and mutation bearing peptides for CYP 3A4, with five transi-
tions (fragments) per peptide. Quantotypic and wild-type peptides displayed were analyzed in a re-
combinant CYP digest (1 mg/mL), whereas mutated peptides were synthetic peptides dissolved in
solution (3A4*8_MUT: 3 pmol/uL, 3A4*¥11_MUT: 125 pmol/uL, 3A4*13_MUT: 7 pmol/uL).

value) of several factors (e.g., time, temperature, identity of a reagent) are varied in system-
atic patterns to explore all the experimental space. It is a more complete version of the latin
squares method. Mathematical modelling, such as the response surface method, allows the
most significant factors and their optimal value (that maximizes the studied response) to be
identified. This framework also allows the optimal levels of factors to be found more accu-

rately than the traditional “one factor at a time” approach while at the same time reducing
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the number of experiments required to reach this conclusion. The interested reader can find

a more thorough introduction to principles and practice in Eriksson et al. [201].

The method presented here was optimized for maximal peak area in order to maxi-
mize detection of peptides with low response (chiefly the mutation bearing peptides). The
overall method was broken down into distinct experiments, each with a manageable num-
ber of factors. Microsomal fraction resuspension and denaturation were optimized with
regards to total protein concentration, detergent (CHAPS, C7BzO, Brij® C10, SB3-10, ASB-
14, octyl B-D-glucopyranoside, n-dodecyl-5-D-maltoside, OTG, TritonTM X-100, C13E10,
SDS, RapiGest, Protease Max), temperature, chaotropic agent (guanidine hydrochloride,
urea, urea/thiourea), denaturating organic solvent (none, methanol, acetonitrile), reduction
agent (dithiothreitol, tris-2-carboxyethyl-phosphine-hydrochloride) and vortexing time. Re-
duction and alkylation were optimized with regards to the reducing agent (dithiothreitol,
2-mercaptoethanol, tributylphosphine, tris-2-carboxyethyl-phosphine-hydrochloride) and its
concentration (0.5 to 10 mM), the alkylating agent concentration (2x to 4x the reduc-
ing agent concentration) and the quenching agent concentration (none to 4x the alkylating
agent). The digestion was optimized with regards to the total time (1 h to 12 h), vortexing
frequency, the buffer (Tris pH 7.8 or ammonium bicarbonate pH 7.8) and its concentration
(25 to 50 mM) (Appendix G.3).

In most cases, derivation of highly reliable mathematical models proved to be difficult due
to peak area variability in the replicates and the presence of several qualitative multi-level
factors. An example is presented in Appendix G.2. Nevertheless, exploration of the experi-
mental space revealed a number of high impact factors. The use of a Potter-Elvehjem appa-
ratus and urea/thiourea mixture as chaotropic agent provided a signal increase of > 300%.
On the other hand, the use of TCEP as a reducing agent or organic solvent for denaturation
hindered target detection. The method presented in Section 5.3 resulted from this optimiza-

tion process.

Additional aspects of the procedure such as homogenization, cell fractionation (micro-
somes isolation) and sample clean-up could benefit from further optimization. Experiments
to maximize response as a function of ultracentrifugation speed, time and composition of
the centrifugation medium were planned, but not pursued in light of the sample purity is-
sues discussed in Section 5.4.4. Once sample purity has been improved, method parameters
should be (re-)optimized for relevant targets (high sensitivity, low matrix effects, precision,
etc.).
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5.4.3 POSTMORTEM DEGRADATION

One important and obvious question with regards to postmortem estimation of metabolic
capacity using a proteomics approach is whether degradation of CYP proteins occurs post-
mortem, and if so, how it will affect the estimation method. Degradation of proteins can
indeed occur extremely quickly postmortem; one well known example is insulin, with its
disappearance only a few hours after death [202, 203]. But other proteins degrade over a
much longer time frame, to the extent that they can still be identified in mummified corpses
thousands of years old [204, 205]. Postmortem protein degradation involves, amongst others,
hydrolysis of peptide bonds, which can involve proteolytic enzymes [206]. In the case of CYP
enzymes, the same characteristics that complicated their analysis may also save them from
rapid degradation: these are hydrophobic membrane proteins that are hard to solubilize and

denature.

Nevertheless, it is prudent to take precautions against unintended degradation during
the sample work-up. Notably, a protease inhibitor cocktail was added to the sample during
the homogenization step to prevent the proteolytic action of the most common endogenous
proteases. Additionally, tryptic peptides derived from the extremities of the CYP sequences
were avoided, since these locales are generally more susceptible to proteolytic action than the
core of the protein [62]. However, the postmortem interval cannot be controlled or modified;

its influence must therefore be evaluated.

Hence, a preliminary experiment was performed to evaluate whether CYP proteins in
postmortem liver degraded significantly over time spans commonly encountered as post-
mortem intervals. The goal was to establish if the CYP enzyme would disappear completely
from liver tissue over the studied time frame. Of course, the conditions used in this experi-
ment are not typical of a postmortem setting, but rather a worst-case scenario. The liver used
for this experiment was collected from a Caucasian male whose cause of death was asphyxia.
Results shown in Figure 5.4.4a show that CYP 2D6 Q1 peptide was present at all time
points. Although ion ratios are known to have increased variation at low concentrations, the
measured ion ratios for these samples still satisfy the identification criteria. Furthermore,
although the data is not shown here, other CYP 2D6 and 3A4 peptides were identified at
each time point. This screening experiment revealed that CYP enzymes can still be detected
at significant levels after 28 days of in vitro decomposition at room temperature, although

the human liver microsomes mass yield decreased over the time course.
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Figure 5.4.4: Postmortem degradation of CYP 2D6 in vitro and in vivo. (a) CYP 2D6_Q1 peptide
in human liver microsomes following in vitro degradation of 0, 7, 14 and 28 days. Note that the mea-
sured signal is subject to sensitivity shifts, as is typically observed for LC-MS/MS instrumentation.
(b) CYP 2D6_Q1 peptide in four human liver microsome samples each with different postmortem
intervals (at unknown temperature) and storage delays (at 4°C). An earlier version of the chromato-
graphic method (compared to the one described in Appendix G.1) was used for this analysis, with the
following steps: 0 min-500 pL-min/99% MPA, 5 min-500 1L /min-99% MPA, 50 min-500 pL/min-
20% MPA, 50.5 min-1200 pL/min-1% MPA, 55 min-1200 pL/min-1% MPA, 55.5 min-500 L /min-
99% MPA, 60 min-500 ;L /min-99% MPA. This resulted in different retention times and additional
interference(s) compared to panel (a). Despite this interference, which would affect potential quantifi-
cation, identification was possible here, which was the goal of the experiment.
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While the in vitro decomposition results were promising, “in vivo” conditions differ in
several important respects from these decomposition conditions. For example, initially the
temperature would be close to 37°C. To check whether significant CYP degradation oc-
curred in situ, samples with varying postmortem intervals and storage times were collected
and analysed. Samples with a postmortem interval ranging between 1 and 5 days and stor-
age time ranging between 9 and 14 days support the conclusion of the screening experiment
(Figure 5.4.4b), since again CYP enzymes were detected in all cases at significant levels.
These results are also corroborated by the work of Hansen et al., who found relatively stable
CYP 1A2 and CYP 3A4 protein abundances in stored liver tissue for up to seven days at
4°C [189]. However, Hansen et al. did find variable and case specific decay patterns after
multi-day storage at room temperature, although CYPs could still be identified for most

samples.

Taken together, all of this information supports the conclusion that yes, CYP proteins
undergo a degradation process postmortem. However, this decay is not rapid nor as drastic
as insulin’s. Work remains to be done to map out the degradation behaviour as a function of
time, temperature and environment over a large number of postmortem cases. Ideally, such
work would identify quantitative degradation marker(s) for CYPs which could be used to
account for the decay process which took place. In the meantime, the data on hand indicates
that degradation will not be a problem for short postmortem intervals of 0 to 3 days and

storage of up to 7 days.

5.4.4 QUANTIFICATION OF CYP ENZYMES IN LIVER TISSUE

After optimization using quantotypic and mutation peptides, and the verification that the
impact of postmortem degradation was manageable, the next step was to assess the method
performance criteria: limit of detection (LOD), limit of quantification (LOQ), precision, ac-
curacy, matrix effects, carryover and ion ratio parameters. Results of this assessment are
shown in Table 5.4.2. LOD/LOQ for quantitative peptides varied between 0.1 and 1 pmol
on column (similar to other published quantification methods [44, 65]), and between 0.1 and
2.50 pmol on column for qualitative, mutation bearing peptides (not shown). The accuracy
was well within the generally accepted +15% limits, while the precision for all but one quan-
totypic peptide was below the 20% threshold. Identity confirmation using the four ion ratios
generated (1-to-2, 1-to-3, 1-to-4 and 1-to-5) was successful on average 94% of the time in
actual samples where the peptide was above the LOD, using an acceptance criteria of £30%.

A blank sample injected after the upper limit of quantification (ULOQ) standard showed
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no detected carryover. Therefore, all method validation parameters seemed adequate, ex-
cept for the matrix effect which indicated important signal suppression in pooled human
liver microsomes samples. Table 5.4.3 shows additional matrix effect results in postmortem
liver samples. This result prompted further investigation and led to the discovery of several

inter-related problems.

Table 5.4.2: Quantification method performance parameters.

Peptide LOD/LOQ! Precision? Accuracy® Matrix Effect*

(pmol on column) (%) (%) (%)
2D6_ Q1 0.5 15 98 32
2D6 Q2 1 7 08 24
2D6 Q3 0.5 14 97 18
2D6_ Q4 0.5 13 113 33
2D6_ Q5 0.5 6 103 11
3A4 Q1 0.5 26 99 43
3A4 Q2 1 10 111 22
3A4 Q3 0.1 11 102 05
3A4 Q4 0.5 17 110 17
3A4 Q5 0.5 NA 115 17

!The LOD, defined as the concentration for which all monitored transitions display a 3:1 signal-to-noise
ratio (peak-to-peak), and the LOQ, defined as the concentration for which the most intense quantitative
transition displayed a 10:1 signal-to-noise ratio (peak-to-peak). Given the ion ratios, the LOD is equal to
the LOQ.
2 Average %RSD calculated from 3 replicate measurements of a pooled human liver microsomes sample and
5 postmortem human livers. Sample/peptides with a signal-to-noise ratio < 3 were not considered.
3Target accuracy of 100% ([ |measured/[ Jexpectea X 100). Based on the first (quantitative) transition for

each quantotypic, averaged over recombinant samples spiked at 20 and 35 pmol on column.
4Calculated as (IS Area in HLM)/(IS Area in Neat Solution) x 100, therefore the target matrix effect was
100%.

First, matrix effects were not limited to microsome digests but also occurred in recom-
binant CYP digest samples. A concentration dependent pattern of signal suppression was
observed by tracking the area of the internal standards, reaching 57% on average in the
ULOQ (2500 pmol/mL). Nevertheless, the accuracy of spiked samples remained adequate,
demonstrating that AQUA-IS corrected properly for this effect.
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Table 5.4.3: Matrix effects (%) in postmortem liver samples.

Peptide Liver 1 Liver 2 Liver 3 Liver 4 Liver 5

2D6_ Q1 5 9 4 3 35
2D6 Q2 6 11 8 8 36
2D6 Q3 32 64 58 43 115
2D6 Q4 21 36 31 24 53
2D6_ Q5 6 10 8 7 21
3A4 Q1 77 123 108 85 198
3A4 Q2 NA 47 40 37 98
3A4 Q3 4 8 5 4 16
3A4 Q4 1 7 3 3 A7
3A4 Q5 16 28 20 15 72

Calculated over 3 replicates and all 5 transitions as (IS Area in Postmortem Liver)/(IS Area in Neat

Solution) x 100, therefore the target matrix effect was 100%.

A problem related to signal suppression, unsurprisingly, was the loss of detection for
some of the lowest sensitivity peptides, in particular the mutation bearing peptides. For
example, in one pooled and 5 postmortem HLM samples, loss of detection of wild-type mu-
tation bearing peptides occurred in 33% of cases, mostly with CYP 2D6 WT peptides which
were less sensitive than CYP 3A4 W'T peptides.

A problem demonstrating mass spectrometer overload, likely leading to ion suppression,
was the impact of injecting a large number of samples in a row. After the injection of 60
postmortem liver microsomes digested samples, the sensitivity dropped by 98% and charging
on the first quadrupole (Q1) was observed. A Q1 MS scan experiment on blank samples,
recombinant CYPs, pooled and postmortem HLM samples did not reveal the presence of a
single major contributor to this large matrix effect. A further experiment monitoring for the
detergent mass showed that it eluted in the chromatographic window where the divert valve
of the MS was set to waste; hence, the detergent is not responsible for the matrix effect or

suppression.
The presence of this overpowering matrix was also evident in the shifting retention times,
varying as much as 10% between samples. This manifestation in otherwise properly shaped

and symmetrical peaks indicated that the chromatography column was also overloaded.

All of these issues are likely symptoms of the same problem: despite ultracentrifugation
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and SPE clean-up, sample purity needed to be increased to remove the numerous interfer-
ing compounds. While other in-solution HLM digestion CYP analysis methods have been
published before [47, 65], none was accompanied by a matrix effect evaluation and it is prob-
able that this issue was missed entirely. Moreover, there is a possibility that postmortem
livers, where collection often occurs well after death (i.e., PMI > 1 day) yield a more com-
plicated microsomal fraction than fresh liver. In any event, additional sample purification is
indicated, and this could be done via gel electrophoresis or immunoaffinity preparation, for
example [44, 66, 70, 207].

Another quantification concern was identified when comparing the CYP concentrations
measured in pooled and postmortem samples via the different quantotypic peptides (Ta-
ble 5.4.4). The quantification results do not agree with one another within the margin of
their respective errors. One can wonder whether the calibration strategy (external calibra-
tion with AQUA-IS) was to blame for those results. However, calibration using the label-free
approach (no IS), with a reporter (surrogate) protein as an IS (glutamate dehydrogenase),
or standard addition technique performed worse, both at the level of method performance
parameters and peptide quantification discrepancy. These results are troublesome if we
claim to be performing absolute quantification. However, it is debatable whether accurate
quantification is even actually achievable for proteins [64], in particular for CYPs. In much
the same way that absolute quantification of drugs in hair samples is always subject to the
unknown extraction efficiency from the hair matrix, a quantification method such as this
one will always be subject to the unknown variations of the extraction/recovery efficiency
of CYPs from microsomes derived from liver tissue, and from digestion efficiency. In that
spirit, Table 5.4.4 also displays quantification results relative to the pooled HLM sample, i.e.,
the absolute quantification results for each case divided by the absolute quantification result
for the pooled HLM sample for each quantitative peptide independently. These figures are
somewhat more coherent than the absolute quantification results, but unfortunately, some

discrepancy remains.

This quantification discrepancy between peptides could result from either differences in
digestion efficiencies, recovery or interferences from one sample to the other. This finding
appears at odds with the initial assessment that reliable CYP quantification techniques were
available in the literature [44, 47, 65-67], and only minor adjustments and simplifications
to fit forensic toxicology samples and standard practices would be required. A survey of

published CYP quantification methods quickly showed that, in the vast majority of cases,
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Table 5.4.4: Quantification discrepancy between quantotypic peptides.

Absolute Quantification (pmol on column)

Pooled Case Case Case Case Case
Peptide HLM A B C D E

2D6_ Q1 8 7 28 92 154 4
2D6 ()2 3 3 16 27 33 2
2D6 Q3 3 5 35 45 49 5
2D6 Q4 0 3 18 31 37 2
2D6 Q5 0 0 4 2 23 4

Relative Quantification

Pooled Case Case Case Case Case
Peptide HLM A B C D) E
2D6 Q1 1.0 0.8 3.4 11.2  18.7 0.5
2D6_ Q2 1.0 1.0 4.9 8.6 10.3 0.8
2D6 Q3 1.0 2.0 3.1 17.1 185 1.9
2D6 Q4 NA NA NA NA NA NA
2D6_ Q5 NA NA NA NA NA NA

only one quantotypic peptide was used for concentration measurement [44, 47, 65], often
with calibration curves made of spiked synthetic peptide rather than recombinant CYP en-
zymes [47, 65]. In cases where more than one quantotypic peptide was used, discrepancies
were observed [67, 189].

The method, as it stands now, is reproducible but presents some obvious issues at the
quantification level. These issues were likely present in other published CYP quantification
methods but went undetected. Given the importance of CYP abundance estimation in liver
tissue for proper phenotypic evaluation of individuals, there is therefore an undeniable need
to either further develop the method to make digestion efficiency uniform between samples,
in a way that at least allows relative quantification, or to map out the impact of such a
phenomenon and figure out an adequate response. In the meantime, area ratio can be con-
sidered a very rough estimation of the CYP level in liver tissue, and since we are primarily
interested in fold differences present between individuals [44, 65], we can still perform a

preliminary applicability experiment on HLM samples of known genotype.
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5.4.5 APPLICATION OF THE METHOD TO GENOTYPED HUMAN LIVER MICROSOMES SAM-
PLES

This preliminary method aimed at combining enzyme abundance and activity information to
estimate postmortem metabolic capacity was therefore run on genotyped human liver micro-
some samples to find out whether results matched the expected profile and could correctly
classify individuals as poor or intermediate metabolizers, for example. Genotyping is not
a perfect method to estimate metabolic capacity, but it does have its usefulness and is, at
least in the extremes, relevant (i.e., when the gene is suppressed and no enzyme is present,
the metabolic capacity is null). The goal is to see whether this proof-of-principle method

can, at least, reproduce the de facto gold standard.

The *5 mutation is a pure deletion of the CYP 2D6 encoding gene, hence homozygous
bearers will not produce any CYP 2D6 enzyme. The *6 mutation introduces a frameshift
from amino acid 118 and on. In all likelihood the protein produced, having nothing to do
with CYP 2D6 and no utility, is quickly degraded by the cell. The *4 mutation is an in-
teresting case, and introduces several point mutations (e.g., P34S, H94R, S486T), but also
a splicing defect/frameshift. Although point mutation bearing peptides were initially mon-
itored, analysis of *4 homozygous individuals make it quite obvious that if any CYP 2D6
enzyme is produced, it is quickly destroyed by the cell. No *4 mutation bearing peptide

therefore needs to be monitored, only the global enzymes level.

Results shown in Figure 5.4.5 show that although CYP 3A4 was present in all cases but
one, no CYP 2D6 was detected in *4/*4 and *4/*6 poor metabolizers, and reduced levels
were observed in *1/*4 and *1/*5 intermediate metabolizers. The proteomics approach using
mass spectrometry detection presented here would therefore have generated a correct esti-
mation of the metabolic capacity, coherent with the known genotype. Hence the proposed
method can properly estimate metabolic capacity for genotypes acting on enzyme levels, but

what about mutations acting on enzyme activity?

To properly account for these, mutated versions of peptide bearing mutation sites would
need to be identified. Unfortunately, in real HLM samples, the sample purity problem
decreased sensitivity, as described above, and prevented this (Figure 5.4.6). Whereas the
wild-type *9 peptide was detected in recombinant CYP, neither the wild-type nor the mu-

tated *9 peptides were detected in *1/*1 or *6/*9 human liver microsomes.
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Figure 5.4.5: CYP 2D6 and 3A4 levels in genotyped human liver microsome samples.

However, a situation where the matrix effect is far less intense is shown by the analysis
of recombinant CYP 2D6*10 (Figure 5.4.7). The mutated enzyme displays the mutated
*10 peptide, but not the wild-type *10 peptide, as expected. This indicates that screen-
ing mutation bearing peptides will allow determination of the mutations displayed by an
enzyme and its activity level. These analyses on genotyped human liver microsomes demon-
strated conclusively that while improvements to sample purity and quantification processes
are necessary, a method to estimate metabolic capacity postmortem via characterization and

quantification of metabolizing cytochrome P450 enzymes would yield highly relevant results.
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Figure 5.4.6: CYP 2D6*9 wild-type and mutated peptides in recombinant CYPs and genotyped hu-
man liver microsomes (1 mg/mL). If recombinant CYP 2D6*9 was analyzed, levels around 1 x 10°
would be expected. As for genotyped human liver microsomes, it is impossible to know what peak
intensity would be without correcting the sensitivity problem.

5.5 (CONCLUSION

The method developed in this paper isolated human liver microsomes from postmortem liver
tissue samples and subjected them to tryptic digestion. The peptides, measured via liquid
chromatography coupled to tandem mass spectrometry, were used to characterize mutations
and quantify cytochrome P450 2D6 and 3A4 enzymes. Quantification was based on 5 quan-
totypic peptides per protein and utilized external calibration curves of recombinant CYPs
and stable isotope-labelled internal standards. Mutations were identified by monitoring mu-

tation bearing peptides in their wild type and mutated versions.
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Figure 5.4.7: CYP 2D6*10 wild-type and mutated peptides in wild-type and mutated recombinant
enzyme (1 mg/mL).

A method such as this one should, in principle, allow for a more accurate estimation
of metabolic capacity than genotyping alone since it accounts for differences in protein ex-
pression, affecting the phenotype. Having a single method including both characterization
and quantification of CYPs would allow for straightforward metabolic capacity estimation
using LC-MS/MS instrumentation that is readily available in the vast majority of forensic

toxicology laboratories — which is currently not the case with genotyping.

Issues identified in the pre-validation stage (matrix effect, retention time shifts, Q1 charg-
ing) prevented full method validation. At the heart of the problem is the need for increased
sample purity. A more selective sample preparation technique, such as gel electrophoresis
or immunoaffinity preparation could be developed to solve this issue. Additionally, discrep-
ancies in concentrations measured via the different quantotypic peptides were noticed in
human liver microsome samples. Optimization of the digestion method directed not towards

sensitivity, but rather levelling digestion efficiency between samples, or properly accounting
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for it, for example using a full length SIL-IS protein standard [64], will be necessary before

a full validation can be performed and succeed.

A comprehensive method such as this one has multiple, interconnected moving parts.
Our review of the available literature seemed to indicate that these parts were already in
a working state and only needed minor adjustments. As such, optimizations were started
on the method as a whole, only to realize that there are significant issues with more than
one of these parts that will require specific and dedicated attention. Solving these problems
will require collaboration between different specialized areas: genomics, molecular biology,

proteomics, analytical chemistry and forensic toxicology.

Nevertheless, the results presented here offer a proof of concept that characterization
and quantification of CYP enzymes to estimate metabolic capacity postmortem is a sound
avenue. Hansen et al. corroborate this conclusion with their work on CYP quantification
in postmortem liver samples. Analysis of genotyped HLM revealed CYP 2D6 and 3A4 ex-
pression patterns matching the expected ones, while the predicted wild-type and mutated
peptides were observed in recombinant samples. Hence, while further method development
is still needed, this type of procedure is a new doorway to more accurate estimation of

metabolic capacity postmortem.
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5.8 POSTMORTEM METABOLIC CAPACITY ESTIMATION

The metabolic transformation of a substrate into its products by an enzyme depends on mul-
tiple factors. CYP enzymes are typically selective in the transformation that they carry-out
but are not specific to a single substrate. Therefore, a single xenobiotic is usually metabo-
lized by more than one CYP enzyme, its transformation being split across several metabolic
pathways. Thus the overall metabolic capacity for a given compound is the sum of all the
individual enzymatic capacities. While it was not possible to achieve a completely functional
and validated CYP quantification and characterization method, it is possible to develop the
framework for how a postmortem metabolic capacity could be calculated and applied in

forensic cases.

The general metabolic capacity for a particular drug could be hypothesised as follows:

E
MC g = nye X (e X pe X €] X m (5.1)
e=1

Where:
MC grg s the metabolic capacity of the individual for the drug studied;
e are all enzymes participating in the metabolism of the drug;
Ve 18 a correction factor accommodating for the postmortem loss (degradation) of enzyme e;
a, is the activity level of enzyme e with respect to the WT version (= 1);
pe is the proportion of drug metabolized by enzyme e;
[e] is the concentration of enzyme e in the liver tissue;

m is the mass of the liver.

The v, term represents an estimation of the postmortem loss through degradation of the
enzyme in the case studied. Initial work suggests that for the majority of cases where the
body is recovered, cooled, examined and sampled quickly, this factor would be close to 1
(Section 5.4.3). As this method is further developed, experimentally determined values for
CYP under alternate and less favorable conditions could be developed. It is expected, from
the food production literature [208], that degradation markers could be identified, perhaps
via quantification of the fraction of selected peptides to their proteins. However, develop-
ment of this method would constitute a large undertaking on its own, most likely requiring

the use of high resolution mass spectrometry.

The value of the a, term depends on the genotype. Most commonly, individuals would
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bear the extensive (normal) genotype and the «, term would be assigned as 1. On the other
hand, for example, the mutation CYP 2D6*17, which is highly prevalent in individuals of

African descent, would be assigned an «, value of 0.15 [209].

The values for p. can also be obtained from the literature, as there are many pharma-
cokinetic studies where the relative contributions to the metabolism of common licit and

illicit drugs are reported, e.g., [210-212].

Last, but not least, [e] x m is the concentration of the CYP times the liver mass to yield
the total amount of CYP present. Thus far, accurate determination of the postmortem CYP
enzyme concentration has proved to be difficult. However, literature, as well as variability of
the observed area ratios (Figure 5.4.5), indicates that concentration of enzymes can vary by
several orders of magnitude. This natural variability is likely linked to epigenetic factors, and
can be compounded by the presence of liver disease, one prominent example being cirrhosis.
Normal male livers have a mass of ~ 1500 ¢g but, the normal range encompasses a rather

large 840 to 2590 g making it essential to include in the calculation [213].

While it is not currently possible to carry-out a complete metabolic capacity calculation,
it is possible to explore how it might play out for a set of selected drugs. In the following ex-
amples, the metabolic capacity towards venlafaxine and fentanyl will be compared in several
hypothetical cases. As the body of the victim is often recovered shortly after death, ., the
correction factor accommodating for the postmortem loss (degradation), will be assumed to
be 1. Figure 5.8.1 shows the primary metabolism routes for both drugs and the enzymes

carrying them out.

Let’s say that in all of these cases, a lethal concentration (> 10 pg/ml blood [210, 215]) of
venlafaxine is detected. The likely cause of death is thus an intoxication. However, in cases
A, B, and C, the metabolic capacity is below what is normally expected. As such, the forensic
toxicology report should include information to the effect that the deceased had a decreased
(or lower than average) metabolic capacity for venlafaxine. This may mean that regular
therapeutic doses of venlafaxine, an antidepressant, might have led to an accumulation of
the drug, adverse effects, and could be contributory to the death. If, rather than a fatal
venlafaxine concentration, a fatal fentanyl concentration is found (40 ng/mL [210, 215]),

cases E and F would be reported with a similar caveat, while metabolic capacity would not

151



(a)

o CYP 2D6

CYP 2C9, CYP 2C19

Venlafaxine O-desmethylvenlafaxine
(ODV)

CYF 3A4 CYP 3A4
CYP 2C19 CYP 2C19
CYP 2C9 CYP 2C9

N iy

N N—H
. 0/ CYP 2Dé - sl

CYP 2C9, CYP 2C19

N-desmethylvenlafaxine N,O-didesmethylvenlafaxine
(NDV) (DDV)

Figure 5.8.1: Metabolism of selected drugs. (a) Metabolism of venlafaxine [214].
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Figure 5.8.1: Metabolism of selected drugs. (b) Metabolism of fentanyl [15].

be a consideration for cases A to D. Each of these findings influence the interpretation of
the toxicology results and provide information pertaining to the circumstances surrounding
these deaths by venlafaxine intoxication. While the cases presented in Table 5.8.1 put an
emphasis on the impact of the genotype as dictating the concentration of CYP enzymes in
the liver tissue, measured concentrations vary significantly due to epigenetic factors (e.g.,

health, habituation, injury) with much the same results.

Building metabolic capacity estimators for the vast array of drugs encountered in the
forensics context would require meticulous work of sifting through the literature to collect
data on the relative activity of different mutated versions of polymorphic enzymes (infor-
mation which might not even be fully available yet, or not quantitatively) as well as the
proportion of metabolism carried out by each CYP enzyme (again, information which is not
always available). In some cases, a large part of the metabolism is carried out by non-CYP
enzymes (carboxylesterases, alcohol dehydrogenase, etc.), and those drugs would require
a special dedicated treatment. This picture is even more complex in the case of drugs like
tramadol [15], which is mostly metabolized to an inactive metabolite by CYP 3A4, but gener-

ates a metabolite via CYP 2D6 which is hundreds of times more active than the parent drug.
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Table 5.8.1: Metabolic capacity in different hypothetical cases.

Case Genotype  Activity Measured Metabolic
Qe concentration capacity
)2 (MC)?
Al 2D6*4 /%6 0 0 FEN: 100
3A4*1/*1 1 100 VEN: 15
B! 2D6*1/*5 0 0 FEN: 100
3A4*1/*1 1 100 VEN: 15
C 2D6*10/*10 0.5 100 FEN: 100
3A4*1/*1 1 100 VEN: 45
D 2D6*1x2/*1x2 1 200 FEN: 100
3A4*1/*1 1 100 VEN: 135
E 2D6*1/*1 1 100 FEN: 50
3A4*8/*8 0.5 100 VEN: 68
F 2D6*1 /*1 1 100 FEN: 20
3A4*1/*1 1 20 VEN: 63

! Akin to the cases analyzed in Section 5.4.5.
2To simplify, it is assumed that some mutations prevent any CYP enzyme from being produced, hence
[e] =0, or generate excess production hence [e] = 200. For non-mutants the normal amount corresponds to
[e] = 20 to 100, within the 20-fold differences in enzyme abundance noted in the literature [44, 65].
3Proportion (p.) for fentanyl (FEN) is > 99% CYP 3A4 [15], for venlafaxine (VEN) is > 60% CYP 2D6
and < 15% CYP 3A4 [214]

“For example, in Case A, MCrentanyl = Zle e X pe X [e] = (1 x 1 x 100) = 100 and
MClyentataxine = iy @ X pe X [€] = (0% 0.6 x 0) + (1 x 0.15 x 100) = 15. The mass of the liver was

considered constant for all cases and omitted from the calculation.

While the limitations of the available information noted above are acknowledged, they
are not, in of themselves, disastrous. Much of the necessary information for the most preva-
lent drugs are available, and as more cases are examined it will also be possible to develop
empirical metabolic capacity distribution densities. Thus, there is still clearly a large amount
of work to be done to make this a routine tool for forensic toxicologists but, it is also clear
that it will be a valuable tool.
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(eneral Conclusion and Future Directions

The overall goal of this research is to develop a method for the characterization and quan-
tification of CYPs for postmortem evaluation of the metabolic capacity. While it was not
possible to develop a fully functional and validated method for postmortem evaluation of
the metabolic capacity, important contributions to the field of analytical forensic toxicology
were made. Significantly, the proof of principle has been demonstrated using selected CYPs,

the problems identified and a clear route forward established.

Four different research projects exploring interfaces of forensic toxicology with other ar-
eas of specialization in science were presented in this thesis. The necessity of these subsidiary
projects became evident considering the validation requirements for the intended CYP anal-
ysis method and for forensic toxicology applications in general. Chapters 2 through 4 [1-5]
developed and described mathematical method validation tools, and Chapter 5 details the

progress made in a postmortem CYP quantification and characterization method [6].
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6.1 SELECTION AND VALIDATION OF A CALIBRATION MODEL

Selection of an appropriate calibration model, including weighting and regression order, is
critical to obtaining accurate results out of all bioanalysis methods. Indeed, poor model
selection can lead to quantification biases of up to 154% [1, 2]. Inadequacies in previously
established methodologies for model selection and validation were identified early in the

work, an especially concerning issue for forensic toxicology where accurate results are critical.

In Chapter 2, methodologies for calibration model selection and validation were system-
atically assessed in the context of an LC-MS/MS multi-analyte method. Based on the results
of this investigation, an automated, analyst independent tool for selection and validation of
a calibration model was put forward. In this R script, the need for weighting was first as-
sessed via an F-test on the lower and upper limits of quantification (LLOQ and ULOQ)
measurement replicates. Subsequent variance testing allowed for the selection of the most
appropriate weighting. Regression order was chosen based on the results of a partial F-test.
Finally, the selected model was validated by normality testing of the residuals, either via
the Cramer-von Mises or Kolmogorov-Smirnov approach. Best practices with regards to the

experimental setup (number of replicates, intra/inter batch) were also established.

Calibration curves are a staple of quantitative methods, in bioanalysis as well as in
forensic toxicology. Despite the ubiquitousness of calibration curves, literature and valida-
tion guidelines on the topic are not as developed as one would hope. Hypothesis tests were
suggested piecemeal, for selection of one part or the other of the model. A number of vali-
dation guidelines presented several competing tests for the same purpose. Some suggested
tools were entirely subjective, relying on the user to make a judgment call about the result.
Others were simply inapplicable to standard bioanalysis methods, being too sensitive to the
number of calibration levels or measurement replicates. Often, calculation examples were
absent, or shown only for the simplest, linear unweighted, model. Knowing that quadraticity
and weighting can radically modify statistical test calculations, not guiding the user better
in this process is a recipe for errors. Considering this initial environment, there was an
obvious need for a comprehensive calibration model selection and validation package, which,
while not being to only way to achieve the goal of calibration model selection and validation,
would at least provide explicit benchmarked tools to the practitionners. The reception of
the papers, published as an Editor’s Choice in the Journal of Analytical Toxicology [1, 2],
demonstrates this in itself: this procedure is now cited as an update to validation procedures

in forensic toxicology [155] and has been adopted as a method development and validation
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tool by several laboratories [216-220].

To improve its adoption, this tool was developed with an easy-to-use interface to perform
accurate, appropriate and complex statistical calculations. The tool is simple by virtue of
decoupling the need for an understanding of the calculations and the operation. It can thus
be applied by any forensic toxicologist, or bioanalyst, regardless of their level of knowledge
in statistics. This will allow analysts and laboratories to take advantage of the significantly
better reliability of this procedure over the traditional “fit and check” approach. To highlight
this, simulations demonstrate that the traditional approach would succeed on average 47%
of the time in selecting the correct weighting and 61% of the time in picking the right order.
Under similar test conditions, the developed approach elevates those numbers to 96% and
90%, respectively. This result is a testament to the leaps which can be made when research
groups of different background (statistics and analytical chemistry) collaborate. The collab-
oration established here yielded a final product that would not exist (or at least, not in such

a comprehensive form) if one collaborator or the other was absent.

Despite its clear advantages, the developed tool has limitations that need to be acknowl-
edged. The algorithm has a harder time correctly identifying 1/x heteroscedastic data, with
an 88% success rate on average. It also has difficulty identifying quadratic data when variance
increases proportionally with concentration (/=2 weighting, 48% success rate), undoubtedly
due to the increased variability at the higher concentration levels masking the curvature.
These difficulties would be endemic to any model selection process, including those relying
on the analyst’s visual judgement. Additionally, although the tool is simple to operate, its
use requires additional work at the method validation stage. However, this was limited as
much as possible by design, and is of course a small price to pay for the additional accuracy

and confidence in the model gained.

At the outset of this project, all approaches, tests and procedures suggested in bioanalysis
guidelines and publications were considered.. Several were tested and their efficiency com-
pared in Section 2.2. However, some solutions were not explored by design, although this is
not necessarily spelled out for the reader (due to manuscript space constraints). For example,
we focused on Kolmogrov-Smirnov and Cramer-Von Mises normality testing for the residu-
als, without exploring the well-known Shapiro-Wilk test. This is because the latter asseses
whether a set of independent and identically distributed (iid) random variables are normally
distributed. In the case studied, the goal was to test whether the (unobserved) regression

errors e;j = y;j — f(x;), where f() is the true (thus unknown) underlying regression model,
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are normally distributed. However, as mentioned, the regression errors are not observable:
we need to estimate them (these estimates are often called regression residuals). Since the
residuals are estimated, they are not iid anymore since they are calculated using the fitted
coefficients, which are themselves calculated from the data. Therefore, the Shapiro-Wilk test
is not appropriate in this case. Since a high premium was placed on automation and ease-
of-use, approaches were not tested if they did not fit the type of procedure targeted. The
starting point and history of this project means that not all of the broad statistical literature
on how to conduct model selection was covered. Other paths such as likelihood ratio tests
or the Aikaike Information Criteria could be tested as potential alternatives. Some tests
which were set aside for the previously stated reasons, such as the confidence interval of the
quadratic term, could be assessed to see if the benefits outweigh the problematic aspects.
Nonetheless, the developed approach has the advantage that it is readily understandable by
practical bioanalysts, requires litlle statistical training and uses the already familiar P-values
as a model selection tool. Moreover, only the most common weighting patterns (none, 1/z,
1/2) in data analysis software were considered. However, several software packages also offer

additional options which could be considered, such as /y or 1/y2.

One area of application where greater clarity remains to be obtained is guidance on
how to properly use and interpret results when several instruments are to be used in the
production setting. How should an analyst deal with diverging results, e.g., a linear, 1/z
model has been selected on one system and a quadratic, /2 model has been selected on a
second one? This was superficially covered in Section 2.2, but should be investigated fur-

ther, as it is common for larger laboratories to have several instruments operating in parallel.

A plethora of questions remain to be answered about calibration curves to reach the
ultimate goal of analytical chemists: discovering the actual model of the signal measured as
a function of concentration, while expending as little experimental work as necessary. This
underlying model information is essential to obtain truly accurate and precise estimations of
the unknown sample’s analyte concentration. Until now, it has been dogmatic to always use
the simplest model but, should we start using models other than linear or quadratic? What
is the most efficient distribution of the concentration levels of standards and quality control
samples? What replicate pattern would serve us best for the different standard levels of a
calibration curve? What about the replicate pattern for quality control samples giving us
the most accurate information on the uncertainty of measurement? How can we do all of

that while minimizing the burden on production operations?
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6.2 QUANTITATIVE CORRECTION OF THE ENDOGENOUS CONCENTRATION
IN THE CALIBRATION MATRIX

In Chapter 3, a tool to automatically correct for endogenous analytes concentration in the
calibration matrix was presented [3].The presence of an analyte, at some endogenous concen-
tration in the authentic calibration matrix will bias quantification results. The mathematical
tools developed allow correction for this bias, first by calculating the endogenous concen-
tration via the x-intercept of the calibration curve in a standard addition like procedure,
then by adding this calculated concentration to the spiked concentrations for all standards
and quality controls, generating a de facto concentration to be used in all calculations. This
effectively shifts the calibration curve to the right, correcting for the bias introduced by the

presence of the endogenous analytes.

Analytes displaying an endogenous content are common in forensic toxicology. ~-hydroxy-
butyrate (GHB), S-hydroxybutyrate (BHB), cyanide, carboxyhemoglobin (HbCO), insulin
and steroids are but a few examples of such molecules [90-92, 147, 153, 221]. To those,
we can add common xenobiotics found in the population such as caffeine or alcohol con-
sumption markers [143-145], for which finding authentic blank matrices can also be difficult.
Clearly, this is a hurdle regularly faced in forensic toxicology. However, proposed solutions
are either manually intensive, time consuming, potentially inaccurate, or simply ignore the
problem [93-100].

Apart from improving accuracy, the main advantages of the developed tool are its con-
ceptual simplicity and seamless integration in the production environment of the bioanalysis
laboratory. This last advantage is a crucial requirement for mathematical tools to be ac-
cepted and used by bioanalysts and forensic toxicologists. The demands of a high throughput
environment do not allow for extra operations to be performed manually or outside of the
standard software environment. Moreover, the target user is the analyst, not necessarily a
research scientist with an enthusiasm for the detailed mathematical concepts. Therefore,
usage of the tool was, once again, decoupled from a thorough understanding of its underpin-

nings.

The downside of this approach is that it required the use of a suboptimal mathemati-
cal approach from the perspective of errors introduced. Some alternative approaches would
result in less error being introduced in the final calculated concentration. Unfortunately,

direct integration of those with the commonly used data analysis software is not currently
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possible. An exact calculation of the error folded in by the correction process was performed,
and an error evaluation tool was developed to help guide users. In the end, the relative error

is generally decreased by the correction process, although the absolute error increases.

Eventually, this tool or its underlying mathematical calculations could be integrated in
the data analysis software. Already, Sciex and Agilent have made steps in this direction
with Sciex OS’ Standard Addition Processing feature and Mass Hunter’s Blank Subtraction
Add In. Full integration in the software ecosystem would mean correction could systemati-
cally be applied to endogenous analytes, with no associated productivity cost. Hopefully the
publication of this paper will highlight its need to the software designers.

Both this chapter and the previous one presented automated statistical tools to deal
with a specific method validation or production issue. When these tools were developed, a
premium was placed on making the end experience easy for the scientist manipulating it.
This is because we did not want statistical knowledge to be a barrier to the use of better and
more relevant tools. But these tools are not a blackbox by any means. In both cases, the
calculations were clearly laid out in the published papers. Moreover, the full R scripts are
available free of charge to anybody who might want to access them to probe the calculation
further or perform their own modifications. In the end though, to convince a large num-
ber of laboratories to use these tools, ease of use is an essential ingredient. Dissemination
of these improved practices occurs by different means: the published papers, conferences,

e-mail exchanges, explicative papers in non-peer reviewed outlets, social media, etc.

In the quantification aspect of the CYP analysis method, matrix matched calibration
curves will be prepared to quantify CYP 2D6 and 3A4 enzymes in postmortem liver tis-
sue. The biological matrix used to prepare these spiked samples will contain an endogenous
amount of CYP enzymes (unless fastidious and impractical means are taken to avoid it),
yielding biased calibration curves. The tool developed in Chapter 3 will allow for complete
correction of this bias, while retaining the correction advantages of matrix matching, yielding

an overall more accurate quantification of CYP enzymes.

6.3 QUALITATIVE DECISION POINT METHOD VALIDATION

Qualitative methods are characterized by their binary outcomes, such as “presence” or “ab-

sence”, or “above” or “below cut-off” [4]. Unfortunately, the fact that continuous mea-
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surements underpin those binary outputs has long created confusion. The rare validation
guidelines [75] which cover this type of method, and not only the quantitative ones, typically
adapt quantitative method validation procedures rather than presenting specific procedures
for qualitative methods. Moreover, new requirements from the International Organization
for Standardization compounds the need for better validation guidance. Indeed, the most
recent version of the ISO 17025 guidelines (2017) requires taking into account uncertainty of
measurement for all methods, rather than only the quantitative ones [72]. This requirement
is further bolstered by the position of the American Statistical Association (ASA) which
states that all forensic expertise reports should include “the limitations and uncertainty
associated with measurements, and the inferences that could be drawn from them” [222].
Current guidance on qualitative methods is clearly lacking and does not fulfill those require-

ments.

In Chapter 4, we presented a series of papers tackling this very question. Despite its
seemingly trivial nature, early analyses quickly revealed that this was not the case, and
that available literature suffered from notable gaps [4]. Refinements to the standard model
of normally distributed measurements were developed, namely accounting for heteroscedas-
ticity and sampled threshold [4]. These two factors by themselves modify the expected
rates of false negative, reliability and sensitivity in particular, hence employing the correct
model can make the difference between an analyte passing the validation stage or not. The
method validation guidelines developed specifically for qualitative decision point methods
were successfully applied to a multi-analyte LC-MS/MS method in oral fluid in an efficient

and thorough validation process [5].

Qualitative decision point methods are common in a number of application areas: anti-
doping, workplace drug testing, food safety, and of course forensic toxicology [102-104]. In
all of these domains, a threshold concentration is often dictated by the law. In forensic
toxicology in particular, per se regulations are commonplace and establish a maximum drug
concentration in a specific biological matrix (e.g., blood) which a driver is allowed to have.
Additional per se regulations came into effect in Canada in 2018, as part of the cannabis

legalization initiative [104] and prompted the project presented in Chapter 4.3.

The developed approach is much more coherent both with the definition of method val-
idation and the characteristics of qualitative decision point methods. The goal of method
validation procedures is to demonstrate the performance characteristics of a method as it

will be used. Since the categorical (binary) output from qualitative methods is intended to
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be used as the method output in the production setting, performance indicators used for
method validation should rely on those same binary results to estimate the adequacy of the
method, not on the continuous measurements. Additionally, the improved data modeling de-

veloped is a marked advantage over previously published material about qualitative methods.

An obvious comment can be made regarding the increased workload required by the ap-
plication of such a framework, which is higher than what would be required by the current
SWGTOX’s guidelines [75]. It is indeed a shift in perspective. We are used to considering
qualitative methods as easy to validate, or at least, as requiring less work than quantitative
methods. But this myth needs to be dispelled. Qualitative methods generate less detailed
information than quantitative methods do, thus adequately characterizing their performance

requires a greater number of analyzed samples.

One limitation of the developed approach is the inability to estimate the precise size of
the unreliability zone on a daily basis, due to shifting instrument variance. To address this
issue, overestimates of the unreliability zone size are used. But ideally, mathematical mod-
elling tools would allow us to estimate precisely the boundaries of this confidence interval

and compare results to it.

Another area which has yet to be explored is how to properly validate and operate qual-
itative identification methods, which yield a detected/not detected binary result. Although
several characteristics are similar, or identical, to the decision point methods already dis-
cussed, one major difference can be pointed out. Whereas qualitative decision point methods
generally present continuous measurement distributions, qualitative identification methods
have semi-continuous measurement distributions, i.e., the probability of a measurement be-
ing equal to zero will be non-null, but conditionally to the measurement being > 0, its
distribution is continuous (also called data with excess zeros). This modification to the fun-
damental distribution of the data means modelling has to be carried out all over again to
properly predict the behavior of qualitative identification methods. This has natural effects

on the validation guidelines and production framework.

Thus, numerous aspects of qualitative methods remain to be explored, but the work pre-
sented in Chapter 4 has established a stable ground for those investigations. Additionally,
it will be used for the characterization aspect of the CYP analysis method, by providing a
validation framework for wild-type and mutated peptides. These peptides are not quantified,

but rather their presence or absence above a biologically relevant and analytically feasible
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threshold is sought, i.e., a decision point qualitative method is required.

6.4 PROTEOMICS APPROACH TO POSTMORTEM ESTIMATION OF THE META-
BOLIC CAPACITY

In Chapter 5, we presented the proof of concept that a proteomics approach to postmortem
estimation of the metabolic capacity is possible. The activity level of CYP 2D6 and CYP
3A4 enzymes were estimated via monitoring of point mutation bearing peptides. The most
deleterious and prevalent point mutations were monitored for both these important model
enzymes. This piece of information, when combined with quantification results obtained in
liver tissue, will yield an estimation of the metabolic capacity. This approach, relying on the
analysis of liver tissue, is particularly well suited to the postmortem setting where it is fully

available for analysis (by contrast with the clinical domain where access is greatly restricted).

Although not yet fully developed and validated, this proof of concept method was ap-
plied to actual human liver microsome samples for which the genotype was known, in order
to demonstrate that the correct metabolizer group could be inferred from the analysis. Al-
though results were inconclusive for one sample due to sensitivity issues, results from four
other samples (CYP 2D6 *4/*4, *4/*6, *1/*4, *1/*5) matched the expected pattern, quali-

tatively and quantitatively, thus demonstrating the usefulness of such an approach.

Estimating the metabolic capacity of an individual postmortem can be useful to the
forensic toxicologist on two main levels. First, it can aid in distinguishing between an acci-
dental overdose, a suicide attempt or a medical error, for example. Hence, it helps establish
the circumstances surrounding death with more clarity. Second, it could help the forensic
toxicologist to elucidate abnormal drug findings, e.g., outlier metabolite to parent drug ratios
could be explained [10, 33, 34, 38, 39] when correlated to a metabolic capacity significantly
different from average. At first sight, one attractive option would seem to be testing the col-
lected liver tissue with metabolic assays using CYP specific probes [24]. Even though these
probes are not circulating, as they would be in an antemortem assay, surely this methodology
hits close to the desired target when it comes to metabolic capacity? The problem here is
that enzymatic activity is quickly lost in the postmortem setting, due for example to changes
in pH, ionic strength and depletion of cofactors [223]. Despite being inactive, proteins can
still be intact in the studied tissue. This is what Hansen et al. found in their postmortem

study of CYPs: although activity disappears within 1 day, relatively stable enzymes levels
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are found for at least up to 7 days of storage [189].

The presented method is built around two main advantages. First, by taking into ac-
count not only the genotype of an individual (i.e., deleterious point mutations), but also the
expression profile of an individual, the obtained result is closer to the phenotype, i.e., the
actual metabolic capacity, than genotyping alone ever can be. A higher predictive value is
therefore expected from this method. Second, the procedure uses, by design, tools and tech-
niques present in the vast majority of forensic toxicology laboratories, such as LC-MS/MS.
Taken together, these two advantages should lead to broader use of metabolic capacity de-
termination by forensic toxicologists due to increased ease of analysis and relevance of the

results.

As this project was started, some five papers described CYP absolute quantification
methods [44, 47, 65, 67, 190] using unit resolution instruments [44, 47, 65, 67, 190]. Some
quantified CYPs in solution [47, 65, 190], others in liver samples collected either antemortem
or perimortem [44, 65, 67]. The proposed methodology was an in-solution digestion of post-
mortem liver microsomes followed by analysis on a unit resolution instrument. CYP 2D6,
which was a common target of the literature [65, 67], was also selected for our purposes, as
was CYP 3A4, which is less commonly analyzed but not completely novel either [44, 47, 190].
The largest step from the available literature was to be the (likely) increased complexity of

postmortem samples, due to postmortem degradation of tissues (including proteins) [206].

Several years of experiments later, we find that the sample complexity issues, sensitivity
and instrument fouling prevented completion of method development and successful vali-
dation. Moreover, as the method stands now, quantification results obtained differ for one
quantotypic peptide to the next, even in relative amounts. Other tested quantification meth-
ods, such as standard addition, do not fare better. Since the SIL-IS peptides appear to be
correcting properly for the matrix effects, the remaining logical explanation is therefore that
digestion efficiency changes between samples. The method, in its current state, can give
very rough approximations of the amount of enzyme present, especially in the extreme (ab-
sence/presence), but cannot be considered a tool for absolute quantification. This state of
affairs is at odds with the initial assessment of the complexity of the project. The pertinent

question is: where is this discrepancy stemming from?

First of all, it needs to be acknowledged that some elementary mistakes were due to

the lack of experience in proteomics, even more so in mass spectrometry based quantitative
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proteomics. For example, most synthetic peptides were dissolved in a 0.1% formic acid so-
lution in water. The peptides were thus detectable by mass spectrometry, but there is a
high likelihood that this solvent system did not completely dissolve the peptides, and the
presence of an organic solvent would have been helpful. Another example is the centrifugal
force used after digestion quenching (1000 x g), was too low to attain the goal of precip-
itating proteins in solution [224]. One could also point out to the wide ion ratio criteria
(£30%) applied for identification, which according to recent guidelines should be lowered to
+20% [79]. Absolute quantitative proteomics, a relatively recent and wide-ranging domain
has limited consolidated information, such as textbooks, available [225-227]. Papers, on the
other hand, present information for those already expert in the area, which makes replication
from non-specialized laboratories arduous as there seems to be information gaps. All in all,
a collaboration with a group specialized in absolute quantitative proteomics, and potentially
also with a group specialized in peptide and protein synthesis, would have been beneficial to
the project. This would have allowed knowledge transfer, but also the use of specialized tools
and techniques such as high resolution instrumentation with protein libraries, white rooms,
sample cleanup techniques (both pre and post-digestion). For all of the other chapters of this
thesis, such a collaboration existed with a group specialized in statistics, and these projects

were much more successful.

Second, it is noteworthy that other CYP absolute quantification methods published ei-
ther lack the required data to evaluate if similar problems to ours were observed, or the same
issues occurred but were ignored. Matrix effects experiments are rarely reported; when they
are, large matrix effects are indeed present [189]. Quantification is often done using a single
quantotypic peptide [44, 47, 65]; when several are used and a discordant result is obtained,
the odd peptide is removed from the method [67]. Digested standards or QCs are not always
used, but are replaced by spiked solutions of peptides [47, 65]. Thus, nothing tells us we are
experiencing issues which are out of the ordinary; rather, it might be that we are the first
to specifically test for them or report them. This was not obvious after the first reading,
especially as a newcomer to the domain. But when these papers are examined, using the
harsh light of our findings, it becomes clear that there is serious work to be done to bring

CYP analysis techniques to the point where they could be considered absolute quantification.

Knowing what we know today, how can we achieve our goal of quantification and charac-
terization of CYP enzymes in the postmortem human liver tissue? This is a vast enterprise,
which will likely require several years of work from several individuals in different areas of

specialty. There is a need to start back to the simplest level, focus on small, well thought-out
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designs to incrementally increase the complexity of the method. Considering the complex-
ity and delicate nature of the absolute quantification problem, comparing and contrasting
several different approaches will also be required, e.g., in solution microsomes vs gel elec-
trophoresis isolated CYPs vs immunoaffinity pulldown, or internal calibration vs external

calibration vs standard addition, etc.

First of all, it would be relevant to perform development operations on a high-resolution
MS instrument. In this thesis, all experimental work was performed on a unit resolution in-
strument, first because a high-resolution MS was not available in the laboratory, second, the
literature indicated that this was sufficient analytically, and third, this type of instrument is
more widely available in forensic toxicology laboratories than a high-resolution instrument
is. Our experience indicates that a high-resolution instrument would be useful in the devel-
opment setting, if only to give more target flexibility (i.e., look at detergents, other proteins
and molecules in addition to CYPs). Once the bulk of the method development is completed
(e.g., preparation conditions fixed), then a transfer onto a unit resolution instrument could

be done for dissemination into the forensic toxicology laboratories.

With this more versatile instrumentation in hand, and starting back at the simplest
level, means developing a quantification and characterization method for recombinant CYP
enzymes. With the goal of absolute quantification in mind, even at this stage, we want to
obtain a complete digestion. A common strategy appears to be the digestion of samples
with a constant protein concentration, obtained either by dilution of the sample or addition
of an extraneous protein (e.g., bovine serum albumin) [64]. This allows the protein to pro-
tease ratio, as well as, hopefully, the digestion efficiency, to be stable. Digestion efficiency
should be consistent and quantifiable, for example by the addition of a quality control with
quantifiable, non-peptide tags [189]. Acceptability criteria will need to be set on digestion
efficiency, and trend monitoring performed. In this thesis, no recovery experiments were
performed — by the time the required materials (light and heavy peptides, proteins, etc.)
were ordered and received, it had already become clear that there were issues at the sen-
sitivity and quantification levels, thus rendering the recovery experiments moot. However,
such recovery experiments are essential in a complete method assessment and validation. At
this stage (working on recombinant enzymes in solution), if complete digestion is confirmed,
the only recovery experiment required concerns peptides after the post-digestion clean-up
process (either by SPE, as carried out in this thesis, or any other selected technique). Fur-
thermore, whereas little matrix effect is expected at this stage (especially if a constant protein

or peptide concentration is achieved in the sample), this factor should still be monitored and
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satisfy standard method validation criteria.

Mass spectrometry analysis should be more expansive from that point on, keeping sev-
eral options open. First, all detected peptides specific to a given CYP enzyme (not aliased
with another human protein) should be kept, along with all the detected transitions from
the peptides. This will allow flexibility later on in the development — for example, if one
peptide or transition needs to be dropped due to matrix interferences, or if higher sensitivity
transitions need to be dropped to bring relative uniformity to the signal intensities across
peptides. Probable chemical modifications to the peptides should be monitored [228]. One
might not want to immediately abandon peptides with chemical modifications, as this will
likely change with the human matrix. With so many peptides and transitions to consider,
using a unit resolution mass spectrometer would obviously be a stretch, bringing the cycle
time up so much that the number of points per peak would dip under the acceptable min-
imum. However, a high-resolution instrument is suited for that type of work, particularly
if one uses the data dependent or independent acquisition modes (rather than the reaction
monitoring equivalent). The sensitivity of this type of instrument is typically a factor of
10 lower than a triple quadrupole instrument (for similar generations), but this can be con-
strued as an advantage in the sense that transfer onto a unit resolution instrument should

not generate sensitivity issues.

Multiplexing of the method, i.e., covering all relevant CYP enzymes and mutations,
should be started right at this stage for a better global project efficiency. Overall there are
a limited number of CYP enzymes relevant for forensic toxicology purposes: 10 enzymes,
with half of them metabolizing more than 5% of drugs [14]. Not all of them are polymor-
phic [18],and none are polymorphic as CYP 2D6 is. In light of the very large number (>105)
of polymorphism for this enzyme [18], it was decided to focus analysis on mutations present
in > 1% of a given sub-population. Several mutations result in the absence of the enzyme
from the liver tissue (e.g., gene deletion, splicing defects) [9], which are covered by the qual-
itative aspects of the method. Targeted mutations should be decided at this stage, which
will require extensive literature research and would be a project in its own. It is definitely
feasible to cover 10 enzymes in a single method, especially if all of them are included in the

development from the first day.
Optimization will need to be performed at this early stage, at least for selected aspects

of the procedure while some will need to be deferred until later e.g., microsome extraction.

This is a complex operation, fraught with pitfalls. One of the pitfalls we did see and address
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was the problematic use of a “one factor at a time” approach to optimization [201, 229].
This is why the more robust design of experiments (DoE) was selected. While this decision
was correct, we encountered issues. First, large designs with several qualitative, multi-level
factors are rather uninformative and tend to yield low quality models. Second, a great deal
more thought than anticipated needs to go into defining the response variable(s) used for
optimization. In this thesis, the large number of measurements generated by the analysis of
a single sample (see Tables G.2.2 and G.3.2) were combined into a single value, the “Normal-
ized Averaged Peak Area”. This was an attempt to reduce the dimensionality of the data and
achieve a conceptually simpler picture of the optimization process. However, in doing so,
important pieces of information might be missed. First, individual peptides might express
different response patterns to the studied factors. If these patterns go in opposite directions,
the experimenter might decide that optimizing certain particular peptides (e.g., mutation
site peptides) is more important than others (as long as they satisfy a minimum outcome).
This can become a constrained optimization problem [201], and experience with these tools
would need to be developed. Moreover, an important lesson of our work with DoE is “it does
a wonderful optimization job, but be careful what you wish for”. In other words, beyond
the dimensionality of the data, the nature of the response variable must be carefully chosen.
Here, peak areas were used as the underlying measure. However, this might not reflect, in
all cases, an optimal method. For example, in Section G.2, the goal was to maximize the
quantity of CYP denatured and solubilized. However, the optimal detergents in the design
solubilized the CYPs but yielded ion suppression during the mass spectrometry analysis,
thus erroneously orienting the investigation path. One could always argue that in some
sense, since the MS signal is the final measurement, this is what we should be optimizing
for, regardless of what causes it to vary. In any event, this needs to be carefully considered
and reasoned: optimization for what exactly is desired, and what is the best measurement
for this?

This method for CYPs in solution is the foundation of what needs to follow. The next
step would be application to commercially available human liver microsomes. These sam-
ples, collected postmortem or perimortem, were found to be much cleaner than those isolated
in-house from postmortem cases. This indicates that either the isolation technique used by
this company performs better than what we have been using, or their samples are cleaner
to begin with, possibly due to the absence, or removal, of degradation by-products. The
digestion method should be optimized with these commercially available microsome sam-
ples. Complete digestion should be achieved, or, failing that, a means of compensating for

it should be set up. Recovery, at least from the cleanup step (be it solid phase extraction or
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any other mean) should be measured. Transitions representing undesired interferences can
either be removed from the MS method or avoided by modifying the chromatography. At
this point (and further along), the addition of an additional cleanup step such as gel elec-
trophoresis can be considered. Ideally, we would like to avoid this kind of step: it is longer
and more involved than manipulations in solutions and the addition of more steps inevitably
leads to lower recovery levels. Also, forensic toxicology laboratories have no experience with
this technique, and seeing it as part of this method might dissuade them for implementing
it. Nonetheless, it is a powerful method of protein isolation and clean-up and if it is the
solution that allows the whole setup to work, it would be worth it. In the end, a technique
can be learned, and forensic toxicology laboratories are likely to want to analyze only a very
limited percentage of their cases with this method, thus lessening the speed of production

requirement.

In what could be a parallel project in itself, an isolation method of human liver micro-
somes from postmortem liver tissue should be developed. This could be based on human
or animal human liver tissue, although given the wide availability of human liver tissue at
forensics laboratories, there is no reason to go for an animal model when the target is actu-
ally human. The method presented in this thesis combines chemical and mechanical lysis to
ultracentrifugation in order to isolate human liver microsomes. This is a standard approach
in the literature [189], and is used by commercial companies producing human liver micro-
somes. However, it is time consuming, contains many steps potentially reducing the yield
and operates with uncertain recovery. Also, it requires the use of an ultracentrifuge, a non-
standard piece of equipment in a forensics lab. Hansen et al. presented an approach avoiding
ultracentrifugation, though still proceeding by a lysis/centrifugation combination [189]. Im-
munological pulldown might be an interesting avenue. Following cell lysis, the microsomes,
which are small micelles, are bound to magnetic particles via a CYP specific antibody and
pulled out of the solution. Different lysis techniques and parameters (e.g., incubation time,
chemicals concentration) should be investigated and optimized. In the end, one must always
keep a balance between sample cleanliness and practicality. A practical outcome of this
project would a catalogue of methods classified according to their different advantages and
weaknesses. Should one of these methods fail at a later stage, e.g., due to lower than neces-
sary sample cleanliness, we could always go back to the catalogues to pick another optimized
method. In developing these microsome isolation techniques, the microsomal yield per gram
of liver tissue should be recorded, as is standard in the literature [189]. This was not done in
the method presented here, for different reasons. First, the liver weight is highly influenced

by blood perfusion in the liver tissue, thus introducing a large uncertainty in the final yield
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measurement. Second, this technique assumes that the microsomal protein per gram of liver
(MPPGL) should be constant from one individual to the other, which does not seem to have
been conclusively demonstrated, and is even more of a risky assumption for postmortem
cases where degradation intervenes. However, it is a standard practice in the literature, and
for better or worse, having this data on hand could help comparison with the current body
of knowledge. Also, despite all its flaws, it could be a useful diagnostic tool. Choosing the
optimization variable for the isolation technique is not a simple decision. MPPGL could
be targeted, but this might encourage low purity samples with lots of extraneous proteins.
If perimortem liver tissue is used, then CYP activity assays results could be used as the
targeted variable. This is more involved, but a much better proxy for the desired goal. In
a perfect world, we would be able to calculate and optimize for the recovery of CYPs (or

microsomes alone) from the liver tissue. But this is a complex problem in and of itself.

Indeed, experiments to evaluate the absolute recovery of CYP enzymes — or even the
microsomal fraction — from liver tissue will be extremely hard to design and execute. How
can one generate liver tissue with known levels of CYP enzymes, or microsomal fraction?
Absolute recovery figures rely on the assumption of this knowledge. Even recovery of CYPs
from the microsomal fraction is problematic. In both cases, how do you either create a
realistic matrix (liver tissue or microsomal fraction) with a known amount of CYPs? An
alternative would be to measure the complete amount of CYPs left behind following the
procedure, but how can you make sure this has been achieved and no CYPs are left behind?
This is a serious challenge which might have no solution, in which case the only possible

proxy would be relative recoveries (instead of absolute ones).

All of this preliminary work lays a solid basis for stepping over to the postmortem ap-
plication of a quantification and characterization method of CYP enzymes in liver tissue.
Here, a review of the already assessed parameters will be needed, to confirm that applica-
tion to this type of matrix is still functional and implement any changes which might be
required. Complete digestion will need to be confirmed. Recovery of the cleanup step should
be measured. Above all, an evaluation of the matrix effect will be required. This was one
of the major issues in the version of the method presented in this thesis.From the experi-
mental work, no single component of the method was identified for the matrix effect. The
most likely culprit, the detergent, was shown to elute when the flow was diverted to waste.
A parent ion (Q1) scan of extracted samples, blanks and deconstructed blanks showed no
single problematic source. A likely hypothesis is that the MS matrix effect stems from the

sheer mass and number of concomitant peptides and small molecules injected. It probably
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is, more globally, a sample purity issue. Of course, this would be easier to confirm using a
high resolution mass spectrometer with spectral libraries that would allow identification of
the different species. Principal component analysis techniques, for example, could be useful
in identifying the key variables during purification optimization required to minimize these
significant sources of matrix effects. If required, additional purification techniques such as

gel electrophoresis could be implemented, as discussed above.

Once method development and optimization is completed, we will be able to utilize the
mathematical method validation and production tools presented in Chapters 2 to 4. First,
with the quantitative aspect of the method. Recombinant CYP enzymes spiked in authentic
human liver matrix (whole tissue or microsomes) will be used to generate a biased calibra-
tion curve due to the endogenous CYP concentration present. Fortunately, as described in
Chapter 3, we now have an automated tool to correct for the endogenous concentration in
calibration matrices, albeit the special case of high level endogenous analytes will need to be
considered further. A calibration model will need to be selected for this corrected calibration
curve; and this can be done efficiently and accurately using the selection and validation tool
presented in Chapter 2. As for the qualitative aspect of the method, that is, the detection of
point mutation site bearing peptides, a coherent validation procedure is described in Section
4.1. This validation procedure can correctly evaluate the method’s performance based on
its natural output, the method’s binary results. All of the required tools are thus at our

disposal for the method validation process.

There is much more work to be done once this method is validated. First of all, it would
be worth verifying the central premise of this project, i.e., that CYP protein abundance in
liver tissue correlates with activity. Clearly, it holds true in the extremes: if the enzyme
expression is entirely suppressed, no metabolism by this enzyme can occur and the metabolic
capacity will be null. But, in-between this all or nothing, there remains to be conclusive
proof of a tight correlation. There are studies demonstrating in vitro support for this the-
ory [190, 230-233] but no in vivo confirmation as of yet. This should be studied in more
detail. An animal model could be used, but this would mean redeveloping the method for the
animal’s specific CYP sequences; and even then, findings in animal models are not always
transferable to humans. A more efficient approach would be the use of clinical or perimortem
samples, where the metabolic capacity would be estimated both via the proteomics approach

and the probe monitoring and/or activity approach.

There is a non-negligible probability that any clinical probe monitoring results would not
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correlate that closely with the result of the proteomics approach, and part of the explanation
would certainly be the high complexity of metabolism activities. There still is much to be
learned about how metabolism proceeds. In recent years, it has been discovered, for example,
that the role of active transporters is much bigger than initially thought [13]. These proteins
are not included at all in the present project. Should they be, and how? It is hard to say at
the moment, given the nascent literature on the topic. Nonetheless, we should keep in mind
that the model presented here is one complexity step above the genotyping approach (and
hopefully, one accuracy step above it as well, addressing some of the issues of correlation
between proteotype and phenotype), but there might be several ones above that remain to

be climbed as well.

Another area of concern is the spatial distribution of CYPs in the liver tissue. Although
the metabolic capacity estimation presented in Section 5.8 assumes a uniform distribution by
multiplying the full liver weight by the concentration measured in the sample analyzed, it is
far from being certain that this is the case. There could be spatial patterns of concentration
distribution, and they could even vary from one CYP to the other. In the postmortem case
in particular, there could be spatial degradation patterns influencing our collection and sam-
pling choices. Once a quantitative method is established, this becomes an easy hypothesis

to test, analyzing several samples per liver from multiple individuals.

An additional potential layer of complexity are the impacts of post-translational modifi-
cations (PTMs). These chemical modifications occur after synthesis and can lead to changes
in protein function (activity, half-life or localization in the cell) [228]. A large number
of PTMs exist, such as acetylation, biotinylation, phosphorylation, sulfation, glycylation,
sumoylation [228]. Of course, should such a PTM be necessary for CYP metabolic activity,
or should another PTM remove all metabolic activity, this would have major impacts on
the metabolic capacity. The active version(s) of the CYP would need to be distinguished
from the inactive(s) one(s). PTMs are highly localized on the protein, thus taking them
into account while maintaining good protein quantification practices would be challenging.
Ideally, this information could be added to the current model, refining it further. Currently,
the literature on PTMs in CYPs is extremely limited, relying on studies of a few enzymes
only [234]. These early studies suggest that there might be a possible role of PTMs, but
it is not fully characterized [234]. Hence, the current state of knowledge does not allow
assessment of the role of PTMs or how this affects the feasibility of the proposed workflow.
Note that testing the central premise of the project, the correlation between the CYP con-

centration and metabolic capacity, as suggested above, would at the same time answer the
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PTMs question (i.e., in presence of a good correlation, PTMs are not a major concern).

Further work will also be required to examine postmortem stability of the enzymes in
liver tissue. Preliminary work presented here [6], and elsewhere [189], indicated at least a few
days of post-collection stability at 4 °C. Longer studies on larger populations and under more
diverse postmortem conditions are indicated. We have carried out an in vitro study experi-
ment at room temperature, but of course this is not representative of the conditions which
will occur in casework. After death, the liver, protected by its outer envelope, undergoes a
temperature drop and change in biochemical conditions [206] which is not only impossible to
accurately simulate in the laboratory, but varies depending on the death scene (e.g., inside
vs outside, different cause of death, different medical conditions). Potentially, this could be
studied using samples collected on so called “body farms”. This work should allow stability
of enzymes during the postmortem interval to be established (i.e., the liver is still in the
body on the scene of death), while the body is stored in the morgue (which generally does
not last more than one week), and in collected liver tissue stored cold (4°C, —20°C and
—80°C). Should there be a desire to extend the time window of applicability beyond the
measured stability delay, investigation into degradation markers for CYP enzymes could be
carried out. This would involve pinpointing the degradation products of the CYP enzymes,
and from the concentration of these degradation products, performing a retro-calculation
of the original enzyme concentration. This is highly exploratory work, and there is a high
probability that it would not be achievable, or at least would not widen the time window as
much as desired. Nonetheless, this type of knowledge would be highly transferable to other

postmortem proteomics methods.

The only remaining piece then is to carry out larger population studies. In the cur-
rent genotyping framework, individuals are classified according to metabolizer type [9], a
categorical classification. The developed methodology would yield a continuous estimate
of the metabolic capacity, allowing finer comparison of metabolism between individuals. A
population study would establish a metabolic capacity distribution curve for the racial and
socio-economic population served by the forensics laboratory. Incoming cases could then
be compared to the distribution curve to place the metabolic capacity for the studied case
within the larger population context: does the individual in this case have a metabolic ca-
pacity significantly higher or lower than the population? More broadly, what is significant
in terms of metabolic capacity? These sorts of questions can only begin to be addressed once

a reliable analytical method is in place and has been adopted by multiple labs.
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A posteriori, it is clear that there was an underestimation of the complexity of the overall
project. This was in part due to incomplete data in the literature, and in part due to the
lack of experience in quantitative proteomics. The acute preoccupation to develop a simple
method (simple sample preparation, basic instrumentation) that the majority of forensic
toxicology laboratories could apply easily unintentionally compounded this problem. It is
important to think about applicability and diffusion of the techniques, but in the pyramid of
needs, it comes after a fully functional method. The proteomics approach is complex, more
than initially thought, but it holds great promise. If properly developed and validated, it
would take into account several epigenetic factors that affect the protein abundance, such as
the gender, age and disease state. Incorporation of these factors measured into the estima-
tion of the metabolic capacity would be more accurate than by genotyping alone. To reach

this goal however, a large amount of work is still required.

6.5 BRINGING IT ALL TOGETHER

If all of these projects teach us one thing, it is that problems are generally less trivial than
we would like to believe on first approach. Correcting for endogenous concentration is easy!
Yes, but how do you integrate that seamlessly in production operations? And what addi-
tional error have you introduced? Selecting a calibration model is elementary! You just pick
the simplest or use one of the numerous tests available! Okay, but are those tests actually
appropriate for your data set? Are they actually better than your subjective evaluation?
How do you deal with multiple instruments? What experimental setup should you use?
Qualitative methods are simple to validate! No, not if done correctly. You need more data
than your preconceived ideas might lead you to believe. And even while developing a vali-
dation framework for binary results might seem relatively elementary, an in-depth study of
real data brings surprises that are not so simple to tackle: heteroscedasticity, sample cut-off
and random instrument shifts hidden within the changing variance of the area ratio. CYP
quantification methods have been published, only adjustment to the postmortem setting
remains! Well, several central parameters were overlooked in these published methods and

pose problems for appropriate method development and validation.

The interfaces probed in this thesis are still wide open for exploration and discovery. In
retrospect, the one overarching theme of this thesis has been to aid the forensic toxicologist in
achieving the fundamental goal to help explaining the circumstances surrounding death and

shedding light on questions arising during judicial proceedings (driving under the influence,
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sexual assault). This cannot be accomplished without also simultaneously incorporating the
fundamental basis of science: make judgements based on evidence from which the degree of
certainty has been quantified. Which interestingly, is reminiscent of the motto of Dr. Wil-
frid Derome (1877-1931), founder of the Laboratoire de sciences judiciaires et de médecine
légale: “n’avance rien que tu ne sois capable de prouver” [235] (“do not state anything that

you can’t prove”).
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Structure and Relevant Information of

Molecules Discussed in This Work

Unless otherwise stated, information was taken from Clarke’s Analysis of Drugs and Poi-
sons — Volume 2 [212] and from Disposition of Toxic Drugs and Chemicals in Man [210].
Molecules were generally placed in alphabetical order, but metabolites were placed right

after their parent drug.

Name: Alprazolam
Family: Benzodiazepines

Use: Short-term management of anxiety disorders

o Q l Molecular weight: 308.8 g mol~*
pKa: 2.4
NN

)\ /" Log P: 2.12
" Half-life: 11 to 15 h
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Name: a-Hydroxyalprazolam
Family: Benzodiazepines

Use: Active metabolite of alprazolam
Molecular weight: 324.8 g mol™*
pKa: NA

Log P: NA

Half-life: NA

Name: Aripiprazole

Family: Antipsychotic

Use: Treatment of schizophrenia and bipolar disorder
Molecular weight: 448.4 g mol™*

pKa: 7.46, 13.51

Log P: 4.6

Half-life: 47 to 68 h

Name: g-hydroxybutyric acid (BHB)
Family: Biomarkers

Use: Ketoacidosis marker
Molecular weight: 104.1 g mol™!
pKa: NA

Log P: -0.5

Half-life: NA

Name: Bromazepam

Family: Benzodiazepines

Use: Anti anxiety

Molecular weight: 316.2 g mol ™!
pKa: 2.9, 11.0

Log P: 2.05

Half-life: 8 to 19 h
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AN Name: 3-Hydroxy bromazepam
N Family: Benzodiazepines
Use: Active metabolite of bromazepam
— s Molecular weight: 332.2 ¢ mol™*
% pKa: NA
Log P: 1.1

0 H Half-life: Similar to bromazepam

Name: Buprenorphine

Family: Opioids

Use: Treatment of opioid addiction, acute or chronic pain
Molecular weight: 467.6 g mol™*

pKa: 8.5, 10.0

Log P: 4.98

Half-life: 1.2to 7.2 h

0 Name: Caffeine
/ Family: Simulants
SSe " N Use: Food and drinks
’ Molecular weight: 194.2 g mol™!
)\ /> pKa: 10.4, 14.0
N N Log P: -0.07

‘ Half-life: 2 to 10 h

Name: Cannabichromen (CBC)
Family: Cannabinoids
Use: Part of the cannabis plant
Molecular weight: 314.5 g mol ™!
pKa: NA
Log P: NA
Half-life: NA
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Name: Cannabidiol (CBD)
Family: Cannabinoids

Use: Part of the cannabis plant
Molecular weight: 314.5 g mol™*
pKa: NA

Log P: NA

Half-life: NA

Name: Cannabinol (CBN)
Family: Cannabinoids

Use: Part of the cannabis plant
Molecular weight: 310.4 g mol™*
pKa: NA

Log P: NA

Half-life: NA

Name: Chlordiazepoxide

Family: Benzodiazepines

Use: Treatment of anxiety and insomnia
Molecular weight: 299.8 g mol™!
pKa: 4.8

Log P: 2.44

Half-life: 5 to 30 h

Name: Clobazam
Family: Benzodiazepines
Use: Anxioloytic, anticonvulsivant
Molecular weight: 300.8 g mol~!
pKa: NA
Log P: 2.12

. Half-life: 10 to 58 h
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Name: Clonazepam
O Family: Benzodiazepines
0 Use: Anticonvulsivant, treatment of panic disorder

Molecular weight: 315.7 g mol™*

|
N— N ~
®  pKa: 1.5, 10.5
Log P: 241
N

o % Half-life: 20 to 40 h
Name: 7-Aminoclonazepam
O Family: Benzodiazepines
Use: Metabolite of clonazepam
°l H Molecular weight: 285.7 g mol™*
N “Su pKa: NA
Log P: 1.8

Half-life: NA

Name: Cocaine

Family: Stimulants

Use: Drug of abuse

Molecular weight: 303.4 g mol™!
pKa: 8.7

Log P: 2.3

Half-life: 0.7 to 1.5 h

Name: Benzoylecgonine

Family: NA

Use: Metabolite of cocaine
Molecular weight: 289.3 g mol ™!
pKa: NA

Log P: -1.3

Half-life: NA
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Name: Codeine

Family: Opiates

Use: Pain treatment, cough medicine
Molecular weight: 317.4 g mol™*
pKa: 8.2

Log P: 0.6

Half-life: 2to 4 h

Name: Norcodeine

Family: Opiates

Use: Metabolite of codeine
Molecular weight: 285.3 g mol™*
pKa: 9.23

Log P: 0.69

Half-life: NA

Name: Diphenhydramine

Family: NA

Use: Antihistamine, treatment of insomnia
Molecular weight: 255.4 g mol™!

pKa: 8.98

Log P: 3.27

Half-life: 2.4 to 9.3 h

Name: N-Desmethyl diphenhydramine
Family: NA

Use: Metabolite of diphenhydramine
Molecular weight: 277.8 g mol ™!
pKa: NA

Log P: NA

Half-life: NA
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Name: Fentanyl

Family: Opioids

Use: Pain treatment, anesthesia
Molecular weight: 336.5 g mol™*
pKa: NA

Log P: 2.3

Half-life: 3.7 h

Name: Norfentanyl

Family: Opioids

Use: Metabolite of fentanyl
Molecular weight: 232.3 g mol™*
pKa: NA

Log P: NA

Half-life: NA

Name: Flunitrazepam

Family: Benzodiazepines

Use: Treatment of insomnia, purported use in DFSA
Molecular weight: 313.3 g mol ™!

pKa: 1.8

Log P: 2.1

Half-life: 16 to 35 h

Name: 7-Aminoflunitrazepam
Family: Benzodiazepines

Use: Metabolite of flunitrazepam
Molecular weight: 283.3 g mol ™!
pKa: NA

Log P: 1.3

Half-life: NA
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Name: N-Desmethylflunitrazepam
Family: Benzodiazepines

Use: Metabolite of flunitrazepam
Molecular weight: 299.3 g mol™*
pKa: NA

Log P: 2.04

Half-life: NA

Name: 4-Fluoroamphetamine

Family: Stimulants

Use: Research chemical, drug of abuse, analogue
Molecular weight: 153.2 g mol™*

pKa: NA

Log P: NA

Half-life: NA

Name: Fluoxetine

Family: Antidepressant

Use: Treatment of severe depression, OCD
Molecular weight: 309.3 g mol™!

pKa: 9.8

Log P: 4.05

Half-life: 4 to 6 days

Name: Norlfuoxetine

Family: Antidepressant

Use: Active metabolite of fluoxetine
Molecular weight: 295.3 g mol ™!
pKa: 9.77

Log P: NA

Half-life: 4 to 16 days
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Name: ~-Hydroxybutyric Acid (GHB)

Family: CNS depressant

h° oM Use: Treatment of narcolepsy, drug of abuse
W Molecular weight: 104.1 g mol™*

pKa: 4.44

Log P: -0.51
Half-life: 0.3to 1 h

Name: Heroin

Family: Opiates

Use: Drug of abuse

Molecular weight: 369.4 g mol™*
pKa: 7.6

Log P: 0.2

Half-life: 3 minutes

Name: 6-Monoacetylmorphine (6-MAM)
Family: Opiates

Use: Metabolite of heroin

Molecular weight: 327.4 g mol™!
pKa: NA

Log P: NA

Half-life: NA

Name: Hydrocodone

Family: Opioids

Use: Treatment of severe pain, cough suppressant
Molecular weight: 299.4 g mol ™!

pKa: 8.3

Log P: 2.2

Half-life: ~ 4 h
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Name: Hydromorphone

Family: Opioids

Use: Treatment of severe pain
Molecular weight: 285.3 g mol™*
pKa: 8.2

Log P: -4.0

Half-life: ~ 2.5 h

Name: Ketamine

Family: Anesthetic

Use: Anesthesia, chronic pain, drug of abuse
Molecular weight: 237.7 g mol™*

pKa: 7.5

Log P: 3.1

Half-life: 2 to 3 h

Cl

Name: Lysergic acid diethylamide (LSD)
Family: Hallucinogens

Use: Drug of abuse

Molecular weight: 323.4 g mol™!

pKa: 7.5

Log P: 2.9

Half-life: 2.5 h

Name: Methamphetamine

Family: Stimulants

Use: Drug of abuse

Molecular weight: 149.2 g mol ™!
pKa: 9.87, 10.1

Log P: 2.07

Half-life: 9 h
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Name: Methylenedioxy-N-ethylamphetamine (MDEA)
Family: Stimulants

Use: Drug of abuse

Molecular weight: 207.3 g mol™*

pKa: NA

Log P: 2.5

Half-life: ~ 7.5 h

Name: 3,4-Methylenedioxypyrovalerone (MDPV)
Family: Cathinone derivative

Use: Drug of abuse

Molecular weight: 275.3 g mol™*

pKa: 84

Log P: 34

Half-life: NA

Name: Mirtazapine

Family: Antidepressant

Use: Treatment of depression and insomnia
Molecular weight: 265.4 g mol ™!

pKa: 7.1

Log P: 3.3

Half-life: 20 to 40 h

Name: N-Desmethylmirtazapine
Family: NA

Use: Metabolite of mirtazapine
Molecular weight: 265.4 g mol ™!
pKa: NA

Log P: NA

Half-life: NA
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']‘ Name: Morphine

Family: Opiates

Use: Treatment of acute and chronic pain
Molecular weight: 303.4 g mol™*

pKa: 8.0, 9.9

Log P: -0.1

Half-life: 2to 3 h

Name: 3-Morphine-glucuronide
Family: Opiates

Use: Metabolite of morphine
Molecular weight: 461.5 g mol ™!
pKa: NA

Log P: NA

Half-life: NA

Name: Naltrexone

Family: Narcotic agonist

Use: Treatment of opioid dependence
Molecular weight: 341.4 g mol ™!
pKa: NA

Log P: 1.92

Half-life: 3 h

Name: Nicotine

Family: NA

Use: Part of the tobacco plant
Molecular weight: 162.2 g mol !
pKa: 3.2, 7.9

Log P: 1.2

Half-life: 0.5to 2 h

P4
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Name: Nitrazepam

Family: Benzodiazepines

Use: Treatment of anxiety and insomnia
Molecular weight: 281.3 g mol™*
pKa: 3.2, 10.8

Log P: 2.25

Half-life: 18 to 38 h

Name: Olanzapine

Family: Antipsychotic

Use: Treatment of schizophrenia and bipolar disorder
Molecular weight: 312.4 g mol™*

pKa: 5.0, 74

Log P: 3.39

Half-life: 30 to 60 h

Name: N-Desmethylolanzapine
Family: NA

Use: Metabolite of olanzapine
Molecular weight: 298.4 g mol™!
pKa: NA

Log P: 24

Half-life: NA

Name: Oxazepam

Family: Benzodiazepines

Use: Treatment of anxiety and insomnia
Molecular weight: 286.7 g mol ™!
pKa: 1.7 and 11.6

Log P: 2.24

Half-life: 4 to 15 h
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Name: Phencyclidine (PCP)
Family: Hallucinogens

Use: Drug of abuse

Molecular weight: 243.4 g mol™*
pKa: 8.5

Log P: 4.7

Half-life: 7 to 46 h

Name: Phenylpropanolamine

Family: NA

Use: Decongestant, appetite suppressant
Molecular weight: 151.2 g mol™*
pKa: 94

Log P: 0.7

Half-life: 4 h

Name: Polyethyleneglycol (PEG)
Family: Polyethers

Use: Laxative, excipient, etc.

Molecular weight: (44.05 n + 18.02) g mol™!

pKa: NA
Log P: NA
Half-life: NA

Name: Procyclidine
Family: NA

Use: Treatment of Parkinson and dystonia
Molecular weight: 287.4 g mol™!
pKa: NA

Log P: 4.8

Half-life: 8 to 16 h
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Name: Psilocybin

Family: Hallucinogens

Use: Drug of absuse

Molecular weight: 284.3 g mol™*
pKa: NA

Log P: 1.0

Half-life: NA

Name: Psilocin

Family: Hallucinogens

Use: Metabolite of psilocybin
Molecular weight: g mol ™!
pKa: NA

Log P: NA

Half-life: NA

Name: Rolicyclidine

Family: Dissociative anesthetic
Use: Drug of abuse

Molecular weight: 229.4 g mol™!
pKa: NA

Log P: NA

Half-life: NA

Name: A°-Tetrahydrocannabinol (THC)
Family: Cannabinoids

Use: Drug of abuse, antiemetic
Molecular weight: 314.5 g mol™!
pKa: 10.6

Log P: 7.6

Half-life: 2 to 59 h
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Name: 11-Hydroxy-tetrahydrocannabinol (THC-OH)
Family: Cannabinoids

Use: Active metabolite of THC

Molecular weight: 330.5 g mol™*

pKa: 9.34

Log P: 4.71

Half-life: NA

Name: 11-Nor-9-carboxy-tetrahydrocannabinol (THC-COOH)
Family: Cannabinoids

Use: Metabolite of THC

Molecular weight: 344.5 g mol™*

pKa: 4.2

Log P: 5.14

Half-life: 5 to 6 days

\ Name: Venlafaxine
Family: Antidepressant
/ Use: Treatment of major depression and anxiety disorders
Molecular weight: 277.4 g mol™!
pKa: 14.42
Log P: 3.28
Half-life: 4 h

\ Name: O-Desmethylvenlafaxine
H— Family: Antidepressant
Use: Active metabolite of venlafaxine, prescribed on its own
H=0 ©  Molecular weight: 263.4 g mol™*
pKa: 9.45, 10.66
Log P: 2.6
Half-life: ~ 11 h
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/ Name: Zopiclone

Family: Hypnotic
J Use: Treatment of insomnia

Molecular weight: 388.8 g mol™*
pKa: 6.70

BN /N \ Log P: 0.8
| " “  Halflife: 3.5 to 6.5
N/ S
N/” Name: N-desmethylzopiclone

( ) Family: NA
Use: Metabolite of zopiclone

Molecular weight: 374.8 g mol™*
pKa: NA

AN /" \ Log P: NA
» Q Half-life: NA
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Supplementary data to

“Procedure for the Selection and Validation of
a Calibration Model
[ —Description and Application”

B.1 SUPPLEMENTARY DATA 1 — IMPROVEMENT IN ACCURACY AND SUC-
CESS RATES

This spreadsheet is available for download at https://spectrum.library.concordia.ca/
984860/3/Supplemental’20Data’%201.x1sx.

B.2 SUPPLEMENTARY DATA 2 — R SCRIPT FOR SIMULATED DATA GEN-

ERATION

This R script is available for download at https://spectrum.library.concordia.ca/
984860/4/Supplemental’20Data’202.pdf.
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B.3 SUPPLEMENTARY DATA 3 — R SCRIPTS TO PERFORM THE SELECTION
AND VALIDATION OF THE CALIBRATION MODEL

This collection of R scripts is available for download at https://spectrum.library.concordia.

ca/984860/6/Supplemental’20Data’203. pdf.

B.4 SUPPLEMENTARY DATA 4 — SUCCESS RATE UNDER INCREASING %RSD

Table B.4.1: Success rate of the different tests in the process of calibration model selection and vali-
dation under increasing %RSD, using quadratic, 1/2* data with 7 measurement replicates.

%RSD (LLOQ) 50% 7.5% 10.0% 15.0% 17.5% 20.0%

F-test 100% 100% 100% 100% 100%  100% 98%  100%
Variance test 100% 100% 100% 100% 100% 100% 100% 100%
Partial F-test 78% 68% 58%  54%  42%  34%  28%  26%
Validation 100% 100% 100% 100% 100% 100% 100% 100%
Final model 8%  68%  58% 54% 42% 34% 28% 26%
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Supplementary Data to

“Procedure for the Selection and Validation of
a Calibration Model

II —Theoretical Basis”

C.1 SUPPLEMENTARY DATA 1 — ANALYTICAL SPECIFICATIONS AND SE-
LECTION PROCEDURE RESULTS FOR ALL ANALYTES

This spreadsheet is available for download at https://spectrum.library.concordia.ca/
984861/2/Supplemental’20Data’%201.x1sx.

217



C.2 SUPPLEMENTARY DATA 2 — STANDARDIZED RESIDUALS GRAPH

(a)

Standardized Residual Value
(=
., 3

0 200 400 600 800 1000
Concentration (ng/mL)

(b)

Standardized Residuals Value
o

0 200 400 600 800 1000
Concentration (ng/mL)

Figure C.2.1: Standardized residuals graph. (a) Residuals with a normal distribution according to
the CVM test. (b) Residuals with a non-normal distribution according to the CVM test.

Note: Figure C.2.1b might also display a lack of fit to the linear model, since all but one
of the residuals at 1000 ng/mL are below the y = 0 line.
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Supplementary Data to
“A Tool for Automatic Correction of

Endogenous Concentrations: Application to

BHB Analysis by LC-MS/MS and GC-MS”

The post-print version of this paper, including Supplementary Data, will be fully available
to the public at https://spectrum.library.concordia.ca/985479/ on May 29th 2020
following the one year embargo period requested by Oxford Academic. In the meantime, the

interested reader can find Supplementary Data on the publisher’s website.

D.1 SUPPLEMENTARY DATA 1 — R SCRIPT FOR AUTOMATIC CORRECTION
OF ENDOGENOUS CONCENTRATION

This R script with full instructions is available for download at https://academic.oup.
com/jat/advance-article/doi/10.1093/jat/bkz024/5505413#supplementary-data.
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D.2 SUPPLEMENTARY DATA 2 — R SCRIPT FOR AUTOMATIC ERROR CAL-
CULATION OF THE ENDOGENOUS CONCENTRATION CORRECTION

This R script with full instructions is available for download at https://academic.oup.
com/jat/advance-article/doi/10.1093/jat/bkz024/5505413#supplementary-data.

D.3 SUPPLEMENTARY DATA 3 — EVALUATION OF THE ENDOGENOUS CON-
CENTRATION USING A QUADRATIC AND A LINEAR REGRESSION

0.03- \

0.02-

Density

0.01-

80

0.00-
) 40 0 40

-80
Difference with Real Value (%)

Figure D.3.1: Percent difference observed between the real endogenous value and the measured en-

dogenous value when a linear calibration model is used on quadratic data.
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Figure D.3.2: Percent difference observed between the real endogenous value and the measured en-

dogenous value when a quadratic calibration model is used on quadratic data.

Distribution density is more symmetrical, with a median closer to zero when the quadratic

regression is used on quadratic data rather than the linear one.

The R script used to produce those histograms is available for download at
https://academic.oup.com/jat/advance-article/doi/10.1093/jat/bkz024/5505413#
supplementary-data.

D.4 SUPPLEMENTARY DATA 4 — In silico EVALUATION OF THE ENDOGE-
NOUS CONCENTRATION CORRECTION PROCESS AND MODELISATION

OF THE ERROR

This R Script is available for download at https://academic.oup.com/jat/advance-article/

doi/10.1093/jat/bkz024/5505413#supplementary-data.
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Supplementary Data to

“Qualitative Method Validation and
Uncertainty Evaluation Via the Binary Output
[ —Validation Guidelines and Theoretical

Foundations”

The pre-print version of this paper, including Supplementary Data, is available free of charge

at https://spectrum.library.concordia.ca/985532/.
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E.1 SUPPLEMENTARY DATA 1 — DETAILED ANALYTICAL PARAMETERS

E.1.1 CUT-OFF AND INTERNAL STANDARDS CONCENTRATIONS

Table E.1.1: Analyte and internal standards concentrations.

Analyte

a-Hydroxyalprazolam
Aripiprazole
3-Hydroxy Bromazepam
Buprenorphine
Hydroxybupropion
N-Desmethylcitalopram
N-Desmethylclobazam
Cocaethylene
Norcodeine
N-Desmethylcyclobenzaprine
Dextrorphan
Nordiazepam
N-Desmethyl diphenydramine
Duloxetine
Norfentanyl
7-Aminoflunitrazepam
N-Desmethylflunitrazepam
Norfluoxetine
2-Hydroxyethylflurazepam
Norketamine
Lorazepam-glucuronide
mCPP
MDEA
MDPYV metabolite
Normeperidine
a-Hydroxymidazolam
N-desmethylmirtazapine
6-Acetylmorphine
Morphine-65-D-glucuronide

Cut-off
(ng/mL)

20
10
20
)
20
20
20
20
20
20
20
20
20
20
0.5
20
20
20
20
20
40
20
20
20
40
20
20

100
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Internal Standard

Triazolam-Dy
Trazodone-Dg
Bromazepam-D,
Oxycodone-Ds
Ephedrine-D3
Citalopram-Dyg
Flunitrazepam-D7
Cocaine-Ds
Codeine-Ds
Amitriptyline-Dj
Oxycodone-Ds
Diazepam-Ds
Diphenhydramine-D3
Amitriptyline-Dg
Fentanyl-Ds
7-Aminoclonazepam-Dy,
Desalkylflurazepam-D,
Amphetamine-Dyg
Lorazepam-Dy4
Ketamine-D,
Lorazepam-Dy,
Amphetamine-Dg
MDMA-D5
MDPV-Dg
Codeine-Ds
Diazepam-Ds
Amitriptyline-Dg
Codeine-Dsy
Morphine-Dg

[1S]

(ng/mL)

100
20
450
100
100
40
20
20
100
40
100
100
200
40
10
100
100
100
300
120
300
100

100
100
100
40

100
100



Analyte Cut-off Internal Standard [IS]

(ng/mL) (ng/mL)
Naloxone 20 Oxymorphone-Dj 100
Naltrexone 20 Oxycodone-Ds 100
Desmethylolanzapine 20 Olanzapine-Dg 20
Oxazepam-glucuronide 20 Oxazepam-Ds 20
Phenylpropanolamine 30 Amphetamine-Dg 100
Norpseudoephedrine 30 Amphetamine-Dg 100
Norquetiapine 20 Quetiapine-Dg 40
7-Hydroxyquetiapine 20 Quetiapine-Dg 40
Temazepam-glucuronide 20 Diazepam-Dj; 100
a-Hydroxytriazolam 20 Triazolam-D, 100
N-Desmethylzopiclone 20 Zopiclone-Dy 100

E.1.2 LiQUID CHROMATOGRAPHY METHOD

Mobile phase A: methanol : 10 mM ammonium formate pH 3.0 (2:98 v:v)
Mobile phase B: acetonitrile
Rinsing solution: methanol : 1% formic acid in water : isopropanol (50:25:25 v:v:v)

Analytical column: Zorbax Eclipse Plus C18, 2.1 x 100 mm, 3.5 um (Agilent)

LC PUMP GRADIENT

Flow rate: 650 puL/min

AUTOSAMPLER AND THERMOSTAT SETTINGS
e Injection volume: 5 pL
e Wash time: 10 sec
o Autosampler temperature: 4°C

e Column oven temperature: 50°C
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Table E.1.2: LC pump gradient.

Time (min) A (%) B (%)

0.00 100 0
0.50 97 3
2.00 95 )
4.00 80 20
5.50 75 25
10.00 50 20
10.20 0 100
11.30 0 100
11.31 100 0
13.00 100 0
100 P
g 751
c
2
Y
o)
S
o
Q251
. !
0 10
Time (min)

#Mobile Phase A Mobile Phase B

Figure E.1.1: LC pump gradient graph.

E.1.3 MASS SPECTROMETRY METHOD

DIVERT VALVE SETTINGS

VOLTAGES AND OTHER CONDITIONS

e Scan type: scheduled multiple reaction monitoring (MRM)

o Polarity: positive

e MRM detection window: 45 sec
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Table E.1.3: Divert valve program.

Time (min) Position

0 MS
0.1 Waste
0.7 MS
10.5 Waste
12.5 MS

e Jon source: Turbo Spray

« Curtain Gas (CUR): 30.0

« Collision Gas (CAD): 10

« Ton spray voltage (IS): 3000.0 V/
e Source temperature: 700.0°C

« Jon source gas 1 (GS1): 60.0

« Jon source gas (GS2): 65.0

Table E.1.4: Monitored MRM transitions.

Q1 Q3 Time Analyte DP EP CE CXP
(Da) (Da) (min) (V) (V) (V) (V)
281.2 117.0 8.3 Amitriptyline-D3 76 10 32 11
144.1 127.0 3.4 Amphetamine-Dg 40 10 13 10
320.0 186.2 6.9 Bromazepam-D,4 100 10 45 18
331.2 234.0 7.2 Citalopram-Dg 85 10 40 15
290.1 254.0 4.8 7-Aminoclonazepam-D, 80 10 30 18
308.2  185.0 5.3 Cocaine-Dj3 30 10 21 15
303.3  215.0 3.5 Codeine-Dg3 110 10 36 18
290.1  89.0 9.8 Diazepam-Djy 45 10 70 15
259.2 115.0 7.0 Diphenhydramine-Dj3 55 10 80 10
169.1 136.0 2.9 Ephedrine-Dg 40 10 29 12
342.2  188.2 6.8 Fentanyl-Ds 110 10 34 17
321.1 275.1 8.7 Flunitrazepam-D7 100 10 36 12
293.1 140.0 8.8 Desalkylflurazepam-D, 110 10 40 15
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Analyte DP EP CE CXP

(V) (V) (V) (V)

244.1 131.0 4.6 Ketamine-Dy 64 10 43 12
327.1 281.0 8.3 Lorazepam-Dy, 70 10 33 15
199.1 165.1 4.0 MDMA-D5 60 10 20 15
285.2 175.1 5.3 MDPV-Dg 75 10 31 15
292.1 152.1 1.7 Morphine-Dg 100 10 79 14
321.1 261.1 4.0 Olanzapine-Dg 40 10 26 25
292.1 246.1 8.1 Oxazepam-Ds 60 10 30 14
319.2  259.0 3.8 Oxycodone-Dj3 95 10 35 15
305.2  287.0 1.9 Oxymorphone-Ds 90 10 22 16
392.2  254.0 7.0 Quetiapine-Dg 70 10 55 15
379.2 182.1 6.2 Trazodone-Dg 90 10 35 14
347.1  208.0 8.7 Triazolam-Dy, 100 10 70 18
393.1 245.0 4.9 Zopiclone-Dy 60 10 26 10
325.1 297.2 8.0 a-Hydroxyalprazolam 1 110 10 38 11
325.1 216.1 8.0 a-Hydroxyalprazolam 2 110 10 56 18
448.1 285.1 8.3 Aripiprazole 1 80 10 37 10
448.1 176.1 8.3 Aripiprazole 2 80 10 42 11
332 287.0 6.0 3-Hydroxy Bromazepam 1 60 10 30 15
332.0 303.1 6.0 3-Hydroxy Bromazepam 2 60 10 30 15
468.3  396.2 7.6 Buprenorphine 1 20 10 55 10
468.3 414.3 7.6 Buprenorphine 2 20 10 50 10
256.1 130.1 5.0 Hydroxybupropion 1 50 10 48 12
256.1 103.1 5.0 Hydroxybupropion 2 50 10 49 18
312.2  110.1 7.1 N-Desmethylcitalopram 1 70 10 30 15
312.2  263.1 7.1 N-Desmethylcitalopram 2 70 10 24 25
287.1 245.0 8.3 N-Desmethylclobazam 1 100 10 28 15
287.1 210.0 8.3 N-Desmethylclobazam 2 100 10 42 13
319.2 197.1 6.1 Cocaethylene 1 100 10 20 15
318.2  150.0 6.1 Cocaethylene 2 100 10 28 15
286.1 115.0 3.3 Norcodeine 1 100 10 90 15
286.1 128.0 S Norcodeine 2 100 10 80 15

263.2  216.0 8.0 N-Desmethylcyclobenzaprine 1~ 60 10 o1 17
263.2  232.0 8.0 N-Desmethylcyclobenzaprine 2~ 60 10 22 21
259.2 158.1 4.8 Dextrorphan 1 85 10 53 17
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Analyte DP EP CE CXP

(V) (V) (V) (V)

258.2 115.0 438 Dextrorphan 2 85 10 83 15
271.1  140.0 8.9 Nordiazepam 1 95 10 42 13
271.1 165.1 8.9 Nordiazepam 2 95 10 39 15

243.1 168.1 6.9 N-Desmethyl diphenydramine 1 40 10 20 15
243.1 153.1 6.9 N-Desmethyl diphenydramine 2 40 10 50 15

298.1 154.0 8.2 Duloxetine 1 60 10 9 9
298.1 44.0 8.2 Duloxetine 2 60 10 50 10
233.2 84.1 4.6 Norfentanyl 1 60 10 26 10
233.2 150.1 4.6 Norfentanyl 2 60 10 25 13
284.1  240.0 5.5 7-Aminoflunitrazepam 1 120 10 51 20
284.1 226.1 5.9 7-Aminoflunitrazepam 2 120 10 40 20

300.1  254.0 7.9 N-Desmethylflunitrazepam 1 85 10 36 15
300.1 198.1 7.9 N-Desmethylflunitrazepam 2 85 10 95 15
296.1 134.2 8.5 Norfluoxetine 1 65 10 10 10
296.1 296.1 8.5 Norfluoxetine 2 65 10 ) 10
333.1  211.1 8.5 2-Hydroxyethylflurazepam 1 120 10 o1 15
333.1 109.1 8.5 2-Hydroxyethylflurazepam 2 120 10 40 14

224.1 179.3 4.5 Norketamine 1 70 10 20 15
225.1 126.0 4.5 Norketamine 2 70 10 35 20
497.1 321.0 7.0 Lorazepam-glucuronide 1 70 10 20 24
497.1 275.1 7.0 Lorazepam-glucuronide 2 70 10 57 16
197.1 154.1 4.9 mCPP 1 75 10 20 13
197.1 118.0 4.9 mCPP 2 75 10 29 14
209.1 164.0 4.4 MDEA 1 60 10 14 15
209.1 136.1 4.4 MDEA 2 60 10 30 15
279.2 176.1 4.6 MDPV metabolite 1 50 10 23 20
279.2 127.2 4.6 MDPV metabolite 2 50 10 23 15
235.1 161.1 5.5 Normeperidine 1 60 10 22 15
234.1 115.1 5.5 Normeperidine 2 60 10 85 11
253.2 196.2 5.0 N-desmethylmirtazapine 1 70 10 31 15
252.2  209.2 5.0 N-desmethylmirtazapine 2 70 10 22 20
342.1 168.1 7.3 a-Hydroxymidazolam 1 110 10 HY) 15
342.1 140.0 7.3 a-Hydroxymidazolam 2 110 10 84 12
328.2 165.0 4.0 6-Acetylmorphine 1 80 10 55 10
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Analyte EP CE CXP

(V) (V) (V)
328.2 211.0 4.0 6-Acetylmorphine 2 80 10 37 10
462.1 286.1 1.6 Morphine-6/3-D-glucuronide 1 50 10 44 14
462.1 165.0 1.6 Morphine-65-D-glucuronide 2 50 10 71 15

328.2 2122 3.4 Naloxone 1 100 10 55 15
328.2 253.2 3.4 Naloxone 2 100 10 38 15
342.2  270.1 3.9 Naltrexone 1 100 10 38 15
342.2  212.0 3.9 Naltrexone 2 100 10 60 20
299.1 213.1 3.9 Desmethylolanzapine 1 140 10 30 11
299.1 198.1 3.9 Desmethylolanzapine 2 140 10 42 12
463.1 241.1 6.5 Oxazepam-glucuronide 1 80 10 55 20
463.1 287.1 6.5 Oxazepam-glucuronide 2 80 10 25 20
152.1 117.1 2.3 Phenylpropanolamine 1 40 10 23 12
152.1  91.0 2.3 Phenylpropanolamine 2 40 10 47 16
152.1 134.1 2.5 Norpseudoephedrine 1 35 10 14 10
152.1 117.0 2.5 Norpseudoephedrine 2 35 10 23 10
297.1 140.1 6.9 Norquetiapine 1 70 10 80 15
297.1 184.0 6.9 Norquetiapine 2 70 10 53 15
401.1  270.0 4.7 7-Hydroxyquetiapine 1 30 10 35 18
401.1  209.1 4.7 7-Hydroxyquetiapine 2 30 10 60 20
477.1  301.1 7.2 Temazepam-glucuronide 1 85 10 21 9
477.1  255.1 7.2 Temazepam-glucuronide 2 85 10 60 9
359  331.0 8.0 a-Hydroxytriazolam 1 100 10 40 10
359.0 176.0 8.0 a-Hydroxytriazolam 2 100 10 38 16
375.1  245.1 4.9 N-Desmethylzopiclone 1 70 10 25 10
375.1  217.0 4.9 N-Desmethylzopiclone 2 70 10 50 10

The method is validated on the following systems: HPLC Agilent 1200 series and 1260
Infinity, LC-MS/MS 5500 QTRAP Sciex.

The data acquisition software used is Analyst® 1.6.2 build 8489 and the data analysis
software used is Multiquant® 3.0.1 (Version 3.0.6256.0)
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E.2 SUPPLEMENTARY DATA 2 — MODELING OF QUALITATIVE DECISION
POINT METHODS

This R script is available for download at https://spectrum.library.concordia.ca/
985532/12/Supplementary20Data’202_VF.pdf.

E.3 SUPPLEMENTARY DATA 3 — NORMALITY OF MEASUREMENTS

The area ratio (analyte peak area to internal standard peak area) was measured for 30
different matrices (antemortem and postmortem blood) spiked at the cut-off concentration

specified in Appendix E.1.

Following outlier removal subsequent to a Grubbs test for 3 analytes (buprenorphine,
norcodeine and temazepam-glucuronide), normality testing using the Cramer-von Mises test

was performed in RStudio.

1 # Normality Ratios.R

2 # A script to test the normality of measurements for the 40 qualitative
analytes studied.

3 # By Brigitte Desharnais, last modification 2019—01-08.

4

5 # Set working directory .

¢ setwd (”E: /RECHERCHE/QUALITATIF”)

~

s # Load necessary packages.

o library (dplyr)

[

o library (nortest)

12 # Import data from an Excel table copied in the clipboard.
13 Data <— read.delim (”clipboard”, header = TRUE, sep = "\t”, dec = ”7.")
11 Data <— tbl_df(Data)

16 # Import the list of analytes copied in the clipboard.

17 Analytes <— read.delim(”clipboard”, header = FALSE, sep = "\t”, dec = 7.7)
15 Analytes <— as.character(Analytes$Vl)

19

20 # Create the empty results matrix.

21 Results <— matrix (nrow = 40, ncol = 1)

22
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23 # Perform CVM test for each analyte and store result

22 for (i in 1:40){

25 # Create a temporary data frame storing only

26 Temp <— Data %% filter (Analyte = Analytes|[i

28 # Perform the CVM test .
20 CVM <— cvm. test (as.numeric (Temp$Area. Ratio))

31 # Store p—value in

results matrix.

32 Results[i, 1] <— CVMSp.value

35 Create final results
o

36 Results <— cbind (Analytes, Results)

The following results were obtained.

Table E.3.1: Cramer-von Mises normality test results.

Analytes

results

1

in the

for

matrix by appending analyte names.

P-value

a-Hydroxyalprazolam
Aripiprazole

3-Hydroxy Bromazepam
Buprenorphine
Hydroxybupropion
N-Desmethylcitalopram
N-Desmethylclobazam
Cocaethylene

Norcodeine
N-Desmethylcyclobenzaprine
Dextrorphan

Nordiazepam

N-Desmethyl diphenydramine
Duloxetine

Norfentanyl
7-Aminoflunitrazepam

N-Desmethylflunitrazepam
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0.1059
0.1204
0.8826
0.4012
0.4618
0.2681
0.6332
0.5719
0.1240
0.4606
0.4596
0.6851
0.5524
0.7734
0.8879
0.3235
0.0321

matrix .

the studied analyte



Norfluoxetine 0.2267
2-Hydroxyethylflurazepam 0.5575
Norketamine 0.6207
Lorazepam-glucuronide 0.8237
mCPP 0.0749
MDEA 0.2117
MDPYV metabolite 0.1189
Normeperidine 0.4355
a-Hydroxymidazolam 0.2231
N-desmethylmirtazapine 0.7960
6-Acetylmorphine 0.1912
Morphine-6/3-D-glucuronide 0.0325
Naloxone 0.1174
Naltrexone 0.8822
Desmethylolanzapine 0.3207
Oxazepam-glucuronide 0.8373
Phenylpropanolamine 0.2928
Norpseudoephedrine 0.7128
Norquetiapine 0.3976
7-Hydroxyquetiapine 0.7979
Temazepam-glucuronide 0.2592
a-Hydroxytriazolam 0.9219
N-Desmethylzopiclone 0.8527

All but two analytes (N-desmethylflunitrazepam and morphine-63-D-glucuronide) have
P < 0.05, indicating that there is no significant departure from normality for the vast ma-

jority of analytes.

For the two remaining analytes, quantile-quantile plots are shown in Figure E.3.1.
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Figure E.3.1: Normal quantile-quantile plots. (a) Morphine-65-D-glucuronide. (b) N-
Desmethylflunitrazepam.

E.4 SUPPLEMENTARY DATA 4 — CHANGING VARIANCE OF MEASURE-
MENTS AT CUT-OFF

The full spreadsheet is available for download at https://spectrum.library.concordia.
ca/985532/25/Supplementary?20Data’204_VF.xlsx. A summary of results is presented

here.

Levene’s test was performed using the levene.test () function of the lawstat package

in RStudio. P < 0.05 indicates a significant difference between the variances studied.

Table E.4.1: Area ratio variance over several days.

Analyte Variance Levene

A B C D P-value
a-Hydroxyalprazolam 9.86x107% 2.58x107% 1.49x107% 1.98x1074 0.0100
Aripiprazole 4.64x107% 1.02x107%2 5.16x1072 1.37x1073 0.0073
3-Hydroxy Bromazepam 2.57x107% 3.96x107* 1.39x107% 9.34x107° 0.2460
Buprenorphine 9.19x107% 3.04x107° 6.56x107° 3.38x10°6 0.0025
Hydroxybupropion 4.34x107% 7.57x107% 2.52x107* 1.50x107* 0.0524
N-Desmethylcitalopram 3.16x107* 5.42x107* 1.71x107* 6.90x107° 0.0246
N-Desmethylclobazam 8.28x107*% 1.28x1073 2.95x107% 1.09x10~* 0.0302
Cocaethylene 2.86x1073 5.27x1073 2.90x1072 5.59x10~* 0.0307
Norcodeine 1.42x107% 3.93x107% 8.48x10™° 5.16x107° 0.0384
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Analyte

N-Desmethylcyclobenzaprine
Dextrorphan

Nordiazepam

N-Desmethyl diphenydramine
Duloxetine

Norfentanyl
7-Aminoflunitrazepam
N-Desmethylflunitrazepam
Norfluoxetine
2-Hydroxyethylflurazepam
Norketamine
Lorazepam-glucuronide
mCPP

MDEA

MDPYV metabolite
Normeperidine
a-Hydroxymidazolam
N-desmethylmirtazapine
6-Acetylmorphine
Morphine-6 -D-glucuronide
Naloxone

Naltrexone
Desmethylolanzapine
Oxazepam-glucuronide
Phenylpropanolamine
Norpseudoephedrine
Norquetiapine
7-Hydroxyquetiapine
Temazepam-glucuronide
a-Hydroxytriazolam

N-Desmethylzopiclone

A
3.39x1074
1.61x1074
3.55x1073
5.25%x107°
2.56x10*
4.03%x107°
6.95x107°

2.44E-04
5.84x107°
5.45%107°
2.85%x107°
4.55%x1076
6.80x107°
3.42x1074
4.48%x1074
3.02x1073
9.06x10~4
1.29%x1074
1.90x10~*
1.41x1073
1.81x10~*
2.80x10~*
7.67x1072
7.78%107°
NA
1.19x1073
6.90x10~4
6.14x10~4
2.48x10*
3.28x10*
5.14x107°

Variance

B
7.49%107*
3.96x10~*
1.76x10~2
1.68x10~*
8.36x10~4
6.69x107°
1.08x10~*
7.33x1074
1.25x10~*
1.73x10~*
1.59x10~*
5.64x1076
1.89x10~*
9.79x1074
7.81x107*
5.54x1073
4.33x1073
4.77x1074
4.33x1074
6.18x1073
2.47x10~4
1.32x1073
6.90x10~2
4.69%x107°
4.56x10~4
3.68x1073
8.28x 1074
2.08x1073
6.25x10~*
1.31x1073
6.82x107°
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C
5.64x1073
1.28x1073
8.68x 1072
8.84x107*
7.52x1073
1.70x10~*
4.62x1074
1.11x1073
5.18x10~*
8.08x1074
6.78%x1074
2.47x107°
7.69x10*
6.64x1073
3.42x1073
2.22x1072
2.79% 1072
2.62x1073
9.12x10~*
8.82x1073
1.13x1073
2.38%1073
6.50x1072
2.15%x107*
1.63x1073
1.15x1072
1.47x1073
1.04x1072
1.47x1073
7.62x1073
3.35x107*

D
9.10x107°
4.79%107°
7.84%x1074
1.32x107°
1.30x10~*
1.13x107°
8.68x1076
5.91x107°
1.75x107°
3.04x107°
9.43%107°
2.39% 1076
1.64x107°
1.73x107*
2.13x10~*
4.53%x107*
2.95x10*
8.75%x107°
4.85%107°
7.64x107*
2.43%107°
7.83%x107°
1.21x1073
1.57x107°
3.98x107°
1.50x104
3.82x10*
2.09x10~*
1.69x10~*
2.41x10*
8.98x1076

Levene

P-value

0.0027
0.0294
0.0038
0.0148
0.0018
0.0090
0.0328
0.0067
0.0081
0.0022
0.0078
0.1066
0.0385
0.0226
0.0470
0.0342
0.0021
0.0181
0.0377
0.0013
0.0228
0.0096
0.0011
0.0036
0.0001
0.0037
0.3506
0.0053
0.0415
0.0001
0.0331



Supplementary Data to
“Qualitative Method Validation and
Uncertainty Estimation Via the Binary Output

II —Application to a Multi-Analyte
LC-MS/MS Method for Oral Fluid”

The pre-print version of this paper, including Supplementary Data, is available free of charge

at https://spectrum.library.concordia.ca/985534/.

F.1 SUPPLEMENTARY DATA 1 — DETAILED ANALYTICAL PARAMETERS

F.1.1 CUT-OFF AND INTERNAL STANDARDS CONCENTRATIONS

In Table F.1.1, [IS] is the concentration of internal standard (IS) in the IS solution added to

samples, not the final concentration in the sample.
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Table F.1.1: Analyte and internal standards concentrations.

Analyte Cut-off  Internal Standard [IS]
(ng/mlL) (ng/mL)
Alprazolam 8 Lorazepam-D, 3300
a-Hydroxyalprazolam 20 Triazolam-D, 1100
Amitriptyline 30 Amitriptyline-D3 440
Amphetamine 15 Amphetamine-Dg 1100
Aripiprazole 10 Trazodone-Dg 550
Bromazepam 75 Bromazepam-D, 4950
Buprenorphine 5 Oxycodone-D3 1100
Bupropion 15 Ephedrine-D3 1100
Hydroxybupropion 20 Ephedrine-D3 1100
Chlordiazepoxide 15 Chlordiazepoxide-Dsy 1100
Citalopram 30 Citalopram-Dyg 440
N-Desmethylcitalopram 20 Citalopram-Dg 440
Clobazam 15 Flunitrazepam-D; 220
N-Desmethylclobazam 20 Flunitrazepam-D; 220
Clonazepam 8 Flunitrazepam-D7 220
7-Aminoclonazepam 8 7-Aminoclonazepam-D, 1100
Cocaethylene 8 Cocaine-Dj 550
Cocaine 8 Cocaine-D; 550
Benzoylecgonine 8 Cocaine-Dj 550
Codeine 5 Codeine-D3 1100
Norcodeine 20 Codeine-Ds 1100
Cyclobenzaprine 30 Amitriptyline-D3 440
N-Desmethylcyclobenzaprine 20 Amitriptyline-D3 440
Demoxepam 15 Demoxepam-Dj 1100
Dextromethorphane 15 Oxymorphone-D3 1100
Dextrorphane 20 Oxycodone-D3 1100
Diazepam 8 Diazepam-Dj 1100
Nordiazepam Diazepam-Dj 1100
Diphenhydramine 30 Diphenhydramine-Dj3 2200
N-Desmethyldiphenhydramine 20 Diphenhydramine-D3 2200
Duloxetine 20 Amitriptyline-D3 440
EDDP 30 Diphenhydramine-Dj3 2200
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Analyte

Ephedrine
Fentanyl
Acetyl fentanyl
Norfentanyl
Flunitrazepam
7-Aminoflunitrazepam
N-Desmethylflunitrazepam
Fluoxetine
Norfluoxetine
Flurazepam
Desalkylflurazepam
2-Hydroxyethylflurazepam
Hydrocodone
Hydromorphone
Ketamine
Norketamine
Lorazepam
mCPP
MDA
MDEA
MDMA
MDPV
MDPYV metabolite 1
Meperidine
Normeperidine
Methadone
Methamphetamine
Midazolam
a-Hydroxymidazolam
Mirtazapine
N-Desmethylmirtazapine
Morphine
6-Acetylmorphine

Naloxone

Cut-off

(ng/mL)
15
0.5
1.5
0.5
15
20

30
20

30

30
20
30
20
20
20
15
15
20
15
40
10
15
15
20
30
20

20
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Internal Standard

Ephedrine-D3
Fentanyl-Ds
Fentanyl-Ds
Fentanyl-Dj

Flunitrazepam-D,
7-Aminoclonazepam-Dy
Desalkylflurazepam-Dy,
Amitriptyline-D3
Amphetamine-Dg
Lorazepam-D,
Desalkylflurazepam-Dy
Lorazepam-D,
Oxycodone-D3
Oxymorphone-Dj

Ketamine-Dy
Ketamine-D,

Lorazepam-D,

Amphetamine-Dg
Amphetamine-Dg
MDMA-D5
MDMA-D5
MDPV-Dg
MDPV-Dg
Cocaine-D3
Codeine-Dg
Amitriptyline-D3
Methamphetamine-Ds
Lorazepam-Dy,
Diazepam-Ds
Amitriptyline-D3
Amitriptyline-D3

Morphine-Dg
Codeine-D3

Oxymorphone-Dj

[1S]

(ng/mL)

1100
110
110
110
220

1100

1100
440

1100

3300

1100

3300

1100

1100

1320

1320

3300

1100

1100

7
77

1100

1100
250

1100
440
110

3300

1100
440
440

1100

1100
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Analyte

Naltrexone
Nitrazepam
7-Aminonitrazepam
Nortriptyline
Olanzapine
N-Desmethylolanzapine
Oxazepam
Oxycodone
Oxymorphone
Paroxetine
PCP
Procyclidine
Pseudoephedrine
Quetiapine
Norquetiapine
7-Hydroxyquetiapine
Risperidone
9-Hydroxyrisperidone
Rolicyclidine
Sertraline
Temazepam
THC

Tramadol

O-Desmethyl-cis-tramadol

Trazodone
Triazolam
a-Hydroxytriazolam
Venlafaxine
O-Desmethylvenlafaxine
Zopiclone

N-Desmethylzopiclone

Cut-off

(ng/mL)
20
15
15
15
15
20

15

15
15
30
20
20
15

15

30
1.5
10
10
30
15
20
30
30

20

Internal Standard

Oxycodone-Dj
Nitrazepam-Ds
7-Aminoclonazepam-D,
Amitriptyline-D3
Olanzapine-Dg
Olanzapine-Dg
Oxazepam-Ds
Oxycodone-Dj
Oxymorphone-Ds
Amitriptyline-Dj
PCP-Dj
Citalopram-Dg
Ephedrine-D3
Quetiapine-Dg
Quetiapine-Dg
Quetiapine-Dg
Trazodone-Dg
Trazodone-Dg
Diphenhydramine-D3
Amitriptyline-Dj
Lorazepam-Dy
THC-Ds
Tramadol-Ds
Tramadol-Ds
Trazodone-Dg
Triazolam-D,4
Triazolam-D,
Venlafaxine-Dg
Venlafaxine-Dg
Zopiclone-Dy
Zopiclone-Dy

[1S]

(ng/mL)

1100
1100
1100
440
220
220
220
1100
1100
440
220
440
1100
440
440
440
250
250
2200
440
3300
110
2200
2200
950
1100
1100
2200
2200
1100
1100
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F.1.2 GENERAL METHOD
LIQUID CHROMATOGRAPHY

Mobile phase A: methanol : 10 mM ammonium formate pH 3.0 (2:98 v:v)

Mobile phase B: acetonitrile (LC-MS Grade)

Rinsing solution: methanol : 1% formic acid in water : isopropanol (50:25:25 v:v:v)
Analytical column: Zorbax Eclipse Plus C18, 2.1 x 100 mm, 3.5 um (Agilent)
Flow rate: 650 uL/min

Table F.1.2: LC pump gradient.

Time (min) A (%) B (%)

0.00 100 0
0.50 97 3
2.00 95 5
4.00 80 20
2.50 75 25
10.00 20 20
10.20 0 100
11.30 0 100
11.31 100 0
13.00 100 0

AUTOSAMPLER AND THERMOSTAT SETTINGS

e Injection volume: 5 uL
o Wash time: 10 sec
o Autosampler temperature: 4°C

o Column oven temperature: 50°C

MASS SPECTROMETRY METHOD

« Scan type: scheduled multiple reaction monitoring (MRM)
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Figure F.1.1: LC pump gradient graph.

Table F.1.3: Divert valve program.

Time (min) Position

0.0 MS
0.1 Waste
1.5 MS
10.5 Waste
12.5 MS

o Polarity: positive

e MRM detection window: 45 sec
o Target scan time: 0.6 sec

e Break: 3.00 msec

o Acquisition time: 13 minutes

e Jon source: Turbo Spray

« Curtain gas (CUR): 30.0

« Collision gas (CAD): 10.0

« Jon spray voltage (IS): 3000.0 V/

240



o Source temperature (TEM): 700.0°C
« Jon source gas 1 (GS1): 60.0

« Jon source gas (GS2): 65.0

Table F.1.4: Monitored MRM transitions.

Q1 Q3 Time EP CE CXP
(min) (V) (V) (V)
309.1  205.0 8.6 Alprazolam 1 140 10 50 15
311.1 283.1 8.6 Alprazolam 2 140 10 37 12
325.1 297.2 8.0 a-Hydroxyalprazolam 1 110 10 38 11
325.1 216.1 8.0 a-Hydroxyalprazolam 2 110 10 56 18
279.2 118.0 8.3 Amitriptyline 1 76 10 32 11
279.2 106.0 8.3 Amitriptyline 2 76 10 30 11
136.1 119.0 3.5 Amphetamine 1 40 10 13 10
136.1  91.1 3.5 Amphetamine 2 40 10 28 10
448.1 285.1 8.3 Aripiprazole 1 80 10 37 10
448.1 176.1 8.3 Aripiprazole 2 80 10 42 11
290.1 105.0 4.5 Benzoylecgonine 1 70 10 26 10
290.1  82.0 4.5 Benzoylecgonine 2 70 10 25 10
316.0 182.2 7.0 Bromazepam 1 100 10 45 18
316.0 209.1 7.0 Bromazepam 2 100 10 38 18
240.1 139.0 5.7 Bupropion 1 55 10 29 10
240.1 103.0 5.7 Bupropion 2 55 10 45 10
256.1 130.1 5.0 Hydroxybupropion 1 50 10 48 12
256.1 103.1 5.0 Hydroxybupropion 2 20 10 49 18
300.1 227.1 6.5 Chlordiazepoxide 1 65 10 35 20
300.1 165.1 6.5 Chlordiazepoxide 2 65 10 70 13
326.2  235.0 7.2 Citalopram 1 85 10 40 15
326.2 263.1 7.2 Citalopram 2 85 10 22 15
312.2  110.1 7.1 N-Desmethylcitalopram 1 70 10 30 15
312.2  263.1 7.1 N-Desmethylcitalopram 2 70 10 24 25
301.1 2241 9.1 Clobazam 1 100 10 47 15
301.1 259.0 9.1 Clobazam 2 100 10 20 15
287.1 245.0 8.3 N-Desmethylclobazam 1 100 10 28 15
287.1 210.0 8.3 N-Desmethylclobazam 2 100 10 42 13
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Analyte EP CE CXP

(V) (V) (V)

316.1  270.0 8.3 Clonazepam 1 90 10 36 15
316.1 214.0 8.3 Clonazepam 2 90 10 53 19
286.1 250.1 4.9 7-Aminoclonazepam 1 80 10 30 18
286.1 94.1 4.9 7-Aminoclonazepam 2 80 10 56 13
305.2 183.1 5.3 Cocaine 1 30 10 21 15
304.2  91.0 5.3 Cocaine 2 30 10 38 12
319.2 1971 6.1 Cocaethylene 1 100 10 20 15
318.2  150.0 6.1 Cocaethylene 2 100 10 28 15
300.2  215.0 3.4 Codeine 1 110 10 36 18
300.2 152.0 34 Codeine 2 110 10 91 18
286.1 115.0 3.3 Norcodeine 1 100 10 90 15
286.1 128.0 3.3 Norcodeine 2 100 10 80 15
2772 232.1 8.0 Cyclobenzaprine 1 85 10 19 15
276.1 115.1 8.0 Cyclobenzaprine 2 85 10 33 12

263.2  216.0 8.0 N-Desmethylcyclobenzaprine 1 60 10 51 17
263.2 232.0 8.0 N-Desmethylcyclobenzaprine 2 60 10 2 21

287.1 241.0 7.4 Demoxepam 1 100 10 50 15
287.1 115.1 7.4 Demoxepam 2 100 10 33 15
273.2 216.1 6.7 Dextromethorphane 1 120 10 35 20
273.2 172.0 6.7 Dextromethorphane 2 120 10 52 15
259.2 158.1 4.8 Dextrorphan 1 85 10 53 17
259.8 115.0 4.8 Dextrorphan 2 85 10 83 15
285.1  89.0 9.8 Diazepam 1 45 10 70 15
285.1 223.1 9.8 Diazepam 2 45 10 37 12
298.1 154.0 8.2 Duloxetine 1 60 10 9 9
298.1 44.0 8.2 Duloxetine 2 60 10 50 10
271.1  140.0 8.9 Nordiazepam 1 95 10 42 13
271.1 165.1 8.9 Nordiazepam 2 95 10 39 15
256.2 115.0 7.0 Diphenhydramine 1 25 10 70 10
256.2 128.1 7.0 Diphenhydramine 2 55 10 70 10

243.1 168.1 6.9 N-Desmethyldiphenhydramine 1~ 40 10 20 15
243.1 153.1 6.9 N-Desmethyldiphenhydramine 2 40 10 50 15
279.2  250.1 7.5 EDDP 1 100 10 26 15
279.2 116.0 7.5 EDDP 2 100 10 95 13
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Analyte DP EP CE CXP

(V) (V) (V) (V)

166.1  133.0 2.9 Ephedrine 1 40 10 29 12
166.1 117.0 2.9 Ephedrine 2 40 10 29 10
337.2 188.2 6.8 Fentanyl 1 110 10 34 17
337.2 105.1 6.8 Fentanyl 2 110 10 55 14
2332 84.1 4.6 Norfentanyl 1 60 10 26 10
233.2 150.1 4.6 Norfentanyl 2 60 10 25 13
323.2 188.2 5.9 Acetyl fentanyl 1 100 10 33 14
323.2 105.0 5.9 Acetyl fentanyl 2 100 10 55 12
314.1  268.1 8.8 Flunitrazepam 1 100 10 36 12
314.1 183.0 8.8 Flunitrazepam 2 100 10 75 15
284.1  240.0 5.5 7-Aminoflunitrazepam 1 120 10 51 20
284.1 226.1 9.9 7-Aminoflunitrazepam 2 120 10 40 20

300.1 254.0 7.9 N-Desmethylflunitrazepam 1 85 10 36 15
300.1 198.1 7.9 N-Desmethylflunitrazepam 2 85 10 55 15

310.1 148.0 8.6 Fluoxetine 1 40 10 10 15
310.1 44.0 8.6 Fluoxetine 2 130 10 23 10
296.1 134.2 8.5 Norfluoxetine 1 65 10 10 10
296.1 296.1 8.5 Norfluoxetine 2 65 10 ) 10
389.2  316.0 7.1 Flurazepam 1 100 10 35 20
389.2 134.0 7.1 Flurazepam 2 100 10 75 16
289.1 140.0 8.8 Desalkylflurazepam 1 110 10 40 15
289.1 226.1 8.8 Desalkylflurazepam 2 110 10 40 12
333.1 211.1 8.5 2-Hydroxyethylflurazepam 1 120 10 51 15
333.1 109.1 8.5 2-Hydroxyethylflurazepam 2 120 10 40 14
300.2  128.2 3.9 Hydrocodone 1 90 10 78 15
300.2 115.0 3.9 Hydrocodone 2 90 10 85 14
286.1 185.1 2.2 Hydromorphone 1 120 10 40 15
286.1 157.0 2.2 Hydromorphone 2 120 10 58 20
239.1 126.0 4.6 Ketamine 1 64 10 43 12
239.1 208.1 4.6 Ketamine 2 64 10 21 16
224.1 179.3 4.5 Norketamine 1 70 10 20 15
2241 126.0 4.5 Norketamine 2 70 10 35 20
321.0 275.0 8.3 Lorazepam 1 70 10 31 15
321.0 229.1 8.3 Lorazepam 2 70 10 72 15
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Analyte DP EP CE CXP

(V) (V) (V) (V)

197.1 154.1 4.9 mCPP 1 75 10 20 13
197.1 1180 4.9 mCPP 2 75 10 29 14
180.1  79.0 3.7 MDA 1 50 10 40 12
180.1 135.0 3.7 MDA 2 50 10 26 12
209.1 164.0 4.4 MDEA 1 60 10 14 15
209.1 136.1 4.4 MDEA 2 601 10 30 15
195.1 164.1 4.0 MDMA 1 60 10 20 15
195.1 106.1 4.0 MDMA 2 60 10 35 10
2772 176.1 5.3 MDPV 1 75 10 31 15
2772 1271 5.5 MDPV 2 75 10 35 15
279.2 176.1 4.6 MDPYV metabolite 1 50 10 23 20
279.2 127.2 4.6 MDPYV metabolite 2 50 10 23 15
249.2  22.1 5.4 Meperidine 1 80 10 31 20
249.2 175.2 5.4 Meperidine 2 80 10 27 13
235.1 161.1 5.9 Normeperidine 1 60 10 22 15
234.1 115.1 9.5 Normeperidine 2 60 10 85 11
311.2  266.0 8.4 Methadone 1 80 10 15 10
311.2 224.2 8.4 Methadone 2 80 10 31 20
151.1  120.1 3.8 Methamphetamine 1 65 10 15 10
150.1  91.0 3.8 Methamphetamine 2 40 10 15 10
326.1 291.0 7.0 Midazolam 1 85 10 30 12
326.1 249.0 7.0 Midazolam 2 85 10 53 12
342.1 168.1 7.3 a-Hydroxymidazolam 1 110 10 55 15
342.1 140.0 7.3 a-Hydroxymidazolam 2 110 10 84 12
267.2  210.1 5.2 Mirtazapine 1 90 10 33 10
266.2 115.0 5.2 Mirtazapine 2 90 10 50 15
253.2 196.2 5.0 N-Desmethylmirtazapine 1 70 10 31 15
252.2  209.2 5.0 N-Desmethylmirtazapine 2 70 10 22 20
286.1 152.1 1.7 Morphine 1 100 10 79 14
286.1 165.0 1.7 Morphine 2 100 10 60 15
328.2  165.0 4.0 6-Acetylmorphine 1 80 10 55 10
328.2 211.0 4.0 6-Acetylmorphine 2 80 10 37 10
328.2 212.2 3.4 Naloxone 1 100 10 55 15
328.2 253.2 3.4 Naloxone 2 100 10 38 15

244



Analyte EP CE CXP

(V) (V) (V)

3422 270.1 3.9 Naltrexone 1 100 10 38 15
342.2  212.0 3.9 Naltrexone 2 100 10 60 20
282.2  236.0 8.0 Nitrazepam 1 100 10 36 15
282.2  207.0 8.0 Nitrazepam 2 100 10 50 11
252.1 146.0 3.6 7-Aminonitrazepam 1 100 10 40 14
253.1 122.1 3.6 7-Aminonitrazepam 2 100 10 37 15
265.2 234.2 8.1 Nortriptyline 1 80 10 20 10
265.2 192.0 8.1 Nortriptyline 2 80 10 35 10
314.1  257.0 4.0 Olanzapine 1 40 10 26 25
313.1  282.0 4.0 Olanzapine 2 40 10 38 10
299.1 213.1 3.9 N-Desmethylolanzapine 1 140 10 30 11
299.1 198.1 3.9 N-Desmethylolanzapine 2 140 10 42 12
287.1 241.1 8.1 Oxazepam 1 60 10 30 20
287.1 104.1 8.1 Oxazepam 2 60 10 45 12
316.2  256.1 3.7 Oxycodone 1 95 10 35 15
316.2 241.0 Ball Oxycodone 2 95 10 42 15
302.1 284.0 1.9 Oxymorphone 1 90 10 22 16
302.1  227.0 1.9 Oxymorphone 2 90 10 41 12
330.2  70.0 7.8 Paroxetine 1 100 10 45 10
330.2  109.0 7.8 Paroxetine 2 100 10 75 10
244.2  159.1 6.3 PCP 1 50 10 20 20
2442  91.0 6.3 PCP 2 50 10 35 10
152.1 117.1 2.3 Phenylpropanolamine 1 40 10 23 12
152.1  91.0 2.3 Phenylpropanolamine 2 40 10 47 16
288.2  42.0 7.7 Procyclidine 1 90 10 75 10
289.2 85.2 7.7 Procyclidine 2 90 10 30 10
166.1  133.0 3.1 Pseudoephedrine 1 45 10 29 12
166.1 117.0 3.1 Pseudoephedrine 2 45 10 28 11
385.2 248.1 7.1 Quetiapine 1 70 10 %) 15
385.2  280.1 7.1 Quetiapine 2 70 10 40 20
297.1 140.1 6.9 Norquetiapine 1 70 10 80 15
297.1 184.0 6.9 Norquetiapine 2 70 10 53 15
401.1  270.0 4.7 7-Hydroxyquetiapine 1 30 10 35 18
401.1 209.1 4.7 7-Hydroxyquetiapine 2 30 10 60 20
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Analyte DP EP CE CXP

(V) (V) (V) (V)

411.2  110.0 6.1 Risperidone 1 90 10 56 15
411.2  163.0 6.1 Risperidone 2 90 10 68 15
427.2  179.2 5.7 9-Hydroxyrisperidone 1 110 10 60 15
427.2 165.2 9.7 9-Hydroxyrisperidone 2 110 10 60 15
230.2  72.0 6.0 Rolicyclidine 1 50 10 18 10
230.2 159.0 6.0 Rolicyclidine 2 20 10 18 12
306.1 123.1 8.7 Sertraline 1 50 10 75 15
306.1 275.1 8.7 Sertraline 2 50 10 12 15
301.1  177.0 9.0 Temazepam 1 65 10 43 17
302.1 256.1 9.0 Temazepam 2 65 10 23 15
264.2  42.0 5.0 Tramadol 1 80 10 75 10
265.2  59.0 5.0 Tramadol 2 80 10 45 10

250.2  58.0 4.0 O-Desmethyl-cis-tramadol 1 150 10 90 10
250.2  42.0 4.0 O-Desmethyl-cis-tramadol 2 70 10 105 14

373.2 177.1 6.2 Trazodone 1 50 10 25 14
373.2 149.1 6.2 Trazodone 2 90 10 37 15
343.1  204.2 8.7 Triazolam 1 100 10 70 18
343.1 177.2 8.7 Triazolam 2 100 10 90 15
359.0  331.0 8.0 a-Hydroxytriazolam 1 100 10 40 10
359.0 176.0 8.0 a-Hydroxytriazolam 2 100 10 38 16
278.2 1471 6.0 Venlafaxine 1 60 10 25 13
279.2  216.2 6.0 Venlafaxine 2 60 10 24 16
264.2  201.2 4.6 O-Desmethylvenlafaxine 1 60 10 25 20
264.2 107.0 4.6 O-Desmethylvenlafaxine 2 60 10 27 15
389.1 245.0 4.9 Zopiclone 1 60 10 26 10
389.1 217.0 49 Zopiclone 2 60 10 47 16
375.1  245.1 4.9 N-Desmethylzopiclone 1 70 10 25 10
375.1  217.0 4.9 N-Desmethylzopiclone 2 70 10 50 10
281.2 117.0 8.3 Amitriptyline-D3 76 10 32 11
144.1  127.0 3.4 Amphetamine-Dg 40 10 13 10
320.0 186.2 6.9 Bromazepam-D, 100 10 45 18
305.1 232.2 6.4 Chlordiazepoxide-Dsy 65 10 35 20
331.2 234.0 7.2 Citalopram-Dg 85 10 40 15
209.1 254.0 4.8 7-Aminoclonazepam-D, 80 10 30 18
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Analyte EP CE CXP

(V) (V) (V)

308.2 185.0 5.3 Cocaine-Ds 30 10 21 15
303.3 215.0 3.5 Codeine-Dg 110 10 36 18
292.1 246.2 7.3 Demoxepam-Ds; 100 10 50 15
290.1  89.0 9.8 Diazepam-Dj 45 10 70 15
259.2  115.0 7.0 Diphenhydramine-Dj3 5} 10 80 10
169.1 136.0 2.9 Ephedrine-Dg 40 10 29 12
342.2 188.2 6.8 Fentanyl-Ds 110 10 34 17
321.1 275.1 8.7 Flunitrazepam-D7 100 10 36 12
293.1 140.0 8.8 Desalkylflurazepam-D, 110 10 40 15
244.1 131.0 4.6 Ketamine-D, 64 10 43 12
327.1  281.0 8.3 Lorazepam-Dy 70 10 33 15
199.1 165.1 4.0 MDMA-D5 60 10 20 15
285.2 175.1 5.3 MDPV-Dg 75 10 31 15
155.1 121.1 3.8 Methamphetamine-Ds 65 10 15 10
292.1 152.1 1.7 Morphine-Dg 100 10 79 14
287.1 185.1 8.0 Nitrazepam-Dj5 100 10 50 10
321.1 261.1 4.0 Olanzapine-Dg 40 10 26 25
292.1 246.1 8.1 Oxazepam-Ds 60 10 30 14
319.2  259.0 3.8 Oxycodone-Dj3 95 10 35 15
305.2 287.0 1.9 Oxymorphone-Dj 90 10 22 16
249.2 164.2 6.3 PCP-Dj 50 10 20 20
392.2 254.0 7.0 Quetiapine-Dg 70 10 55 15
268.2  42.0 5.0 Tramadol-D3 80 10 75 10
379.2 182.1 6.2 Trazodone-Dg 90 10 25 14
347.1  208.0 8.7 Triazolam-Dy 100 10 70 18
2842 147.0 6.0 Venlafaxine-Dg 60 10 34 13
393.1 245.0 4.9 Zopiclone-Dy 60 10 26 10

Q1: parent mass; Q3: fragment mass; DP: declustering potential; EP: entrance potential;
CE: collision energy; CXP: collision cell exit potential. Transition 1 is the “identification

transition”, transition 2 is the “confirmation transition”.
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F.1.3 CANNABINOID METHOD
LIQUID CHROMATOGRAPHY

Mobile phase A: methanol : 10 mM ammonium formate pH 3.0 (2:98 v:v)

Mobile phase B: acetonitrile (LC-MS Grade)

Rinsing solution: methanol : 1% formic acid in water : isopropanol (50:25:25 v:v:v)
Analytical column: Zorbax Eclipse Plus C18, 2.1 x 50 mm, 3.5 um (Agilent)

Flow rate: 550 pL/min

Table F.1.5: LC pump gradient.

Time (min) A (%) B (%)

0.00 65 35
0.50 65 35
1.00 20 50
2.50 45 55
3.50 20 80
4.50 20 80
4.51 0 100
3.50 0 100
2.51 65 35
6.50 65 35

AUTOSAMPLER AND THERMOSTAT SETTINGS

e Injection volume: 10 uL
o Wash time: 10 sec
o Autosampler temperature: 4°C

o Column oven temperature: 50°C

MASS SPECTROMETRY METHOD

« Scan type: scheduled multiple reaction monitoring (MRM)
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Figure F.1.2: LC pump gradient graph.

Table F.1.6: Divert valve program.

Time (min) Position

0 MS
0.1 Waste
4.2 MS
S Waste
6.5 MS

o Polarity: positive

e MRM detection window: 60 sec

o Target scan time: 0.6 sec

e Break: 3.00 msec

o Acquisition time: 6 minutes 30 seconds
e Jon source: Turbo Spray

« Curtain gas (CUR): 30.0

« Collision gas (CAD): 10.0

« Jon spray voltage (IS): 5500.0 V/

249



o Source temperature (TEM): 700.0°C
« Jon source gas 1 (GS1): 60.0

« Jon source gas (GS2): 65.0

Table F.1.7: Monitored MRM transitions.

Q1 Q3 Time Analyte EP CE CXP

(min) (V) (V) (V)
3152 1931 48  THC1 100 10 30 15
3152 1231 48  THC2 100 10 47 10
3183 1961 48 THC-D; 100 10 30 15

The method is validated on the following systems: HPLC Agilent 1200 series and 1260
Infinity, LC-MS/MS 5500 QTRAP Sciex.

The data acquisition software used is Analyst® 1.6.2 build 8489 and the data analysis

software used is Multiquant® 3.0.1 (Version 3.0.6256.0)

F.2 SUPPLEMENTARY DATA 2 — COMPLETE VALIDATION DATA

The full spreadsheet is available for download at https://spectrum.library.concordia.
ca/985534/8/Supplementary?20Data,202_VF.x1sx.
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Supplementary Data to
“Postmortem Estimation of Metabolic
Capacity Through Drug Metabolizing Enzyme

Proteomics — A Proof of Concept”

G.1 SUPPLEMENTARY DATA 1 — CYP 2D6 AND 3A4 LC-MS/MS ANAL-
YSIS METHOD

G.1.1 LI1QUID CHROMATOGRAPHY CONDITIONS
LC PUMP GRADIENT

Flow rate: 500 pL/min
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Table G.1.1: LC pump gradient.

Time (min) A (%) B (%)

0.0 98 2
25.0 60 40
25.1 1 99
35.0 1 99
35.1 98
45.0 98
100 P
g 757
c
O
'g 50
ol
=
o)
QO 254
0 @
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Time (min)

@ Mobile Phase A®Maobile Phase B

Figure G.1.1: LC pump gradient graph.

AUTOSAMPLER AND THERMOSTAT SETTINGS

e Injection volume: 20 pL
o Wash time: 10 sec
o Autosampler temperature: 4°C

o Column oven temperature: 60 °C
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DIVERT VALVE SETTINGS

Table G.1.2: Divert valve program.

Time (min) Position

0 MS
0.1 Waste
3 Waste
3.1 MS
25 MS
25.1 Waste
35 Waste
35.1 MS
45 MS
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G.1.2 MASS SPECTROMETRY CONDITIONS

 Scan type: scheduled multiple reaction monitoring (MRM)
o Polarity: positive

o« MRM detection window: 240 sec

o Ion source: Turbo Spray

« Curtain gas (CUR): 30.0

« Collision gas (CAD): 5

 lon spray voltage (IS): 2500.0 V'

e Source temperature: 500.0°C

« Jon source gas 1 (GS1): 60.0

« Jon source gas (GS2): 65.0

Table G.1.3: Monitored MS transitions.

Q1 Q3 Time Transition ID

(m/z) (m/z) (min)

439.248  662.398  9.80 2D6 Q1.4-2y6 63.1 10 247 18
439.248  506.309  9.80 2D6_ Q1.4+2y4 63.1 10 247 18
439.248  605.377  9.80 2D6_Q1.42y5 63.1 10 247 18
439.248  359.240  9.80 2D6_Q1.4+2y3 63.1 10 247 18
439.248  246.156  9.80 2D6 Q1.4+2y2 63.1 10 247 18
405.229  575.351  10.49 2D6_Q2.42y5 60.7 10 234 18
405.229  476.283  10.49 2D6_ Q2.42y4 60.7 10 234 18
405.229  662.383  10.49 2D6_ Q2.4-2y6 60.7 10 234 18
405.229  389.251  10.49 2D6_Q2.42y3 60.7 10 234 18
405.229  175.119  10.49 2D6_ Q2.4+2y1 60.7 10 234 18
562.633  542.268  19.26 2D6_ Q3.4+-3y4 721 10 282 18
562.633  655.352  19.26 2D6_Q3.4-3y5 721 10 282 18
562.633 1012.506 19.26 2D6_Q3.4-3y8 721 10 282 18
562.633  312.178  19.26 2D6_Q3.+3y2 721 10 282 18
562.633  897.479  19.26 2D6_Q3.4+3y7 721 10 282 18
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Q1 Q3 Time Transition ID

(m/z) (m/z) (min)

500.267  459.267  12.96 2D6_Q4.4+3y4 67.6 10 248 18
500.267  572.352  12.96 2D6 Q4.4+3y5 67.6 10 248 18
749.897 901.474  12.96 2D6_ Q4.4-2y8 8.8 10 359 18
749.897  459.267  12.96 2D6_ Q4.4+2y4 85.8 10 359 18
749.897 1014.558 12.96 2D6_ Q4.+2y9 85.8 10 359 18
482.248  735.378  10.91 2D6 Q5.+2y6 66.3 10 26.2 18
482.248  606.336  10.91 2D6__Q5.42y5 66.3 10 26.2 18
482.248  507.267 1091 2D6_ Q5.4+2y4 66.3 10 26.2 18
482.248  379.209 1091 2D6_ Q5.+2y3 66.3 10 26.2 18
482.248  175.119  10.91 2D6_Q5.4+2y1 66.3 10 26.2 18
1146.915 1098.504 23.12 2D6*10_ WT.+3y8 114.7 10 60.0 18
860.438 1098.504  23.12 2D6*10_ WT.+4y8 93.8 10 444 18
860.438  838.388  23.12 2D6*10_WT.+4y6 93.8 10 444 18
860.438  678.357  23.12 2D6*10_WT.+4y5 93.8 10 444 18
860.438 1001.451 23.12 2D6*10_ WT.+4y7 93.8 10 444 18

1143.575 1098.504  22.89 2D6*10_MUT.+3y8 1145 10 59.8 18
1143.575 1199.551 22.89 2D6*10_MUT.+3y9 114.5 10 59.8 18
1143.575 416.262  22.89 2D6*10__ MUT.43y3 1145 10 59.8 18
1143.575 838.388  22.89 2D6*10_MUT.+3y6 1145 10 59.8 18
1143.575 970.441  22.89 2D6*10_MUT.4+3y15+2 1145 10 59.8 18
962.842 1198.694 18.19 2D6*17_WT.+3yl1 101.3 10 50.0 18
962.842 1118.590 18.19 2D6*17_WT.+3y21+42 101.3 10  50.0 18
962.842 1237.643 18.19 2D6*17_WT.43y23+2 101.3 10  50.0 18
962.842 1187.119 18.19 2D6*17_WT.4+3y22+2 101.3 10  50.0 18
962.842  968.044  18.19 2D6*17_WT.4+3y18+2 101.3 10  50.0 18
966.854 1124.608 17.98 2D6*17_MUT.4+3y21+2 101.6 10 50.2 18
966.854 1243.661 17.98 2D6*17_MUT.4+3y23+2 101.6 10 50.2 18
966.854 1193.137 17.98 2D6*17_MUT.4+3y22+2 101.6 10 50.2 18
966.854  974.062  17.98 2D6*17_MUT.+3y18+2 101.6 10 50.2 18
966.854 1210.731 17.98 2D6*17_MUT.+3y11 101.6 10  50.2 18

698.837  938.465 18.41 2D6*9 _ WT.+2y8 82.1 10 34.0 18
698.837  867.428  18.41 2D6*9 . WT.+2y7 82.1 10 34.0 18
698.837  607.276  18.41 2D6*9_ WT.+2y5 82.1 10 34.0 18
698.837  720.360  18.41 2D6*9_ WT.+2y6 82.1 10 34.0 18
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Q1 Q3 Time Transition ID

(m/z) (m/z) (min)

698.837  1067.508  18.41 2D6*9_ WT.+2y9 82.1 10 34.0 18
734.355  938.465  18.75 2D6*9 MUT.+2y8 84.7 10 35.3 18
734.355  678.313  18.75 2D6*9  MUT.42y6 84.7 10 35.3 18
734.355 1009.502  18.75 2D6*9  MUT.+2y9 84.7 10 35.3 18
734.355  791.397  18.75 2D6*9_MUT.+2y7 84.7 10 35.3 18
489.906  678.313  18.75 2D6*9  MUT.+3y6 66.8 10 24.2 18
712.073  931.500  22.16 3A4 Q1.43y8 83.0 10 36.3 18
712.073  647.351  22.16 3A4 Q1.4+3y5 83.0 10 36.3 18
712.073  284.172  22.16 3A4 Q1.43y2 83.0 10 36.3 18
712.073  534.267  22.16 3A4 Q1.43y4 83.0 10 36.3 18
1067.607  926.012  22.16 3A4_Ql.42y17+2 108.9 10 47.3 18
798.400  603.317  20.14 3A4 Q2.43y5 89.3 10 41.0 18
798.400 1003.513  20.14 3A4_Q2.4+3y9 89.3 10 41.0 18
798.400  819.392  20.14 3A4 Q2.43y7 89.3 10 41.0 18
798.400 932476  20.14 3A4_Q2.43y8 89.3 10 41.0 18
798.400 1116.597 20.14 3A4 Q2.43y10 89.3 10 41.0 18
439.740  650.362  10.92 3A4_Q3.42y5 63.2 10 24.7 18
439.740  435.271  10.92 3A4 Q3.4+2y3 63.2 10 247 18
439.740  549.314  10.92 3A4_Q3.4+2y4 63.2 10 247 18
439.740  288.203  10.92 3A4 Q3.42y2 63.2 10 247 18
439.740  175.119  10.92 3A4 Q3.+2y1 63.2 10 247 18
424247  587.333  14.37 3A4 Q4.42y5 62.0 10 24.1 18
424.247  294.170  14.37 3A4 Q4.4+2y5+2 62.0 10 24.1 18
424247 377.197  14.37 3A4 Q4.4+2y3 62.0 10 24.1 18
424247  490.281  14.37 3A4 Q4.4+2y4 62.0 10 24.1 18
424.247  175.119  14.37 3A4 Q4.+2y1 62.0 10 24.1 18
481.271  843.447  14.99 3A4_Q5.4+3y7 66.2 10 23.8 18
721.403  843.447  14.99 3A4 Q5.42y7 83.7 10 34.8 18
481.271  746.394  14.99 3A4 Q5.43y6 66.2 10 23.8 18
481.271  659.362  14.99 3A4 Q5.43y5 66.2 10 23.8 18
721.403 1087.572 14.99 3A4_Q5.+2y9 83.7 10 34.8 18
569.311  737.383  12.75 3A4*8 WT.42y7 726 10 294 18
569.311  824.415 12.75 3A4*8 WT.+2y8 726 10 294 18
569.311 937499  12.75 3A4*8_ WT.4+2y9 726 10 294 18
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Q1 Q3 Time Transition ID

(m/z) (m/z) (min)
569.311  196.611  12.75 3A4*8 WT.42y4+42 72.6 10 294 18

569.311  640.330  12.75 3A4*8 WT.4+2y6 726 10 294 18
689.882 1137.615 14.45 3A4*8_MUT.+2yl1 814 10 33.7 18
689.882  824.415  14.45 3A4*8 MUT.+2y8 814 10 33.7 18
689.882  937.499  14.45 3A4*8 MUT.+2y9 81.4 10 33.7 18
689.882  737.383  14.45 3A4*8 MUT.42y7 81.4 10 33.7 18
689.882 1050.583 14.45 3A4*8_MUT.+2y10 814 10 33.7 18
900.108  731.405  22.25 3A4*11__WT.+3y6 96.7 10 46.6 18
900.108  632.336  22.25 3A4*11_WT.+3y5 96.7 10 46.6 18
900.108 1076.541  22.25 3A4*11_WT.+3y9 96.7 10 46.6 18
900.108  830.473  22.25 3A4*11 WT.+3y7 96.7 10 46.6 18
900.108  961.514  22.25 3A4*11_ WT.+3y8 96.7 10 46.6 18

910.106  761.397  22.30 3A4*11_MUT.4+3y6 975 10 47.1 18
910.106  662.329  22.30 3A4*11_MUT.+3y5 975 10 47.1 18
910.106 1106.533  22.30 3A4*11_MUT.+3y9 975 10 471 18
910.106  860.466  22.30 3A4*11_MUT.43y7 975 10 47.1 18
910.106  991.506  22.30 3A4*11_MUT.+3y8 97.5 10 47.1 18

331.187  401.214 7.27 3A4*13 WT.+2y3 55.3 10  20.8 18
331.187  175.119 7.27 3A4*13__WT.+2y1 55.3 10 20.8 18
331.187  201.111 7.27 3A4*13_WT.+2y3+2 55.3 10  20.8 18
331.187  304.162 7.27 3A4*13_ WT.+2y2 55.3 10 20.8 18
331.187  514.298 7.27 3A4*13. WT.+2y4 55.3 10  20.8 18
339.203 417.246  10.92 3A4*13 MUT.+2y3 55.8 10 21.1 18
339.203  530.330  10.92 3A4*13 MUT.42y4 55.8 10 21.1 18
339.203  175.119  10.92 3A4*13__ MUT.+2yl 55.8 10 21.1 18
339.203  304.162  10.92 3A4*13 MUT.42y2 55.8 10 21.1 18
339.203  265.668  10.92 3A4*13_MUT.42y4+2 55.8 10 21.1 18
444252 672.407  9.81 IS_2D6_Q1.42y6 63.1 10 24.7 18
444252  516.317  9.81 IS_2D6_Q1.+2y4 63.1 10 24.7 18
444.252  615.385 9.81 IS _2D6_Q1.4+2y5 63.1 10 24.7 18
444.252  369.248 9.81 IS_2D6_Q1.+2y3 63.1 10 24.7 18
444252 256.164 9.81 IS _2D6_Q1.42y2 63.1 10 24.7 18
410.234  585.359  10.49 IS_2D6_Q2.42y5 60.7 10 234 18
410.234  486.291  10.49 IS_2D6_Q2.42y4 60.7 10 234 18
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Q1 Q3 Time Transition ID

(m/z) (m/z) (min)

410.234  672.391  10.49 IS_2D6_Q2.+2y6 60.7 10 234 18
410.234  399.259  10.49 IS 2D6 Q2.+2y3 60.7 10 234 18
410.234  185.127  10.49 IS 2D6 Q2.+2yl 60.7 10 234 18
265.969  552.276  19.24 IS _2D6_Q3.+3y4 72.1 10 28.2 18
565.969  665.360  19.24 IS _2D6_Q3.4+3y5 72.1 10 28.2 18
565.969 1022514 19.24 IS 2D6 Q3.+3y8 72.1 10 28.2 18
565.969  322.186 19.24 IS_2D6_Q3.4+3y2 72.1 10 28.2 18
565.969  907.487  19.24 IS 2D6_Q3.+3y7 72.1 10 28.2 18
503.603  469.276  12.98 IS 2D6 Q4.+3y4 676 10 248 18
203.603  582.360  12.98 IS_2D6_Q4.4+3y5 67.6 10 24.8 18
754.901 911.482  12.98 IS _2D6_Q4.+2y8 85.8 10 359 18
754.901  469.276  12.98 IS_2D6_Q4.42y4 85.8 10 359 18
754.901 1024.566 12.98 IS_2D6_Q4.+2y9 8.8 10 359 18
487.252  745.387  10.94 IS_2D6_Q5.42y6 66.3 10 26.2 18
487.252  616.344  10.94 IS _2D6_Q5.42y5 66.3 10 26.2 18
487.252  517.276  10.94 IS_2D6_Q5.42y4 66.3 10 26.2 18
487.252  389.217  10.94 IS_2D6_Q5.+2y3 66.3 10 26.2 18
487.252  185.127  10.94 IS _2D6_Q5.42y1 66.3 10 26.2 18

1150.251 1108.512 23.12 IS 2D6*10_WT.+3y8 1147 10  60.0 18
862.940 1108.512  23.12 IS 2D6*10_ WT.+4y8 93.8 10 444 18
862.940 848.396  23.12 IS 2D6*10_ WT.+4y6 93.8 10 444 18
862.940  688.365  23.12 IS 2D6*10_ WT.+4y5 93.8 10 444 18
862.940 1011.459 23.12 IS _2D6*10_WT.+4y7 93.8 10 444 18
966.178  1208.703  23.12 IS 2D6*17_WT.+3yll  101.3 10 50.0 18
966.178 1123.594 18.20 IS 2D6*17 WT.+3y21+2 101.3 10 50.0 18
966.178  1242.647 1820 IS 2D6*17 WT.4+3y23+2 101.3 10 50.0 18
966.178 1192.123 18.20 IS 2D6*17 WT.4+3y224+2 101.3 10 50.0 18
966.178  973.048 18.20 IS 2D6*17 WT.4+3y18+2 101.3 10 50.0 18
702.844  946.479  18.43 IS _2D6*9_ WT.+2y8 82.1 10 34.0 18
702.844 875442  18.43 IS _2D6*9 WT.+2y7 82.1 10 34.0 18
702.844 615290 18.43 IS_2D6*9_WT.4+2y5 82.1 10 34.0 18
702.844 728374  18.43 IS 2D6*9 WT.+2y6 82.1 10 34.0 18
702.844 1075.522 18.43 IS_2D6*9_WT.+2y9 82.1 10 34.0 18
714.745  939.514  22.16 IS _3A4 Q1.+3y8 83.0 10 36.3 18
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Q1 Q3 Time Transition ID

(m/z) (m/z) (min)

714.745  655.365  22.16 IS_3A4 _Q1.+3y5 83.0 10 36.3 18
714.745 292186  22.16 IS 3A4 Q1.4+3y2 83.0 10 36.3 18
714.745  542.281  22.16 IS_3A4_Q1.43y4 83.0 10 36.3 18
1071.614  930.019  22.16 IS _3A4 Q1l.4+2y1742 108.9 10 47.3 18
801.071  611.331  20.13 IS_3A4 Q2.+3y5 8§9.3 10 41.0 18
801.071 1011.527  20.13 IS 3A4 Q2.+3y9 89.3 10 41.0 18
801.071  827.406  20.13 IS_3A4_Q2.+3y7 89.3 10 41.0 18
801.071  940.490  20.13 IS 3A4 Q2.4+3y8 89.3 10 41.0 18
801.071 1124.611 20.13 IS_3A4 Q2.+3y10 89.3 10 41.0 18
444.744  660.370  10.94 IS 3A4 Q3.+2y5 63.2 10 24.7 18
444.744  445.280 10.94 IS_3A4 Q3.+2y3 63.2 10 247 18
444.744  559.323  10.94 IS 3A4 Q3.+2y4 63.2 10 247 18
444744 298211  10.94 IS_3A4_Q3.4+2y2 63.2 10 24.7 18
444.744  185.127  10.94 IS _3A4 Q3.+2yl 63.2 10 24.7 18
429.251  597.342  14.38 IS_3A4 Q4.+2y5 62.0 10 24.1 18
429.251  299.174  14.38 IS_3A4 Q4.4+2y5+2 62.0 10 24.1 18
429.251  387.205  14.38 IS_3A4_Q4.4+2y3 62.0 10 24.1 18
429.251  500.289  14.38 IS 3A4 Q4.+2y4 62.0 10 24.1 18
429.251  185.127  14.38 IS_3A4_Q4.+2y1 62.0 10 24.1 18
484.607  853.455  14.99 IS _3A4 Q5.43y7 66.2 10 23.8 18
726.407  853.455  14.99 IS_3A4_Q5.+2y7 83.7 10 34.8 18
484.607  756.403  14.99 IS 3A4 Q5.4+3y6 66.2 10 23.8 18
484.607  669.371  14.99 IS_3A4_Q5.43y5 66.2 10 23.8 18
726.407 1097.580 14.99 IS _3A4 Q5.+2y9 83.7 10 34.8 18

573.318 745397  12.76 IS _3A4*8 WT.+2y7 726 10 294 18
573.318  832.429  12.76 IS 3A4*8_ WT.+2y8 72.6 10 294 18
073.318 945513  12.76 IS_3A4*8_WT.+2y9 726 10 294 18
573.318  200.618 12.76 IS 3A4*8 WT.+2y4+2 726 10 294 18
573.318  648.344  12.76 IS _3A4*8 WT.+2y6 726 10 294 18
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G.2 SUPPLEMENTARY DATA 2 — MULTIFACTORIAL DESIGN OPTIMIZATION
(DOE) OF THE DENATURATION PROCESS

G.2.1 FACTORS SELECTED

Following an initial factors screening process, the following factors/levels were retained for

optimization:
o Chaotrope

— 6 M urea
— 1.2 M thiourea/4.8 M urea

— None

o Detergent

Brij-C10

— SDS

Triton X-100
— CHAPS

- OTG

o Temperature

— 20°C to 95°C

A response surface method (RSM) optimization using a D-optimal design was carried

out.

G.2.2 EXPERIMENTAL PROTOCOL

90 pL of pooled human liver microsomes (HLM, XenoTech, cat. no. H0630, Lenexa, Kansas,
United States) are added in a 5 mL LoBind Eppendorf (cat. no. 0030108302, Eppendorf,
Eppendorf, Hamburg, Germany). 40 pL of the selected chaotrope and 40 L of the selected
detergent (Table G.2.1) are added to the sample. Where no chaotrope is to be used, 40 L
of 50 mM NH4HCOj; is added instead. Following vortexing, the sample is heated at the

indicated temperature for 15 minutes in the water bath.
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Table G.2.1: Experimental design for optimization of the chaotrope, detergent and temperature for

denaturation.

Sample

Run

1D Order
N1 17
N2 8
N3 5
N4 16
N5 24
N6 22
N7 23
N8 13
N9 14
N10 20
N11 15
N12 31
N13 2
N14 30
N15 27
N16 19
N17 4
N18 6
N19 21
N20 33
N21 25
N22 9
N23 26
N24 18
N25 11
N26 7
N27 28
N28 1
N29 3
N30 34
N31 32
N32 12
N33 10
N34 29

1337 pL of 50 mM NH4HCOs3 is added to all samples. After vortexing, 15 uL of 1 M

DTT is added to all samples which are incubated at room temperature for 30 minutes. This

Chaotrope

6 M Urea

1.2 M Thiourea/4.8 M Urea
None

6 M Urea

1.2 M Thiourea/4.8 M Urea
None

6 M Urea

1.2 M Thiourea/4.8 M Urea
None

6 M Urea

1.2 M Thiourea/4.8 M Urea
None

6 M Urea

1.2 M Thiourea/4.8 M Urea
None

1.2 M Thiourea/4.8 M Urea
None

6 M Urea

1.2 M Thiourea/4.8 M Urea
None

6 M Urea

1.2 M Thiourea/4.8 M Urea
None

6 M Urea

1.2 M Thiourea/4.8 M Urea
None

6 M Urea

1.2 M Thiourea/4.8 M Urea
None

6 M Urea

1.2 M Thiourea/4.8 M Urea
None

None

None

Detergent

Brij-C10
Brij-C10
Brij-C10
SDS

SDS

SDS

Triton X-100
Triton X-100
Triton X-100
CHAPS
CHAPS
CHAPS
OoTG

OTG

OTG
Brij-C10
OTG
Brij-C10
Brij-C10
Brij-C10
SDS

SDS

SDS

Triton X-100
Triton X-100
Triton X-100
CHAPS
CHAPS
CHAPS
OTG

OTG

OTG

OTG

OTG

performs the reduction of the disulfide bonds in the proteins.
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Temperature
(-C)
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
60
60
95
95
95
95
95
95
95
95
95
95
95
95
95
95
60
60
60



Alkylation of the reduced cysteines is then performed by adding 20 L of 2.25 M iodoac-
etamide to all samples. Following vortexing, samples are incubated in the dark at room

temperature for 30 minutes.

The alkylating agent, iodoacetamide, is quenched by adding 8 ul of 1 M DTT to all

samples and vortexing.
Digestion is carried out by adding 20 pg of trypsin reconstituted in 50 L of 50 mM
acetic acid and incubating for 5 hours at 37°C with vortexing every 30 minutes. Trypsin

activity is quenched by adding 30 L of formic acid.

Tryptic digest clean-up and LC-MS/MS analysis were performed as described in the main
paper.

Following peak integration, the normalized average peak area (NAPA) was calculated:

-NPA;
NAPA = Z]f (G.1)
where:
NPA = i_” (G.2)

J

A is a peak area, i is the sample and j is the transition number.

NPA therefore represents the peak area divided by the average peak area over all samples
for one specific transition, and NAPA represents the average of the NPAs for all transitions

of a given sample.

Data analysis was carried using the MODDE software (Umetrics/Sartorius Stedim Biotech,

Umea, Sweden).

G.2.3 RESULTS
RAW DATA

Raw measurements and calculated normalized peak areas are shown in Table G.2.2.
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Table G.2.2: Measured peak areas.

Sample ID
N1
N2
N3
N4
N5
N6
N7
N8
N9
N10
N11
N12
N13
N14
N15
N16
N17
N18
N19
N20
N21
N22
N23
N24
N25
N26
N27
N28
N29
N30
N31
N32

+2y6
2.02E+406
2.31E406
2.27TE+06
2.15E4-06
2.27TE+06
2.16E4-06
2.66E+06
2.63E4-06
1.93E+4-06
3.06E4-06
3.08E4-06
2.77E+06
2.52E+406
3.49E4-06
2.94E+06
3.36E-+06
3.08E4-06
3.43E4-06
3.73E+06
3.00E+06
1.73E+406
2.79E+06
2.62E406
3.06E4-06
3.27E+06
3.24E-+06
4.21E+06
3.88E4-06
3.13E+06
3.89E4-06
4.63E406
3.11E+06

2D6_ Q1 Peak Area (cps?)

+2y5
1.83E4-05
2.12E+05
2.12E+05
2.00E+05
2.14E+05
1.95E+05
2.49E405
2.50E+05
1.84E4-05
2.83E+05
2.85E+05
2.53E+05
2.33E+05
3.32E+05
2.77TE+05
3.08E+05
2.90E+05
3.20E+05
3.49E+05
2.71E+05
1.56E+05
2.57TE+05
2.38E+05
2.83E405
3.02E+05
3.00E+05
3.84E+05
3.61E+05
2.94E+05
3.62E+05
4.34E405
2.92E+05
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+2y4
1.01E4-06
1.14E4-06
1.15E+06
1.07E+06
1.12E4-06
1.04E4-06
1.34E4-06
1.32E4-06
9.82E+05
1.54E4-06
1.55E+06
1.41E4-06
1.25E+06
1.79E+06
1.49E+06
1.67E+06
1.55E+06
1.71E4-06
1.88E+06
1.51E+4-06
8.61E+05
1.37E+06
1.30E4-06
1.53E+06
1.63E+06
1.62E4-06
2.11E+06
1.90E+06
1.59E+06
1.99E+06
2.35E+06
1.56E+06

+2y3
1.72E4-05
1.88E+405
1.93E+05
1.75E+05
1.87E+05
1.71E4-05
2.54E+05
2.17E+05
1.63E+05
2.61E+05
2.55E+05
2.34E+05
2.08E+05
3.05E4-05
2.46E+05
3.01E+05
2.78E+05
3.156E4-05
3.30E+05
2.71E+05
1.43E+405
2.25E+05
2.12E+05
2.84E+05
2.98E+05
2.91E+05
3.59E4-05
3.37TE4-05
2.71E+05
3.80E4-05
4.13E4-05
2.74E+05



N33
N34

Sample ID

N1
N2
N3
N4
N5
N6
N7
N8
N9
N10
N11
N12
N13
N14
N15
N16
N17
N18
N19
N20
N21
N22
N23
N24
N25
N26
N27
N28
N29
N30
N31

3.05E+06
3.50E4-06

+2y6
7.90E405
8.33E+05
8.58E405
4.89E4-05
5.36E405
4.95E4-05
9.42E4-05
8.81E+405
8.06E+405
1.17E4-06
1.12E+06
1.09E4-06
1.03E4-06
1.35E4-06
1.18E4-06
1.03E4-06
1.13E+06
1.24E+06
1.29E4-06
1.02E+06
2.80E405
7.07TE405
6.20E4-05
1.05E4-06
1.13E4-06
9.96E4-05
1.47E+06
1.39E4-06
1.06E4-06
1.38E+4-06
1.62E+06

2.82E+05 1.52E406  2.72E+05
3.35E+05 1.80E+06  3.16E+05
2D6_ Q2 Peak Area (cps?)

+2y5 +2y4 +2y3
1.66E4+06 1.25E4+06 1.86E+05
1.75E4+06 1.30E406  2.04E4-05
1.80E+06  1.35E+06  2.01E+05
1.07TE4+06  7.95E4+05 1.16E405
1.17TE406  8.44E405 1.23E405
1.13E406  8.02E4+05 1.19E4-05
2.00E4+06  1.50E4+06  2.27E+05
1.91E+06  1.42E+06  2.26E+05
1.74E406  1.30E406  2.06E4-05
2.50E+06  1.85E+06  2.76E+05
237TE+06  1.79E+06  2.72E+4+05
2.34E+06 1.71E+06  2.69E+05
2.19E4+06 1.63E4+06  2.47E+05
2.78E+06 2.11E4+06  3.20E+05
2.48E+06  1.85E+06  2.89E+05
2.19E+06 1.61E+06 2.41E+05
2.38E4+06  1.77E4+06  2.77TE+05
2.58E+06 1.94E+06 2.86E+05
2.70E4+06  2.01E4+06  3.12E+05
2.18E+06  1.62E+06  2.50E+05
5.95E+05  4.31E+05  6.51E+04
1.43E4+06 1.08E4+06  1.56E4-05
1.31E+06  9.61E+05  1.45E+05
2.20E+06 1.65E+06  2.49E+405
2.40E+06  1.79E+06  2.75E+05
2.09E+06 1.61E+06 2.42E+05
3.10E4+06  2.29E406  3.57TE+05
2.95E4+06 2.20E406  3.36E+05
2.23E+06  1.67TE+06  2.58E+05
2.89E4+06 2.18E+06  3.27E+05
3.29E+06  2.51E+06  3.86E+05
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+2y2
7.82E4-04
7.52E4-04
8.27E404
4.94E+04
4.90E+04
4.82E+04
9.29E4-04
8.70E+04
7.59E+04
1.14E+05
1.05E405
1.04E+05
1.00E+-05
1.29E4-05
1.09E+4-05
9.70E+404
1.06E+05
1.13E4-05
1.21E+05
1.01E+05
2.95E+04
6.71E+404
6.24E4-04
1.01E+05
1.14E+05
1.00E+-05
1.42E+05
1.31E+05
1.05E405
1.37E+-05
1.53E+405



N32
N33
N34

Sample ID

N1
N2
N3
N4
N5
N6
N7
N8
N9
N10
N11
N12
N13
N14
N15
N16
N17
N18
N19
N20
N21
N22
N23
N24
N25
N26
N27
N28
N29
N30

1.13E406
1.10E+4-06
1.27E4-06

+2y4
3.02E4-04
3.38E+4-04
4.67E+04
0

0

0
6.35E+04
6.10E+4-04
4.92E404
6.81E+4-04
7.20E+04
6.73E4-04
4.94E+04
6.27E+04
6.88E4-04
4.08E+04
5.95E+04
2.52E4-04
3.07E4-04
3.65E+04
0

0

0
3.45E+04
4.03E+04
7.03E+404
4.41E+04
4.63E+04
5.66E4-04
2.93E+04

2.42E406 1.80E+06  2.54E+05
2.32E+06  1.76E+06  2.75E+05
2.63E+06  2.02E+06  3.06E+05
2D6_ Q3 Peak Area (cps?)

+2y2 +3y5 +3y4
1.66E4+04 1.41E405 2.11E405
1.96E+04 1.52E+05 2.39E+05
3.02E+04  2.10E4+05  3.16E+405
0 0 0

0 0 0

0 0 0
3.74E+04  3.06E+05  4.74E+05
4.25E+04 2.76E+05 4.16E+05
2.22E4+04  1.79E4+05  2.74E+05
4.68E+04 3.30E+05 4.97E+05
4.59E+04  3.07E+05 4.64E+05
4.37E+04 3.16E+05 4.31E+05
3.31E+04  2.59E+05  3.84E+405
4.55E+04 3.40E+05 5.00E+05
4.15E+04  3.30E+05 4.99E+05
2.99E+04 2.19E+05 3.12E+405
4.10E+04  2.80E+05 4.31E+05
1.97E4+04 1.34E405 2.05E405
1.93E4+04  1.55E+05  2.12E405
2.42E+04 1.71E405 2.62E+05
0 0 0

0 0 0

0 0 0
2.33E+04 1.71E4+05 2.38E+05
2.15E4+04  1.76E4+05  2.73E+05
5.34E+04  3.08E+05 4.66E+05
3.34E+04  1.78E+05  2.88E+05
2.90E+04 1.95E+05 2.75E+05
3.60E4+04  2.45E405  3.65E+05
2.12E+04  1.50E+05  2.25E+405
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1.16E+05
1.14E4-05
1.25E4-05

+3y2
1.34E+05
1.37E4-05
1.94E+05
0

0

0
2.76E405
2.48E405
1.65E+05
2.87E+05
2.63E405
2.72E4-05
2.45E405
2.88E+05
2.95E405
1.90E+-05
2.76E405
1.27E4-05
1.36E+05
1.52E+05
0

0

0
1.47E4-05
1.66E+4-05
2.84E405
1.74E+05
1.74E+05
2.11E4-05
1.17E4-05



N31
N32
N33
N34

Sample ID

N1
N2
N3
N4
N5
N6
N7
N8
N9
N10
NI11
N12
N13
N14
N15
N16
N17
N18
N19
N20
N21
N22
N23
N24
N25
N26
N27
N28
N29

4.17E+04
5.89E4-04
5.91E+04
6.10E+-04

+2y8
2.84E4-05
3.51E405
3.83E+05
6.20E4-05
6.95E405
6.41E+405
4.01E+405
4.27E405
2.27TE405
5.00E+05
5.82E4-05
5.06E+05
3.80E+05
5.55E4-05
4.22E+405
3.82E+405
4.63E+405
3.73E405
4.14E4-05
3.44E405
3.56E405
5.53E+05
6.10E+05
3.50E+4-05
3.80E4-05
3.70E+05
5.53E4-05
4.61E405
4.31E4-05

2.719E+04  1.77TE+05  2.55E+05
4.29E4+04 2.94E405 4.32E+05
4.02E4+04  2.74E405  3.77E+05
3.81E+04 3.05E4+05 4.68E405
2D6__Q4 Peak Area (cps?)

+2y5 +2y4 +3y5
1.53E+05  2.23E+4+05  2.94E4-05
1.78E+05 2.61E405 3.29E4-05
1.98E+05  2.90E+405  3.42E4-05
3.30E4+05 4.72E+05 6.15E+05
3.56E+05  5.12E+05  6.44E+05
3.39E405 4.56E+05 6.18E+05
2.07E4+05  3.16E+05  3.66E+05
2.29E4+05 3.30E+05 3.97E+05
1.19E4+05  1.84E405  2.14E405
2.59E4+05 3.86E+05  4.42E+05
3.01E4+05 4.30E+05  4.85E+05
2.72E405 3.88E+05 4.55E+05
1.97E+05  2.85E+405  3.27TE4-05
297E4+05 441E+05  4.74E+05
2.24E+05  3.30E+05  3.77TE+05
1.99E+05 3.02E405  3.48E4-05
2.46E405  3.60E+05  3.98E+05
1.95E+05 2.97E4+05 3.38E+05
2.11E405  3.29E+05  3.68E+05
1.87E+05 2.63E405  3.37TE405
1.93E+05  2.61E4+05  3.35E+405
2.84E4+05 4.03E+05 5.06E+05
3.13E4+05  4.45E+05  6.10E+05
1.74E+05  2.82E4+05  3.29E4-05
1.94E405 3.17TE405  3.51E405
1.94E+05 2.89E405  3.22E4-05
2.96E+05 4.29E+05  4.88E+05
2.41E+05 3.46E+05  3.82E+405
2.35E405  3.22E4+05  3.91E+05
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1.52E405
2.57TE405
2.45E+05
2.83E+05

+3y4
3.50E+405
4.00E+05
4.43E405
7.91E4-05
8.35E405
8.26E+05
4.76E+405
5.06E4-05
2.77TE4+05
5.60E+405
6.36E405
5.90E+05
4.27E405
5.90E+4-05
4.80E+405
4.40E4-05
5.11E405
4.45E4-05
4.92E4-05
4.21E+405
4.11E+05
6.39E+05
7.94E4-05
4.49E4-05
4.54E+405
4.27E405
6.38E4-05
5.00E+05
5.19E405



N30
N31
N32
N33
N34

Sample ID

N1
N2
N3
N4
N5
N6
N7
N8
N9
N10
N11
N12
N13
N14
N15
N16
N17
N18
N19
N20
N21
N22
N23
N24
N25
N26
N27
N28

4.88E+05
5.73E+05
4.01E4-05
4.36E+05
4.94E4-05

+2y5
5.82E4-05
7.12E4-05
7.00E4-05
7.82E405
1.00E4-06
8.10E+405
8.14E+05
9.08E+05
4.55E405
1.00E4-06
1.14E+06
8.93E+05
8.58E+05
1.30E4-06
9.52E4-05
8.97E+05
9.99E4-05
1.03E4-06
1.07E4-06
8.47E405
3.49E+05
8.85E+05
9.52E4-05
8.04E4-05
8.93E+05
1.02E+06
1.30E+06
1.28E4-06

2.55E4+05 3.75E4+05  4.59E+05
2.98E+05  4.46E+05  4.93E+05
2.10E+05 3.06E+05  3.54E+05
2.29E4+05  3.32E405  3.83E+05
2.56E+05 3.80E+05 4.23E+05
2D6__ Q5 Peak Area (cps?)

+2y6 +2y4 +2y3
1.20E406  5.88E405  3.84E405
1.45E4+06 7.14E405 4.62E405
1.44E+06  7.04E+05  4.65E+05
1.69E4+06 8.21E4+05 5.31E405
2.11E+06  1.02E+06  6.58E+05
1.71E406 8.39E4+05 5.46E405
1.64E+06  8.09E+05  5.30E+05
1.87E4+06  9.29E4+05 5.99E405
9.31E+05 4.62E+05  3.03E+05
2.01E+06 9.91E+05 6.49E+05
2.31E+06  1.13E4+06  7.51E+4+05
1.79E406  9.12E405 5.77E405
1.75E+06  8.56E+05  5.57E+05
2.64E+06 1.28E+06  8.30E+05
1.94E406  9.46E405 6.21E405
1.84E406 8.95E4+05 6.02E4-05
2.02E406  9.93E4+05  6.56E+05
2.11E+06  1.04E+06  6.87TE+05
2.17E+06  1.08E+06  6.98E+05
1.76E4+06  8.64E405 5.52E4-05
7.54E4+05 3.71E4+05  2.36E405
1.856E4+06 8.97E+405 5.84E405
1.99E+06  9.72E+05  6.37E+05
1.68E4+06 8.43E+05 5.39E405
1.88E4+06  9.26E4+05 6.11E405
2.07TE+06  1.04E+06 6.78E+05
2.60E4+06 1.32E4+06  8.53E+05
2.67TE+06 1.30E+06  8.59E+05
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5.72E4-05
6.36E4-05
4.55E+4-05
5.09E+05
5.34E405

+2yl1
2.00E405
2.03E+05
2.23E405
1.76E4-05
2.33E405
1.66E+4-05
2.60E4-05
3.04E405
1.81E+05
2.98E4-05
3.14E+405
2.34E4-05
2.94E4-05
4.21E+405
3.35E+05
3.07E+405
3.89E4-05
3.35E+05
3.52E405
2.93E405
8.34E+-04
1.91E+05
2.08E+405
2.65E+05
2.97E405
3.26E405
4.00E+405
3.82E4-05



N29
N30
N31
N32
N33
N34

Sample ID
N1
N2
N3
N4
N5
N6
N7
N8
N9
N10
N11
N12
N13
N14
N15
N16
N17
N18
N19
N20
N21
N22
N23
N24
N25
N26
N27

1.02E4-06
1.18E+406
1.40E+4-06
9.57TE+05
9.23E405
1.06E+-06

+3y8
6.30E+03
6.11E403
8.82E403
0

0

0
1.00E4-04
1.08E4-04
4.04E+03
9.72E4-03
1.07E4-04
1.14E+04
7.81E403
7.99E+403
8.33E+403
7.29E4-03
7.32E4-03
7.23E4-03
9.31E+4-03
8.47E+03
0

0

0
8.47E+03
9.87E403
9.00E+03
6.11E403

2.08E4+06 1.03E4+06  6.74E+05
2.43E4+06 1.18E406  7.80E+05
2.91E4+06 1.43E4+06  9.23E+05
1.95E4+06  9.71E405 6.25E4-05
1.86E4+06  9.40E+05  6.13E+05
2.15E+06 1.07TE+06  6.94E+05
2D6*410__WT1 Peak Area (cps?)
+3y6 +3y4 +3y3
2.70E+02  9.73E+02  1.60E+03
9.59E+02  3.22E+02  1.19E403
5.09E4+02  6.92E4+02  5.49E+03
0 0 0

0 0 0

0 0 0
9.03E+02  6.95E+02  3.32E+403
2.09E+03 1.04E+03 3.06E+03
4.51E4+02  7.64E4+02  1.95E+03
1.39E4+03 6.94E+4+02 3.40E403
3.67E+02  9.71E+02  3.26E+03
1.88E4+03 1.04E403  5.00E4-03
1.02E+03  1.32E+03  2.69E+03
1.11E403 5.27E402  3.26E4-03
1.74E403  9.72E402  5.14E4-03
9.73E+02 9.72E+02  2.01E+403
2.15E4+03  2.15E4+03  4.86E+03
2.50E+02  8.33E+02  2.92E403
2.50E+02  9.02E+02  4.38E+03
1.08E4+03 8.23E+4+02 5.00E403
0 0 0

0 0 0

0 0 0
9.56E+02  6.59E+02  3.26E+403
1.39E403  8.50E402  3.25E4-03
1.11E+03 1.19E403  7.78E403
1.04E4+03  9.03E+02  3.33E+03
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3.28E+05
3.72E4-05
4.52E+4-05
3.38E+05
3.63E405
4.15E4-05



N28
N29
N30
N31
N32
N33
N34

6.04E+03
3.37TE4-03
7.88E+03
8.61E-+03
1.28E+4-04
8.27TE+03
9.53E+03

9.72E4-02
4.17E4-02
7.46E+02
1.04E4-03
1.39E+03
1.18E+03
1.60E+03

1.32E4-03
3.47TE+02
6.25E+02
1.25E+03
6.94E+02
6.26E+02
6.26E+02

2.64E+03
1.39E+03
4.58E4-03
7.64E+03
3.26E4-03
1.56E+03
5.22E+03

2D6*17__WT2 Peak Area (cps?)

Sample ID +43y234+2 +43y2242 +43y2142 +43y1842 +43y1542

N1
N2
N3
N4
N5
N6
N7
N8
N9
N10
N11
N12
N13
N14
N15
N16
N17
N18
N19
N20
N21
N22
N23
N24
N25
N26

4.22E+04
4.32E+04
5.66E+04

0

0

0
4.41E+04
5.65E+-04
3.00E4-04
6.14E4-04
5.23E+04
5.99E4-04
4.35E+04
6.44E-+04
5.00E+04
4.77TE4-04
3.61E+04
3.76E+-04
4.29E+404
3.74E4-04

0

0

0
4.19E+4-04
4.56E+04
3.93E4-04

2.52E+04
3.14E4-04
3.97E+4-04

0

0

0
3.27TE+-04
4.24E+-04
2.20E4-04
4.68E+4-04
4.40E+4-04
4.31E4-04
3.73E+4-04
4.87TE+-04
4.66E+04
3.46E4-04
3.69E+-04
3.20E+-04
3.37TE+4-04
2.42E4-04

0

0

0
3.21E+4-04
3.49E+04
3.12E4-04
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5.04E+04
5.67E+04
6.18E+04

0

0

0
6.14E+04
6.80E+04
4.48E404
7.56E4-04
8.05E+04
7.08E+404
6.72E+04
8.17TE+04
7.81E+4-04
5.62E4-04
6.05E+04
5.41E+04
5.38E+04
5.95E+-04

0

0

0
5.06E+04
2.99E-+04
5.64E4-04

1.16E+04
1.23E+04
1.17E+04

0

0

0
1.49E+04
1.52E+04
1.19E+04
1.58E+04
1.93E+04
1.81E+04
1.32E+04
2.01E+04
1.55E+04
1.35E+04
1.45E+04
1.39E+04
1.19E+04
8.39E4-03

0

0

0
1.16E+04
1.29E+-04
1.21E+04

9.05E+4-03
7.17E4-03
1.03E+04

0

0

0
1.30E+04
1.31E+-04
7.06E+03
1.25E4-04
1.37E+04
1.23E4-04
1.30E+04
1.39E+4-04
1.30E4-04
7.94E+03
9.82E+03
1.12E+-04
1.18E+04
1.00E+-04

0

0

0
6.95E+4-03
1.05E4-04
1.19E+4-04



N27
N28
N29
N30
N31
N32
N33
N34

Sample ID

N1
N2
N3
N4
N5
N6
N7
N8
N9
N10
N11
N12
N13
N14
N15
N16
N17
N18
N19
N20
N21
N22
N23
N24
N25

4.86E+04
4.32E4-04
4.01E+04
4.50E+-04
4.68E+04
4.82E+4-04
4.26E+04
4.31E4-04

+2y8
1.22E+06
1.29E4-06
1.32E+06
3.73E405
5.84E4-05
4.26E4-05
1.31E+06
1.29E4-06
1.30E4-06
1.72E+06
1.74E+06
1.64E+06
1.49E4-06
1.54E+06
1.53E4-06
1.23E4-06
1.39E4-06
5.64E405
6.49E+05
1.48E4-06
0
3.53E+05
4.98E+405
4.41E+405
5.91E405

3. 71E+04
3.79E4-04
3.10E+-04
3.97TE+-04
4.02E+-04
3.68E4-04
3.49E+-04
3.66E4-04

6.64E-+04
6.40E+4-04
5.35E+04
5.35E+04
6.87TE+04
5.50E+04
5.41E+04
5.65E+04

1.47E+4-04
1.51E+04
1.21E+04
1.10E+04
1.79E+04
1.50E+04
1.08E+04
1.36E+04

3A4_ Q6 Peak Area (cps?)
1+3y5 +3y1442 43y1342

+3y8
3.62E4-06
3.68E+06
3.30E+06
7.93E4-05
1.25E+06
8.90E+05
3.75E406
3.36E+06
4.10E+06
4.15E+06
4.13E4-06
3.76E+06
3.53E+06
3.93E4-06
3.99E+06
3.47E+06
3.29E4-06
1.31E+06
1.65E4-06
4.12E4-06
0
7.31E405
1.20E4-06
1.16E4-06
1.50E+06
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1.26E4-06
1.23E+06
1.17E+06
2.67TE+05
4.31E4-05
2.99E+05
1.33E+06
1.16E+06
1.39E+06
1.46E+06
1.41E4-06
1.32E+06
1.20E+06
1.37E+06
1.41E+06
1.20E+06
1.15E+06
4.80E4-05
5.47TE+05
1.39E+06

0
2.37TE+05
4.09E+4-05
4.20E+05
5.27TE+05

8.93E+05
9.24E4-05
8.12E4-05
2.93E+05
4.47TE4-05
3.22E4-05
9.00E+-05
7.99E+05
1.04E+06
9.98E+-05
1.00E4-06
9.20E4-05
9.16E4-05
9.71E+405
1.05E+06
7.97E+05
7.68E+05
3.39E4-05
4.05E4-05
1.01E+06

0
2.68E+05
4.34E4-05
2.95E4-05
3.60E4-05

1.13E4-04
1.07E+4-04
9.49E4-03
1.16E+04
1.32E+-04
7.95E+03
1.08E+04
1.02E+4-04

1.66E4-06
1.72E4-06
1.52E+4-06
4.86E+05
7.73E405
5.56E+05
1.69E+-06
1.52E4-06
1.91E+4-06
1.87E+4-06
1.85E4-06
1.78E+4-06
1.68E+4-06
1.81E+4-06
1.87E+406
1.53E+4-06
1.48E+-06
6.18E4-05
7.41E405
1.88E+-06

0
4.55E4-05
7.71E405
5.25E4-05
6.72E4-05



N26
N27
N28
N29
N30
N31
N32
N33
N34

Sample ID

N1
N2
N3
N4
N5
N6
N7
N8
N9
N10
N11
N12
N13
N14
N15
N16
N17
N18
N19
N20
N21
N22
N23
N24

1.55E+-06
6.90E+-05
8.28E+-05
1.98E+-06
6.55E4-05
7.54E+05
1.33E+4-06
1.38E+4-06
1.47E+406

+2y7
1.27E+07
1.43E+07
1.49E+07
1.21E+07
1.10E+07
1.19E+07
1.58E+07
1.69E+07
1.43E+07
1.90E+07
1.93E+07
1.84E+07
1.64E+07
1.96E+07
1.79E+07
1.61E+07
1.72E+07
1.17E+07
1.29E+07
1.45E+07
8.73E4-06
1.26E+07
1.36E+07
1.06E+07

3.82E406 1.33E4+06  9.03E+05
1.44E406  5.09E+05  3.70E+05
1.71E406  6.06E4+05 4.68E4-05
4.56E+06 1.56E+06 1.16E+06
1.53E4+06  5.56E4+05 3.87E405
1.81E406  6.53E4+05 4.61E405
3.08E4+06 1.09E406  7.59E+05
3.26E+06  1.13E+06  7.90E+05
3.69E+06 1.28E+06  8.86E+05
3A4*8__WT Peak Area (cps?)
+2y9 +2y8 +2y5
1.11E4+07  1.34E+07  1.38E+06
1.22E4+07  1.50E407 1.51E4-06
1.27E+07  1.55E+07  1.62E+06
1.02E4+07 1.27E407 1.28E4-06
9.50E+06 1.16E+07 1.17E+06
1.02E+07  1.28E+07 1.26E+06
1.36E4+07  1.64E407 1.70E406
1.46E4+07 1.77E407 1.83E406
1.22E+07  1.50E+07  1.53E+06
1.64E4+07 1.98E+4+07 2.09E406
1.68E+07  2.04E+07 2.11E+06
1.56E4+07  1.90E407  1.98E4-06
1.41E+07  1.72E+07  1.79E+06
1.66E4+07 2.01E407 2.15E406
1.52E407  1.85E407  1.95E4-06
1.36E4+07  1.69E407 1.74E4-06
1.46E4+07  1.78E+07  1.85E+06
9.89E+06 1.22E+07 1.26E+406
1.14E+07  1.36E+07  1.38E+06
1.23E4+07 1.50E4+07  1.55E406
6.95E+06 8.41E+06  8.68E+05
1.08E4+07 1.33E407 1.34E4-06
1.1I5E+07  1.43E+07  1.44E+06
8.95E+06 1.10E+07 1.12E+406
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1.68E+-06
6.88E4-05
8.80E+05
2.07E+06
7.08E+05
8.13E+05
1.41E+4-06
1.51E+406
1.67E+406

+2y4
1.80E+06
2.01E+406
2.09E+06
1.69E+4-06
1.52E4-06
1.64E4-06
2.20E+06
2.37TE4-06
2.02E+06
2.70E4-06
2.76E+06
2.58E+06
2.32E4-06
2.77TE4-06
2.54E+06
2.27E+06
2.40E+06
1.63E4-06
1.82E4-06
2.00E4-06
1.07E+406
1.73E+4-06
1.89E4-06
1.49E4-06



N25
N26
N27
N28
N29
N30
N31
N32
N33
N34

1.17E+07
1.46E+07
1.36E+07
1.41E+07
1.63E+07
1.37E+07
1.50E+07
1.66E+07
1.72E+07
1.78E+07

9.95E+06
1.28E+07
1.17E+07
1.19E+07
1.42E+07
1.15E+07
1.28E4-07
1.44E+07
1.50E+07
1.52E+07

1.22E+07
1.54E+407
1.42E+07
1.45E+407
1.74E+07
1.41E+07
1.58E+07
1.72E+07
1.79E+07
1.87E+07

1.26E+06
1.61E+406
1.46E+06
1.51E+06
1.76E+06
1.45E+4-06
1.65E4-06
1.81E+06
1.86E+06
1.91E+06

1.66E+06
2.08E4-06
1.92E+4-06
1.94E4-06
2.33E+06
1.89E+4-06
2.13E+4-06
2.35E4-06
2.42E+06
2.51E+-06

A rapid analysis shows no difference between overall NAPA, NAPA with only qualitative

peptides and NAPA with only quantitative peptides. Consequently, the model using the
overall NAPA (all peptides) as presented in Table G.2.3 will be used.

Table G.2.3: Normalized averaged peak areas (NAPA) measured.

Sample ID NAPA Sample ID NAPA Sample ID NAPA Sample ID NAPA

N1 0.8252 N11 1.3050 N21
N2 0.8740 N12 1.2755 N22
N3 0.9944 N13 1.0999 N23
N4 0.5178 N14 1.3714 N24
N5 0.5772 N15 1.2768 N25
N6 0.5254 N16 1.0559 N26
N7 1.1099 N17 1.2455 N27
N8 1.1713 N18 0.9234 N28
N9 0.8321 N19 1.0056 N29
N10 1.2958 N20 1.0347 N30
OPTIMIZATION

0.2832
0.5431
0.5912
0.8488
0.9706
1.2046
1.1474
1.1157
1.1060
1.0565

N31
N32
N33
N34

1.2758
1.1554
1.1180
1.2667

The replicate plot (Figure G.2.1) shows a variability of repeated experiments (green trian-

gles) lower than the overall variability (purple circles), which is the desired outcome. Data

analysis shows negative skewness in the data (deviation from normality), but negative log

transformation does not improve the model produced and was therefore not applied. No
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square terms were detected.
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Figure G.2.1: Replicates plot of NAPA.

30

Basic model statistics are acceptable, with a model fit (R?) of 0.888 and a future predic-

tion precision (Q?) of 0.802. Residuals normal probability graph also point to the adequacy

of the model (Figure G.2.2), with residuals present on the diagonal and all but two within

-2 and +2 standard deviations.
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Figure G.2.2: Residuals normal probability
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The final model predicting NAPA is described by the coefficients shown in Figure G.2.3.

Factor

. Chaotrope
. Detergent
Temperature

NAPA

BrijC10 CHAPS None o1G sSDS Temperature  Thio/Urea Triton Urea
Factor

Figure G.2.3: Coefficients plot

G.2.4 CONCLUSIONS

The coefficients plot informs us that the best chaotrope is 1.2 M thiourea/4.8 M urea, with
a close to significant impact on NAPA. Several detergents can be helpful, like OTG and
CHAPS. This optimization confirms screening findings regarding temperature of denatura-

tion: heating does not bring a significant advantage.

Running the optimizer confirms this qualitative evaluation, with the optimal settings
being 1.2 M thiourea/4.8 M urea, 1.8% CHAPS as a detergent and 20°C. The addition
of 1.2 M thiourea/4.8 M urea is not attributed a significant coefficient, as observed in
Figure G.2.3; however, it is on the very edge of being significant, and certainly better than
any other chaotrope condition tested. This is why the optimizer selects this as the best
chaotrope setting: it might not be significant overall, but it is the best choice. No weeding
out of factors is carried out at the optimization stage, only the selection of the best (imperfect

as it might be) settings.
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G.3 SUPPLEMENTARY DATA 3 — MULTIFACTORIAL DESIGN OPTIMIZATION
(DOE) OF THE DIGESTION PROCESS

(G.3.1 FACTORS SELECTED

Following an initial factors screening process, the following factors/levels were retained for
optimization:

Buffer system

— Tris (pH 7.8)
— NH,HCO; (pH 7.8)

Buffer concentration

— 25 to 50 mM

Time

—1to12h

Vortexing (every 30 min)

— Yes
— No

A response surface method (RSM) optimization using a full factorial design (2 levels)

was carried out. The design space is illustrated in Figure G.3.1.

G.3.2 EXPERIMENTAL PROTOCOL

40 pL of pooled human liver microsomes (HLM, XenoTech, cat. no. H0630, Lenexa, Kansas,
United States) are added in a 1.5 mL LoBind Eppendorf (cat. no. 0030108302, Eppendorf,
Eppendorf, Hamburg, Germany). 20 pL of 1.2 M thiourea/4.8 M urea and 20 puL of 1.8%
CHAPS are added to the sample. Following vortexing, the sample is heated at the indicated
temperature for 15 minutes in the water bath.

After vortexing, 15 puL of 3 mM DTT is added to all samples which are incubated at

room temperature for 30 minutes. This performs the reduction of the disulfide bonds in the
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Vortex

. Time [h]
Ionic Strength [mbd]

Figure G.3.1: lllustration of the full factorial design for digestion optimization.
proteins.

Alkylation of the reduced cysteines is then performed by adding 12 pL of 5 mM iodoac-
etamide to all samples. Following vortexing, samples are incubated in the dark at room

temperature for 30 minutes.

The alkylating agent, iodoacetamide, is quenched by adding 13 pL of 10 mM DTT to

all samples and vortexing.

Samples are diluted prior to digestion by adding 639 pL of the designated buffer (see
Table G.3.1).

Digestion is carried out by adding 16 pg of trypsin reconstituted in 32 L of 50 mM
acetic acid and incubating for 5 hours at 37°C with vortexing every 30 minutes. Trypsin

activity is quenched by adding 8 pL of formic acid.

Tryptic digest clean-up and LC-MS/MS analysis were performed as described in the main
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paper.

Table G.3.1: Experimental design for optimization of the human liver microsomes digestion.

Sample Buffer Buffer Time Vortex
ID ID Concentration (m/) (h)
B-N1 Tris (pH 7.8) 25 1 No
B-N2 Tris (pH 7.8) 50 1 No
B-N3 Tris (pH 7.8) 25 1 No
B-N4 Tris (pH 7.8) 50 Overnight No
B-N5 Tris (pH 7.8) 25 Overnight Yes
B-N6 Tris (pH 7.8) 50 1 Yes
B-N7 Tris (pH 7.8) 25 1 Yes
B-N8 Tris (pH 7.8) 50 Overnight  Yes
B-N9  NH4HCO; (pH 7.8) 25 Overnight No
B-N10  NH,HCO; (pH 7.8) 50 1 No
B-N11 NH,HCO; (pH 7.8) 25 1 No
B-N12 NH,HCO; (pH 7.8) 50 Overnight No
B-N13  NH,HCO; (pH 7.8) 25 Overnight  Yes
B-N14  NH,HCO; (pH 7.8) 50 1 Yes
B-N15 NH4HCO; (pH 7.8) 25 Overnight Yes
B-N16 NH,HCO; (pH 7.8) 50 Overnight  Yes
B-N17 Tuis (pH 7.8) 37.5 6.5 Yes
B-N18 Tuis (pH 7.8) 37.5 6.5 Yes
B-N19 Tris (pH 7.8) 37.5 6.5 Yes

Following peak integration, the normalized average peak area (NAPA) was calculated:

-NPA,;
NAPA = Z:Jj (G.3)
where:
NPA = i” (G.4)

J

A is a peak area, i is the sample and j is the transition number.
NPA therefore represents the peak area divided by the average peak area over all samples

for one specific transition, and NAPA represents the average of the NPAs for all transitions

of a given sample.
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Data analysis was carried using the MODDE software (Umetrics/Sartorius Stedim Biotech,

Umea, Sweden).

G.3.3 RESULTS

RAwW DATA

Raw measurements and calculated normalized peak areas are shown in Table G.3.2.

Table G.3.2: Measured peak areas.

Sample ID

Sample ID

B-N1
B-N2
B-N3
B-N4
B-Nb5
B-N6
B-N7
B-N8
B-N9
B-N10
B-N11
B-N12
B-N13
B-N14
B-N15
B-N16
B-N17
B-N18
B-N19

B-N1
B-N2
B-N3

+2y2
1.86E+05
1.68E4-05
4.85E+04
7.65E4-04
1.68E405
1.67E4-05
4.85E+04
8.10E+04
1.68E4-05
1.70E4-05
1.03E+05
1.09E4-05
1.74E+05
1.76E4-05
1.02E+05
1.14E+05
1.43E4-05
1.44E+05
1.29E4-05

+2yl
1.82E4-05
1.89E+05

2D6__Q1 Peak Area (cps?)

+2y3
2.54E4-05
2.46E+05
6.77E404
9.97E4-04
2.29E405
2.37E+05
6.26 404
1.06E+05
2.32E4-05
2.20E+05
1.40E+05
1.50E4-05
2.44FE4-05
2.50E4-05
1.32E+05
1.53E4-05
1.99E+05
2.04E+405
1.86E4-05

+2y4
1.04E+06
9.62E4-05
2.92E405
4.39E+05
9.23E+05
9.67TE+05
2.70E+05
4.68E+05
9.70E+05
9.75E+05
5.93E4-05
6.22E4-05
1.02E+06
1.03E4-06
5.53E+05
6.39E+05
8.58E4-05
8.37TE+05
7.76E+05

+2y5
2.42E4-05
2.21E405
6.89E+-04
1.04E+05
2.21E405
2.21E405
5.78E+04
1.07E+-05
2.33E4+05
2.32E4-05
1.30E+05
1.38E4-05
2.42E405
2.52E4-05
1.31E+05
1.60E+4-05
1.95E+05
1.96E+4-05
1.80E+-05

2D6__ Q2 Peak Area (cps?)

+2y3

+2y4

+2y5

+2y6
2.50E4-06
2.35E+06
7.04E4-05
1.07E4-06
2.25E+06
2.28E+06
6.35E405
1.11E+06
2.32E4-06
2.33E+06
1.43E+06
1.50E4-06
2.45E+06
2.50E+4-06
1.33E4-06
1.61E+06
2.04E4-06
2.03E+06
1.82E+06

+2y6

1.91E4+05 1.12E406 1.23E406 8.78E+05

1.72E+4-05

1.01E+06

1.10E+-06

7.24E+05

9.14E+04 4.52E+04 2.55E+05 2.92E+05 1.90E+05
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B-N4
B-Nb5
B-N6
B-N7
B-N8
B-N9
B-N10
B-N11
B-N12
B-N13
B-N14
B-N15
B-N16
B-N17
B-N18
B-N19

Sample ID

B-N1
B-N2
B-N3
B-N4
B-N5
B-N6
B-N7
B-N8
B-N9
B-N10
B-N11
B-N12
B-N13
B-N14
B-N15
B-N16
B-N17

1.18E4-05
1.57E+05
1.69E+05
7.71E+04
1.09E+05
1.67E+05
1.64E+05
1.21E+05
1.45E+05
1.54E+05
1.61E+05
1.15E+05
1.48E+05
2.21E+05
2.15E+05
2.00E+05

+3y2
1.19E+05
1.09E+05
7.20E+04
8.50E+04
1.11E4-05
1.16E+05
7.07TE4+04
7.83E+04
1.19E4-05
1.10E+05
1.12E4-05
8.94E+04
1.23E4-05
1.22E4-05
9.70E+04
1.01E+05
1.29E+05

8.39E+04
1.58E+4-05
1.55E4-05
4.35E+04
8.74E4-04
1.71E+405
1.75E+4-05
9.29E4-04
1.13E4-05
1.81E+4-05
1.61E4-05
8.27TE4-04
1.19E4-05
2.26E+405
1.92E4-05
1.86E+4-05

4.84E4-05
9.49E+05
9.63E+05
2.44E+05
4.98E4-05
1.03E+06
1.01E+06
5.60E+05
6.82E+05
1.04E+06
1.01E+06
4.70E4-05
7.13E+05
1.28E4-06
1.20E+06
1.14E+06

5.28E4-05
1.00E+06
1.01E+4-06
2.83E+05
5.56E+05
1.03E+4-06
9.95E+05
6.31E405
7.16E+05
1.10E+-06
1.08E4-06
5.22E+05
7.90E+05
1.41E4-06
1.32E4-06
1.23E+4-06

2D6_ Q3 Peak Area (cps?)

+3y4
2.07E+05
2.17TE+05
1.27E405
1.51E4-05
1.62E4-05
1.90E+-05
1.14E405
1.50E4-05
1.96E+-05
1.84E4-05
1.95E+4-05
1.56E+4-05
2.28E4-05
2.18E405
1.58E+4-05
1.69E4-05
2.09E+05
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+3y5
1.93E4-05
2.06E+05
1.18E+05
1.21E+05
1.64E+05
1.72E+05
1.04E+05
1.34E+05
1.86E4-05
1.79E405
1.85E4-05
1.50E4-05
1.91E+05
2.12E+405
1.64E+05
1.77E+05
2.10E+05

+3y6
8.66E+04
8.79E+04
5.17E4-04
5.76E+04
7.35E+04
7.72E4-04
4.20E+04
6.73E+04
8.20E+404
8.12E+04
8.42E+-04
7.49E+04
8.48E4-04
8.54E+-04
7.72E4-04
7.35E+04
1.00E+4-05

3.70E+05
7.60E+05
6.98E+05
1.85E+05
3.75E+05
7.61E+05
7.37TE+05
4.14E4-05
5.10E+05
7.91E+05
7.56E+05
3.63E+05
5.05E+05
9.67TE+05
9.27E+05
8.29E+05

+3y8
1.43E4-05
1.48E4-05
8.25E4-04
1.01E+05
1.17E4-05
1.25E4-05
7.77TE404
9.90E+04
1.44E+05
1.17E405
1.44E+05
1.14E+05
1.44E+05
1.33E4-05
1.20E4-05
1.31E4-05
1.53E4-05



B-N18
B-N19

Sample ID

B-N1
B-N2
B-N3
B-N4
B-Nb5
B-N6
B-N7
B-N8
B-N9
B-N10
B-N11
B-N12
B-N13
B-N14
B-N15
B-N16
B-N17
B-N18
B-N19

Sample ID

B-N1
B-N2
B-N3
B-N4
B-N5
B-N6
B-N7
B-N8
B-N9
B-N10

1.17TE4+05 2.25E+05 2.18E+05 8.74E+04 1.42E+05
1.64E+05 7.55E+04 1.29E+05

1.10E+05

+2y4
3.40E+05
3.26E+05
3.99E+05
4.15E4-05
3.06E+05
3.28E+05
4.53E+05
4.24FE+05
3.18E+05
3.30E+05
4.41E+05
4.08E4-05
3.27TE+05
3.23E+05
4.14E+05
4.30E4-05
4.12E+05
4.22E+05
3.92E+05

+2yl
2.91E405
2.57TE+05
1.42E+05
1.58E4-05
2.36E+05
2.60E+05
1.49E4-05
1.76E4-05
2.50E4-05
2.44E4-05

1.91E4-05

2D6_ Q4 Peak Area (cps?)

+2y8
3.47E+05
3.12E+405
4.08E+05
4.32E+405
3.16E+05
3.33E405
4.42E+405
4.38E4-05
3.17E405
3.21E4-05
4.40E+05
4.03E4-05
3.29E4-05
3.25E+05
4.19E405
4.46E4-05
4.24E+405
4.15E4-05
3.78E405

+2y9
2.50E+05
2.26E+05
2.92E405
3.15E+05
2.22E405
2.25E+05
2.97E405
2.96E+05
2.36E+05
2.13E+05
3.03E+05
2.80E+05
2.35E+05
2.29E+05
3.14E405
3.00E+05
3.11E405
3.02E4-05
2.81E405

+3y4
3.69E405
3.40E4-05
4.32E+05
4.46E4-05
3.20E+405
3.48E+05
4.53E+05
4.63E4-05
3.29E+05
3.29E+05
4.67TE405
4.20E4-05
3.41E+05
3.41E+05
4.23E405
4.33E4-05
4.42FE+05
4.32E4-05
3.97E+05

2D6__ Q5 Peak Area (cps?)

+2y3
5.39E4-05
5.16E4-05
4.91E+405
5.03E4-05
4.81E+405
5.11E405
5.02E4-05
5.31E4-05
4.93E+405
5.18E+05
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+2y4
6.01E405
5.66E4-05
5.43E+05
9.29E+05
5.40E405
5.82E405
5.74E405
5.81E405
5.65E4-05
5.86E+05

+2y5
7.30E405
7.23E4-05
6.70E+05
6.93E+05
6.78E405
7.03E4-05
7.23E405
7.14E4-05
7.09E4-05
7.11E405

+3y5
2.42E4-05
2.41E+05
3.09E4-05
3.17TE+05
2.20E+05
2.38E+05
3.09E4-05
3.03E+05
2.25E+05
2.35E+05
3.03E+05
2.97E+05
2.46E+05
2.37TE+05
2.98E+05
3.04E+405
2.94E4-05
2.83E+05
2.70E+05

+2y6
1.30E4-06
1.30E4-06
1.18E4-06
1.28E4-06
1.16E4-06
1.26E4-06
1.27E4-06
1.29E4-06
1.27E+06
1.28E4-06



B-N11
B-N12
B-N13
B-N14
B-N15
B-N16
B-N17
B-N18
B-N19

Sample ID

B-N1
B-N2
B-N3
B-N4
B-Nb5
B-N6
B-N7
B-N8
B-N9
B-N10
B-N11
B-N12
B-N13
B-N14
B-N15
B-N16
B-N17
B-N18
B-N19

1.89E4-05
1.77E+05
3.16E+05
2.40E+05
1.58E+05
1.64E+05
2.57TE+05
2.31E+05
2.17E+05

+2y2
6.42E+03
5.74E+03
4.03E+04
2.77E+04
5.60E+03
6.49E+03
4.16E4-04
3.056E+04
8.19E+03
5.92E+03
2.69E+04
1.86E+04
8.51E403
9.57E+03
2.55E+04
1.91E4-04
1.14E+4-04
1.14E4-04
1.27E+04

Sample ID +42y1742

B-N1
B-N2
B-N3

5.04E4-05
4.87TE405
5.13E+05
5.34E+05
4.84E4-05
4.80E+405
5.33E+05
5.06E4-05
4.74E4-05

2.46E+05
5.40E+05
5.80E+05
6.05E+05
5.34E+05
5.56E+05
5.80E+05
5.79E+05
5.21E+05

7.14E+405
6.84E4-05
7.15E+05
7.34E+05
6.89E4-05
6.77TE+05
7.10E+05
7.38E+05
6.61E405

2D6_ Q6 Peak Area (cps?)

+2y4
2.52E+04
1.95E+4-04
2.18E4-04
3.49E4-04
2.48E+04
2.32E+04
2.77TE+04
3.42E+04
2.51E+04
1.99E+4-04
3.86E4-04
3.39E+04
3.04E4-04
2.55E4-04
3.90E+04
3.16E+04
4.11E+04
3.89E4-04
4.30E+-04

+2y5
3.14E+03
3.70E+03
4.48E+03
4.79E4-03
3.39E+03
3.48E+03
4.81E+03
5.92E+03
4.22E+03
0.00E+00
5.45E+03
5.41E+03
4.35E+03
3.97E+03
5.73E+03
2.09E+03
5.39E+03
5.15E+03
2.31E+03

+2y6
4.17TE4-04
3.62E+04
4.74E+04
5.07E+04
4.32E+04
4.14E+04
4.00E4-04
5.52E4-04
4.63E4-04
3.78E4-04
6.59E4-04
6.19E4-04
5.36E+04
4.48E404
6.13E+04
5.78E+04
7.09E+04
6.30E4-04
7.20E+04

3A4_ Q1 Peak Area (cps?)

+3y2

+3y4

+3y5

1.28E4-06
1.21E+06
1.27E+06
1.33E+06
1.22E+06
1.25E+06
1.27E+06
1.23E+06
1.16E+06

+2y7
3.60E+04
3.03E+-04
4.09E+04
4.78E4-04
3.82E+4+04
3.29E4-04
3.64E+04
4.52E+04
3.84E4+04
3.04E+04
5.72E+04
5.31E+04
4.83E+04
3.78E4-04
5.27TE+04
4.73E+-04
6.15E+404
5.72E+04
5.66E+04

+3y8

1.68E406 5.90E405 4.28E405 7.96E405 7.06E4-05
1.51E4+06 5.80E+05 3.78E+05 7.04E+05 7.36E+05
0.00E400 0.00E400 0.00E+00 0.00E+00 0.00E+00

281



B-N4
B-Nb5
B-N6
B-N7
B-N8
B-N9
B-N10
B-N11
B-N12
B-N13
B-N14
B-N15
B-N16
B-N17
B-N18
B-N19

Sample ID

B-N1
B-N2
B-N3
B-N4
B-N5
B-N6
B-N7
B-N8
B-N9
B-N10
B-N11
B-N12
B-N13
B-N14
B-N15
B-N16
B-N17

0.00E+00
1.46E+06
1.50E+06
0.00E+00
0.00E4-00
1.58E+06
1.18E+06
0.00E+00
0.00E4-00
1.78E+06
1.39E4-06
0.00E+00
0.00E4-00
1.21E4-06
1.23E406
9.65E+05

+3y10
9.31E+04
9.97E+04
7.28E+04
7.18E+04
8.61E+04
7.48E+04
7.18E+04
9.65E+04
8.23E+04
8.88E+04
1.04E+05
9.52E+04
9.89E+04
9.73E+04
1.03E405
9.67E+04
1.32E+05

0.00E+00
5.62E+05
5.52E+05
0.00E+-00
0.00E4-00
6.03E+05
4.40E+4-05
0.00E4-00
0.00E4-00
6.09E+05
4.78E+05
0.00E4-00
0.00E4-00
4.21E405
4.01E4-05
3.61E405

0.00E+00
3. 72E+05
3.70E+05
0.00E+00
0.00E+00
4.52E4-05
2.95E+05
0.00E+00
0.00E+00
4.74E4-05
3.43E+05
0.00E+00
0.00E+00
2.74E+05
2.79E+05
2.37TE+05

0.00E+00
6.89E4-05
6.51E+05
0.00E+-00
0.00E4-00
7.67TE+05
5.03E+05
0.00E4-00
0.00E4-00
7.70E+05
6.25E+05
0.00E4-00
0.00E4-00
5.34E405
5.31E405
4.77TE405

3A4_ Q2 Peak Area (cps?)

+3y5
2.58E405
2.45E+05
1.90E+05
1.99E4-05
2.3TE4+05
2.40E+05
1.93E405
2.16E+05
2.79E+405
2.26E+05
2.84E4-05
2.28E+05
2.90E4-05
2.81E+405
2.45E405
2.41E+05
3.07E+05
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+3y7
1.20E4-05
1.27E4-05
8.66E+04
9.86E+04
9.90E+04
1.11E405
8.77TE+04
1.12E4-05
1.31E4-05
8.45E+04
1.18E4-05
1.08E4-05
1.22E4-05
1.15E4-05
1.15E4-05
1.07E+05
1.44E4-05

+3y8
9.38E+04
1.02E+05
7.57E4-04
8.52E+-04
7.58E+04
9.09E+04
6.83E+04
8.68E-+04
9.14E4-04
7.78E+04
9.19E+04
9.14E+4-04
1.08E+05
1.03E4-05
9.60E+04
9.09E4-04
1.03E4-05

0.00E+00
6.99E+05
6.76E+05
0.00E+00
0.00E+00
7.68E+05
5.19E+05
0.00E+00
0.00E+00
8.68E+05
6.50E+05
0.00E+00
0.00E+00
2.55E+05
5.27TE+05
4.52E4-05

+3y9
1.27E405
1.14E+05
9.64E4-04
1.13E4-05
1.12E+05
1.09E4-05
9.61E4-04
1.08E4-05
1.21E+05
1.10E4-05
1.47E405
1.24E+05
1.36E+05
1.32E+05
1.30E4-05
1.19E+05
1.61E+05



B-N18
B-N19

Sample ID

B-N1
B-N2
B-N3
B-N4
B-Nb5
B-N6
B-N7
B-N8
B-N9
B-N10
B-N11
B-N12
B-N13
B-N14
B-N15
B-N16
B-N17
B-N18
B-N19

Sample ID

B-N1
B-N2
B-N3
B-N4
B-N5
B-N6
B-N7
B-N8
B-N9
B-N10

1.14E4+05 3.17TE4+05 1.33E+05 1.09E+05 1.48E+05

1.01E+05

+2yl1
2.97E+06
2.81E4-06
3.50E4-06
3.48E+06
2.67TE+06
2.85E+06
3.64E4-06
3.60E+06
2.92E4-06
2.82E4-06
3.63E+06
3.29E+06
3.32E4-06
3.19E+06
3.42E4-06
3.33E+06
3.99E4-06
3.78E+06
3.42E4-06

+2yl
8.64E4-04
7.50E+04
0.00E+00
0.00E+00
6.82E4-04
7.43E+04
0.00E+00
0.00E+00
7.81E+04
7.53E+04

2.66E+05

1.27E+05

1.04E405 1.24E+05

3A4_ Q3 Peak Area (cps?)

+2y2
3.03E+06
2.90E+06
3.71E406
3.53E+06
2.78E+06
2.95E+06
3.72E4-06
3.71E406
3.04E4-06
2.96E-+06
3.90E+06
3.45E+06
3.37E4-06
3.33E+06
3.66E+06
3.57E+06
4.04E+06
3.98E+06
3.51E406

+2y3
3.92E4-06
3.87TE+06
4.71E406
4.77E+06
3.59E+06
3.83E+06
4.99E4-06
4.94E4-06
3.95E+06
3. 7T7TE406
4.91E4-06
4.46E+06
4.40E+06
4.27E+06
4.70E+06
4.65E+06
5.20E4-06
5.29E+06
4.63E+06

+2y4 +2y5
3.02E4+06 5.24E406
2.92E406 5.08E406
3.50E+06 6.34E406
3.55E4+06 6.20E406
2.61E+06 4.77TE406
2.80E406 5.10E406
3.67TE+06 6.55E406
3.73E4+06 6.67E+406
2.99E406 5.42E406
2.81E406 5.11E406
3.70E4+06 6.47E406
3.33E4+06 5.92E406
3.35E4+06 5.95E406
3.27TE4+06 5.81E+406
3.53E4+06 6.27E406
3.48E+06 6.07E+406
3.87TE+06 7.06E406
3.90E4+06 6.88E406
3.43E4+06 6.16E406

3A4_ Q4 Peak Area (cps?)

+2y3
4.50E+05
4.28E405
0.00E+00
0.00E+00
4.09E+405
4.22E405
0.00E+00
0.00E+4-00
4.31E405
4.15E4-05
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+2y4
2.08E+05
2.06E+05
0.00E+00
0.00E+00
2.02E405
2.06E+05
0.00E+00
0.00E+00
2.21E405
1.97E+405

+2y5 H42y5+42
7.79E+05 5.02E+05
7.80E+05 4.89E+05
1.89E+05 0.00E+00
2.28E+05 0.00E+00
7.34E+05 4.63E+05
7.82E405 4.89E405
0.00E+00 0.00E+00
0.00E+00 0.00E+00
7.83E405 4.64E405
7.36E+05 4.74E+05



B-N11
B-N12
B-N13
B-N14
B-N15
B-N16
B-N17
B-N18
B-N19

Sample ID

B-N1
B-N2
B-N3
B-N4
B-Nb5
B-N6
B-N7
B-N8
B-N9
B-N10
B-N11
B-N12
B-N13
B-N14
B-N15
B-N16
B-N17
B-N18
B-N19

Sample ID

B-N1
B-N2
B-N3

0.00E+00
0.00E+00
8.56E+04
7.40E+04
0.00E+00
0.00E+00
5.49E+04
6.47TE+04
5.33E+04

+2y7
1.49E+06
1.89E+06
2.711E+04
2.74E+04
1.37E+06
1.83E+06
3.52E+04
2.69E+04
1.86E+06
1.90E+06
1.83E+04
1.93E+04
1.90E+06
2.26E+06
1.63E+04
1.54E+04
4.04E4-06
3.70E+06
3.33E+06

+3y1

0.00E-+00
4.08E+4-04
4.40E+4-05
4.74E+4-05
0.00E4-00
3.61E4-04
3.91E+05
3.96E4-05
3.59E+05

0.00E+00
1.98E+04
2.31E+05
2.26E+05
0.00E+00
2.14E+404
2.02E+05
1.98E+05
1.86E+05

0.00E-+00
7.80E+04
8.38E+05
7.59E+05
0.00E4-00
8.35E4-04
7.37TE+05
6.95E4-05
6.76 405

3A4_ Q5 Peak Area (cps?)

+2y9
3.73E+05
4.49E4-05
8.19E+03
4.80E4-03
3.09E+05
4.16E+4-05
5.74E+403
7.18E+03
4.14E405
4.60E4-05
0.00E4-00
0.00E-+00
4.62E405
5.26E4-05
0.00E+00
0.00E-+00
9.14E+05
8.76E+05
7.39E405

+3y5
2.08E+05
2.45E+05
0.00E4-00
0.00E+00
1.81E+05
2.16E+05
5.26E+03
5.72E+03
2.26E+05
2.44E4-05
0.00E+00
0.00E+00
2.41E405
2.73E+05
0.00E+00
0.00E4-00
4.96E+05
4.58E+05
4.39E+05

+3y6
2.29E405
3.08E+405
0.00E4-00
0.00E+00
2.08E+405
2.89E4-05
4.89E+03
3.91E+403
2.62E4-05
2.96E4-05
0.00E+00
0.00E4-00
3.12E405
3.55E+05
0.00E4-00
0.00E4-00
5.79E+405
5.68E405
5.33E405

3A4_ Q6 Peak Area (cps?)

+3y2

+3y5

5.30E+05 4.68E+05 4.37TE+05
4.66E+05 4.80E+05 4.15E+05 1.65E+05 2.00E+06
3.34E4+04 4.65E+04 3.30E+04 9.68E+03 1.08E+05
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+3y6
1.79E4-05

0.00E+00
5.29E4-04
5.03E+05
4.90E+-05
0.00E+00
5.20E+-04
4.65E+05
4.46E4-05
4.22E4-05

+3y7
1.26E4-06
1.61E+4-06
2.75E+04
1.89E4-04
1.18E4-06
1.60E4-06
2.90E+04
2.35E+04
1.48E4-06
1.67E4-06
1.41E4-04
1.64E+4-04
1.69E4-06
1.86E+4-06
1.27E4-04
1.58E4-04
3.46E+06
3.21E+06
3.05E+06

+3y8
2.16E+06



B-N4
B-Nb5
B-N6
B-N7
B-N8
B-N9
B-N10
B-N11
B-N12
B-N13
B-N14
B-N15
B-N16
B-N17
B-N18
B-N19

Sample ID

B-N1
B-N2
B-N3
B-N4
B-N5
B-N6
B-N7
B-N8
B-N9
B-N10
B-N11
B-N12
B-N13
B-N14
B-N15
B-N16
B-N17

5.84E+04
4.36E4-05
4.86E4-05
4.03E+-04
8.13E+04
4.74E4-05
5.18E+05
1.17E+05
1.90E+05
6.02E+05
4. 77TE+05
6.28E+04
1.49E+05
4.61E+05
4.78E4-05
4.33E4-05

+2y5
7.29E+04
1.14E4-05
1.46E4-05
1.64E4-05
8.06E+04
9.79E+04
1.47E+05
1.72E4-05
8.54E+04
9.14E+04
1.73E+05
1.50E+05
7.66E-+04
9.056E+04
1.60E+05
1.58E4-05
1.78E+05

6.12E4-04
4.07E405
4.33E4-05
5.80E+04
6.66E4-04
4.75E4-05
4.63E+05
5.74E+04
1.51E4-05
4.78E+4-05
4.68E+05
6.07E+4-04
1.50E4-05
4.71E+05
4.54E4-05
4.41E405

+2y6
6.56E4-04
9.31E+04
1.40E+05
1.57E4-05
6.39E+04
8.09E-+04
1.50E+4-05
1.74E4-05
8.97E+04
8.60E4-04
1.37E+4-05
1.44E4-05
7.84E404
8.74E+04
1.37E+405
1.45E4-05
1.51E+405
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5.60E+04
3.57TE+05
4.10E4-05
2.45E+04
4.32E4-04
4.18E4-05
3.89E+05
6.16E+04
1.42E+05
4.23E4-05
4.18E+05
5.02E+-04
1.33E+05
3.90E+05
3.62E+05
3.58E+05

+2y7
1.15E4-05
1.26E4-05
1.98E405
2.27E+05
1.14E4-05
1.37E4-05
2.16E+05
2.07E+05
1.32E4-05
1.32E405
1.92E4-05
2.07TE+05
1.17E405
1.24E4-05
1.94E4-05
1.85E+05
2.09E+05

1.77TE+04
1.56E+405
1.76E+4-05
6.45E+03
1.38E+04
1.66E+4-05
1.79E+4-05
2.64E+04
5.37E+04
1.67E+405
1.73E+05
1.87E+04
5.42E+04
1.62E4-05
1.66E+405
1.46E+4-05

2D6*9__WT Peak Area (cps?)

+2y8
1.18E+4-05
1.36E+4-05
2.30E+405
2.20E+05
8.83E+04
1.14E4-05
2.29E405
2.47E+05
1.07E+4-05
1.08E+405
2.35E+05
1.96E+4-05
1.18E405
1.32E4-05
2.31E405
2.00E+05
2.14E405

1.90E4-05
1.80E+06
2.13E+06
1.02E+05
1.96E+05
2.22E+06
2.02E+06
2.41E+05
6.91E+05
2.23E+06
2.12E+06
2.18E+05
6.62E+05
1.92E+06
2.08E+06
1.80E+06

+2y9
6.28E+04
7.12E4-04
1.10E+05
1.30E+4-05
4.29E+04
6.57E4-04
1.09E4-05
1.01E+05
6.11E4-04
6.10E+04
1.12E+05
1.14E+05
5.42E4-04
0.96E+04
9.73E+04
1.04E4-05
1.18E4-05



B-N18
B-N19

Sample ID

B-N1
B-N2
B-N3
B-N4
B-Nb5
B-N6
B-N7
B-N8
B-N9
B-N10
B-N11
B-N12
B-N13
B-N14
B-N15
B-N16
B-N17
B-N18
B-N19

Sample ID

B-N1
B-N2
B-N3
B-N4
B-N5
B-N6
B-N7
B-N8
B-N9
B-N10

1.61E4+05 1.54E+05 2.15E+05 2.01E+05 1.14E+05

1.44E+05

+3y5
2.10E+04
2.47E+04
4.42E4-04
6.90E+04
2.19E+04
2.24E4-04
4.25E404
6.59E+04
2.45E+04
2.13E+04
5.99E+04
4.20E+04
2.04E4-04
3.39E+04
4.53E+04
6.21E4-04
9.42E4-04
7.36E+04
7.53E+04

+2yl
1.02E+07
9.69E4-06
4.35E+06
4.43E+06
9.03E4-06
9.56E+06
4.27E+06
4.72E+406
9.54E+06
1.01E+07

1.26E4-05

+3y6
3.90E+04
3.82E+404
6.78E4-04
7.96E4-04
2.43E+04
2.41E4-04
6.27E4-04
9.84E+-04
3.32E+4-04
2.83E+04
8.22E4-04
7.38E+04
3.75E404
4.05E+04
7.98E+04
8.64E4-04
1.16E+05
1.07E4-05
9.79E4-04

+2y2
2.73E+06
2.60E-+06
1.12E+06
1.15E4-06
2.41E4-06
2.55E+06
1.13E4-06
1.24E+06
2.58E4-06
2.71E406
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2.02E+05

+3y7
2.00E+04
1.39E4-04
3.45E+04
3.71E+04
1.38E4-04
1.34E+4-04
2.89E+04
3.86E+04
1.51E+4-04
1.39E4-04
3.93E+04
3.95E+04
1.52E+4-04
2.23E+04
3.60E+04
3.22E+04
5.34E+04
4.72E+04
4.76E+04

1.89E+4-05

3A4*11__WT Peak Area (cps?)

+3y8
1.03E4-04
1.01E+04
2.17TE+04
1.87E+04
7.95E+03
9.25E403
2.06E4-04
2.55E4-04
8.79E403
8.58E4-03
3.11E+4-04
2.38E+04
7.74E4-03
1.18E+404
2.38E+04
2.23E+04
4.72E4-04
3.60E+04
3.26E4-04

3A4*13__WT Peak Area (cps?)

+2y3 +2y342

3.42E4-07
3.27TE+07
1.44E+07
1.48E+07
2.92E+07
3.06E4-07
1.43E+07
1.59E+07
3.20E+07
3.34E4-07

6.29E4-06
6.07TE+-06
2.74E+06
2.93E+06
5.37TE+06
5.65E+06
2.66E+06
3.13E4-06
5.89E+-06
6.17E4-06

1.02E+05

+3y9
2.39E+04
2.30E+04
5.32E4-04
5.51E+404
2.12E4-04
2.61E404
4.59E+-04
8.00E+04
2.32E4-04
2.17E+04
6.94E4-04
0.47E+04
2.66E+04
2.47E+04
0.19E+04
2. 73E+04
8.17E4-04
7.77TE+04
7.40E+04

+2y4
9.14E405
8.7T1E+405
3.87TE+05
3.88E+05
7.76E405
8.23E+05
3.85E+05
4.25E+05
8.43E4-05
9.00E+05



B-N11 3.27TE4+06 8.10E4+05 1.05E407 2.15E4+06 2.84E+05
B-N12 3.41E+06 8.85E+05 1.13E+07 2.31E+06 2.93E+05
B-N13 9.98E4+06 2.66E+06 3.24E4+07 6.03E4+06 8.71E+05
B-N14 9.87TE+06 2.63E+06 3.18E+07 5.90E+06 8.49E+05
B-N15 2.97E406 7.58E4+05 9.76E4+06 2.08E+06 2.63E+05
B-N16 347TE+06 8.97E+05 1.15E+07 2.35E+06 3.00E+05
B-N17 9.89E+06 2.62E+06 3.17E+07 5.91E+06 8.60E+05
B-N18 9.62E4+06 2.59E+4+06 3.27E4+07 5.97E4+06 5.19E+05
B-N19 9.25E406 2.45E4+06 3.04E4+07 5.55E4+06 8.05E+05
3A4*8__WT Peak Area (cps?)

Sample ID +2y6 +2y7 42y74+2 +2y8 +2y9
B-N1 6.30E4+05 6.86E4+06 3.41E4+06 5.75E4+06 4.21E+06
B-N2 5.79E4+05 6.33E4+06 3.30E4+06 5.57E+06 4.07TE+06
B-N3 2.13E405 2.16E4+06 1.17E406 1.95E+06 1.48E+06
B-N4 3.38E4+05 3.67E4+06 1.90E4+06 3.24E+06 2.48E+06
B-N5 5.81E4+05 6.36E4+06 3.13E4+06 5.34E+06 3.84E+06
B-N6 6.22E+05 6.56E+06 3.35E+06 5.65E+06 4.08E+06
B-N7 1.63E+05 1.70E+06 8.67TE+05 1.46E+06 1.17E+406
B-N8 3.41E4+05 3.69E+06 1.94E406 3.27E+06 2.53E+06
B-N9 6.09E+05 6.64E+06 3.30E+06 5.66E+06 4.23E+06
B-N10 6.20E+05 6.45E+06 3.30E+06 5.63E+06 4.16E+06
B-N11 5.35E4+05 5.96E4+06 3.08E4+06 5.22E+06 3.95E+06
B-N12 5.72E4+05 6.03E4+06 3.15E4+06 5.40E4+06 4.09E+06
B-N13 6.08E405 6.59E4+06 3.32E4+06 5.67E+06 4.12E+06
B-N14 6.12E+05 6.89E+06 3.45E+06 5.86E+06 4.27E+06
B-N15 5.21E405 5.62E4+06 2.90E4+06 4.99E+06 3.75E+06
B-N16 5.82E+05 6.26E+06 3.28E+06 5.49E+06 4.07TE+06
B-N17 6.19E405 6.94E4+06 3.44E4+06 5.97E4+06 4.32E+06
B-N18 6.19E+05 6.79E+06 3.41E+06 5.81E+06 4.39E+06
B-N19 6.06E+05 6.60E+06 3.32E+06 5.71E+06 4.20E+06

A rapid analysis shows no difference between overall NAPA, NAPA with only qualitative
peptides and NAPA with only quantitative peptides. Consequently, the model using the
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overall NAPA (all peptides) as presented in Table G.3.3 will be used.

Table G.3.3: Normalized averaged peak areas (NAPA) measured.

Sample ID NAPA

B-N1 1.2631
B-N2 1.2269
B-N3 0.5552
B-N4 0.6212
B-N5 1.1207
B-N6 1.1896
B-N7 0.5521
B-N8 0.6413
B-N9 1.2418

B-N10 1.1398
B-N11 0.7070
B-N12 0.6987
B-N13 1.3271
B-N14 1.2660
B-N15 0.6588
B-N16 0.7126
B-N17 1.4272
B-N18 1.3825
B-N19 1.2683

OPTIMIZATION
The replicate plot (Figure G.3.2) shows a variability of repeated experiments (green trian-

gles) lower than the overall variability (purple circles), which is the desired outcome.

Basic model statistics are acceptable, with a model fit (R?) of 0.722 and a future predic-
tion precision (Q?) of 0.597. Residuals normal probability graph also point to the adequacy
of the model (Figure G.3.3), with residuals present on the diagonal and all but two within

-2 and +2 standard deviations.

The final model predicting NAPA is described by the coefficients shown in Figure G.3.4.
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Figure G.3.2: Replicates plot of NAPA.
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Figure G.3.3: Residuals normal probability.

G.3.4 (CONCLUSIONS

The coefficients plot informs us that the only significant factor is time, with a negative
impact. Running the optimizer confirms this qualitative evaluation that shortening the di-

gestion time has the desired impact.
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Figure G.3.4: Coefficients plot for digestion optimization.
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