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Abstract

On Test Selection, Prioritization, Bisection, and Guiding Bisection with Risk Models

Armin Najafi

The cost of software testing has become a burden for software companies in the era of rapid

release and continuous integration. In the first part of our work, we evaluate the results of adopting

multiple test selection and prioritization approaches for improving test effectiveness in of the test

stages of our industrial partner Ericsson Inc.

In order to assist Ericsson with improving the test effectiveness of one of its large subsystems,

we adopt test selection and prioritization approaches based on test execution history from prior

research. By adopting and simulating those approaches on six months of testing data from our

subject system, we confirm the existence of valuable information in the test execution history. In

particular, the association between test failures provide the most value to the test selection and

prioritization processes. More importantly, during this exercise, we encountered various challenges

that are unseen or undiscussed in prior research. We document the challenges, our solutions and

the lessons learned as an experience report. Our experiences can be valuable for other software

testing practitioners and researchers who would like to adopt existing test effectiveness improvement

approaches into their work environment.

In the second part of our work, we explore batch testing in test execution environments and how

it can help to reduce the test execution costs. Software testing is one the costliest stages of software

development life cycle. One approach to reducing the test execution costs is to group changes into

batches and test them at once. In this work, we study the impact of batch testing in reducing the

number of test executions to deliver changes and find culprit commits. Based on the failure rate

we run simulations to determine the optimal batch size for three projects at Ericsson. Flaky test

failures are tests that pass and fail on the same change. We factor test flakiness into our simulations

as they increase the number of executions to test changes. The larger the flake rate the smaller

the batch size. Although batch testing can help to reduce the test executions, unlike testing each

change independently, when there is a failure a bisection must be done to find the likely true failing

culprit commit. We introduce a novel technique where we guide bisection based on two risk models:

a bug model and a test execution history model. We isolate the risky commits by testing them

individually, while the less risky commits are tested in a single large batch. Our results show that

batch testing in ideal environments with low test failure rates can reduce the test executions up
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to 72%. We also show that test flakiness will limit the savings to 42% as larger batches increase

the probability of flakiness and hence extra executions. Moreover, we show that risk calculation

approaches can be used to effectively predict the culprit commits in a failing batch. Furthermore,

we show that culprit predictions can be used with our TestTopN approach to help to reduce the test

executions up to 9% compared to our FifoBisection baseline. The results we present in this thesis

have convinced Ericsson developers to implement our culprit risk predictions in the CulPred tool

that will make their continuous integration pipeline more efficient.

This thesis is organized as a “manuscript” thesis with a background literature chapter followed

by subsequent chapters that are accepted or submitted papers.
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Chapter 1

Introduction

This thesis is organized as a “manuscript” thesis with a background literature chapter followed by

subsequent chapters that are accepted or submitted papers.

Testing is an important, yet time consuming and costly process, especially for large software

systems. Prior research estimates that testing consumes between 30% to 50% of the time in software

development life-cycle [PZTM13]. For example, an industrial case study shows that it takes over

two days to complete testing on a medium size video conferencing system [MGS13].

The cost of testing has become a burden for software companies during rapid release [Bec00],

where continuous integration techniques are widely adopted in practice to receive feedback from

testing as soon as changes are made to the source code [DMG07]. With thousands of commits

made to the source code every day, it is challenging to keep up with the speed of development.

Google’s version control repository receives over 16,000 commits every day [PL16], which results in

a median of 27 test requests per minute [ZSR18]. Our industrial collaborator Ericsson has faced the

same challenges for testing its large-scale software systems. Moreover, the changes in their testing

processes may be even greater due to the complex testing infrastructures that are purposely designed

for each software subsystem.

Test selection and test prioritization are proposed by prior research to improve the effectiveness

of test executions [ASD14, HGCM15, ERP14, KP02, ZSR18]. With test selection, tests are either

executed or skipped on the fly. With test prioritization, tests are reordered such that more test

failures can be captured earlier using limited testing resources. We leverage prior research to assist

Ericsson with improving the testing process of one its large-scale software systems. Since prior

research is typically evaluated on a particular industrial subject system (e.g., from Microsoft or

Google), it is unclear to what extent the existing approaches can improve the test effectiveness in

our subject system and whether there are challenges that are unseen by prior research.
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In the first part of this thesis, we share our industrial experience for adopting test selection

and prioritization approaches to improve the test effectiveness of one of the large software systems

at Ericsson. In particular, the adopted approaches are based on historical test failure frequency,

test failure association, and the costs associated with the testing process. In order to evaluate the

usefulness of these adopted approaches, we simulate applying these approaches using six months of

testing data from a large-scale system at Ericsson. Our results show the importance of test execution

history in enabling the test selection and prioritization approaches to help with software testing

in practice. We encountered many engineering and design challenges for adopting and applying

the approaches to the testing processes of Ericsson. In the end, we conquered the problems and

documented the challenges, our solutions and the lessons learned as an experience report. We

believe that our experience in adopting existing test selection and prioritization approaches can help

software practitioners and researchers who want to adopt software testing approaches into their work

environment.

The major contributions of this part are:

• We adopt and evaluate test selection and prioritization approaches with the goal of improving

test effectiveness in a large industrial system with a complex testing infrastructure.

• We demonstrate the value of test execution history for improving test effectiveness in a large-

scale industrial system in practice.

• We provide an industrial experience report that documents the challenges that are encountered

and our lessons learned during the adoption process of the test selection and prioritization

approaches.

In the second part of this thesis, we study batch testing and its implications for reducing test ex-

ecutions in large-scale software development environments. To isolate test failures, many companies

have adopted the DevOps strategy of testing each individual commit. While effective at isolation

there are substantial computation requirements. To limit the resource requirements, many software

companies, including Ericsson, have adopted batching to reduce the cost of testing. Batch testing

groups commits and allows all of them to be tested at once. When the batch passes, all of the

commits can proceed in the continuous integration pipeline at once and save the resources.

Although batch testing can reduce test executions, it introduces a new problem. When a batch

fails, the culprit commits causing the batch failure need to be identified. One of the common

approaches used for finding a culprit in a group of failing commits is bisection. When commits are

ordered, GitBisection [GBS] can use an ordered binary search to identify the culprit in log(n) time.

However, GitBisection cannot be used in our studied subsystem in Ericsson as commits are not
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merged yet and have no order. In this regard, Ericsson has adopted an approach named bisection

were batches are split in half and tested until the culprit is found.

In the first part of this work, we study the impact of batch testing on reducing the test executions

in environments with various test failure rates. In practice, test failure rates in test environments

tend to be very low. For example, on Chrome only 12.5% of tests fail [ZSR18]. Batch testing offers

the highest savings in test environments with low failure rates.

In the second part, we examine flaky tests, which can pass and fail on the same commit. Google

reports that 1 in 7 tests are flaky and that 84% newly failing tests are actually flaky failures [Mic16].

Flaky tests are exacerbated by batching, as the batch size grows the probability that one or more

commits will have a flaky test failure also grows.

In the last part of this work, we propose more efficient approaches for finding the culprits when

a batch failure happens. First, we propose risk-based approaches for calculating risk values for

the commits of a batch. Then we propose a TestTopN approach for testing the riskier commits

individually and the rest of the lest risky commits together in a separate batch. We study how

this approach can reduce the test executions compared to the bisection approach used in Ericsson.

We propose two risk calculation approaches. The first approach is based on well-studied bug model

literature [KSA+13]. Our second approach is based on using test execution history and the file

changes of the commits.

More specifically, we answer the following three research questions.

RQ1: What is the most cost-effective BatchSize for the number of culprits discovered

during testing?

Batching commits for testing is more efficient with a low test failure rate, i.e. CulpritRate. The

smaller the number of the test fails, the larger the BatchSize as there will be few failures. In contrast,

the higher the CulpritRate the larger the number of bisections resulting in more executions.

In this work, we have studied the impact of batch size on the test executions and what an most

cost-effective BatchSize should be. We have seen that in an ideal environment for projects that have

lower CulpritRate, a higher batch size will lead to fewer executions.

The higher the CulpritRate the smaller the most cost-effective BatchSize. For example, Project

A has a CulpritRate of over two times Project C and with a BatchSize of 4, the savings are 46%,

while Project C can have a BatchSize up to 9 with savings of 72%.

RQ2: What is the most cost-effective BatchSize when some bisections are done as

a result of flaky failures?

Test flakiness is an inevitable part of any test environment. Google reports that 1 in 7 tests

are flaky and that 84% newly failing tests are actually flaky failures [Mic16]. A flaky test failure is

defined as a test that passes and fails on the same commit. We study the impact of test flakiness
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in finding the most cost-effective BatchSize. Our study shows higher FlakeRate will limit the most

cost-effective BatchSize. When commits are tested individually, a flaky failure does not affect other

commits and the number of executions remains constant. In contrast, the larger the BatchSize the

higher the probability that at least one of the commits in the batch will be flaky. Any flaky batch

failure incurs the penalty of an unnecessary bisection.

The higher the FlakeRate the smaller the BatchSize and the smaller the savings in executions.

For example, Project B has a 1/3 higher FlakeRate than Project C and a BatchSize of 4 saves 14%

of the executions compared to 41%, respectively. With flaky failures, Project C’s most cost-effective

BatchSize and savings are reduced from a BatchSize of 9 and execution savings of 72% to 4 and

41%, respectively.

RQ3: Can risk models predict the culprit commit and reduce the number of execu-

tions to find the culprits on failing batches?

Batch testing is effective in reducing the test executions, however, introduces a new problem.

When a batch fails, the root cause of the failure, i.e. culprit, needs to be found among the failed

commits. We use commit risk models to predict the culprit commit when a batch fails. We use two

types of models, Bug models, and historical test information.

Bug models have been effective at identifying the commits that are most likely to lead to future

bugs, i.e. bug introducing changes. [HBB+12, RHTZ13, TMH+15, Aki71, DLR10, Has09, ZPZ07,

MW00, MPS08, NZZ+10, RPH+11, KZJZ07, GFS05, LHSR06, MK92, CMRH09, MKAH14, Moc10,

SJI+10, SMK+11, KSA+13]. We use these techniques to identify which of the commits is the most

likely culprit. We then test the riskiest commits individually and batch the remaining commits.

Our second approach is based on using test execution history. Test executions history has

been largely studied for performing test selection and prioritization [KP02, ERP14, ASD14, ZSR18,

CMBA17]. In contrast, we use test execution history to predict a culprit commit given a batch test

failure. Particularly we use the relationship between file changes and test failures extracted from the

test execution history. Campbell et al. [CMBA17] have proposed an approach for suggesting tests

to run based on file changes. We reverse this idea by determining the most likely culprit given the

failing test and the files under change. We found that our risk-based approaches can significantly

reduce the number of test executions by predicting the culprit commits.

Both culprit risk prediction models are effective, but TestExecutionHistory outperforms Bug-

Model . TestExecutionHistory is able to predict the culprits using the Top2 predictions are sufficient

and correct 63% and 66% of the time for Projects B and C with BatchSizes = 4. Compared to

FifoBisection this results in -9.0% and -7.6% fewer executions, respectively.

The results we present here have convinced Ericsson developers to implement our culprit risk

predictions in the CulPred tool that will make their continuous integration pipeline more efficient.
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The thesis is structured as a manuscript thesis with a background literature review and two

complete papers. The complete introduction for each paper and research questions is contained

in the paper chapter in which they are fully presented. Chapter 2, gives an extensive literature

review for our studied topics. Chapter 3 is dedicated to our experience report regarding adopting

different test selection and prioritization approaches in the test environment of Ericsson. Chapter 4 is

dedicated to our experiments regarding batch testing and isolating the culprits. Finally, we conclude

the thesis in Chapter 5.
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Chapter 2

Background and Literature

Software testing over the time has received a lot of attention from research communities and there

have been numerous proposals ranging from how the testing should take place, how to revise the

tests and improve the test effectiveness to ways for finding the root causes of the test failures and

automatic classification of them. In this section, we go over some of the background and literature

related to software testing and improving test effectiveness in general and then more specifically doing

so using test executions history. Later on, we explore the literature related to fault localization and

more specifically locating root causes in batch testing.

2.1 Test Selection

Improving regression testing is a very well studied subject in software engineering literature and

has attracted a lot of attention from both industry and academic communities. The proposed

techniques for tests selection and prioritization range from optimization algorithms for maximizing

some objective function, maximizing code coverage of the test executions to minimizing the execution

time. Kazmi et al. [KJMG17] and Suleiman et al. [SAH17] propose extensive surveys on the recent

studies related to tests selection and prioritization.

Laali et al. [LLH+16] talks about three ways that can make regression testing more effective.

test suite minimization, test case selection, and test case prioritization. For the first two techniques,

a subset of test cases is selected from a tests pool to be executed. On the other hand, in the third

approach, none of the tests are excluded but just the order of running them are changed. This work

proposes an approach for online prioritization of the test cases based on tests coverage data. This

work is an improvement to the work done by Zhou et al. [Zho10] which is instead based on off-line

information. These works are closely related to our approach, however, as opposed to us they rely

on tests coverage data such as statement or branch coverage information. Our approach instead
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relies on empirically inferred information about the previous test results and how effective each test

has been in its history.

Koochakzadeh et al. [KG10] propose a human-assisted approach for removing the tests redun-

dancy. They build upon their previous work [KGM09] that only relies on test coverage data and

show that utilizing test coverage data alone can be misleading for eliminating the tests redundancy

and result in weaker test cases. They show that their new approach facilitates the process of test

redundancy analysis for testers and that they get better results than their previous fully automated

method. Our work also partly addresses the matter of tests redundancy and their importance.

However, we take a different approach to eliminating it. We do not rely on tests coverage data and

also do not require any human intervention. Instead, we use association rules mining techniques for

mitigating the problem.

Labuschagne et al. [LIH17] propose a study for cost measurement of regression testing in practice.

They study 61 Java projects running on Travis CI and find that 18% of test suite executions fail and

that 13% of these failures are flaky. Among the non-flaky failures, only 74% were true positives and

the remaining 26% were false positives. Their study emphasizes the importance of the works like

ours for improving test effectiveness of the continuous integration flow in large software projects.

Noor et al. [NH17] propose a comparison of using different test measures in a logistic regression

model for ranking the effectiveness of test cases. They use this ranking for prioritizing test case

executions and compare the results. The measures that they use include historical fault detection

rate, method coverage, changed method coverage, size of tests and a similarity-based quality metric

that they define. They conclude that no individual metric will outperform others in all of their

projects, however, a combined set of metrics will give superior prioritization results. This work can

complement our study by using logistic regression as a method for calculating ranking values of the

test cases. However, our approach does not depend on test case coverage in any way.

Shi et al. [SYGM15] compare and combine a test-suite reduction and a regression test selection

technique. Their test reduction technique permanently removes tests from the flow. On the other

hand, their test selection technique suggests running only tests that their outcome will be changed

by the new changes introduced in the new revision of the software. Their approach, as opposed to

ours, relies on code coverage information like statement or branch coverage. They also do not talk

about the concept of tests prioritization as we describe it.

Saha et al. [SZKP15] propose a new approach for solving the test prioritization problem by

reducing it to a standard information retrieval problem. They assume that test cases and source

code usually embody meaningful identifiers and comments which can be treated as natural language.

Therefore, information retrieval techniques can be utilized on them to give priority to running

tests. They mainly focus on addressing the limitations of mostly coverage-based test prioritization
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techniques such as profiling overhead and also the change of coverage information over time when

significant changes are applied to the main code base. This work does not directly relate to our study

as we do not utilize test coverage information to our techniques. However, can be a complementary

approach for improving our test selection results.

Wang et al. [WNT17] propose a tool named Quality-Aware Test Case Prioritization which

aims to improve the limitation of current coverage-based test case prioritization algorithms. They

mention typical related coverage-based techniques assign higher priorities to test cases that have

higher dynamic or static code coverage. However, they do not take into account the fault-proneness

of different code segments. They aim to solve this limitation by benefiting from two widely studied

approaches in code inspection research, namely static bug finders and defect prediction models.

Their approach does not directly relate to our study as we do not use test code coverage in our

approaches. Instead, we identify more effective tests based on a few metrics extracted from tests

execution history and prioritize them for next runs.

Nardo et al. [NABL] propose a study in which they evaluate 7 coverage-based test improvement

techniques on a common carefully designed industrial system to give a good measure for comparing

the performance of the different approaches. They evaluate four prioritization techniques, a test se-

lection technique, a test suite minimization technique and a hybrid approach that combines selection

and minimization. They also examine the effect of choosing different coverage criteria on the results.

Among their findings is that they conclude test suite minimization using finer grained coverage cri-

teria could provide 79.5% savings in execution costs while maintaining a fault detection capability

level above 70%. Their approach, as opposed to ours, relies on code coverage information. However,

their findings confirm ours. Moreover, they correctly point to the trade-off between tests reductions

and tests fault detection capability, something that we have encountered in our approaches as well.

Shi et al. [SGG+14] propose a new measure for evaluating test reduction techniques. They

mention 3 limitations in the traditional evaluation of test reduction techniques and claim their new

evaluation criteria will address those. Their metrics mostly address coverage-based test reduction

techniques which are irrelevant to our study.

Kumar et al. [KSK] consider the concept of tests improvements as an optimization problem that

they try to solve using a fuzzy-ant colony optimization technique. They define a fitness function based

on code coverage, client requirements coverage, fault coverage, mutant-killing score in minimum

effort, and cost. By optimizing the fitness function they try to find a subset of test cases that

maximize the achievement of all of the test objectives. Their approach is irrelevant to our study,

however, they also emphasize the importance and possibility of improving the test executions in

software development processes.
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Gligoric et al. [GEM15] propose a tool named Ekstazi based on dynamic analysis of file depen-

dencies. In their approach for each test entity, they create a collection of files that are accessed in

test executions. Then they suggest tests based on whether the dependent files have been changed or

not. Their approach relies on the dependency analysis of the test suites and tracking what files have

been accessed during test execution. Our approach on the other hand, mostly relies on empirical

analysis of the test executions history and how effective each test has been in the past. This makes

it ideal for situations where performing dependency analysis on test suites is impractical.

Panichella et al. [POPDL15] propose an approach for test case selection using genetic algorithm.

They attempt to improve the current state of the art by diversifying the solutions (sub-sets of the

test suites) generated during the search process. They mention how other approaches such as greedy

algorithms or multi-objective genetic algorithms have been experimented in previous works, but they

do not demonstrate a clear winner. Besides, their combination does not necessarily produce better

results as well. They attempt to address this by introducing a new approach named Diversity based

Genetic Algorithm (DIV-GA). This work does not directly relate to our study.

Xu et al. [XGKS14] propose a test selection mechanism based on fuzzy expert systems. Their

approach correlates the information represented by customer profile, analysis of prior test case re-

sults, system failure rate, and changes in system architecture. Using the aforementioned information

they suggest a list of test cases that are potentially critical for a regression testing scenario which

then can be used in the decision-making process of regression test case selection. For building their

fuzzy expert system, they have consulted human experts to construct a knowledge base that can be

later fed to a fuzzy inference engine. This work aims to solve the same issue as we do, however, their

approach to addressing the problem and the information they use is different from our study.

Souza et al. [dSPdAB14b] propose a comparison study for binary multi-objective particle swarm

optimization approaches used for test case selection. They consider the test selection process as an

optimization problem that tries to find a subset of test cases which optimizes one or more objective

functions. They account for maximizing requirements coverage and minimizing the cost of test

execution efforts in their objective function. For finding the optimal value they propose a new

approach based on particle swarm optimization. In a similar work, [dSPdAB14a] authors consider

maximizing branch coverage while minimizing execution time as their objectives. Apart from the

common goal of test selection, these studies do not directly relate to our approaches.

Fourneret et al. [FCB+14] propose a test classification and selection tool based on UML/OCL

models to validate a new version of the system. Their approach is based on dependence analysis of

behaviors from state charts and class diagrams. This work does not directly relate to our study.

Kumar et al. [KC15] propose a new test case prioritization technique based on the coupling

information between different modules of a program. The idea is to find the modules that are
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most affected and run their relevant test cases so that more bugs can be found earlier. They

use call graphs as an architectural design for coupling information between modules and module

dependency matrices as a quantitative measure for the dependence of the system modules. This

work can compliment our study by adding the coupling information as a new dimension to the

analysis. However, we tend to stay away from call graphs and tests coverage data as we claim in

certain scenarios it is difficult to obtain accurate enough information about them for doing such

analysis.

Konsaard et al. [KR15] propose a technique for test case prioritization based on genetic algorithm.

Their prioritization technique attempts to achieve full code coverage in a timely manner. This study

relies on code coverage and is irrelevant to our work.

Klindee et al. [KP15] propose a test case prioritization approach based on information retrieval

and text similarity techniques for an introduced change request. They store test case documents

describing the test cases. Then later on by querying on a change request, they retrieve the list of

the most relevant test cases. They also rank those test cases using the analytic hierarchy process.

This study is irrelevant to our work as we do not keep track of test case description documents and

also change requests. Instead, we propose a generic approach to trimming the tests pool in a test

environment.

Singh et al. [SS14] propose a multi-criteria test prioritization technique for improving regression

testing. They utilize code coverage, branch coverage, re-usability coverage, path coverage and fault

coverage for their prioritization technique and compare their results with other available methods.

This study is irrelevant to our work as we do not utilize coverage information in our analysis.

Tyagi et al. [TM14] propose multi-objective particle swarm optimization technique for test case

prioritization. Their approach relies on three steps, removing redundant test cases using simple

matrix operation, selecting test cases which cover all the faults in minimum execution time using

particle swarm optimization techniques and then prioritizing test cases based on the ratio of fault

coverage to the execution time. The ranking methodology of this study is similar to our approach

for test case prioritization. However, we use the number of false positives, number of true positives

and average execution time for suggesting an order for the test executions.

Magalhães et al. [MaBMM16] propose a test case selection and prioritization approach based on

information retrieval techniques. They address the problem of finding the relevant test cases given a

list of test cases and change requests described in natural language. This approach does not directly

relate to our study.
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2.2 Test Selection Using Execution History

Kim et al. [KP02] propose a history based test prioritization technique. They mention the problems

with regression testing in resource-constrained environments and how a prioritization technique can

help the environment. Their prioritization technique gives probabilities for each test case to be

executed during the next test session run. They propose 3 approaches for calculating the probability

values. The first approach is based on execution history, the test cases that have not been executed

recently, get a higher probability. The second approach is based on fault detection effectiveness.

Tests that have revealed more faults recently will get a higher chance to be executed again. And

the last approach is based on the coverage of program entities like statements, paths, functions, etc.

For example, using functions as the program entities of interest, a higher probability is given to test

cases that cover functions which are infrequently covered in the past testing sessions. This work

aligns very well with parts of our approaches for test prioritization discussed in this work, although

with some differences. Our approach relies more on the attributes of the test execution history while

calculating the probability values. These are attributes such as the number of false positives and

test cases average duration time. Besides, we do not use tests coverage information as we claim it

is impractical to obtain that type of information in a clean and reliable manner from complicated

and interleaved software development environments such as our industry partner which has a huge

volume of low-level hardware-related programming procedures.

Anderson et al. [ASD14] study reducing regression tests based on tests execution history. There

are two main techniques utilized in their study. Frequency and association analysis of the test

executions. In the frequency analysis approach or also referred to as most common failures, test

cases that previously failed the most are recommended as test cases that are likely to fail in the

future. Their second approach is described as failure by association where failures in certain subsets

of tests are used to determine other subsets that are likely to fail. This work is closely related

to our techniques. Their frequency approach confirms our results obtained from our environment.

However, their association analysis technique differs from ours in a few ways. First of all, they rely

on smoke tests for generating their association rules. They run some smoke tests in prior to the next

regression test run. Using the results of the smoke tests they predict which regression tests will fail

consequently, and use them in their test selection process. Our approach, however, is based on the

fact that redundant tests should not be executed. If one test can find the failure the execution of

another correlated test should be eliminated. They conclude that their association analysis did not

improve the results significantly. On the other hand, our approach for removing the redundant test

executions using association rules mining significantly improves the results.

Herzig et al. [HGCM15] propose a tool named THEO which stands for Test Effectiveness Opti-

mization using Historic data. THEO is a generic test selection tool that is supposed to accelerate test
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processes without sacrificing product quality. It is based on a cost model which dynamically skips

tests when the expected cost of running one exceeds the expected cost of removing it. This work is

closely related to ours. Our discussed cost analysis method is a replication of Herzig’s approach which

we compare to our other proposed methods in our study. We also propose an attempt to improve

this approach by utilizing the tests association information in the cost analysis formulas, however,

it does not prove to outperform the Herzig’s method. From the other hand, our prosed frequency

and association analysis approach outperforms Herzig’s costs analysis method significantly.

Anderson et al. [ASD15] propose a classification based approach for predicting the test failures.

They show that using attributes like historical test case pass and fail information, organizational

information, code complexity information, and code change information, test failures can be pre-

dicted. This data can be used to help improve the development of certain code areas or maximize

the benefits of scarce testing resources. The classification based approach proposed in this work

can complement our research and open new research directions for our future studies. However,

we mostly focus on test selection and ways to reduce test executions efforts most efficiently while

maintaining the software quality.

Elbahum et al. [ERP14] propose a time-window based test selection and test prioritization tech-

nique for improving regression testing in continuous integration development environments. They

use their test selection technique in a pre-submit phase in their studied testing process so that they

can run a subset of the required tests instead of all. Moreover, they use their test prioritization

technique in the post-submit phase to find the faults faster. This work similarly to ours do not rely

on test coverage data and likewise demonstrates the importance and effectiveness of test selection

and prioritization techniques for improving regression test executions.

Yuecai et al. [ZSR18] propose three test re-prioritization approaches that use co-failure dis-

tributions of tests to dynamically re-prioritize test executions. CoDynaQSingle is their first re-

prioritization technique which changes the order of running test dynamically based on the recent

test failures. In order to address the starvation problem for this approach, they proposed two

other re-prioritization techniques, named CoDynaQDouble and CoDynaQFlexi. Our study adopts

CoDynaQSingle approach as one of our test prioritization techniques.

2.3 Fault Localization

Due to the increasing scale of software developments, and consequently increasing complexity of soft-

ware debugging, fault localization techniques have become a popular field of research during the past

few years. Software fault localization while being crucial is widely recognized to be one of the most

expensive, and time-consuming activities in the process of software development [WGL+16, Ves85].
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There have been hundreds of different attempts to locate the riskier and error prone parts of a code

base and guide the testers and developers toward the root causes of the test failures. [WGL+16]

provides an extensive review of the fault localization literature. Fault localization techniques mostly

attempt to find the buggy statements in a code base. Our approach, on the other hand, attempts to

find the buggy commit among a group of batch tested commits. Technically, most of the fault local-

ization techniques available in the literature can complement our debugging approach by enhancing

the process of finding the buggy statements after the culprit change has been located. Apart from

this, they do not directly relate to our methodology.

Zhang et al. [ZZ14] propose a bug localization approach using Markov logic. The problem is

to find the buggy statements of the code base and they do so by combining different information

sources like statement coverage, static program structure information, and prior bug knowledge.

This approach does not directly relate to our study.

Cellier et al. [CDFR11, CDFR08] propose an interactive tool for multiple faults localization

using formal concept analysis and association rules mining. They use execution traces like executed

lines or variable values to suggest occasions when appearing certain events in a trace will most likely

lead to an execution failure. This study does not directly relate to our work as we do not use code

statements coverage.

Nessa et al. [NAW+08] propose a fault localization technique based on N-gram analysis. They

use the exact execution sequence of the failed test cases to suggest failing patterns. N-grams are

subsequences of length N. They choose N-grams that appear more than a certain number of times

in failing traces and also calculate the conditional probability of a test case being failed given that

the N-gram appears in that test case’s trace. This approach does not directly relate to our study.

Ji et al. [JXxC+04] propose a model-based statistical approach for locating faults at input level.

They extract failure patterns from a given set of failure samples and then use it to analyze the

statistical correlation between those patterns and the observed failures to locate the faults. This

approach does not directly relate to our study.

Baah et al. [BPH10a] propose an approach in which they combine the concepts of program de-

pendence graph and dependency networks to construct a probabilistic graphical model of program

behavior. Program dependence graph is like a flow graph of the program statements and the de-

pendency network is a type of probabilistic graphical model. Their approach facilitates probabilistic

reasoning about program behaviors which can be used in fault localization and fault comprehension.

This approach does not directly relate to our study.

Aberu et al. [AVG09] utilizes the problem of minimal hitting sets (MHS) in the context of

model-based diagnosis as a way of locating faults. MHS is the problem of finding an approximate

collection of minimal hitting sets of a collection of sets. In this context, the minimal hitting sets are
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the solutions for the diagnostic problem. These solutions are basically programs statements that are

spotted to be faulty. This study does not directly relate to our work as we locate faults in commits

level as opposed to program statements level.

Wong et al. [WQ09] propose a fault localization approach based on neural networks. They train

a back propagation neural network using statement coverage data and the test execution results

(success or failure). Using the trained network they compute the suspiciousness of each executable

statement to be faulty. This study does not directly relate to our work as we do not intend to predict

faulty code statements and we do not use test coverage information.

Ascari et al. [AAPV09] extend [WQ09] by applying the neural network technique to object-

oriented programs. They also investigate the use of support vector machines as a better and more

efficient training algorithm. They report similar results based on class methods covered by different

test cases and ranking them by the possibility of being faulty. This study does not directly relate

to our work.

Wong et al. [WDG+12] propose an improved version of their previous work [WQ09] by using

RBF instead of back propagation neural network which are believed to have several advantages

including a faster learning rate, and resistance to some issues like paralysis and local minima. They

train a neural network to learn the relationship between the statement coverage information of a test

case and its corresponding execution results. Then use virtual test cases that cover only one code

statement as the input to the trained neural network to get the suspiciousness of each corresponding

statement in terms of its likelihood of being faulty. This study does not directly relate to our work.

Briand et al. [BLL07] attempt to improve the approach presented by Jones et al. [JHS02].

They use code coverage information and also test specifications to create a C4.5 decision tree and

report probability rankings for faulty code statements. They attempt to address the Tarantula’s

[JHS01, JHS02] difficulty to deal with the presence of multiple faults. They categorize test failures

such that failed test cases in the same partition most likely fail due to the same root cause. This

approach does not directly relate to our study.

Jeffrey et al. [JGG08] propose a fault localization approach using value replacement. For a given

failed test case, they search for statements that change the test results by trying to apply different

values to the statements. When they find such cases they call it Interesting Value Mapping Pair

(IVMP) and they show that IVMPs often occur at faulty statements or statements that are directly

linked to faulty statements via a dependency edge. This study does not directly relate to our work.

Zhang et al. [ZGG06] propose a fault localization approach based on predicate switching. They

mention that finding buggy statements by changing the states of the programs is an expensive

process and involves a massive search space especially in cases where there exist float or integer

variables. Instead, they propose to utilize branch predicate switching. They force the execution
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along the different paths of branches like an if-else branch and see if they can get the correct test

result. As branch predicates are either true or false, the search space will be reduced significantly.

This work does not directly relate to our study.

Abramson et al. [AFMS95] propose an automatic debugging approach named relative debugging

based on the process of comparing a modified code against a correct reference code. The idea behind

the tool is to find program bugs by runtime comparison of the internal state of a new program and

a reference version of it. This approach does not directly relate to our study.

Zeller et al. [Zel02] propose a fault localization approach named delta debugging. They analyze

the difference in the program states of a failing run and a passing run related to a bug in question

and narrow the search down to a small set of variables. They search for suspicious variables in

the failed run using their values from the corresponding point in the passing run and repeating the

program execution. This approach does not directly relate to our study.

Pearson et al. [PCJ+17] perform an experiment by replicating 7 previously proposed fault local-

ization techniques on real faults. They point to the fact that these approaches have been evaluated

using artificial faults, hence they use real faults in their study. While replicating the methods using

artificial faults, they can verify the results of 70% of the studies. On the other hand, they show that

using real faults in their analysis leads to the results of 40% of the techniques to be refuted and the

other 60% to be statistically insignificant. In the end, they propose a hybrid approach utilizing the

more significant factors of all of the approaches which are claimed to outperform the other methods.

Our study uses real faults for evaluation. Besides, we locate a culprit commit in a group of batch

tested commits. This is not the goal of the above-mentioned approaches.

Liblit et al. [LNZ+05] propose a statistical approach for identifying software bugs known as Lib-

lit05 in the literature. They rerun the tests many times and utilize a random sampling methodology

for instrumenting the software executions and calculate probability values of the software predicates

to be faulty based on whether they have been observed in successful or failed executions. Then they

report the predicates in a prioritized order based on a calculated importance score. This approach

does not directly relate to our study as we do not do software instrumentation.

Liu et al. [LFY+06] propose another statistical technique named SOBER for fault localization

which attempts to improve Liblit05 [LNZ+05]. Their approach is inspired by the concepts of hy-

pothesis testing. As opposed to Liblit05 which selects predicates correlated with program failures,

they model predicate evaluations in both correct and incorrect runs and treat the divergence of the

two models as a measure of fault relevance. This approach does not directly relate to our study as

we do not rely on dynamic analysis of the runtime behavior of the program executions.

Wong et al. [WDX12] propose a cross-tabulation statistical technique for fault localization.

They use the coverage information of the code statements and the relevant test execution results
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to calculate suspiciousness probabilities for code statements. In their technique, they construct a

crosstab for each statement and then a hypothesis test is used to measure the dependence between

the execution results and the coverage of each statement. The exact suspiciousness of each statement

depends on how much its coverage and the execution results are correlated. This study does not

directly relate to our approach as we do not use test coverage information.

You et al. [YQZ12] propose a statistical approach for fault localization using the execution

sequence of the program predicates. Predicates are branches, returns, and scalar-pairs. They note

the predicates of a program as the vertices of a graph, the transition of two sequential predicates in

the execution trace of a program as edges of the graph, and the frequency of each transition as the

label of the edges. Then they apply hypothesis testing to evaluate the statistical difference between

edge values among the failed and passed executions of the program. As for all of the statistical

fault localization methods, this approach also relies on collected information from plenty of program

executions. This study does not relate to our work as we do not rely on coverage information of the

programs and also we do not rerun the same version of the software multiple times to find the root

cause of the failures.

Baah et al. [BPH10b] propose a statistical fault localization technique based on causal inference.

They present a causal effect estimator that covering a statement has on program failures. The

estimator is based on a linear regression model trained on the data from coverage of statements

and their predecessors in the control-dependence graph. This study does not directly relate to our

work as we do not utilize code coverage data and do not predict program statements suspiciousness

values.

Modi et al. [MRA13] propose a statistical bug localization technique that attempts to improve the

predicate-based bug localization techniques by using program phases. Program phases are intervals

of program execution that show similar values for architectural metrics like branch misprediction

rates, cache miss rates, CPU or Memory usages. Predicate-based techniques, on the other hand,

collect predicate profiles such as branch conditions, return values, comparison of pairs of variables

over multiple program executions and correlate that with the execution results. This study does not

directly relate to our work as we do not utilize program instrumentation.

Renieres et al. [RR03] propose a fault localization technique based on program spectra and

models. Program spectra are collections of program execution features such as the number of times

each line of the program is executed, function call counts, program paths, and program slices. After

collecting the different instances of program spectra from multiple runs, they abstract the spectra

so that they can be comparable. They need at least one failed spectrum and multiple successful

ones. Then they build a model from the successful spectra and differentiate that with the failing run

and map the results back to source code as suspicious locations. They use different approaches for
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their modeling and differentiating. Union of the spectra of all successful runs is one and finding the

intersection of them is another. Also, they propose a nearest neighbor approach to find the closest

passed run to a fail run and find the difference between them. This study does not directly relate

to our approach as we do not utilize any software instrumentation or profiling methods.

Jones et al. [JHS01, JHS02] propose a visualization tool based on an approach named Tarantula

for highlighting the program statements based on their possibility to be faulty for assisting with

fault localization. They use test results and also the code coverage information of the test cases to

calculate color codes for suspicious source code statements. These color codes are supposed to help

the developers localize the bugs. For calculating the statements, they use a combination of measures

like the number of failed test cases that do not cover a statement or number of successful test cases

that cover a statement. This study does not directly relate to our work as we do not rely on code

coverage and also we aim to locate a culprit change in a batch testing process as opposed to source

code statements.

Wong et al. [WDGL14] propose a coefficient-based fault localization technique named DStar

which is based on code coverage information and test results. Like other coefficient-based techniques,

they use measures like the number of failed test cases that cover the statement or number of successful

test cases that do not cover the statement to calculate a suspiciousness value for each statement of

the code and report them to the user. DStar’s coefficient formula proves to be superior to its similar

fault localization counterparts. This study does not directly relate to our work as we do not use

code coverage in our method.

Weiser et al. [Wei81] propose the concept of program slicing and specifically static slicing. A

program slice is the portion of the code statements that could affect values of a certain set of variables

at certain points of the program. The idea of slicing is to reduce the number of statements that a

developer needs to check and debug. Static slicing is the practice of doing so using static analysis

of the program source code. This work does not directly relate to our study.

Korel et al. [KL88] propose dynamic slicing as an improvement to static slicing. The problem

with static slicing is that it can involve excessive statements that do not really affect the variables

of interest as it does not consider the runtime states of the program during the execution. Dynamic

slicing is proposed to fix this issue so that fewer and more accurate set of statements will be left for

the programmers to debug. The dynamic slice of an incorrect value at a certain point of a program

(or known as a backward dynamic slice) includes all of the statements that actually affect the value

of a variable at that certain point [ZGG]. This work does not directly relate to our study.

Gupta et al. propose two other dynamic slicing approaches, forward dynamic slice of the minimal

failure-inducing input difference and the bidirectional dynamic slice of a critical predicate [GHZG05,

ZGG06]. According to [ZGG], the minimal failure-inducing input difference is the part of the input
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that is found to cause a program failure given that input and the critical predicate is an execution

instance of a conditional branch predicate such that if the outcome of the predicate’s execution

instance is reversed, the program terminates producing the correct output. In [ZGG] the authors

propose to use a combination of backward, forward and bidirectional dynamic slicing methods to

come up with a smaller set of faulty statement candidates known as multiple points dynamic slices.

These studies do not directly relate to our work.

Sterling et al. [SO05] propose an approach for isolating bugs named program chipping. They use

specific simplifications on different program elements like blocks, loops, and if statements to chip

away parts of a program that do not relate to a failure. This approach is similar to program slicing,

however, with slicing, a set of statements are extracted based on the program behavior with respect

to a variable or group of variables, but in program chipping, statements are chosen based on the

behavior of the overall program, somehow similar to delta debugging. This study does not directly

relate to our approach.

Mohapatra et al. [MMK04] propose a dynamic slicing technique specifically for object-oriented

programs to take into account matters like classes, dynamics binding, encapsulation, inheritance,

and polymorphism. Their technique is based on the extended system dependence graph proposed

by Horwitz et al. [HRB88]. This approach does not directly relate to our study.

Agrawal et al. [AHLW95] propose a fault localization technique based on execution slices. Static

slices are statements that may affect the output of a variable. Dynamic slices are statements that

actually do affect the output of a variable under a specific input. On the other hand, execution slices

are all of the statements that are executed while running a test under a specific input. Execution

slicing is basically based on collecting test coverage information which is relatively easy to collect,

compared to resources required for constructing dynamic slices [WGL+16]. It is shown that by

getting a difference between the execution slice of a failed and passed test run (known as execution

dice), the debugging context can be effectively narrowed down for the developers. This study does

not directly relate to our approach.

Wong et al. [WSQM03] propose a technique using software architectural designs. They attempt

to extend the ideas of fault localization and execution slicing from the source code level to high-level

specification and description language (such as SDL). This work does not directly relate to our study.

Wong et al. [WQ06] propose a program debugging technique using execution slices and also data

dependency between blocks of a program. A basic block or also shortly known as a block is defined

as a sequence of consecutive statements or expressions that do not contain any transfers of control

except at the end. They first use the difference between the execution slice of a failed test execution

and its passed versions. Then they refine the search by using the data dependency between code

blocks, i.e. cases where a variable used in a block is defined in another block or vice versa. This
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study does not directly relate to our approach.

Ren et al. [RST+04] propose a tool for change impact analysis of Java programs. Their approach

uses two different versions of a software to extract a set of atomic changes. These atomic changes

include added, deleted and changed classes, added, deleted and changed methods, and etc. Then

they construct a dynamic call graph for each of the available regression tests using the test execution

traces. Using this analysis they can report a subset of regression tests that can potentially be affected

by a given set of atomic changes. Also, they can determine what subset of atomic changes can be

related to a test failure. The concept of this study is very closely related to our work with some

differences. They harvest atomic changes, like method or class modifications, and use those as the

building blocks of their analysis. However, we focus on the change (commit) level. It’s very easy to

track a change back to a developer or just revert the change to get the development back on track

pretty quickly. A more important difference is their usage of tests call graphs or basically coverage

information. We have proposed an empirical approach that can infer the correlation between file

changes and test failure over the time, without requiring to analyze the tests call graphs or coverage

information. We believe extracting call graphs are not always easy as in the case of our industrial

partner which have complicated and interleaved hardware level programming procedures.

2.4 Fault Localization in Change Level

In the previous section, we went over different studies that aim for finding the faulty statements

or at least narrowing down the search for the buggy statements for the developers. Our work,

however, aims to find a culprit change in the first place. Companies sometimes test groups of

commits (changes) together in a batch, with the goal of saving part of their testing infrastructure

and resources. In such cases, after a test failure, the first problem is to find which of the commits

have been the culprit. In this section, we review some of the studies related to our work in finding

the culprit changes in testing environments.

Ziftci et al. [ZR17] propose an approach for finding the culprit commits using the software

build system. They have experimented their approach in Google using Google’s build system. The

problem they attempt to solve is the matter of finding the culprit change when a post-submit test

has failed on a group of changes together. They assume changes get submitted after passing the

pre-submit tests. They describe pre-submit tests to run on every change separately, so it is obvious

which change was the root cause in case of a test failure. However, they define post-submit tests

as the lengthy and more expensive tests that cannot be run on every change individually. In turn,

they are run on every n changes together or periodically every n hours. For these tests, a failure

requires pinpointing the culprit change. They propose an approach that suggests suspiciousness
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values to the changes involved in a post-submit test failure. They use build files to generate a build

graph so that they only consider the changes that have modified any of the files that the test of

interest depends on. The bigger the size of the change, more suspicious it is. Another factor is the

dependency distance between the files and the test of interest. The farther the dependency is, the

less probable the change is to be the culprit. This study directly relates to our work with some

considerations. First of all, our study aims to find the culprit changes in an environment that the

code is not submitted (merged) yet. So we don’t have any specified order for the group of changes.

On the other hand, we do not use static test coverage or test dependency information. Instead, we

propose an empirical approach that learns the correlations between files changes and test failures

over time. Our approach assumes much less knowledge from the software ecosystem and therefore

can be more easily integrated into other software environments. Another point of difference is the

evaluation approach. They do not rerun the tests and therefore cannot locate the exact culprit

change deterministically. Instead, they rely on human feedback which may be easily biased and may

not be reliable. In our study, however, we evaluate the results against the exact deterministic culprit

of every batch testing process which is available from the test executions history.

Kamei et al. [KSA+13] propose a risk analysis approach in change level. They construct a

logistic regression model for analyzing changes using different factors under six high-level categories

of diffusion, size, purpose, history, and developer experience to calculate the risk values. The number

of modified subsystems, lines of code added, the average time interval between the last and the

current change, and recent developers experience are among the utilized metrics. This work is closely

related to our study and can be a good complement to our culprit change prediction methodology.

The difference, however, is that this study does not deal with any test failure or a deterministic fact

that there is a fault somewhere in the system or not. So their predictions are just guesses implying

that there is a risk of having a bug somewhere in the code. Our approach, on the other hand, deals

with the concrete test failures and the fact of having bugs somewhere in the code that need to be

located.

Yang et al. [YLX+15] propose a deep learning based technique for predicting the faulty changes.

They use an advanced deep learning algorithm named Deep Belief Network for extracting a set

features for measuring the changes. Then they train a logistic regression classifier for predicting the

risk values of the changes. Similar to [KSA+13], this approach also just predicts the risks associated

with different changes but does not associate them with any concrete test failure. Our approach,

however, starts from a concrete test failure and attempts to locate the change associated with that

test failure.

Kim et al. [KJZ08] propose an approach for classifying the developer changes as buggy or

clean. They extract features like the lines modified in each change, author and time of the change,
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complexity metrics and etc. from software revision history and train a Support Vector Machine

classifier to predict the changes as buggy or clean. This approach also just examines the risk

associated with each submitted change without connecting them to a concrete fault localization

context of a test failure. Our approach, on the other hand, does so using an empirical approach that

points to the culprit change that is involved in a test failure.

Śliwerski et al. [SZZ05] propose an approach known as SZZ for finding bug-inducing changes.

They start with a bug fix report, then they find where the changes have been applied to and then

extract the last time those locations have been modified. In this way, they introduce the associated

changes as bug-inducing ones. They use the built-in annotation feature of software configuration

management (SCM) in their analysis. This study is related to ours in the sense of trying to locate

a buggy change, however, the approach they use and its context is different from ours. We aim to

locate a faulty change among a group of batch tested commits. On the other hand, this approach

attempts to locate the bug-inducing change which is associated with a bug fix change.

Kim et al. [KZPW06] similar to [SZZ05] propose an approach for locating the bug-inducing

changes after a bug fix change has been reported. This study attempts to improve [SZZ05] by using

annotation graphs [ZKZW06] instead of the built-in annotation feature of SCM used by [SZZ05].

Their new approach shows to have higher accuracy in finding the bug-inducing changes. This study

aims to find a related buggy change to a reported bug fix change. Therefore, it does not directly

relate to our study. We attempt to locate a buggy change in a group of changes tested in batch.

Wen et al. [WWC16] propose an information retrieval (IR) based technique for locating bug-

inducing changes. As opposed to [SZZ05] and [KZPW06], this approach does not rely on a bug

fixing change to locate the relevant bug-inducing one. Instead, this approach relies on bug reports.

Bug reports are submitted by testers or developers whenever a bug is found somewhere in the

system. A bug report consequently leads to a debugging process. Their approach is based on the

assumption that change logs usually include descriptions about the intention or functionality of the

changed pieces of a code which share common tokens with their relevant bug reports. Therefore,

they propose an IR-based bug localization technique called Locus and predict bug locations both

in the change and file levels. As this study relies on text analysis of the bug reports, it does not

directly relate to our study as we do not utilize such information.

Git bisect [GBS] is a tool that helps to find the culprit change in a software revision history. It

uses binary search on a given range of commits from the user. It is manual and requires rerunning

the tests. Although we were inspired by this approach, it does not directly relate to our methodology.
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Chapter 3

Improving Test Effectiveness Using

Test Executions History: An

Industrial Experience Report

This chapter has been submitted verbatim and been accepted in the SEIP track of the

ICSE 2019 conference

3.1 Abstract

The cost of software testing has become a burden for software companies in the era of rapid release

and continuous integration. Our industrial collaborator Ericsson also faces the challenges of expen-

sive testing processes which are typically part of a complex and specialized testing environment. In

order to assist Ericsson with improving the test effectiveness of one of its large subsystems, we adopt

test selection and prioritization approaches based on test execution history from prior research. By

adopting and simulating those approaches on six months of testing data from our subject system,

we confirm the existence of valuable information in the test execution history. In particular, the

association between test failures provide the most value to the test selection and prioritization pro-

cesses. More importantly, during this exercise, we encountered various challenges that are unseen or

undiscussed in prior research. We document the challenges, our solutions and the lessons learned as

an experience report. Our experiences can be valuable for other software testing practitioners and

researchers who would like to adopt existing test effectiveness improvement approaches into their

work environment.
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3.2 Introduction

Testing is an important, yet time consuming and costly process, especially for large software sys-

tems. Prior research estimates that testing consumes between 30% to 50% of the time in software

development life-cycle [PZTM13]. For example, an industrial case study shows that it takes over

two days to complete testing on a medium size video conferencing system [MGS13].

The cost of testing has become a burden for software companies during rapid release [Bec00],

where continuous integration techniques are widely adopted in practice to receive feedback from

testing as soon as changes are made to the source code [DMG07]. With thousands of commits

made to the source code every day, it is challenging to keep up with the speed of development.

Google’s version control repository receives over 16,000 commits every day [PL16], which results in

a median of 27 test requests per minute [ZSR18]. Our industrial collaborator Ericsson has faced the

same challenges for testing its large-scale software systems. Moreover, the changes in their testing

processes may be even greater due to the complex testing infrastructures that are purposely designed

for each software subsystem.

Test selection and test prioritization are proposed by prior research to improve the effectiveness

of test executions [ASD14, HGCM15, ERP14, KP02, ZSR18]. With test selection, tests are either

executed or skipped on the fly. With test prioritization, tests are reordered such that more test

failures can be captured earlier using limited testing resources. We leverage prior research to assist

Ericsson with improving the testing process of one its large-scale software systems. Since prior

research is typically evaluated on a particular industrial subject system (e.g., from Microsoft or

Google), it is unclear to what extent the existing approaches can improve the test effectiveness in

our subject system and whether there are challenges that are unseen by prior research.

In this paper, we share our industrial experience for adopting test selection and prioritization

approaches to improve the test effectiveness of one of the large software systems at Ericsson. In

particular, the adopted approaches are based on historical test failure frequency, test failure asso-

ciation, and the costs associated with the testing process. In order to evaluate the usefulness of

these adopted approaches, we simulate applying these approaches using six months of testing data

from a large-scale system at Ericsson. Our results show the importance of test execution history in

enabling the test selection and prioritization approaches to help with software testing in practice.

We encountered many engineering and design challenges for adopting and applying the approaches

to the testing processes of Ericsson. In the end, we conquered the problems and documented the

challenges, our solutions and the lessons learned as an experience report. We believe that our experi-

ence in adopting existing test selection and prioritization approaches can help software practitioners

and researchers who want to adopt software testing approaches into their work environment.

The major contributions of this paper are:
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• We adopt and evaluate test selection and prioritization approaches with the goal of improving

test effectiveness in a large industrial system with a complex testing infrastructure.

• We demonstrate the value of test execution history for improving test effectiveness in a large-

scale industrial system in practice.

• We provide an industrial experience report that documents the challenges that are encountered

and our lessons learned during the adoption process of the test selection and prioritization

approaches.

The remainder of this paper is organized as follows. Section 3.3 describes the background of the

subject system and its testing process. Section 3.4 discusses the approaches that are adopted by

our study to improve the test effectiveness of our subject system. Section 3.5 presents the results of

evaluating the adopted approaches. Section 3.6 discusses the challenges that we have encountered

and the lessons learned during the experiments. Section 3.7 discusses the threats to the validity

of our findings. Section 3.8 presents other related research in the literature. Finally, Section 3.9

concludes the paper.

3.3 Background and Subject System

In this section, we explain the background required for this paper, i.e., the subject system that we

studied at Ericsson. Figure 1 presents an overview of the testing process of our studied system.
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Figure 1: An overview of the testing process of ELS.
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3.3.1 Subject system

The subject system in this study is a large-scale software component at Ericsson. The software

system has a large user base across the world and is currently being developed on a daily basis for

new features and performing maintenance activities. The teams that develop this system consist of

a large number of developers and testers across the globe. The system is developed using a modern

typical programming language that is hosted in a typical version control repository. To ease the

discussion about the subject system, we refer to it as ELS (Ericsson’s Large-scale System) in the

rest of this paper. Due to the criticality of the system, our study is conducted based on simulating

rerunning tests on the software system according to the test results from the six months of real test

execution data.

3.3.2 Testing process

The testing process in ELS is conducted on special purpose testing infrastructures with limited

resources. Therefore, in general, the changes to the source code of ELS are queued to get tested in

such a complex environment. In particular, the testing process consists of four steps. 1) Collecting

commits. The commits that are made in the version control repository are collected and put in a

queue to be tested as soon as the testing environment is available. 2) Testing the commits. Once

the testing environment is free, commits from the queue are consolidated as a batch and are moved

into the testing environment. There exists a large number of pre-designed tests which are executed

on the new commits. If all of the tests pass, the commits will be merged into the main trunk of

the version control repository. If any of the tests fail, the commits will be sent back for a bisection

process [Zel99]. 3) Bisection. The bisection process splits the commits of a failed batch in half by

their time stamps. The first half of the commits are sent directly to the queue, with other commits

that are already waiting in the queue to be tested. The second half of the commits will be waiting for

the queue to be empty to enter the queue. 4) Manual check of the test results. Due to the complex

testing infrastructure, not all test failures are due to software bugs. Therefore, once the test failures

are located in one single commit (after multiple iterations of the bisection process), a system expert

will manually check the failures. A test failure will be labeled as a false-positive if it is not caused

by a software bug, but rather by an infrastructure issue in the testing environment. Or it can be

labeled as a true-positive if the test failure is identified to be an actual bug in the main software

system. Please note that the testing process described above does not include all details about the

software quality assurance process in Ericsson. There may exist other approaches, infrastructures

or test stages available in the testing flow. However, for the scope of this study, we only focus on

the above-described testing process.
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3.4 Adopted Approaches

Software testing and regression testing improvement have been largely studied in the software engi-

neering literature. Kazmi et al. [KJMG17] and Suleiman et al. [SAH17] provide extensive reviews

on the recent studies in the literature for test selection and prioritization. In this section, we present

the approaches that we have adopted in order to improve the test effectiveness of ELS in Ericsson.

In particular, we adopted approaches that perform test selection and test prioritization.

3.4.1 Test Selection

We adopt test selection approaches that are based on prior test failure frequency, association, and

the costs of the testing process. Test selection approaches are applied before the start of each batch,

for which all of the test execution results before the day of testing are used as learning data for our

analysis. We do not learn from the test execution data from the same day of the test executions, as

test failure results need to be manually labeled as true-positives or false-positives by the testers by

the end of each day. Therefore, we only obtain the latest labels at the end of each day.

Based on Failure Frequency

Intuitively, tests that previously failed frequently are more likely to fail again later [ASD14,

ZSR18]. Therefore, the frequency of past test failures can be used as an indicator for suggesting test

selection opportunities.

Microsoft’s FreqSelect Anderson et al. [ASD14] propose an approach that calculates the fre-

quency of test failures using the test executions history. The tests that failed more frequently in the

past are recommended to be selected again later.

FreqSelect Our adopted approach is closely related to the test selection approaches proposed by

Anderson et al. [ASD14], where only the tests that have prior failures are selected. In addition, to

consider the cases where test failures can be false-positives in our testing process, we only consider

the tests that have prior true-positive test failures as opposed to considering all of the test failures.

Based on Failure Association

As the prior study shows, there exists a large number of co-failures in test executions [ZSR18].

Hence, associations can be effectively leveraged for improving test effectiveness [ZSR18].

Microsoft’s AssocSelect Anderson et al. [ASD14] perform association analysis on the test

failures. In particular, failures in certain subsets of tests are used to determine other subsets that

are likely to fail. With the identified association rules, Anderson et al.’s approach selects the tests

that are more likely to fail again.
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AssocFreqSelect We adopted Microsoft’s AssocSelect with the goal of minimizing the redun-

dancy among tests by only selecting the cheapest test to run if multiple tests are associated with each

other. In particular, we leverage test failures in each batch (see Section 3.3) to perform association

rules mining using the Apriori algorithm [AMS+96]. We obtain a list of association rules pointing to

the test cases that tend to co-fail with each other. Some rules may have low confidence and should

not be used to perform selection. Therefore, we only consider the association rules that have over

0.8 confidence.

Afterward, we use these rules to dynamically select the test cases that are most effective and at

the same time have the least amount of redundancy among each other. We first rank the test cases

based on their probability of finding true-positive test failures as extracted from the test executions

history (c.f. the FreqSelect approach). Then we iterate through the list from the top one by one and

check if there exists any association rule between the current test and any of the previously analyzed

ones. If there exists such a rule, we only keep the test that has a shorter average execution time in

the list. In this way, we remove the redundancy among the tests while shortening the tests duration

time and maintaining the effectiveness of the tests in finding true-positive failures.

The goal of our AssocFreqSelect approach is different from Microsoft’s AssocSelect by Anderson

et al. Microsoft’s AssocSelect aims to select the tests that are more likely to fail using failure associ-

ations. However, AssocFreqSelect aims the opposite, i.e., associated test failures may be redundant

and they should not be executed. AssocFreqSelect removes tests based on the existence of association

to avoid redundancy among the test failures.

Based on Cost

Test execution comes with a cost, especially for the complex testing infrastructure that is used

by ELS. With such high testing costs, tests can be skipped if skipping them is more cost-effective

than executing them [HGCM15].

Microsoft’s Theo Herzig et al. [HGCM15] propose a tool named THEO that stands for Test

Effectiveness Optimization using Historic data. THEO is designed based on a cost model that

dynamically skips tests when the expected cost of running one exceeds the expected cost of skipping

it. In particular, Microsoft’s Theo calculates two values for every test execution, cost of execution

and cost of skip, and decides which action is more economical. Similarly, in our TheoSelect approach,

we select test cases based on an online cost analysis for every test case execution. Two costs are

calculated for every test case execution: the cost of execution and cost of skip, calculated as follows:
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costexec = costmachine + (PFP ∗ costinspect)

costskip = PTP ∗ costescaped ∗ timedelay ∗#engineers
(1)

In this equation, costmachine is an estimate of the costs associated with running a test in the

test environment for a certain amount of time. costinspect is an estimate for the time delay and

the costs associated with the engineers that will perform the inspections after a test failure. This

parameter mainly affects the costs associated with running a test case when a false-positive needs

to be inspected. costescaped represents the average cost of an escaped defect. #engineers is the

number of engineers that will get involved when a new slip-through is introduced into the test flow.

timedelay is the amount of time delay that a new slip-through will impose on the test flow. Moreover,

PFP and PTP are the probabilities for finding a true-positive or a false-positive for every test case.

These probabilities are extracted from the test executions history. Consequently, after evaluating

the equations, if the cost of running a certain test case is shown to be higher than skipping it, the

test case execution will be skipped or vice versa.

TheoSelect : We have adopted the approach proposed by Herzig et al. [HGCM15] as is. We

call this approach Microsoft’s Theo and is identical to our TheoSelect with different parameters.

Microsoft’s Theo is a generic test selection tool that selects test cases based on a cost analysis of

each execution on the fly. We cannot unveil the exact values that we have chosen for the parameters

due to confidentiality reasons. However, as the ratio of the parameters matter in our use case, we

set costmachine to 1 unit, costescaped to 13.1 unit and costinspection to 30 units as the ones used by

Herzig et al. [HGCM15].

3.4.2 Test Prioritization

Our main goal in test prioritization is to find more failures in shorter duration time. For this purpose,

we have been inspired by some of the works in the literature as follows.

Kim’s Prio: Kim et al. [KP02] propose a test prioritization technique based on test execution

history. The prioritization technique gives priority scores to each test for their execution. They

propose three approaches for calculating the scores. First, the tests that have not been executed

recently are given a higher score. Second, the tests that have revealed more faults recently will

receive a higher score. Finally, a higher score is given to the tests that cover functions which are

infrequently covered in the past testing sessions.

Google’s Prio: Elbaum et al. [ERP14] propose another test selection and prioritization tech-

nique. Their approach prioritizes tests that have recently found failures in a specified time window

based on the previous execution history.
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Prio: Our prioritization technique is similar to Kim’s Prio and Google’s Prio. In our approach,

we give a higher priority to tests that have found more failures and have a shorter average execution

time. We rank the test cases based on the ranking values calculated as follows:

priority_value =
#total_failures

total_executions_duration
(2)

where the #total_failures is the true-positive failures detected by the tests and the total_executions_duration

is all the time that is spent on executing the tests. The total duration of test execution has been

incorporated into the equation in order to normalize the effectiveness of the test cases. In this way,

we give a higher priority to tests that find more failures with shorter execution time, i.e., less effort.

Comparing Kim’s Prio and Google’s Prio, our approach relies only on the test executions history,

such as the number of true-positive failures and test executions’ duration to calculate the priority

values. We do not use test coverage information since all too often, it is not available in the test

process of ELS in Ericsson. Similar to test selection approaches, we learn on all of the test execution

results until one day before of every test.

3.5 Results of the Adopted Approaches

In this section, we present the simulation results of our adopted approaches (see Section 3.4) using

six months of test execution data from ELS. We present the results for test selection approaches and

test prioritization approaches will follow.

3.5.1 Test Selection

We use three metrics to evaluate the adopted approaches for test selection.

Total test execution time reduction: Our first metric demonstrates how much test execution

time is reduced by performing each of our test selection techniques. In particular, we first calculate

the total time that is needed to execute all of the tests. Then using each test reduction technique,

we calculate the required time to only execute the tests that are selected (i.e., not removed) by each

technique. Finally, we calculate the reduction percentage based on the total time needed for running

all of the tests and running only the selected tests by each selection approach.

Number of slip-through test failures: Our second metric, reveals the percentage of the true-

positive test failures that may have been missed due to a test not being selected. The value zero for

this metric means that our test selection approach does not remove any test that would have been

a true-positive test failure. Intuitively the lower the value of this metric is, the better the approach
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is. This metric is particularly important since the slip-through true-positive test failures may have

a direct impact on the quality of the product and the end users.

Total cost reduction: This metric is a measure for showing the impact of the test reductions and

their side effects in terms of a concrete cost value. For this metric we calculate the costs of running

each test case or encountering a missed true-positive using the parameters given in Section 3.4. In

particular, cost of running each batch can be calculated as follows:

costbatch =
∑

test_cases

test_caseexecution_time ∗ costmachine

+#FP ∗ costinspection

+#slip_throughs ∗ costescaped ∗ timedelay ∗#engineers (3)

where the total cost is the sum of the costs of the test infrastructure during the test execution, the

effort by the practitioners to inspect any false-positive test failures and the cost of the slip-through

test failures if an important test is not selected. Afterward, we calculate the total cost by assuming

that all of the tests are selected, i.e., there exist no slip-through test failures. Finally, the total cost

reduction is calculated based on the cost of using each test selection approach and the total cost of

selecting all tests as follows.

reduction_percentage_in_cost = 100 ∗ (1−
simulated_total_cost

total_cost
) (4)

Table 1 shows the results of our evaluations for each of our approaches. The results show that by

only considering the frequency of past test failures, reducing the test execution time is not trivial.

In fact, by only saving 0.01% of the test execution time, the approach let 10.22% of the true positive

test failures untested. Such missed true-positive failures result in an increase in cost. On the other

hand, the AssocFreqSelect approach shows significant improvement over the FreqSelect approach.

The AssocFreqSelect approach is able to maintain a similar slip-through rate but reducing both the

time of test executions (13.91% reduction) and the costs (13.08% reduction). Our results confirm the

findings from recent research by Zhu et al. [ZSR18] where the association between the test failures

are found to be effective for re-ordering the tests.

Associations between tests are a valuable source of information for improving test effective-

ness.

The cost analysis approach, i.e. TheoSelect , is designed to optimize the cost of testing. The

results for this approach demonstrates much higher (almost three times) cost reduction in testing
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Table 1: Overall comparison of the three adopted test selection approaches.

Reduction in

execution time
Slip-throughs Reduction in cost

FreqSelect 0.01% 10.22% -0.73%

AssocFreqSelect 13.91% 11.36% 13.08%

TheoSelect 41.78% 34.65% 39.23%

compared to AssocFreqSelect . On the other hand, the slip-through test failures are also almost three

times of that compared to AssocFreqSelect . Therefore, the practitioners can choose to lower the

total costs and prefer to tolerate the fact that some failures may be missed by the testing process.

This can be especially tolerable if it can be proved that there are other mechanisms in the flow that

can catch these missed failures (c.f., Section 3.6). Otherwise, having too many slip-throughs, despite

reducing the costs can have a significant impact on the end users.

Even by taking advantage of a cost-based test selection approach, practitioners may still face

the trade-off between the slip-through test failures and the cost of testing.

3.5.2 Test Prioritization

There are generally two criteria for evaluating test prioritization; Reaching the first test failure, or

reaching all test failures as early as possible [ZSR18]. In order to evaluate the adopted approach,

we consider both of the two metrics for our evaluations.

Reduced execution time until the first failure. Our first prioritization specific metric simply

accounts for how fast a given order of running tests can find the first test failure. For each batch, we

first reorder all of the tests using our test prioritization approach. Based on the prioritized order,

we calculate the total execution time until we encounter the first test failure. We compare the test

execution time to the actual test execution time that was spent to reach the first test failure in

the test execution history from ELS. In order to minimize the bias of the original order in the test

execution history of ELS, we also compare the test execution time with prioritizing the tests in

random order. We repeat the random prioritization 1,000 times for each batch and calculate the

average execution time needed to reach the first test failure.

Area under the curve of the cumulative lift chart of the test failures. The second metric

compares the order given by our adopted approach with the optimal order. The optimal order gives

priority to the tests that would fail in each batch and have shorter execution time. In particular,

we use cumulative lift charts [MK09]. Figure 5 shows an example of the cumulative lift chart of
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Figure 2: Bean plots of test execution time reduction by comparing our prioritization with the

original order
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Figure 3: Bean plots of test execution time reduction by comparing our prioritization with the

random order

the test failures of a batch, where the y-axis shows the number of test failures and the x-axis shows

the percentage of the spent test execution time so far. For each batch, we generate such chart

for both the optimal order and the order given by our adopted approach. The effectiveness of the

prioritization technique is evaluated by the size of the area under the curve in each chart. Hence,

for each batch, we calculate the size of the area under the curve for the optimal order and the given

order by our adopted approach. We calculate the percentage (Popt) of the area under the curve of

the optimal order, that is covered by the order from our adopted approach. Therefore, Popt has a

range from 0 to 1. The closer Popt is to 1, the better our prioritization algorithm is, i.e., closer it is

to the optimal prioritization of the tests.

Our test prioritization approach can be used after the test selection approaches or as a standalone

approach (as practitioners may not want to skip any tests). Figures 2 and 3 show the evaluation of

our approaches for reaching the first failure, i.e., the reduced execution time until the first failure
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Figure 4: Distribution of the Popt values of our prioritization results.

happens. The results show that our Prio approach can effectively reduce the test executions without

having any impact on the product quality. Using our prioritization algorithm after our selection

techniques leads to further reductions in total test executions. However, this comes with the cost of

introducing missed true positives into the product line and a worse test ordering. Figure 2 compares

our prioritization techniques with the current default order obtained from the execution history of

our subject system in Ericsson. This figure shows that all of our approaches demonstrate significant

improvement over the default order in required test execution time for reaching the first failure.

Particularly, our best approach, standalone Prio reduces the time for finding the first failure, with a

median of 60.05%. Figure 3 shows similar evaluations for comparing the results of our approaches to

the results obtained from averaging 1,000 iterations of random order. Although prior studies show

that prioritizing tests in random order can be surprisingly effective [ZSR18, KP02], our standalone

Prio approach, demonstrates significant improvement over the averaged random order, with a median

of 38.01%.

Figure 4 presents the results of our evaluations using the metric related to the area under the

curve of the commutative lift chart of the test failures (Popt). The median value of Popt for each

batch is almost 100% for all of our adopted approaches. Such results show that for almost half of the

batches, the order provided by our approaches are either exactly or very close to the optimal order.

The results show that similar Popt performance is demonstrated when our Prio approach is used

standalone or combined with FreqSelect or AssocFreqSelect . On the other hand, although combining

Prio with TheoSelect shows a better prioritization, it is considered to be due to the removal of too

many tests by TheoSelect , leading to a rather easier ordering for each batch.

Test prioritization by simply considering the past effectiveness of the tests can significantly

help with reducing the time to reach the first failure as well as providing a close-to-optimal

order for running the tests.

33





There is always a rather conservative approach for test executions by having a preference for

increasing the level of quality assurance of the software with the price of spending more time and

resources. As a result, even though our initial analysis revealed that some tests can be removed due

to their low effectiveness, the preference of the test managers was to keep them anyway. Therefore,

we put more emphasis on our test prioritization techniques as in prioritization, no tests will be

removed and only the order of running them will be changed.

Solution: We leveraged two approaches to address this challenge. First of all, we focused our

techniques on test prioritization rather than test removal, i.e., instead of removing the tests, we

adopted techniques that assign a low priority to running them. Therefore, the practitioners can still

execute those tests if it is necessary and the required extra resources are available. Second, instead

of only providing historical evidence, we aimed to provide an explanation on why those tests can

be removed. For example, we can explain that Test A can be removed since the exercised APIs are

obsolete, as opposed to only show that Test A has never detected a bug in the system.

Lessons learned: Due to the important role of testing in practice, developers and testers are often

very wary of any changes in their testing processes. Therefore, they would prefer a solution that is

less invasive and is less likely to do any harm in their processes.

Lesson 1: To help with the engagement of our research, we find that a less intrusive approach

is much easier to be accepted.

After having discussions with the practitioners, we find that some of the tests are implemented

with a special purpose. For example, a test may be particularly designed to capture a very rare but

critical issue. In such cases, testers would certainly not skip those tests since no other tests aim to

detect the bugs for those scenarios.

Lesson 2: Tests that are shown to be ineffective may be particularly designed for a special

purpose as opposed to being obsolete. Test selection and prioritization techniques should

consider the special characteristics of those tests.

Challenge 2: Coping with false-positive test failures

Description: Failures in test results may not always be associated with software issues. In testing

processes of our industrial partner, we often observe test failures that are false-positives. One reason

for this is the complicated hardware and test infrastructure involved in testing the code in Ericsson,

the test failures may just be associated to a hardware failure or a noise in the system as opposed to

an actual problem in the main product code. Such false-positives introduce challenges to our test

selection and prioritization techniques. While learning the history of test executions, we need to
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take the false-positives into consideration. In addition, our approach should prioritize the tests that

give fewer false-positive failures.

Solution: In order to address the false-positives in the test results, we first incorporate analysis of the

test logs in order to assist with determining whether a test failure is due to the test infrastructure

or a real product issue. After we identify the false-positives in our test results, we change the

existing test selection and prioritization approaches to consider the existence of false-positives. The

original Microsoft’s FreqSelect and Microsoft’s AssocSelect consider all test failures. However, our

adopted approaches FreqSelect and AssocFreqSelect only consider the test execution history with

true-positive test failures. Hence our approaches favor selection and prioritization of the tests that

provide a higher number of true-positive test failures.

Lessons learned: We observe a prevalence of false-positive test failures in our experiments. Par-

ticularly, in certain software systems, the field environment can be noisy. Therefore, the testing

infrastructure and the environment may contribute to a significant amount of test failures as false-

positives.

Lesson 3: Proactively addressing the false-positives in the test results can help practitioners

in accepting our suggestions for test selection and prioritization techniques.

Challenge 3: Trade-off between slip-through test failures and testing costs

Description: Reducing the test costs can lead to an increase in the chance of having slip-throughs,

i.e. having bugs in the final software product. The general goal for test selection and prioritization

is to minimize both the costs of tests and also the number of slip-throughs. However, since there is

a trade-off between the two, it is challenging to decide how much slip-throughs are accepted when

aiming to reduce the cost of tests.

Solution: Although we provide different approaches for test selection and prioritization, there is no

gold standard to help us decide what is a good trade-off between the slip-through rate and the costs.

First, we tried to leverage the approach proposed by Herzig et al. [HGCM15] in order to generalize

both the slip-throughs and the test costs into one consolidated cost metric. Moreover, we conducted

meetings with practitioners to seek policies that may especially have been put in place for making

decisions about the slip-through trade-offs.

Lessons learned: We were surprised to find that practitioners not always have a strong negative

opinion towards having slip-throughs, with the argument that some bugs will be certainly caught in

the following test stages and it may be more economical to let certain bugs slip through certain test

stages, and be caught later in future test stages.
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Lesson 4: Slip-through test failures are not always a negative phenomenon. Practitioners

may prefer to lower the costs of the tests at certain stages and use other testing strategies

to catch the slip-through failures in other stages of the test flow, given that the practice will

lead to lowering the costs and will not affect the quality of the final product.

Challenge 4: Coping with test dependencies

Description: Tests are observed to be frequently co-failing during our experiments. Our approach

AssocFreqSelect aims to identify the tests that often co-fail in order to reduce the testing costs.

Intuitively, the co-failure of multiple tests may be due to test dependencies. Test dependencies are

often considered harmful in prior research [ZJW+14]. For example, if two tests have a dependency on

ordering (Test A needs to run before Test B), we may not leverage our test selection and prioritization

techniques to reduce the testing costs.

Solution: We aim to identify and resolve these dependencies to improve the quality of the tests.

However, in most of the associations that were identified by our AssocFreqSelect approach, we could

not find any functional dependencies among the tests.

By manually examining the tests and conducting deeper investigations with the practitioners,

we found that the tests that are found to co-fail with each other, are often both dependent on some

common external resource. For example, it can be the case that both tests depend on a common

hardware component that is currently failing to load. This can lead both of the tests to fail at the

same time.

Current research on test dependencies does not focus on the cases where external resources are

the root cause of the co-failures. Therefore, we had to manually label the tests with their external

dependencies with the relevant hardware to help with maintaining the tests.

Lessons learned: There exist many tests in our study that co-fail with each other, even though they

may be functionally independent or may be considered irrelevant to each other. We find research

efforts may be allocated to provide more sophisticated static analysis techniques to automatically

identify the root cause of the associations among the tests, leading to a more optimized test selection

and prioritization approach.

Lesson 5: Tests that co-fail may not be functionally dependent on each other. Instead, they

may co-fail due to their co-dependence on some external resource.
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Challenge 5: Deciding on the granularity of the tests

Description: There exist different granularity levels for testing software code. Unit tests are more

focused and localized while end-to-end system tests have a larger scope and scale. It is sometimes

challenging for the practitioners to decide the right granularity level of each testing process. On one

hand, the focused unit tests are less costly to run and investigate. On the other hand, the end-to-end

system tests may be more realistic and be more effective in catching bugs that are more likely to

exist in real environments.

Solution: We analyzed the associations obtained from the co-failure analysis of our AssocFreqSelect

approach, with the goal of examining whether there exist any associations among the lower level unit

tests and the more expensive end-to-end system tests. If so, practitioners may consider executing

only the unit tests in order to save the costs associated with the end-to-end system tests.

Lessons learned: We find that there exists an insignificant overlap among the unit tests and the end-

to-end system tests in our studied subsystem. In particular, we find that 80% of all true-positive

test failures that are detected in the test results are detected by the end-to-end system tests and

only 34% of them are detected by the unit tests. Such results show that 1) The more expensive

end-to-end system tests capture most of the true-positive test failures and 2) The two test categories

do not overlap heavily since only 13% of the failures are detected by both of the categories.

Lesson 6: The test failures from the unit tests and the end-to-end system tests have little

overlap. Removing the more expensive tests in this case in order to reduce costs may lead to

major consequences in the overall product flow.

3.7 Threats to Validity

In this section, we discuss the threats to the validity of the findings of this paper.

External validity. Our study is only conducted on one area of the testing processes of one of the

subsystems of Ericsson. Although ELS may carry many characteristics that are common in large-

scale software systems, the findings and experiences may not be generalizable. For example, many

of our findings are associated with the complex testing infrastructure that is specially designed for

ELS. In addition, our results are only based on the simulation of six months testing results. However,

adopting test selection and prioritization techniques on systems with shorter test execution history

may result in different experiences. Finally, the parameters that are used for tuning our adopted

approaches may be only suitable for ELS.

Construct validity. The evaluation of our adopted approaches is based on the simulation of the

testing processes. Therefore, the actual quality of the system has not been evaluated by incorporating
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our approaches into practice. In addition, the goals of our test selection and prioritization approaches

may not always align with the goals of the practitioners. For example, our association based test

selection approach aims to reduce the redundancy among the tests while practitioners may opt to

favor those redundancies to retrieve more information about the test failures. Further research may

focus on evaluating such adopted approaches considering different goals of the practitioners.

The parameters used in cost functions in the TheoSelect approach are either estimated by the

practitioners or adopted from the Microsoft’s Theo approach. These parameters may not always

exactly match the reality. Sensitivity analysis on the parameters may complement our findings and

experiences.

Our test evaluation is based on training on all data that is available prior to the testing day.

However, the testing results that are closer to the testing day may have a better power to predict

the testing results. Future research may evaluate the best duration of training data in an industrial

testing environment. Our test evaluation simulation has an assumption for independence among the

tests, meaning tests can be re-ordered or skipped without impacting others. However, as observed

by Zhang et al. [ZJW+14] this assumption may not always hold. Future research by leveraging our

approaches in practice may consider the dependencies among the tests for better test selection and

prioritization results.

Internal validity. Our approach relies on the labels that are provided by practitioners to decide

whether a test failure is a false-positive. These labels may be inaccurate and inconsistent due to

the experience and subjective bias from the practitioners. Further validation of the labels may

complement the results of our study.

The simulation of evaluating the adopted approaches does not consider the impact of the ap-

proaches on batches of commits which are being tested. For example, skipping certain tests may

lead to different testing processes. However, our simulation cannot change the execution of tests in

history. Future research may study such impacts by using the adopted approaches in practice to

select and prioritize tests on the fly.

3.8 Related Work

Tremendous research efforts have been dedicated to improving test effectiveness. The effectiveness of

the tests is optimized typically by test case minimization, selection, and prioritization, as proposed

by Laali et al. [LLH+16].

Static analysis and test coverage are leveraged as the major source of information to improve

the effectiveness of the tests [NH17, SYGM15, WNT17, NABL, KSK, KR15, SS14, JKS12, KHT13,

NTV+14, QCR08]. For example, in a recent work, Saha et al. [SZKP15] propose to address the
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test prioritization problem by reducing it to a standard information retrieval problem. They assume

that test cases and source code usually embody meaningful identifiers and comments which can be

treated as natural language. Therefore, information retrieval techniques can be utilized on them to

give priority values for running the tests. Nardo et al. [NABL] evaluate seven coverage-based test

improvement techniques on a common carefully designed industrial system. Their findings show that

finer grained coverage information can be leveraged to provide 79.5% savings in execution costs while

maintaining a fault detection capability level above 70%. On the other hand, Koochakzadeh et al.

claim that the test coverage information itself can be misleading for eliminating the test redundancy

and can result in weaker test cases [KG10, KGM09]. Despite prior research, static analysis and test

coverage based approaches are not suitable for our subject system. Due to the complexity of our

subject system, the source code is often not or only partially available. Therefore, in this paper, we

adopted approaches that depend on historical test execution information.

Historical information about the test executions is a valuable source for improving test effec-

tiveness. A recent work by Zhu et al. [ZSR18] demonstrates the use of learning co-failures in test

execution history to assist with test prioritization. Their approach prioritizes the tests by using

the co-failure history of the tests and information about the tests that just recently failed at any

moment. Noor et al. [NH17] build logistic regression models from the test executions history in

order to rank the effectiveness of test cases. Anderson et al. [ASD15] propose a classification based

approach for predicting the test failures based on the test executions history.

Research also leverages search-based techniques to optimize test effectiveness. Panichella et

al. [POPDL15] propose an approach for test case selection using a customized genetic algorithm

named Diversity based Genetic Algorithm (DIV-GA). Their approach is shown to improve the

current state of the art by diversifying the solutions (sub-sets of the test suites) generated during the

search process. Multi-objective based approaches are used in prior research by Tyagi et al. [TM14]

and Souza et al. [dSPdAB14b] to assist with test prioritization and selection. Both pieces of research

use the multi-objective particle swarm optimization technique. Their objective functions include

covering more faults, maximizing the test coverage and minimizing the execution time. We do not

consider the use of a search-based approach due to its limitation on scalability and the need for

optimizing a large number of tests for the subject system.

Empirical studies are conducted on the testing practices. Labuschagne et al. [LIH17] propose

a study for cost measurement of regression tests in practice. They study 61 Java projects running

on Travis CI and find that 18% of test suite executions fail and that 13% of these failures are

flaky. Among the non-flaky failures, only 74% were true-positives and the remaining 26% were

false-positives. Their study emphasizes the importance of the works like ours for improving test

effectiveness of continuous integration flows in large software projects.
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3.9 Conclusion

Software testing consumes a significant amount of resources in software projects. Therefore, it is

of major importance for our industrial partner to improve its test effectiveness. In this paper, we

adopted and customized multiple test selection and prioritization techniques from prior research

to improve the effectiveness of testing processes for ELS. By simulating the use of our adopted

approaches on six months of testing data, we demonstrated the effectiveness of our approaches in

reducing the costs, and test execution time. Our results show that for test selection, a combination

of association and frequency analysis of the test failures can give acceptable results. However, our

best results are obtained when doing test prioritization and using Prio approach. This approach

which is basically based on frequency analysis of the past test failures significantly outperforms all

of our other prioritization approaches. Therefore, we conclude that test prioritization is the most

effective and the least invasive approach for saving costs in testing processes. On the other hand, test

selection approaches can be used in scenarios where slip-throughs are tolerable. More importantly, we

documented our challenges and lessons learned as an experience report. Such information is valuable

for practitioners who are willing to adopt test selection and prioritization techniques into their day-

to-day workflow. Our findings highlight the opportunities and challenges involved in leveraging test

execution history for improving test effectiveness in both research and practice.
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Chapter 4

Bisecting Commits and Guiding Test

Bisection to find Culprits with Risk

Models

This chapter will be submitted verbatim to a journal

4.1 Abstract

Software testing is one the costliest stages of software development life cycle. One approach to

reducing the test execution costs is to group changes into groups and test all the changes as a

batch. In this work we study the impact of batch testing in reducing the number of test executions

to deliver changes and find true failures, i.e. culprit commits. Based on the FailureRate we run

simulations to determine the optimal BatchSize for three projects at Ericsson. Flaky test failures

are tests that pass and fail on the same change. We factor test flakiness into our simulations as

they increase the number of executions to test changes. The larger the FlakeRate the smaller the

BatchSize. Although batch testing can help to reduce the test executions, unlike testing each change

independently, when there is a failure a bisection must be done to find the likely true failing culprit

commit. We introduce a novel technique where we guide bisection based on two risk models: a bug

model and a test execution history model. We isolate the risky commits by testing them individually,

while the less risky commits are tested in a single large batch. Our results show that batch testing in

ideal environments with low test failure rates can reduce the test executions up to 72%. We also show

that test flakiness will limit the savings to 42% as larger batches increase the probability of flakiness

and hence extra executions. Moreover, we show that risk calculation approaches can be effectively
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used to predict the culprit commits in a failing batch. Moreover, we show that culprit predictions

can be used with our TestTopN approach to help to reduce the test executions up to 9% compared

to our FifoBisection baseline. The results we present here have convinced Ericsson developers to

implement our culprit risk predictions in the CulPred tool that will make their continuous integration

pipeline more efficient.

4.2 Introduction

Software testing is one of the costliest stages of the software development process. Prior research

estimates that testing consumes between 30% to 50% of the time in software development life

cycle [PZTM13]. To isolate test failures, many companies have adopted the DevOps strategy of

testing each individual commit. While effective at isolation there are substantial computation re-

quirements. To limit the resource requirements, many software companies, including Ericsson, have

adopted batching to reduce the cost of testing. Batch testing groups commits and allows all of them

to be tested at once. When the batch passes, all of the commits can proceed in the continuous

integration pipeline at once and save the resources.

Although batch testing can reduce test executions, it introduces a new problem. When a batch

fails, the culprit commits causing the batch failure need to be identified. One of the common

approaches used for finding a culprit in a group of failing commits is bisection. When commits are

ordered, GitBisection [GBS] can use an ordered binary search to identify the culprit in log(n) time.

However, GitBisection cannot be used in our studied subsystem in Ericsson as commits are not

merged yet and have no order. In this regard, Ericsson has adopted an approach named bisection

were batches are split in half and tested until the culprit is found.

In the first part of our work, we study the impact of batch testing on reducing the test executions

in environments with various test failure rates. In practice, test failure rates in test environments

tend to be very low. For example, on Chrome only 12.5% of tests fail [ZSR18]. Batch testing offers

the highest savings in test environments with low failure rates.

In the second part we examine flaky tests, which can pass and fail on the same commit. Google

reports that 1 in 7 tests are flaky and that 84% newly failing tests are actually flaky failures [Mic16].

Flaky tests are exacerbated by batching, as the batch size grows the probability that one or more

commits will have a flaky test failure also grows.

In the last part of our work, we propose more efficient approaches for finding the culprits when

a batch failure happens. First, we propose risk-based approaches for calculating risk values for

the commits of a batch. Then we propose a TestTopN approach for testing the riskier commits

individually and the rest of the lest risky commits together in a separate batch. We study how
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this approach can reduce the test executions compared to the bisection approach used in Ericsson.

We propose two risk calculation approaches. The first approach is based on well-studied bug model

literature [KSA+13]. Our second approach is based on using test execution history and the file

changes of the commits.

More specifically, we answer the following three research questions.

RQ1: What is the most cost-effective BatchSize for the number of culprits discovered

during testing?

Batching commits for testing is more efficient with a low test failure rate, i.e. CulpritRate. The

smaller the number of the test fails, the larger the BatchSize as there will be few failures. In contrast,

the higher the CulpritRate the larger the number of bisections resulting in more executions.

In this work, we have studied the impact of batch size on the test executions and what an most

cost-effective BatchSize should be. We have seen that in an ideal environment for projects that have

lower CulpritRate, a higher batch size will lead to fewer executions.

The higher the CulpritRate the smaller the most cost-effective BatchSize. For example, Project

A has a CulpritRate of over two times Project C and with a BatchSize of 4, the savings are 46%,

while Project C can have a BatchSize up to 9 with savings of 72%.

RQ2: What is the most cost-effective BatchSize when some bisections are done as

a result of flaky failures?

Test flakiness is an inevitable part of any test environment. Google reports that 1 in 7 tests

are flaky and that 84% newly failing tests are actually flaky failures [Mic16]. A flaky test failure is

defined as a test that passes and fails on the same commit. We study the impact of test flakiness

in finding the most cost-effective BatchSize. Our study shows higher FlakeRate will limit the most

cost-effective BatchSize. When commits are tested individually, a flaky failure does not affect other

commits and the number of executions remains constant. In contrast, the larger the BatchSize the

higher the probability that at least one of the commits in the batch will be flaky. Any flaky batch

failure incurs the penalty of an unnecessary bisection.

The higher the FlakeRate the smaller the BatchSize and the smaller the savings in executions.

For example, Project B has a 1/3 higher FlakeRate than Project C and a BatchSize of 4 saves 14%

of the executions compared to 41%, respectively. With flaky failures, Project C’s most cost-effective

BatchSize and savings are reduced from a BatchSize of 9 and execution savings of 72% to 4 and

41%, respectively.

RQ3: Can risk models predict the culprit commit and reduce the number of execu-

tions to find the culprits on failing batches?

Batch testing is effective in reducing the test executions, however, introduces a new problem.

When a batch fails, the root cause of the failure, i.e. culprit, needs to be found among the failed
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commits. We use commit risk models to predict the culprit commit when a batch fails. We use two

types of models, Bug models, and historical test information.

Bug models have been effective at identifying the commits that are most likely to lead to future

bugs, i.e. bug introducing changes. [HBB+12, RHTZ13, TMH+15, Aki71, DLR10, Has09, ZPZ07,

MW00, MPS08, NZZ+10, RPH+11, KZJZ07, GFS05, LHSR06, MK92, CMRH09, MKAH14, Moc10,

SJI+10, SMK+11, KSA+13]. We use these techniques to identify which of the commits is the most

likely culprit. We then test the riskiest commits individually and batch the remaining commits.

Our second approach is based on using test execution history. Test executions history has

been largely studied for performing test selection and prioritization [KP02, ERP14, ASD14, ZSR18,

CMBA17]. In contrast, we use test execution history to predict a culprit commit given a batch test

failure. Particularly we use the relationship between file changes and test failures extracted from the

test execution history. Campbell et al. [CMBA17] have proposed an approach for suggesting tests

to run based on file changes. We reverse this idea by determining the most likely culprit given the

failing test and the files under change. We found that our risk-based approaches can significantly

reduce the number of test executions by predicting the culprit commits.

Both culprit risk prediction models are effective, but TestExecutionHistory outperforms Bug-

Model . TestExecutionHistory is able to predict the culprits using the Top2 predictions are sufficient

and correct 63% and 66% of the time for Projects B and C with BatchSizes = 4. Compared to

FifoBisection this results in -9.0% and -7.6% fewer executions, respectively.

The results we present here have convinced Ericsson developers to implement our culprit risk

predictions in the CulPred tool that will make their continuous integration pipeline more efficient.

This paper is structured as follows. In Section 4.3, we discuss the batching and bisection process

used at Ericsson. In Section 4.4, we explain how we guide the bisection process to fewer executions.

In Section 4.5. we introduce the theory behind bisection and introduce our commit risk models. In

Section 4.6, we introduce our simulations methodology and data used in the study. In Sections 4.7,

4.8, 4.9, we present results for each of our research questions. In Section 4.10, we describe the threats

to validity and how we mitigate them. In Section 4.11, we discuss related work to our study. In

Section 4.12, we present our contributions and conclude the work.

4.3 Background on Batching and Bisection

To reduce test execution costs, instead of testing each new commit submitted by developers indi-

vidually, commits can be collected in groups called batches and tested together. Ericsson uses this

technique to reduce test executions as part of its Continuous Integration processes.

In this context, every batch is a group of one or more commits that require specific tests. As
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developers submit new changes, commits enter the test queue. The batching process consists of

periodically collecting commits from the top of the queue and running their required tests. As tests

are combined into a single build and tested together, batching can reduce test executions significantly.

Although batch testing can reduce test executions significantly, when a test fails on a batch,

we need to isolate the commit that is causing the failure, i.e. the culprit commit. One approach

to isolate the culprit commit is to run a binary search on the commits contained in a batch. This

process is called Bisection at Ericsson and is run until the culprit is isolated.

The bisection process involves splitting the commits of the batch in half and is illustrated in

Figure 6. This produces two new batches that are each half the size of the original batch. If the

tests pass on a batch, we know the culprit is not among these commits. If a batch fails, we continue

the bisection process. The stopping condition is when the remaining batches contain a single commit

and the tests on that commit fail. A single commit with a failing test is the isolated culprit. The

culprit will be subject to further investigations by testers or developers.

For example, in Figure 6, the process starts with Batch #1. This batch fails because it includes

one culprit commit: Commit #102. The commits in Batch #1 are split into Batch #2 and Batch

#3. Batch #2 passes because it includes no culprits. Therefore, all of its commits get delivered.

Batch #3 however, fails because it includes the culprit commit. Batch #3 is split into Batch #4

and #5. Batch #5 passes. Batch # 4 however fails and because it consists of one commit it is the

culprit.

Mathematically, we know that a binary search always requires log2(n) executions. However, as

can be seen in the example, the tests must be run on both sides of the split binary tree. As a result,

we must run 2 ∗ log2(n) executions. Since we must determine if the starting batch passes, we need

an additional execution. With n commits, the number of executions required to find a single culprit

is

2 ∗ log2(n) + 1 (5)

4.4 Guiding Bisection based on Risk

Commits are batched and tested in the order in which they arrive (FIFO queue). However, some

commits contain more risky changes than others [KSA+13]. Our goal is to model the risk and group

changes such that risky commits are tested individually while less risky commits are grouped into

batches that will likely pass without requiring bisection. In this section, we describe how we guide

bisection by risk, in subsequent sections we show how we calculate the risk for our two models:

TestExecutionHistory and BugModel .
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The bisection process is inefficient because when any batch fails, there are at least 2 ∗ log(n)

additional executions, where n is the number of commits in the failing batch. We introduce the

TestTopN approach to isolate the top N riskiest commits and test them individually while batching

the remaining commits into a single large batch.

Figure 7 provides an illustration of top1. The process starts with Batch #1, which fails because

it includes a culprit. After the failure, we calculate risk values for the commits and test the topn

individually. For top1 we individually test the riskiest commit. The remaining commits are tested

as a single batch of size three. To find the culprit and deliver the commits, we need three executions

instead of the five used for normal bisection (see Figure 6).

4.5 Culprit Risk Models

BugModels have been used to suggest risky files and changes [KSA+13] that are more likely to contain

future bugs. However, it has been difficult for developers to act upon these predictions as they do

not indicate specific problems in the source code. TestExecutionHistory has been used to determine

which tests should be run for a set of files as well as to prioritize tests in a queue [CMBA17], but

has not been used to create batches of commits. In this work, we modify these approaches to assign

risk to each of the changes under test and to determine which commit is most likely to be the true

test failure, i.e. culprit. We guide the bisection processes by testing high risk commits individually.

4.5.1 BugModel

BugModels have a long history in the software engineering literature. Researches have predicted

which files and modules are most likely to contain defects, i.e. which are riskiest[HBB+12, RHTZ13,

TMH+15, Aki71, DLR10, Has09, ZPZ07, MW00, MPS08, NZZ+10, RPH+11, KZJZ07, GFS05,

LHSR06, MK92, CMRH09, MKAH14, Moc10, SJI+10, SMK+11].

In contrast, Kamei et al. [KSA+13] quantified the risk of a commit instead of an individual file

or module. In this way, the authors were able to alert developers to the changes that may need

additional review. However, the measures are difficult to act upon because they simply indicate that

a change is “large” or that a developer has less experience, instead of indicating specific problems in

the source code. Since our goal is to simply identify the riskiest commit and test to determine if it

is the culprit, these models are sufficient.

Instead of training on the likelihood that a change will introduce a bug, we are interested in how

likely a commit is to fail tests, i.e. is a culprit indicating a system fault. We train a logistic regression

model to distinguish the commits that are most likely culprits, so our unit is the commit. We use

many of the measures proposed by Kamei et al. [KSA+13]. As each commit may have multiple file
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changes, if a measure is related to specific files, the average of the metric over all of the file changes

of the commit is considered. The measures are explained below:

1. Number of line changes: Total number of lines deleted and inserted in the commit.

2. Number of file changes: Total number of file changes in the commit.

3. Number of modified subsystems: Kamei et al. [KSA+13] define a subsystem as the root

directory of a file path in a project tree. For this metric, we simply count the number of file

changes that have different root directories.

4. Commit message: A boolean value based on availability of “bug”, “fix”, or “defect” in the

commit message [KSA+13].

5. Developers: Number of developers that were involved in change history of the changed files

of the commit, averaged over the files.

6. Experience: Experience of the author of the commit on each of the changed files of the

commit, averaged over the files.

7. Change time interval: Time interval between the current change and the previous change

of each of the changed files of the commit, averaged over the files.

4.5.2 TestExecutionHistory

Previous work has shown that tests that have failed in the past are likely to continue failing [ASD14,

KP02, ERP14, ZSR18]. Preliminary work at Ericsson has shown a relationship between failing tests

and the files in the change under test [CMBA17]. While these works use test history to select and

prioritize the tests that should be run for a change, we are the first to use this relationship to

determine which change in a failing batch is the likely culprit. For each historical culprit, we record

the tests that fail and the files that were changed, so that we can calculate how likely a test is to

fail for a given file. The following process is used to calculate a culprit score for each commit in a

batch.

1. Given the frequency of historical file and test failures, we calculate the probability that the

culprit is related to a file and test as:

Prob(filen, testx) =
#filen_fails_testx
#total_fails_testx

(6)

2. We normalize this probability, by the number of lines changed in the file over the total lines

changed in the commit:
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define the CulpritRate to be the number of culprit commits divided by the total number of commits

for the project.

CulpritRate =
#CulpritCommits

#TotalCommits
(9)

The respective CulpritRate for projects A, B, and C is 6.8%, 8.6%, and 2.8% culprits. Project

A and B have a similar CulpritRate, with Project B having slightly more culprits. Project A and B

have slightly over twice as many culprits as Project C.

We must quantify the FlakeRate for our simulations because flaky test failures require additional

bisections and executions. A flaky test failure is defined as a test that passes and fails on the same

commit. We define a FlakyBatch as a batch that initially fails, but does not lead to an individual

failing commit, i.e. no culprits are identified. We define the FlakeRate as the number of flaky batches

divided by the total number of batches.

FlakeRate =
#FlakyBatches

#TotalBatches
(10)

The respective FlakeRates for Projects A, B, and C are 23.6%, 23.1%, and 16.9%. Projects A

and B have a similar FlakeRate, with Project A being slightly higher. Projects A and B have 1/3

more flaky failures than Project C.

4.6.1 The Impact of BatchSize on FlakeRate

We calculated the overall FlakeRate for all BatchSizes. However, the larger the BatchSize the higher

the probability that at least one of the commits in the batch will be flaky. We do not know the

FlakeRate for individual commits or tests. Instead, we know the size of the batch and whether or

not it was a FlakyBatch. Any flaky batch failure incurs the penalty of unnecessary bisection and

executions that must be accounted for in a simulation. We create a logistic regression model to

determine the probability that a batch of size n will result in a flaky failure.

In Figure 9, we plot the logistic regression line indicating the probability of failure for batch sizes

1 to 20. Ericsson requested that we do not show the actual FlakeRate for batches, so the y-axis is

unlabeled. However, it is clear that as the BatchSize grows, the probability that a batch is flaky

increases dramatically.

Equation 11 shows how we correct for these flaky batches. We multiply the number of batches

by the FlakeRate to give us the expected number of flaky batches. Each flaky batch requires an

additional bisection, the cost in executions is defined in Equation 5.

#FlakyExecutions = #Batches ∗ FlakeRate ∗ 2 ∗ log2(n) (11)
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of culprits. We use the first 3 months as an initial training period. After this period, we test the

approaches on the commits that are available for the test each day, t = 90 to t = 270. To predict

whether a failure on day D = t will lead to a culprit, we train on the historical data from D = 0 to

D = t− 1 and test on D = t. We repeat this training and testing cycle for each day until we reach

D = 270.

We also run a simulation, using a sliding training window of three months. In this case, to predict

whether a batch failure on day D = t will lead to a culprit, we train on the historical data from

D = t− 90 to D = t− 1 and test on D = t. We repeat this training and testing cycle for each day

until we reach D = 270.

While we simulate batching on Ericsson data, our method and measures are not tied in any way

to Ericsson data. To run this simulation on other projects, one simply needs the test outcomes for

each change. The test outcome will allow one to calculate the CulpritRate and FlakeRate.

4.7 Result 1: BatchSize given CulpritRate

RQ1: What is the most cost-effective BatchSize for the number of culprits discovered

during testing?

Batching commits for testing is more efficient with a low test failure rate, i.e. CulpritRate.

The higher the CulpritRate the larger the number of bisections resulting in more executions. In

the extreme case, where there are no test failures, all commits could be placed in a single massive

batch requiring a single passing execution and saving n-1 executions, where n is the total number of

commits.

In practice, the CulpritRate tends to be very low. For example, on Chrome 12.5% of tests

fail [ZSR18]. Since the vast majority of tests do not fail, testing all commits individually wastes

resources. Theoretically, the lower the CulpritRate, the higher the BatchSize.

The first step in finding most cost-effective BatchSize is quantifying how often tests and commits

under test fail and lead to an investigation by developers. This matter relates to the CulpritRate

of te projects. For confidentiality reasons, we cannot report the CulpritRate for the three Ericsson

projects. However, projects A and B have higher culprit rates, at least two times higher than Project

C. Project B has a slightly higher CulpritRate than Project A. With these variable CulpritRates, we

simulate the savings relative to testing all commits individually, TestAllCommits, for BatchSizes 1

through 20.

Figure 10 shows the simulation results. The savings are substantial even for the smallest Batch-

Size = 2 commits. The figure shows that this batch size requires 34%, 34%, and 44% fewer executions

for projects A, B, and C, respectively.

53



We see that the savings are logarithmic, with the majority of the savings occurring with Batch-

Sizes up to 4. For Project C with the lowest CulpritRate, we note that the savings plateau with

BatchSizes greater than 9 providing little additional savings. The maximum saving is 50%, 47%,

and 74% for the projects respectively.

These savings and BatchSizes validate our conjecture. Project A and B have similar CulpritRates

and see similar most cost-effective BatchSizes and savings in executions. Project B has a slightly

higher CulpritRate than project A and also sees slightly less savings. Project A and B have two

times more culprits than Project C. Project C has the highest BatchSize and the greatest savings.

The higher the CulpritRate the smaller the most cost-effective BatchSize. For example,

Project A has a CulpritRate of over two times Project C and with a BatchSize of 4, the

savings are 46%, while Project C can have a BatchSize up to 9 with savings of 72%.

4.8 Result 2: BatchSize given FlakeRate

RQ2: What is the most cost-effective BatchSize when some bisections are done as a

result of flaky failures?

A flaky test failure is defined as a test that passes and fails on the same commit. We define a

FlakyBatch as a batch that initially fails, but does not lead to an individual failing commit, i.e. no

culprits are identified.

Flaky tests are a significant problem, with Google reporting that 1 in 7 tests are flaky and that

84% newly failing tests are actually flaky failures [Mic16]. When commits are tested individually,

a flaky failure does not affect other commits and the number of executions remains constant. In

contrast, the larger the BatchSize the higher the probability that at least one of the commits in the

batch will be flaky. Any flaky batch failure incurs the penalty of an unnecessary bisection. As the

BatchSize grows the probability of a flaky failure increases according to the models in Figure 9. The

FlakeRate will limit the most cost-effective BatchSize.

In Section 4.6.1, we modeled the FlakeRate for batches of size 1 to 20 for each project. In this

section, we adjust the simulation for the varying FlakeRate of our studied Ericsson projects. While

we cannot report the actual FlakeRate at Ericsson, we note that projects A and B have 1/3 more

flaky failures than Project C. Project A has a slightly higher FlakeRate than Project B.

Figure 11 shows the simulation results after correction for the FlakeRate of the projects for

different batch sizes. At BatchSize = 2 we see a reduction in executions of 7%, 9%, and 30%

respectively for projects A, B, and C. We see that the savings in executions are logarithmic up to

BatchSize 2, 4, and 4, respectively. After BatchSize = 4 we see a decrease in the savings with an

54





increase in the number of executions as flaky failures become more frequent in larger batch sizes.

The maximum saving is 7%, 14%, and 41% for projects A, B, and C at BatchSize = 4 for projects

B and C and at BatchSize = 2 for project A.

These savings and FlakeRates validate our conjecture. Acknowledging flaky failures reduces the

most cost-effective BatchSize. Project A has the highest FlakeRate and the smallest most cost-

effective BatchSize of 2 and lowest savings of 7%. Project B has slightly lower FlakeRate and has

more commits than Project A, its most cost-effective BatchSize is 4 with savings of 14%. Projects

A and B have a FlakeRate at least 1/3 larger than Project C. Project C has an most cost-effective

BatchSize of 4 with savings of 41%.

Without considering the FlakeRate, Project C had a BatchSize of 9 and a savings of 72%.

However, in Figure 11, we can see by a BatchSize of 4, Project C already saves 64%. Creating

larger batches of commits leads to a higher probability that any one of them will be a flaky failure

requiring additional wasted executions. The trade-off between savings and additional executions is

optimized at a BatchSize of 4 for Project C. Clearly the FlakeRate must be taken into account when

performing simulations to find the most cost-effective BatchSize for a software project.

The higher the FlakeRate the smaller the BatchSize and smaller the savings in executions.

For example, Project B has a 1/3 higher FlakeRate than Project C and a BatchSize of 4

saves 14% of the executions compared to 41%, respectively. With flaky failures, Project C’s

most cost-effective BatchSize and savings are reduced from a BatchSize of 9 and execution

savings of 72% to 4 and 41%, respectively.

4.9 Result 3: Risk Models to Predict Culprit Commits

RQ3: Can risk models predict the culprit commit and reduce the number of executions

to find the culprits on failing batches?

In this section we use BugModels and TestExecutionHistory models to predict which commit in a

batch is the true culprit. Our goal is to reduce the number of executions to find the culprit by testing

high-risk commits in isolation. We isolate the top K riskiest commits and test these individually

while combining the remaining less risky commits in a single large batch. In the background on

bisection in Section 4.3, we use Figure 7 to illustrate how the riskiest commit, Top1, is tested in

isolation, while the remaining 3 commits are tested in a batch. However, if the risk prediction is

incorrect, we would need a maximum of 7 executions to find the culprit. In contrast, Figure 6 shows

a bisection of a failing batch will always require 5 executions to find a single culprit. An accurate

risk model will reduce the number of executions, while an inaccurate model can even increase the
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number of executions to find culprits.

We evaluate the BugModels and TestExecutionHistory models on two evaluation measures: Suf-

ficientAndCorrectAtK, and PercentExecutionDifferenceWithBisection.

SufficientAndCorrectAtK determines how many of the total culprits in each batch are correctly

predicted in the TopK suggested commits of the algorithm.

SufficientAndCorrectAtK =
NumCorrectCulpritPredictionsAtK

TotalCulprits
(13)

For example, a batch with two culprits using K = 1 has a maximum SufficientAndCorrectAt1 of

1/2 or 50%, as no single prediction can find two culprits. In contrast, the maximum SufficientAnd-

CorrectAt2 is 2/2 or 100%.

Our ultimate goal is to reduce the number of total executions. We calculate the difference in the

number of executions for the risk models relative to the current process at Ericsson.

PercentExecutionDifferenceWithBisection = 1−
NumExecutionsBisection

NumExecRisk
(14)

A negative percent difference indicates a saving in executions when compared with FifoBisection,

while a positive percentage indicates that the risk-based approach does not outperform FifoBisection

and requires more executions.

BatchSize for Culprit Prediction. In the previous section, we found that Project A has an

most cost-effective BatchSize of 2, which means that when there is a test failure, there will always

be two executions regardless of commit risk, i.e. both commits need to be tested individually. We

exclude Project A from this analysis. In contrast, we found that the optimal BatchSize for bisection

for Projects B and C is four commits. We use BatchSize = 4 to evaluate our risk-based algorithms.

We also experimented with BatchSize = 1 . . . 16 and found that size 4 produced the best result.

We evaluate Top1 and Top2 only because with a BatchSize = 4, TestTop3, TestTop4, and TestAll

are equivalent requiring all commits to be tested individually. For example, if we test the Top 3

ranked commits in isolation the remaining batch has only one commit, so all commits are tested

effectively in isolation, which is equivalent to TestAll.

Results for Culprit Risk Prediction

The results of our analysis are shown in Table 2 1 2. For TestTop1, the top-ranked commit will be

tested in isolation, while the remaining three commits will be tested as a batch. If the prediction is

incorrect, we re-run the process on the next highly ranked commit. The BugModel with TestTop1

has SufficientAndCorrectAt1 of 22% and 34% for Projects B and C respectively. However, it requires

1Project A most cost-effective BatchSize is 2, so both must be tested regardless of risk.
2Considering how the TestTopN approach works we can see Top3 = Top4 = TestAll.
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Table 2: Results of risk-based approaches

TopK = 1 TopK = 2

Project B SufficientAndCorrect Difference in Executions SufficientAndCorrect Difference in Executions

BugModel 22% 5.0% 59% -7.4%

TestFile 33% 0.7% 63% -9.0%

Project C SufficientAndCorrect Difference in Executions SufficientAndCorrect Difference in Executions

BugModel 34% 2.6% 59% -4.3%

TestFile 46% -5.0% 66% -7.6%

5.0% and 2.6% more total executions than FifoBisection, for Projects B and C. TestExecutionHistory

with TestTop1 has a SufficientAndCorrectAt1 of 33% and 46%, for Projects B and C respectively.

For Project B TestExecutionHistory with TestTop1 requires 0.7% more executions. However, for

Project C we see fewer total executions are needed, -5.3%, when compared to FifoBisection.

When there is more than one culprit, a model that only predicts one culprit, i.e. TestTop1, will

not be able to find all culprits and will require additional executions. Project B has batches with

two or more culprits 25% of the time and clearly requires at least TestTop2. In contrast, Project C

has two or more culprits only 6% of the time. The BugModel ’s predictions are not accurate enough

at TestTop1 and require more executions than FifoBisection due to these inaccurate predictions.

In contrast, TestExecutionHistory ’s Top1 prediction is accurate enough to reduce the number of

execution, -5.0%, for Project C.

For TestTop2, the commits ranked 1 and 2 by the commit risk model are tested individually,

while the other commits are tested in a single batch. The BugModel with TestTop2 has a RecallAt2

of 59% for both Project B and C. The corresponding values for TestExecutionHistory are 63% and

66%. TestExecutionHistory with Top2 is the most effective technique improving on the BugModel by

4 and 7 percentage points for the projects respectively. Both commit risk models are more effective

than FifoBisection for Project B and C with -7.4% and -4.3% executions for BugModel and -9.0%

and -7.6% executions for TestExecutionHistory , respectively. The model accuracies at Top2 are

sufficient to reduce the number of executions when compared with FifoBisection.

Both culprit risk prediction models are effective, but TestExecutionHistory outperforms Bug-

Model . TestExecutionHistory is able to predict the culprits using the Top2 predictions with

a SufficientAndCorrectAt2 of 63% and 66% for projects B and C with BatchSizes = 4. Com-

pared to FifoBisection this results in -9.0% and -7.6% fewer executions, respectively.
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4.10 Threats to Validity

Our study only considers three projects in the software development environment of Ericsson. Al-

though we believe that these projects can be good representatives of generic projects in industry, our

results may not generalize to other projects. They also have varying size, Project A is the smallest,

and variations in FailureRate and FlakeRate, Project A has twice as many culprits as C and Project

B has 1/3 more flaky failures. Our methodology and simulation only requires the test outcomes on

commits and can easily be applied to other projects to determine the most cost-effective BatchSize

for a project.

Our simulations include simplifications of some of the Ericsson processes and may not exactly

match the reality of the development environment of Ericsson. In order to verify our results, we

suggest practitioners implement our approaches in production workflows and evaluate the results in

real environments after determining the most cost-effective BatchSize.

Notes on other experimental conditions. As explained in Section 4.6.2, we have experi-

mented two training models: a sliding window training model and also using all previous data. Our

results show that the savings using a sliding window training model is slightly lower than using all

previous data. Particularly, for our best approaches, i.e. TestTop2 BugModel and TestExecution-

History , savings are -8.2% and -5.2% instead of -9.0% and -7.4% respectively for Project B and

-7.0% and -3.6% instead of -7.6% and -4.3% respectively for Project C. Hence, the diagrams and

distributions explained in this section are based on using all previous data at each iteration day.

This parameter can be easily changed based on the results attained for other projects.

Moreover, our experiments show that some of our extracted features for creating bug models lead

to deterioration of the results. Notably, features regarding average developer experience, number

of file changes and average time interval among file changes have been excluded from because the

reduced the quality of the culprit risk predictions.

Finally, we assume that a FlakyBatch will result in the same number of executions as is required

to find a single culprit, i.e. 2 ∗ log2(n). However, given that the test is flaky, all tests may pass on

the first split in the bisection. In the case of batches of size 8, finding a single culprit requires 6

executions. However, if all commits pass after the first split, there are only 2 additional executions

required. Our approach is conservative when treating bisections adding the number of executions

required to find a culprit even if one does not exist, i.e. a flaky batch.

Different combinations of commits in a batch can be another source of test flakiness. For example,

when commit a and commit b are tested together they are flaky. However, when combined with

commit c they are not flaky anymore. We have not taken into account the impact of combining

different commits together on test flakiness.
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4.11 Related Work

There are two reasons why commits are grouped: test efficiency and integration. When resources

are scarce, e.g. expensive specialized test hardware, individual commits must be grouped together

as there are not enough resources to test each commit individually. While unit tests can determine

that each individual commit is working, we must test to ensure that when the changes are combined,

i.e. integrated, there are no new faults. Regardless of the reason for a batch, once it fails the commit

or commits that are causing the problem must be identified and fixed, i.e. the root cause or culprit

must be found [Rei09].

One of the common approaches used for finding a culprit in a group of failing commits is bisec-

tion. When commits are ordered, GitBisection [GBS] can use an ordered binary search to identify

the culprit in log(n) time. At Google integration tests can run on the order of hours and can cover

thousands of commits, making GitBisection too computationally expensive. Instead, Google devel-

opers use the static build dependencies to determine which tests must be run when a file is changed.

When a group of changes fails during integration testing, Google developers can immediately elimi-

nate all changes that do not individually relate to the failing test. Since there can be thousands of

changes in an integration test, Google also scores the remaining commits on the basis of the number

of files in a change (more files, more likely to be the culprit) and the distance to the root of the build

test dependency DAG (closer to the root, safer as more developers have assessed it by now) [ZR17].

At Ericsson, GitBisection is not possible because the commits are combined into an unordered

group of changes. A bisection on an unordered set of commits is more expensive than an ordered

GitBisection requiring 2 ∗ log2(n) + 1 executions (see Section 4.3). Furthermore, at Ericsson, it is

complicated to extract the static build dependency graph of which tests will be run. In our work, we

evaluate the optimal batch size given the FailureRate and the FlakeRate. We then guide bisection

by using historical models, instead of statical dependencies.

Test Selection

The goal of test selection is to choose the most appropriate tests to be run for a given change. In

our work, we use these ideas to determine which change is the most likely culprit given the tests

that have failed.

Early work on test selection used static analysis and code coverage [NH17, SYGM15, WNT17,

NABL, KSK, KR15, SS14, JKS12, KHT13, NTV+14, QCR08, LLH+16]. The Google culprit

finder [ZR17] uses similar information in the form of build test file dependencies to select the most

likely culprit.

In contrast, our work builds on the history of test failures. To prioritize tests, previous works have
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used the recency of the test failures to determine which test is most likely to fail [KP02]. Building

on these ideas, researchers have developed sliding windowed predictions [ERP14], used association

rule mining [ASD14], and test co-failure distributions [ZSR18]. These only consider the tests and

do not consider the unit under test. In contrast, a preliminary work at Ericsson determined which

tests to run on the basis of which tests have failed with commits containing similar files [CMBA17].

We reverse this idea and instead of predicting which tests to run given the files in a change, we

determine which is the most likely culprit given the failing test and the files under change.

Through test selection, Elbaum et al [ERP14] report a savings of 70% to 80% of executions. In

our work, we run all the tests and are able to save 50% to 74% of executions. When flaky test

failures are accounted for, the results show savings of 7% to 41% compared to our testing all of the

commits as our baseline.

Anderson et al [ASD14] use association rule mining to predict the tests that are most likely to

fail. They report a precision of up to 46.3 and recall of up to 76.6. Their goal is to select tests to

run for a change, while in our work we select the commit that is most likely to have a failing test.

Our average SufficientAndCorrectAt2 which is the same as RecallAt2 is 64.5%, and although has a

different purpose is comparable to other results.

BugModels

Recent works have extensive studied bug predictions and bug models. The focus of earlier work has

been on predicting defective software modules or evaluating the impact of different software met-

rics related to that [HBB+12, RHTZ13, TMH+15, Aki71, DLR10, Has09, ZPZ07, MW00, MPS08,

NZZ+10, RPH+11, KZJZ07, GFS05, LHSR06, MK92, CMRH09, MKAH14, Moc10, SJI+10, SMK+11].

However, other studies focus on predicting defects on the change level. Predicting bugs on the

change level makes it easier for developer address the issues and act on the predictions. For example,

Kim et al. [KJZ08] propose an approach for classifying the developer changes as buggy or clean. They

extract features like the lines modified in each change, author and time of the change, complexity

metrics and etc. from software revision history and train a Support Vector Machine classifier to

predict the changes as buggy or clean. This approach also examines the risk associated with each

submitted change without connecting them to a concrete fault localization context of a test failure.

Our approach, on the other hand, does so using an empirical approach that points to the culprit

change that is involved in a test failure.

Kamei et al. [KSA+13] propose a risk analysis approach in change level. They construct a

logistic regression model for analyzing changes using different factors under six high-level categories

of diffusion, size, purpose, history, and developer experience to calculate the risk values. The number

of modified subsystems, lines of code added, the average time interval between the last and the
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current change, and recent developer experience are among the utilized metrics. We adopt this

study as one of our risk prediction approaches.

Yang et al. [YLX+15] propose a deep learning based technique for predicting the faulty changes.

They use an advanced deep learning algorithm named Deep Belief Network for extracting a set

features for measuring the changes. Then they train a logistic regression classifier for predicting the

risk values of the changes. Similar to [KSA+13], this approach also just predicts the risks associated

with different changes but does not associate them with any concrete test failure. Our approach,

however, starts from a concrete test failure and attempts to locate the change associated with that

test failure. Yang et al. [YLXS17] propose another similar study for predicting defective changes

using a two-layer ensemble learning approach. Young et al. [YAB18] propose a replication of this

study.

What all these studies have in common is predicting the buggy commits as early as possible, a

process called just-in-time defect prediction. A problem with these bug models is that there is no

concrete evidence that a suggested change is actually problematic and needs to be investigated as

soon as possible. Our study, however, focuses on predicting culprit commits. A culprit commit is

one of the multiple changes that have actually failed a test and needs to be found and addressed

right away.

Kamei et al. [KSA+13] report an average precision of 37% and recall of 67%. Kim et al. [KJZ08]

report an average precision of 61% and recall of 62% for the same projects. Yang et al. [YLX+15]

use deep learning on the same projects and achieve an average precision of 35% and a recall of 69%.

Our BugModel achieves an average SufficientAndCorrectAt2 (RecallAt2) of 59%. While our recall is

comparable to previous works, our goal is to find the culprit that is causing a test failure instead of

the potential introduction of a bug in a commit. By incorporating historical test information in the

TestExecutionHistory model, we attain an average SufficientAndCorrectAt2 (RecallAt2) of 64.5%,

which outperforms the BugModel .

4.12 Conclusion

The resources required for testing large-scale modern software systems has grown dramatically.

Each change must be tested and integrated. To save resources, commits are grouped into batches

for testing. We are the first work to study to examine the most cost-effective BatchSize based on

the number of true test failures, FailureRate. Flaky tests are a known problem on all large systems,

we factor FlakeRate into our simulations. The FlakeRate is more damaging with large batch sizes as

the number of commits in a batch grows so does the probability of the batch failing due to a flaky

test. We also use risk prediction models to more quickly isolate commits that are the likely culprits
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using BugModels and TestExecutionHistory models.

We make three major contributions:

1. We find the higher the FailureRate the smaller the most cost-effective BatchSize. We see a

logarithmic increase with most of the savings in executions being realized before batches of

size four. Our results show that Project C, with the lowest FailureRate, can optimally use

BatchSize = 9 and have savings above 72% of executions.

2. We model the FlakeRate. With moderate levels of flakiness, the savings seen above a BatchSize =

4 do not outweigh the additional executions required to identify a flaky failure. The FlakeRate

controls the BatchSize and the project with the highest flake rate does not see any advantage

above BatchSize = 2. Project C still attains high executions savings, at 41% with a BatchSize

of 4.

3. Using risk predictions from BugModels and TestExecutionHistory models, we are able to rank

the commits by how likely they are to contain the culprit. We find that the TestExecution-

History model achieves an average SufficientAndCorrectAt2 of 64.5% and outperforms the

BugModel . By using these risk predictions compared to FifoBisection we need fewer execu-

tions, between -9.0% and -7.6%.

Our work opens a new area of research into culprit finding and prediction. While we have exam-

ined preliminary BugModels and modified the work on test selection to identify potential culprits in

the TestExecutionHistory model, we feel that there is much further work to be accomplished. The

results we present here have convinced Ericsson developers to implement our culprit risk predictions

in the CulPred tool that will make their continuous integration pipeline more efficient.
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Chapter 5

Conclusions

In this thesis, we proposed approaches for reducing test executions and improving test effectiveness in

large-scale test environments. Software testing is one of the costliest stages of software development

life cycle. In Chapter 3, we proposed our adopted approaches for test selection and test prioritization

approaches in order to reduce the test executions in Ericsson. Our experiments revealed that test

prioritization approaches are generally more efficient than test selection approaches in improving

test processes. Moreover, it was shown that due to the non-invasive nature of test prioritization

approaches, they have the least amount of impact on the final product quality. We observed that test

prioritization using simple frequency analysis of the test failures was the most preferable approach

in improving test effectiveness.

The major contributions of Chapter 3 are:

• We adopt and evaluate test selection and prioritization approaches with the goal of improving

test effectiveness in a large industrial system with a complex testing infrastructure.

• We demonstrate the value of test execution history for improving test effectiveness in a large-

scale industrial system in practice.

• We provide an industrial experience report that documents the challenges that are encountered

and our lessons learned during the adoption process of the test selection and prioritization

approaches.

The resources required for testing large-scale modern software systems has grown dramatically.

Each change must be tested and integrated. As an approach to save the resources, commits can be

grouped into batches for testing. In Chapter 4, we experimented batch testing and its impact on

test executions and test flakiness. We are the first work to study to examine the most cost-effective

BatchSize based on the number of true test failures, FailureRate.
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We observed that higher batch sizes can reduce executions, however, also lead to higher test

flakiness. Therefore, we proposed a methodology on how to find the optimal batch size for each test

environment. Moreover, we proposed approaches for how to isolate a culprit commit when a new

batch failure happens. Our results show that our BugModel and TestExecutionHistory approach can

effectively reduce the test executions by predicting the buggy commits and testing them individually.

We make three major contributions in Chapter 4:

1. We find the higher the FailureRate the smaller the most cost-effective BatchSize. Our re-

sults show that test executions can be reduced up to 72% with our dataset with the lowest

FailureRate.

2. We model the FlakeRate and its impact on most cost-effective BatchSize. The FlakeRate

controls the BatchSize. We observe that test flakes can limit the savings.

3. Using risk predictions from BugModels and TestExecutionHistory models, we are able to rank

the commits by how likely they are to contain the culprit. We find that our risk models on

average are sufficient and correct in up to 64.5% of the time. Furthermore, reduce the test

executions up to -9.0% compared to FifoBisection approach.

Our work opens a new area of research into culprit finding and prediction. While we have exam-

ined preliminary BugModels and modified the work on test selection to identify potential culprits in

the TestExecutionHistory model, we feel that there is much further work to be accomplished. The

results we present here have convinced Ericsson developers to implement our culprit risk predictions

in the CulPred tool that will make their continuous integration pipeline more efficient.
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