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In this thesis, we study the design and analysis of algorithms for discovering the structure and properties of an unknown graph, with applications in two different domains: causal inference and sublinear graph algorithms. In both these domains, graph discovery is possible using restricted forms of experiments, and our objective is to design low-cost experiments.

First, we describe efficient experimental approaches to the causal discovery problem, which in its simplest form, asks us to identify the causal relations (edges of the unknown graph) between variables (vertices of the unknown graph) of a given system. For causal discovery, we study algorithms for the problem of learning the causal relationships between a set of observed variables in the presence of hidden or unobserved variables while minimizing a suitable cost of interventions on the observed
variables. An intervention on a set of variables helps learn the presence of causal relations adjacent to them. Under various cost models for interventions, we design combinatorial algorithms for causal discovery by identifying new connections between discrete optimization, graph property testing, and efficient intervention design.

Next, we investigate query-efficient experimental approaches for estimating various graph properties, such as the number of edges and graph connectivity. The access to the graph, or equivalently performing an experiment, is via a Bipartite Independent Set (BIS) oracle. The BIS oracle is related to the interventional access model used in our work for causal graph discovery, with other applications in group testing and finegrained complexity. In this setting, we develop non-adaptive algorithms that lead to efficient implementations in highly parallelized and low-memory streaming settings.
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## CHAPTER 1 INTRODUCTION

In this thesis, we study the design and analysis of algorithms for discovering the structure and properties of an unknown graph, with applications in two different domains: causal inference and sublinear graph algorithms. In both these domains, graph discovery is possible using restricted forms of experiments and our objective is to design low cost experiments. First, we describe efficient experimental approaches to the causal discovery problem, which in its simplest form, asks us to identify the causal relations (edges of the unknown graph) between variables (vertices of the unknown graph) of a given system. Next, we investigate query efficient experimental approaches for estimating various graph properties, such as, the number of edges and graph connectivity. The access to the graph, or equivalently performing an experiment, is via certain types of queries that are inspired by the group testing and sublinear time algorithms literature.

### 1.0.1 Causal Discovery

Causality has long been a key tool in studying and analyzing various scientific disciplines, such as genetics, psychology, and economics [104]. With data proliferation, there is an increasing demand to build automated systems that rely on machine learning based approaches. Many, if not most, of these approaches are largely based on learning complicated functional representations in high dimensional spaces of the observed data, which are then used for predictions. Such approaches do not necessarily help us answer the counterfactual questions. Answers to counterfactual questions
help us reason about the behaviour of a particular outcome under various changes to different sets of features, some of which might not necessarily be observed in the dataset. Such questions are important when a decision making process relies on historical data, e.g., an algorithm deciding whether a loan should be granted by a bank, or implementing an education policy by a government body.

To provide a firm footing for studying such problems, we employ the Structural Causal Model (SCM) framework of causality, pioneered by Pearl [104]. Under this framework, any system is represented by a graphical diagram, encoding the directed causal relations between variables of the system, often represented using a directed acyclic graph, and a system of functional equations that define the interactions between the variables. The SCM framework allows for a control over data generating process, i.e., it allows for fixing the values of the variables, or changing the functional equations associated with a variable. Using this setup, we can systematically derive answers for what-if or counterfactual causal questions, capturing settings not observed directly.

In this thesis, we study one of the fundamental problems in the theory of causality: causal discovery. In causal discovery, the goal is to identify all the causal relations existing between variables in a given system.

Causal Sufficiency Broadly speaking, the problem of causal discovery has been studied based on an assumption on the types of variables, called the causal sufficiency assumption. The variables in any system can be classified into two types: observable or endogenous variables whose values can be observed and recorded, and latent or exogenous variables whose values cannot be observed or measured. The causal sufficiency assumption stipulates that there are no latent variables in the system. Figure 1.1 illustrates it with an example.


Figure 1.1: In the causal graph $\mathcal{G}$ shown, $\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$ are observable variables and $\ell_{1}$ is a latent variable. The causal sufficiency assumption does not hold for $\mathcal{G}$.

Under the causal sufficiency assumption, a culmination of a long series of works resulted in the the well-known $I C[104]$ and $P C[119]$ algorithms, which identify a causal relation using the observational data, i.e., samples drawn from joint distribution on observable variables. These approaches are called constraint-based approaches, as they identify causal relations by making use of the constraints imposed by conditional independences in the causal graph. When a pair of variables are independent conditioned on a subset of variables, it results in a conditional independence, which also imposes a restriction on the structure of the underlying causal graph, described using the notion of $d$-separation [105]. Such conditional independences can be identified via conditional independence (CI) tests on the observational data. Much work has focused on understanding the limitations and assumptions underlying these algorithms [66, 68, 70, 92, 116]. There are other well-known score-based Bayesian approaches, e.g., Greedy Equivalence Search (GES) [41] that rank the set of all the possible causal graphs based on a score function and return the graph with the optimum score, consistent with the given data. Both score-based and constraint-based approaches recover the same graph, asymptotically. Apart from these, approaches based on functional assumptions in the SCM, such as, LiNGAM [116], are also widely studied. We refer the reader to the survey by Glymour et al. [61] for a comprehensive survey of many causal discovery methods studied under the causal sufficiency assumption.

Under the causal sufficiency assumption, PC or any other constraint or score-based algorithms do not recover all causal relations, but recover only a partial graph, containing both undirected and directed edges. The undirected subgraph of the partial graph is called the Essential graph. The Essential graph captures all causal relations that cannot be recovered using CI tests, even with unbounded computational and statistical resources. The set of all directed causal graphs that have the same Essential graph are said to form a Markov equivalence class. It is well-known, that to disambiguate a causal graph from its Markov equivalence class, i.e., recover the directions in the Essential graph, interventional data, rather than just observational data is required [50, 51, 65].


Figure 1.2: On the left, we have the causal graph $\mathcal{G}$. An intervention on the variable $v_{3}$ eliminates the effect of all the incoming edges into $v_{3}$, i.e., $\left\{v_{1}, v_{2}, \ell_{1}\right\}$ in $\mathcal{G}$, resulting in a new graph shown on the right.

Intervention As defined in the SCM framework, an intervention (or experiment) requires us to fix a subset of variables to a set of values, inducing a new distribution on the free variables. We can observe that any intervention on a set of variables involves a system manipulation and eventually results in a new distribution. Equivalently, when such an intervention is performed, the effect of all the incoming edges in the causal graph (also called parents) is eliminated completely. Figure 1.2 illustrates the definition with an example graph. Such interventions are also called hard interventions, and other types of interventions studied widely include soft and parametric interventions [50]. In a soft (or a parametric) intervention, the effect of incoming edges on intervened set of nodes is not fully eliminated and is specified by a new
distribution [124]. Causal discovery under soft interventions has received attention recently $[75,87,130]$. In this thesis, we focus only on hard interventions. As it is generally expensive to generate new samples from interventional distributions, one of the major goals of causal discovery is to minimize the cost associated with interventions.

In many cases, causal sufficiency is too strong an assumption: it is often contested if the behavior of systems we observe can truly be attributed to measured variables [21, 104]. In light of this, many algorithms avoiding the causal sufficiency assumption, such as IC ${ }^{*}$ [127] and FCI [119], that only use observational data, have been developed. However, these algorithms only recover a partial directed graph, called the Partial Ancestral Graph (PAG), that encodes path relations in the underlying causal graph. Under causal sufficiency, an undirected edge in the Essential graph represents a causal relation. However, when there are latents, the edges of PAG are less informative, as they encode weaker path relations, and do not always represent causal relations. This makes causal discovery highly challenging, as we have an additional step of identifying the causal relations adjacent to every variable. There is a growing interest in constructing efficient intervention designs in this setting [72, 102, 118].

Cost Models Interventions are expensive to perform, and several cost models have been proposed in the literature addressing various common scenarios. In a general cost model, intervening on any subset of variables has a cost associated with it, and the goal is to identify all causal relationships and their directions while minimizing the total cost of interventions. This captures the fact that some interventions are more expensive than others. For example, in a medical study, intervening on certain variables might be impractical or unethical. In this thesis, we focusing on recovering the causal graph when there are latents, i.e., without the causal sufficiency assumption, by minimizing the intervention cost using two simplifications of the general cost model.

As an alternative to recovering the entire causal graph, there has been recent interest in recovering the maximum possible number of edges, with a constraint on the total number of interventions (or an upper limit on the cost) [60, 123]. Most of the constraint-based causal discovery approaches, including those developed in this thesis, assume that the conditional independence tests are accurate, which is only possible in the infinite sample limit. Recently, there has been a renewed interest in studying various fundamental problems in causality in the finite sample regime, starting with the work of Acharya et al. [2] and several others [27, 28].

### 1.0.2 Sublinear Query Algorithms

In this thesis, we study the problem of estimating graph properties using a query model (or a test) defined with respect to a graph. The query model is related to the intervention model described in our work on causal discovery.

We study sub-linear query algorithms for estimating the number of edges in a simple, unweighted graph $G=(V, E)$, and for sampling uniformly random edges. Access to $G$ is via a Bipartite Independent Set $(B I S)$ oracle [22]. A query to this oracle takes as input two disjoint subsets $L, R \subseteq V$ and returns

$$
\mathcal{B I S}(L, R)= \begin{cases}' 1 ' & \text { if there is no edge between } L \text { and } R \\ ' 0 ' & \text { otherwise }\end{cases}
$$

Local Query Models Prior work on sub-linear query graph algorithms has largely focused on local queries, in particular, (i) vertex degree queries (ii) neighbor queries (output the $i$ th neighbor of a vertex) and (iii) edge existence queries [54, 63, 114]. In the literature, the first two types of queries form the adjacency list query model, while all three types of queries form the adjacency matrix query model. Under these models, a variety of graph estimation problems have been well studied, including
edge counting and sampling [53, 63, 114, 126], subgraph counting [10, 31, 52], vertex cover [23, 101], and beyond [110].

Global Query Models Motivated by the desire to obtain more query efficient algorithms, Beame et al. [22] studied edge estimation using global queries that can make use of information across the graph, including the BIS queries that we will focus on, and the related Independent Set (IS) queries. IS queries were introduced in the literature on query efficient graph recovery [1, 12]. They answer whether or not there exist any edges in the induced subgraph on a subset of nodes $S \subseteq$ $V$. We refer the reader to the exposition in [22], which discusses applications of these global query models in group testing [39, 48], computational geometry [13, 33, 56], fine-grained complexity [46, 47], and decision versus counting complexity [47, 111, 121, 122]. Many other variants of global queries have been studied including Linear, OR and Cut queries $[16,36,112]$. These queries have been applied to solving maximum matching [84, 100], minimum cut [112], triangle estimation [24, 25,47 ], connectivity [16], hitting sets [29], weighted edge estimation [30], hyperedge estimation [47, 26], problems related to linear algebra [107], quantum algorithms [96], and full graph recovery [1, 12].

The Role of Adaptivity Notably, for both local and global queries, most sublinear time graph algorithms are adaptive, i.e., a query may depend on the answers to previous queries. In many cases, it is desirable for queries to be non-adaptive. This allows them to be completed independently, and might allow for the resulting algorithm to be easily implemented in massively parallel computation frameworks [81]. Non-adaptive algorithms also lead naturally to single-pass, rather than multi-pass, streaming algorithms. In fact, the BIS query model can be seen as a very restricted subset of the more general LinEAR query model, in which each query outputs the inner product of the edge indicator vector with a query vector. This model has long
been studied in the graph-streaming literature [9, 95], in part due to its usefulness in giving single-pass algorithms. However, it has remained open whether non-adaptive algorithms can be given in more restricted global query models.

For these reasons, Assadi et al. [16] and Chakrabarti and Stoeckl [36] have recently sought to reduce query adaptivity under a variety of global query models, including Linear, OR, Cut and BIS queries. These works study the single element recovery problem, which is a weaker variant of uniform edge sampling, requiring that the algorithm return a single edge in $G$. We note that reducing query adaptivity is also a well-studied direction in the closely related literature on group testing [49, 73]. IS and BIS oracles can be thought of as tests if there is a single element in a group of edges, where that group is required to be all edges incident on one node set (IS) or between two disjoint sets (BIS). Attempts to minimize query adaptivity have also been made for sparse recovery [74, 79, 97], sub-modular function maximization [18, 38], property testing [35] and multi-armed bandit learning [8].

In this thesis, we design non-adaptive algorithms for counting and uniform sampling of edges using BIS queries.

### 1.1 Summary of Contributions

In this section, we present a summary of the main contributions of the thesis. First, we start with some useful notation.

Notation Let $\mathcal{G}$ be the (unknown) directed causal graph on both observable variables $V$ and latent variables $L$. A directed edge $(u, v)$ in $\mathcal{G}$ indicates a causal relationship from $u$ to $v$. Let $G$ be the induced subgraph of $\mathcal{G}$ on the $|V|=n$ observable variables, also referred to as the observable graph.

Causal Discovery In recent years, various surprising connections have been discovered between well-studied combinatorial structures in discrete optimization and
intervention designs for causal discovery [71, 82, 94]. Using these connections, much recent work has been devoted to minimizing intervention cost while imposing constraints such as sparsity or cost models [86, 91, 115]. We contribute to this line of work by providing low cost, computationally efficient intervention designs. Firstly, we study causal discovery using the identity cost model, in which, every intervention has the same cost, regardless of what variables it contains and therefore minimizing intervention cost is the same as minimizing the number of interventions [88]. Secondly, in the linear cost model, where each variable has an intervention cost, and the cost of an intervention on a subset of variables is the sum of costs for each variable in the set [86, 91], our objective is to minimize the total interventional cost. Finally, we describe a new model for causal discovery, called the Collaborative Causal Discovery, where the goal is to learn multiple causal graphs with minimum number of unit sized interventions. Here is a summary of our results:

1. Causal Discovery: We consider two cost models:
(a) Identity Cost Model. In Chapter 2, we describe algorithms for learning the causal graph $\mathcal{G}$, where we try to minimize the number of interventions, i.e., lowest cost in the Identity Cost Model.
(b) Linear Cost Model. In Chapter 3, we describe algorithms that recover ancestral relations, instead of causal relations, with low total cost. Ancestral relations, encoded in the ancestral graph, capture path relations, i.e., an edge $(u, v)$ is present in the ancestral graph iff there is a directed path from $u$ to $v$ in $\mathcal{G}$.

Under the assumption that we are provided with an undirected causal graph containing all causal relations in $G$ (the observable graph), we design algorithms that identify the directions using cost efficient algorithms with small relative error approximation. The undirected input graph may
be obtained, e.g., by running algorithms that identify conditional dependencies or consulting a domain expert to identify the presence of causal (undirected) edges.
(c) Collaborative Causal Discovery. In Chapter 4, we study a new model model for causal discovery where the goal is to learn multiple causal graphs simultaneously by minimizing the number of unit sized interventions.
2. Sublinear Query Algorithms. In Chapter 5, we describe non-adaptive algorithms for counting and sampling edges using bipartite independent set queries. Building upon these ideas, we present improved algorithms for testing whether a graph is connected or not.

### 1.2 Overview of Results

In this section, we present a summary of our results. First, we discuss our contributions for causal discovery under identity and linear cost models. Next, we discuss techniques that overcome limitations of several prior works, under a new causal discovery model, called the Collaborative Causal Discovery. Finally, we discuss our results for estimating various properties of an unknown graph using a query model that is related to interventions in our work on causal discovery.

### 1.2.1 Identity Cost Model

In Chapter 2, for the identity cost model, we present algorithms that recover the causal graph $\mathcal{G}$ with fewer interventions. First, we present causal graph instances where every non-adaptive algorithm requires $\Omega(n)$ interventions to recover the observable graph $G$. As these graphs are worst case instances, our idea is to parameterize the causal graph in terms of a specific type of variables, that we refer to as p-colliders. These variables are a special type of colliders, variables that have two incoming edges incident on them in a given directed path of $\mathcal{G}$. A a node $v_{k}$ is $p$-collider for a pair of
nodes $\left(v_{i}, v_{j}\right)$ if (i) it is a collider on a path between $v_{i}$ and $v_{j}$ and (ii) at least one of the parents $v_{i}, v_{j}$ is a descendent of $v_{k}$.

If $\mathcal{G}$ has at most $\tau p$-colliders between every pair of variables (or nodes), then, our algorithm uses at most $O(\tau \log n)$ interventions for recovering the observable graph $G$, improving upon the worst case lower bound of $\Omega(n)$. Moreover, our algorithm recovers the entire causal graph $\mathcal{G}$ using $O(n \tau \log n+n \log n)$ interventions. The only previous bound on recovering $\mathcal{G}$ in this setting utilized $O\left(\min \left\{d \log ^{2} n, \ell\right\}+d^{2} \log n\right)$ interventions where $d$ is the maximum (undirected) node degree and $\ell$ is the length of the longest directed path of the causal graph $\mathcal{G}$ [88]. Since we use a different parameterization of the causal graph, a direct comparison with this result is not always possible. We argue that a parameterization in terms of $p$-colliders is inherently more "natural" as it takes the directions of edges in $\mathcal{G}$ into account whereas the maximum degree does not. The presence of a single high-degree node can make the number of interventions required extremely high, even if the overall causal graph is sparse. In this case, the notion of $p$-colliders is a more global characterization of a causal graph. In Section 2.3 of Chapter 2, we provide a more detailed discussion of different parameter regimes under which our scheme provides a better bound. We also experimentally show that our scheme achieves a better bound over the result due to Kocaoglu et al. [88], in some popular random graph models.

### 1.2.2 Linear Cost Model

Under the linear cost model, we study two settings: (i) we study the ancestral graph recovery, where the goal is to identify all the path relations in $\mathcal{G}$ (ii) we study the observable graph recovery, under the assumption that a domain expert provides us with an undirected observable graph, and our goal is to recover only their directions.

### 1.2.2.1 Ancestral Graph Recovery

In Chapter 3, under the linear cost model, we present algorithms where the cost of interventions generated by our algorithm is at most twice the cost of the optimum set of interventions, for ancestral graph recovery. Our result is based on a characterization which shows that generating a set of interventions sufficient to recover ancestral relations is equivalent to designing a strongly separating set system. We show how to design such a set system with at most twice the optimum cost based on a greedy algorithm that constructs intervention sets that include a variable with high cost in the least number of sets possible.

In the special case when each variable has unit intervention cost, Hyttinen et al. [71] give an exact algorithm to recover ancestral relations in $G$ with minimal total cost. Their algorithm is based on the Kruskal-Katona theorem in combinatorics [82, 89]. We show that a modification of this approach yields a $(1+\epsilon)$-approximation algorithm in the general linear cost model for any $0<\epsilon \leq 1$, under natural assumptions. To the best of our knowledge, our result is the first to minimize intervention cost under the popular linear cost model in the presence of latents, and without the assumption of unit intervention cost on each variable.

### 1.2.2.2 Observable Graph Recovery

Under the causal sufficiency assumption, for the linear cost model, recovering the causal graph was first studied by Kocaoglu et al. [86]. They showed that causal graph recovery, which translates to recovering the directions of the Essential graph, with optimal minimum cost is NP-hard. To prove the hardness, they showed that causal graph recovery is equivalent to designing a separating set system for the Essential graph. Building on this observation, they presented an approximation algorithm with a multiplicative factor of $\sim 2$. As there are no latents, their algorithm makes use of chordality property of the the Essential graph to obtain an efficient approximation al-
gorithm. In the presence of latents, although we presented approximation algorithms for recovering ancestral relations in $\mathcal{G}$, there seems to be no known characterization of the optimal intervention sets needed to recover even the observable graph $G$, making it hard to design efficient algorithms for recovering $\mathcal{G}$.

Recovering the directions In Chapter 3, we address these shortcomings in two settings. First, we assume that we are given an undirected graph that contains all causal relations between observable variables, but must identify their directions. There is significant precedent for assumptions on such background knowledge graphs in the literature. For example, Hyttinen et al. [71] and references therein, study intervention design in the same model: a skeleton of possible edges in the causal graph is given via background knowledge, which may come e.g., from domain experts or previous experimental results. In the second setting, we study a relaxation where we are given a supergraph $H$ of $G$ containing all causal edges and other additional edges which need not be causal. The second setting is less restrictive, modeling the case where we can ask a domain expert or use observational data to identify a superset of possible causal relations. From $H$ we seek to recover edges of the ancestral graph. Depending on the method by which $H$ is obtained, it may have special properties that can be leveraged for efficient intervention design. For example, if we use FCI/IC* [119] to recover a partial ancestral graph from observational data, the remaining undirected edges form a chordal graph [132]. This extends our previous work on ancestral graph recovery where we considered the worst case, when $H$ is the complete graph. Here, we do not assume anything about how $H$ is obtained and thus give results holding for general graphs.

Separating Set Systems In both settings, we show a connection to separating set systems. Specifically, to solve the recovery problems it is necessary and sufficient to use a set of interventions corresponding to a separating set system when we are given
the undirected observable causal graph $G$ and a strongly separating set system when we are given the supergraph $H$. A separating set system is one in which each pair of nodes connected by an edge is separated by at least one intervention - one variable is intervened on and the other is free. A strongly separating set system requires that every connected edge $(u, v)$ is separated by two interventions - there exists a intervention including $u$ but not $v$ and an intervention that includes $v$ but not $u$.

Unfortunately, finding a minimum cost (strongly) separating set system for an arbitrary observable graph $G$ is NP-hard [91, 71]. We give simple algorithms that achieve $O(\log n)$ approximation and further argue that, conditioned on the hardness of approximate graph coloring, no polynomial time algorithm can achieve $o(\log n)$ approximation, where $n$ is the number of observed variables.

Bi-criteria approximation To overcome this limitation, we introduce a bi-criteria approximation goal that lets us recover all but $\epsilon n^{2}$ edges in the causal or ancestral graph, where $\epsilon>0$ is a specified error parameter. For this goal, it suffices to use a relaxed notion of a set system, which we show can be found efficiently using ideas from the graph property testing literature [62]. In the setting where we are given the causal edges in $G$ and must recover their directions, we give a polynomial time algorithm that finds a set of interventions from which we can recover all but $\epsilon n^{2}$ edges with cost at most $\sim 2$ times the optimal cost for learning the full graph. Similarly, in the setting of ancestral graph recovery, where we are given a super set of edges, we show how to recover all but $\epsilon n^{2}$ edges with intervention cost at most $\sim 4$ times the optimal cost for recovering all edges. Our result significantly extends the applicability of our previous result that gave a 2-relative error approximation to the minimum cost strongly separating set system assuming the worst case when the supergraph $H$ is a complete graph. The previous approach does not translate to an approximation guarantee better than $\Omega(\log n)$ for general graphs. Finally, for the special case when
$G$ is a hyperfinite graph [64] with maximum degree $\Delta$, we give algorithms that obtain approximation guarantees as above, and recover all but $\epsilon n \Delta$ edges of $G$.

### 1.2.3 Collaborative Causal Discovery

In Chapter 4, we introduce the collaborative causal discovery problem. We assume that we have a collection of $M$ entities each with their own causal graph. Due to the presence of latent variables, we use a family of mixed graphs known as maximal ancestral graphs (MAGs) to model the causal graphs on observed variables.

Motivation In a variety of applications, there is no one true causal structure, different entities participating in the application might have different causal structures $[58,106,76]$. In these scenarios, generating a single causal graph by pooling data from these different entities might lead to flawed conclusions [113]. Allowing for interventions, we propose a new model for tackling this problem, referred here as Collaborative Causal Discovery, which in its simplest form states that: given a collection of entities, each associated with an individual unknown causal graph and generating their own independent data samples, learn all the causal graphs while minimizing the number of single variable interventions for every entity.

We focus on designing algorithms that have worst-case guarantees on the number of unit sized or atomic interventions needed to recover (or approximately recover) the MAG of each entity. We assume that there are $M$ MAGs one for each entity over the same set of $n$ nodes. From Chapter 2, we know that learning a MAG with atomic interventions, in the worst case requires $\Omega(n)$ interventions. To facilitate efficient algorithms, we impose a structural assumption on the entities: the set of all the causal graphs (or the entities) can be partitioned into $k$ clusters such that the causal graphs of any pair of entities belonging to two different clusters are separated by a distance of at least $\alpha n$; entities belonging to same cluster are separated by a distance of at most $\beta n(\beta<\alpha)$, where $\alpha, \beta$ are constants. The distance between two
causal graphs is defined to be the number of nodes whose direct causal relationships are different. We refer to this clustering of entities as $(\alpha, \beta)$-clustering, where $\alpha$. A special but important case is when $\beta=0$, in which case all the entities belonging to the same cluster have the same causal MAG, referred to as $\alpha$-clustering. Similar assumptions are common for recovering the underlying clusters, in many areas, e.g., crowd-sourcing applications [15, 17]. We show that the worst case $\Omega(n)$ bound can be substantially reduced if the $M$ MAGs satisfy the $(\alpha, \beta)$-clustering property.

Guarantees We first start with the observation that under an $(\alpha, \beta)$-clustering, even entities belonging to the same cluster could have a different MAG, which makes exact recovery hard without making a significant number of interventions per entity. If the maximum degree of a MAG is upper bounded by $\Delta$, we present an algorithm that uses at most $O\left(\Delta \log (M / \delta) /(\alpha-\beta)^{2}\right)$ many interventions per entity, with probability at least $1-\delta$ (over only the randomness of the algorithm), and recovers an approximate MAG for each entity. The approximation is such that for each entity we generate a MAG that is at most $\beta n$ node-distance from the true MAG of that entity. Here, $\Delta$ is the maximum undirected degree of the causal MAGs. Our idea is to first recover the underlying clustering of entities by using a randomized set of interventions. Then, we distribute the interventions across the entities in each cluster, thereby, ensuring that the number of interventions per entity is small. By carefully combining the results learnt from these interventions we construct the approximate MAGs. Under the slightly more restrictive $\alpha$-clustering assumption, we present algorithms that can exactly recover all the MAGs using at most $\min \left\{O(\Delta \log (M / \delta) / \alpha), O\left(\log (M / \delta) / \alpha+k^{2}\right)\right\}$ many interventions per entity. Complementing these upper bounds, we give a lower bound using Yao's minimax principle [131] that shows for any (randomized or deterministic) algorithm $\Omega(1 / \alpha)$ interventions per entity is required for this causal discovery problem. This implies the $1 / \alpha$ dependence in our upper bound in the $\alpha$-clustering case is optimal.

Finally, we provide empirical results on data generated from both real and synthetic networks with added latents and demonstrate the efficacy of our algorithms for learning the underlying clustering and the MAGs.

### 1.2.4 Non-adaptive algorithms for counting and sampling edges

In Chapter 5, we present algorithms for estimating the number of edges, i.e., edge estimation problem and returning a uniform sample from the set of edges of any graph, i.e., edge sampling problem, using BIS queries. In particular, we present the first non-adaptive algorithm for edge estimation in a graph on $n$-nodes, up to ( $1 \pm \epsilon$ ) relative error approximation, using poly $(1 / \epsilon, \log n)$ BIS queries.

Edge Estimation We present a non-adaptive algorithm that returns a ( $1 \pm \epsilon$ ) relative error approximation to the number of edges, with query complexity $\widetilde{O}\left(\epsilon^{-5} \log ^{5} n\right)$, where $\widetilde{O}(\cdot)$ hides poly $(\log \log n)$ dependencies. Prior methods for $(1 \pm \epsilon)$ error edge estimation using BIS queries are based on a binary search style approach [22, 47, 26], which is inherently adaptive, and this leads to algorithms requiring $\Omega\left(\log ^{2} n\right)$ rounds of adaptivity. Beame et al. [22] present a non-adaptive algorithm giving a $O\left(\log ^{2} n\right)$ approximation factor for bipartite graphs, using $O\left(\log ^{3} n\right)$ queries. However, no nonadaptive results for general graphs or achieving $1 \pm \epsilon$ relative error for arbitrary $\epsilon>0$ were previously known. We avoid the pitfalls of the previous approaches, by taking a fundamentally different approach, inspired by work on single-pass streaming algorithms. Even with adaptivity, the best known algorithm due to [26] has a query complexity of $O\left(\epsilon^{-2} \log ^{11} n\right)$ and succeeds with probability $1-1 / n^{2}$. Therefore, our non-adaptive result improves upon the current best known algorithms, for constant $\epsilon$.

Edge Sampling Building on our edge estimation result, we give the first nonadaptive algorithm for outputting a nearly uniformly sampled edge with query com-
plexity $\widetilde{O}\left(\epsilon^{-6} \log ^{6} n\right)$, improving on the works of Dell et al. [47] and Bhattacharya et al. [26], which require $\Omega\left(\log ^{3} n\right)$ rounds of adaptivity. Additionally, even ignoring adaptivity, our result improves on the best known algorithm due to Bhattacharya et al. [26] which uses $O\left(\epsilon^{-2} \log ^{14} n\right)$ BIS queries, for constant $\epsilon$.

Graph Connectivity As a consequence of our edge sampling algorithm, we obtain a $\widetilde{O}\left(n \log ^{8} n\right)$ query algorithm for connectivity, using two rounds of adaptivity. This is tight: even in the stronger OR query model (which allows checking the presence of an edge within an arbitrary subset of edges) no non-adaptive algorithm can make $o\left(n^{2}\right)$ queries. Assadi et al. gave a two-round algorithm in this stronger OR query model. Thus, we close the gap between BIS queries and OR queries for this problem.
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## CHAPTER 2

## CAUSAL DISCOVERY UNDER IDENTITY COST MODEL

In this chapter, we describe algorithms for causal discovery under the identity cost model. In Section 2.1, we present the necessary preliminaries and definitions; in Section 2.2, we describe our algorithms for recovering the causal graph; in Section 2.3, we present an empirical evaluation of our approach; in Section 2.4, we present the necessary proofs of our claims, and in Section 2.5, we present the conclusion.

Overview Suppose $\mathcal{G}$ is the causal graph that we wish to recover. Our approach can be broken down into three steps: first, we construct the ancestral $\operatorname{graph} \operatorname{Anc}(G)$ of $\mathcal{G}$, using a set of interventions that satisfy the strongly separating set system property; next, we recover the observable graph $G$ from $\operatorname{Anc}(G)$; and finally, we identify all the latents $L$ between the variables in $V$ to reconstruct $\mathcal{G}$. In the last two steps, our main underlying idea is to construct intervention sets such that a special collection of variables, called the $p$-colliders, defined for every pair of observable variables, are included in at least one of the intervention sets. As we do not know the graph $\mathcal{G}$, we devise randomized strategies that include all the $p$-colliders, for every pair of variables, whilst ensuring that we do not create a lot of interventions.

### 2.1 Preliminaries

Notation Following the SCM framework introduced by [105], we represent the set of random variables of interest by $V \cup L$ where $V$ represents the set of endogenous (observed) variables that can be measured and $L$ represents the set of exogenous
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Figure 2.1: An example of a causal graph $\mathcal{G}$ and the corresponding observable graph $G$.
(latent) variables that cannot be measured. We define a directed graph on these variables where an edge corresponds to a causal relation between the corresponding variables. The edges are directed with an edge $\left(v_{i}, v_{j}\right)$ meaning that $v_{i} \rightarrow v_{j}$. As is common, we assume that all causal relations that exist between random variables in $V \cup L$ belong to one of the two categories : (i) $E \subseteq V \times V$ containing causal relations between the observed variables and (ii) $E_{L} \subseteq L \times V$ containing relations of the form $l \rightarrow v$ where $l \in L, v \in V$. Thus, the full edge set of our causal graph is denoted by $\mathcal{E}=E \cup E_{L}$. We also assume that every latent $l \in L$ influences exactly two observed variables i.e., $(l, u),(l, v) \in E_{L}$ and no other edges are incident on $l$ following [88]. We let $\mathcal{G}=\mathcal{G}(V \cup L, \mathcal{E})$ denote the entire causal graph and refer to $G=G(V, E)$ as the observable graph, illustrated in Figure 2.1.

Unless otherwise specified a path between two nodes is a undirected path. For every observable $v \in V$, let the parents of $v$ be defined as $\operatorname{Pa}(v)=\{w \mid w \in$ $V$ and $(w, v) \in E\}$. For a set of nodes $S \subseteq V, \mathrm{~Pa}(S)=\cup_{v \in S} \mathrm{~Pa}(v)$. If $v_{i}, v_{j} \in V$, we say $v_{j}$ is a descendant of $v_{i}$ (and $v_{i}$ is an ancestor of $v_{j}$ ) if there is a directed path from $v_{i}$ to $v_{j}$. $\operatorname{Anc}(v)=\{w \mid w \in V$ and $v$ is a descendant of $w\}$. We let $\operatorname{Anc}(G)$
denote the ancestral graph ${ }^{1}$ of $G$ that captures the path relations in $G$. Similar to the work of Kocaoglu et al. [88], we define $\operatorname{Anc}(G)$ as below.

Definition 2.1.1 (Ancestral Graph $\operatorname{Anc}(G))$. An edge $\left(v_{i}, v_{j}\right) \in \operatorname{Anc}(G)$ iff there is a directed path from $v_{i}$ to $v_{j}$ in $G$ (equivalently in $\mathcal{G}$ due to the semi-Markovian assumption).

Using Pearl's do-notation, we represent an intervention on a set of variables $S \subseteq V$ as $\operatorname{do}(S=s)$ for a value $s$ in the domain of $S$ and the joint probability distribution on $V \cup L$ conditioned on this intervention by $\operatorname{Pr}[\cdot \mid d o(S)]$.

We assume that there exists an oracle that answers queries such as "Is $v_{i}$ independent of $v_{j}$ given $Z$ in the interventional distribution $\operatorname{Pr}[\cdot \mid \operatorname{do}(S=s)]$ ?"

Assumption 2.1.2 (Conditional Independence (CI)-Oracle). Given any $v_{i}, v_{j} \in V$ and $Z, S \subseteq V$ we have an oracle that tests whether $v_{i} \Perp v_{j} \mid Z, \operatorname{do}(S=s)$.

Such conditional independence tests have been widely investigated with sublinear (in domain size) bounds on the sample size needed for implementing this oracle $[34,134]$. As is standard in the causality literature, we assume that our causal relationship graph satisfies the causal Markov condition and faithfulness [119]. We assume that faithfulness holds both in the observational and interventional distributions following [66].

Semi-Markovian Assumption Our assumption that each latent only affects two observable variables is commonly known as the semi-Markovian condition and is standard in the literature, e.g., see [125, 88]. In fact, using (pairwise) conditional independence tests, it is impossible to discover latent variables that affect more than two observables, even with unlimited interventions. Consider observables $x, y, z$ and a

[^0]latent $l_{x y z}$ that is a parent of all them. If we test whether $x, y$, and $z$ are all pairwise independent and they all turn out to be false, we can't distinguish the cases where a single latent $l_{x y z}$ or three separate latents $l_{x y}, l_{y z}$ and $l_{x z}$ are causing this non-independence. Thus, we cannot remove the assumption without changing our intervention model or making more restrictive assumptions. As an example, Silva et al. [118] consider the case when latents affect more than two observables, however, they make very strong assumptions - that there are no edges between observables, and each observable has only one latent parent.

Identity Cost Model As an intervention on a set of variables requires controlling the variables, and generating a new distribution, we want to use as few interventions as possible. In this cost model, an intervention on any set of observed variables has unit cost (no matter how many variables are in the set). We assume that for any intervention, querying the CI-oracle comes free of cost. This model is akin to the model studied in [88].

We recall the notion of $d$-separation and introduce $p$-colliders that we rely on.

Definition 2.1.3 ( $d$-separation). Given a causal graph $\mathcal{G}(V \cup L, \mathcal{E})$, let $v_{i}, v_{j} \in V$ and a set of nodes $Z \subseteq V$. We say $v_{i}$ and $v_{j}$ are $d$-separated by $Z$ if and only if every undirected path $\pi$ between $v_{i}$ and $v_{j}$ is blocked by $Z$. A path $\pi$ between $v_{i}$ and $v_{j}$ is blocked by $Z$ if at least one of the following holds.

Rule 1: $\pi$ contains a node $v_{k} \in Z$ such that the path $\pi=v_{i} \cdots \rightarrow v_{k} \rightarrow \cdots v_{j}$ or $v_{i} \cdots \leftarrow v_{k} \leftarrow \cdots v_{j}$.

Rule 2: $\pi=v_{i} \cdots \rightarrow v_{k} \leftarrow \cdots v_{j}$ contains $a$ node $v_{k}$ and both $v_{k} \notin Z$ and no descendant of $v_{k}$ is in $Z$.

An important observation that relates $d$-separation and conditional independence is captured by the following lemma:

Lemma 2.1.4. [105] If $v_{i}$ and $v_{j}$ are $d$-separated by $Z$, then $v_{i} \Perp v_{j} \mid Z$.

Colliders. For the path $\pi=v_{i} \cdots \rightarrow v_{k} \leftarrow \cdots v_{j}$ between $v_{i}$ and $v_{j}, v_{k}$ is called a collider as there are two arrows pointing towards it. We say that $v_{k}$ is a collider for the pair $v_{i}$ and $v_{j}$, if there exists a path between $v_{i}$ and $v_{j}$ for which $v_{k}$ is a collider. As shown by Rule 2, colliders play an important role in $d$-separation. We give a more restrictive definition for colliders that we will rely on henceforth.


Figure 2.2: $v_{k}$ is a $p$-collider for $v_{i}, v_{j}$ as it has a path to $v_{p}$, a parent of $v_{j}$.

Definition 2.1.5 (p-colliders). Given a causal graph $\mathcal{G}\left(V \cup L, E \cup E_{L}\right)$. Consider $v_{i}, v_{j} \in V$ and $v_{k} \in V$. We say $v_{k}$ is a p-collider for the pair $v_{i}$ and $v_{j}$, if there exists a path $v_{i} \cdots \rightarrow v_{k} \leftarrow \cdots v_{j}$ in $\mathcal{G}$ and either $v_{k} \in \mathrm{~Pa}\left(v_{i}\right) \cup \mathrm{Pa}\left(v_{j}\right)$ or has at least one descendant in $\mathrm{Pa}\left(v_{i}\right) \cup \mathrm{Pa}\left(v_{j}\right)$. Let $P_{i j} \subset V$ denote all the $p$-colliders between $v_{i}$ and $v_{j}$.

Intervening on p-colliders essentially breaks down all the primitive inducing paths. Primitive inducing paths are those whose endpoints cannot be separated by any conditioning [108]. Now, between every pair of observable variables, we can define a set of $p$-colliders as above. Computing $P_{i j}$ for the pair of variables $v_{i}$ and $v_{j}$ explicitly requires the knowledge of $\mathcal{G}$, however as we show below we can use randomization to overcome this issue. The following parameterization of a causal graph will be useful in our discussions.

Definition 2.1.6 ( $\tau$-causal graph). A causal graph $\mathcal{G}(V \cup L, \mathcal{E})$ is a $\tau$-causal graph if for every pair of nodes in $V$ the number of $p$-colliders is at most $\tau$, i.e., $v_{i}, v_{j} \in V$ $(i \neq j)$, we have $\left|P_{i j}\right| \leq \tau$.

Note that every causal graph is at most $n-2$-causal. In practice, we expect $\tau$ to be significantly smaller. Given a causal graph $\mathcal{G}$, it is easy to determine the minimum values of $\tau$ for which it is $\tau$-causal, as checking for $p$-colliders is easy. Our algorithm recovers $\mathcal{G}$ with number of interventions that grow as a function of $\tau$ and $n$.

### 2.2 Causal Discovery

In this section, we consider the identity cost model and present algorithms for recovering the causal graph $\mathcal{G}$, with the goal of minimizing the number of interventions. Our algorithm is based on parameterizing the causal graph based on a specific type of collider structure.

We break our approach into multiple steps. First, in section 2.2.1, we discuss the procedure to recover the ancestral graph $\operatorname{Anc}(G)$ using a strongly separating set system (Definition 2.2.1). Next, the algorithm has two steps: (i) we recover the observable graph $G$ from $\operatorname{Anc}(G)$ (section 2.2.2); (ii) after obtaining the observable graph, we identify all the latents $L$ between the variables in $V$ to construct $\mathcal{G}$ (section 2.2.3). In both these steps, an underlying idea is to construct intervention sets with the aim of making sure that all the $p$-colliders between every pair of nodes is included in at least one of the intervention sets. As we do not know the graph $\mathcal{G}$, we devise randomized strategies to hit all the $p$-colliders, whilst ensuring that we do not create a lot of interventions. Missing proofs from the section are collected in Section 2.4.

### 2.2.1 Recovering the Ancestral Graph

For ancestral graph recovery, we will leverage a simple characterization of when a set of interventions $\mathcal{S}=\left\{S_{1}, \ldots, S_{m}\right\}$ is sufficient to recover $\operatorname{Anc}(G)$. In particular, $\mathcal{S}$ is sufficient if it is a strongly separating set system [88].

Definition 2.2.1 (Strongly Separating Set System). A collection of subsets $\mathcal{S}=$ $\left\{S_{1}, \cdots, S_{m}\right\}$ of the ground set $V$ is a strongly separating set system if for every distinct $u, v \in V$ there exists $S_{i}$ and $S_{j}$ such that $u \in S_{i} \backslash S_{j}$ and $v \in S_{j} \backslash S_{i}$.

Ancestral graph recovery using a strongly separating set system is simple: we intervene on each of the sets $S_{1}, \ldots, S_{m}$. Using CI-tests we can identify for every pair of $v_{i}$ and $v_{j}$, if there is a path from $v_{i}$ to $v_{j}$ or not in $G$ using the intervention corresponding to $S \in \mathcal{S}$ with $v_{i} \in S$ and $v_{j} \notin S$. We add an edge to $\operatorname{Anc}(G)$ if the test returns dependence. Finally, we take the transitive closure and output the resulting graph as $\operatorname{Anc}(G)$. In our approach, a strongly separating set system is constructed with $m=2 \log n$ interventions by using the binary encoding of the numbers $1, \cdots, n$, similar to the construction due to Kocaoglu et. al [88].

In Lemma 2.2.2, we show that in fact being strongly separating is necessary for any set of interventions to be used to identify $\operatorname{Anc}(G)$.

Lemma 2.2.2. Suppose $\mathcal{S}=\left\{S_{1}, S_{2}, \cdots, S_{m}\right\}$ is a collection of subsets of $V$. For a given causal graph $G$ if $\operatorname{Anc}(G)$ is recovered using CI-tests by intervening on the sets $S_{i} \in \mathcal{S}$. Then, $\mathcal{S}$ is a strongly separating set system.

Proof. Suppose $\mathcal{S}$ is not a strongly separating set system. If there exists a pair of nodes $\left(v_{i}, v_{j}\right)$ such that every set $S_{k} \in \mathcal{S}$ contains none of them, then, we cannot recover the edge between these two nodes as we are not intervening on either $v_{i}$ or $v_{j}$ and the results of an independence test $v_{i} \Perp v_{j}$ might not be correct due to the presence of a latent variable $l_{i j}$ between them. Now, consider the case when only one of them is present in the set system. Let $\left(v_{i}, v_{j}\right)$ be such that $\forall S_{k}: S_{k} \cap\left\{v_{i}, v_{j}\right\}=$
$\left\{v_{i}\right\} \Rightarrow v_{i} \in S_{k}, v_{j} \notin S_{k}$. We choose our graph $G_{i j}$ to have two components $\left\{v_{i}, v_{j}\right\}$ and $V \backslash\left\{v_{i}, v_{j}\right\}$; and include the edge $v_{j} \rightarrow v_{i}$ in it. Our algorithm will conclude from CI-test $v_{i} \Perp v_{j} \mid \operatorname{do}\left(S_{k}\right)$ that $v_{i}$ and $v_{j}$ are independent. However, it is possible that $v_{i} \not \Perp v_{j}$ because of a latent $l_{i j}$ between $v_{i}$ and $v_{j}$, but $v_{i} \Perp v_{j} \mid \operatorname{do}\left(S_{k}\right)$ as intervening on $v_{i}$ disconnects the $l_{i j} \rightarrow v_{i}$ edge. Therefore, our algorithm cannot distinguish the two cases $v_{j} \rightarrow v_{i}$ and $v_{i} \leftarrow l_{i j} \rightarrow v_{j}$ without intervening on $v_{j}$. For every $\mathcal{S}$ that is not a strongly separating set system, we can provide a $G_{i j}$ such that by intervening on sets in $\mathcal{S}$, we cannot recover $\operatorname{Anc}\left(G_{i j}\right)$ correctly.

### 2.2.2 Recovering the Observable Graph

$\operatorname{Anc}(G)$ encodes all the ancestral relations on observable variables $V$ of the causal graph $G$. To recover $G$ from $\operatorname{Anc}(G)$, we want to differentiate whether $v_{i} \rightarrow v_{j}$ represents an edge in $G$ or a directed path going through other nodes in $G$. We use the following observation, if $v_{i}$ is a parent of $v_{j}$, the path $v_{i} \rightarrow v_{j}$ is never blocked by any conditioning set $Z \subseteq V \backslash\left\{v_{i}\right\}$. If $v_{i} \notin \mathrm{~Pa}\left(v_{j}\right)$, then we show that we can provide a conditioning set $Z$ in some interventional distribution $S$ such that $v_{i} \Perp v_{j} \mid Z, \operatorname{do}(S)$. For every pair of variables that have an edge in $\operatorname{Anc}(G)$, we design conditioning sets in Algorithm 1 that blocks all the paths between them.

Let $v_{i} \in \operatorname{Anc}\left(v_{j}\right) \backslash \mathrm{Pa}\left(v_{j}\right)$. We argue that conditioning on $\operatorname{Anc}\left(v_{j}\right) \backslash\left\{v_{i}\right\}$ in $\operatorname{do}\left(v_{i} \cup\right.$ $P_{i j}$ ) blocks all the paths from $v_{i}$ to $v_{j}$. The first simple observation, from $d$-separation is that if we take a path that has no $p$-colliders between $v_{i}$ to $v_{j}$ (a $p$-collider free path) then it is blocked by conditioning on $\operatorname{Anc}\left(v_{j}\right) \backslash\left\{v_{i}\right\}$ i.e., $v_{i} \Perp v_{j} \mid \operatorname{Anc}\left(v_{j}\right) \backslash\left\{v_{i}\right\}$.

The idea then will be to intervene on colliders $P_{i j}$ to remove these dependencies between $v_{i}$ and $v_{j}$ as shown by the following lemma.

Lemma 2.2.3. Let $v_{i} \in \operatorname{Anc}\left(v_{j}\right) . v_{i} \Perp v_{j} \mid \operatorname{do}\left(v_{i} \cup P_{i j}\right), \operatorname{Anc}\left(v_{j}\right) \backslash\left\{v_{i}\right\}$ iff $v_{i} \notin \operatorname{Pa}\left(v_{j}\right)$.

From Lemma 2.2.3, we can recover the edges of the observable graph $G$ provided we know the $p$-colliders between every pair of nodes. However, since the set of $p$ -
colliders is unknown without the knowledge of $\mathcal{G}$, we construct multiple intervention sets by independently sampling every variable with some probability. This ensures that there exists an intervention set $S$ such that $\left\{v_{i}\right\} \cup P_{i j} \subseteq S$ and $v_{j} \notin S$ with high probability.

Formally, let $A_{t} \subseteq V$ for $t \in\left\{1,2, \cdots, 72 \tau^{\prime} \log n\right\}$ be constructed by including every variable $v_{i} \in V$ with probability $1-1 / \tau^{\prime}$ where $\tau^{\prime}=\max \{\tau, 2\}$. Let $\mathcal{A}_{\tau}=\left\{A_{1}, \cdots, A_{72 \tau^{\prime} \log n}\right\}$ be the collection of the set $A_{t}$ 's. Algorithm 1 uses the interventions in $\mathcal{A}_{\tau}$.

```
Algorithm 1 RecoverG \(\left(\operatorname{Anc}(G), \mathcal{A}_{\tau}\right)\)
    \(E=\phi\)
    for \(v_{i} \rightarrow v_{j}\) in \(\operatorname{Anc}(G)\) do
        Let \(\mathcal{A}_{i j}=\left\{A \mid A \in \mathcal{A}_{\tau}\right.\) such that \(\left.v_{i} \in A, v_{j} \notin A\right\}\)
        if \(\forall A \in \mathcal{A}_{i j}, v_{i} \not \Perp v_{j} \mid \operatorname{Anc}\left(v_{j}\right) \backslash\left\{v_{i}\right\}, \operatorname{do}(A)\) then
            \(E=E \cup\left\{\left(v_{i}, v_{j}\right)\right\}\)
        end if
    end for
    return \(E\)
```

Proposition 2.2.4. Let $\mathcal{G}\left(V \cup L, E \cup E_{L}\right)$ be a $\tau$-causal graph with observable graph $G(V, E)$. There exists a procedure to recover the observable graph using $O(\tau \log n+$ $\log n)$ many interventions with probability at least $1-1 / n^{2}$.

Lower Bound. Complementing the above result, the following proposition gives a lower bound on the number of interventions by providing an instance of a $O(n)$-causal graph such that any non-adaptive algorithm requires $\Omega(n)$ interventions for recovering it. The lower bound comes because of the fact that the algorithm cannot rule out the possibility of latent.

Proposition 2.2.5. There exists a graph causal $\mathcal{G}\left(V \cup L, E \cup E_{L}\right)$ such that every nonadaptive algorithm requires $\Omega(n)$ many interventions to recover even the observable graph $G(V, E)$ of $\mathcal{G}$.

### 2.2.3 Detecting the Latents

We now describe algorithms to identify latents that effect the observable variables $V$ to learn the entire causal graph $\mathcal{G}\left(V \cup L, E \cup E_{L}\right)$. We start from the observable graph $G(V, E)$ constructed in the previous section. Our goal will be to use the fact that $\mathcal{G}$ is a $\tau$-causal graph, which means that $\left|P_{i j}\right| \leq \tau$ for every pair $v_{i}, v_{j}$. Since we assumed that each latent variable (in $L$ ) effects at most two observable variables (in $V)$, we can split the analysis into two cases: a) pairs of nodes in $G$ without an edge (non-adjacent nodes) and b) pairs of nodes in $G$ with a direct edge (adjacent). In Algorithm LatentsNEdges (Section 2.4.1.2), we describe the algorithm for identifying the latents effecting pairs of non-adjacent nodes. The idea is to block the paths by conditioning on parents and intervening on $p$-colliders. We use the observation that for any non-adjacent pair $v_{i}, v_{j}$ an intervention on the set $P_{i j}$ and conditioning on the parents of $v_{i}$ and $v_{j}$ will make $v_{i}$ and $v_{j}$ independent, unless there is a latent between them.

Proposition 2.2.6. Let $\mathcal{G}\left(V \cup L, E \cup E_{L}\right)$ be a $\tau$-causal graph with observable graph $G(V, E)$. Algorithm LatentsNEdges with $O\left(\tau^{2} \log n+\log n\right)$ interventions recovers all latents effecting pairs of non-adjacent nodes in the observable graph $G$ with probability at least $1-1 / n^{2}$.

Latents Affecting Adjacent Nodes in $G$. Suppose we have an edge $v_{i} \rightarrow v_{j}$ in $G(V, E)$ and we want to detect whether there exists a latent $l_{i j}$ that effects both of them. Here, we cannot block the edge path $v_{i} \rightarrow v_{j}$ by conditioning on any $Z \subseteq V$ in any given interventional distribution $\operatorname{do}(S)$ where $S$ does not contain $v_{j}$. However, intervening on $v_{j}$ also disconnects $v_{j}$ from its latent parent. Therefore, CI-tests are not helpful. Hence, we make use of another test called do-see test [88], that compares two probability distributions. We assume there exists an oracle that answers whether two distributions are the same or not. This is a well-studied problem with sublinear (in domain size) bound on the sample size needed for implementing this oracle [37].

```
Algorithm 2 LatentsWEdges \(\left(\mathcal{G}\left(V \cup L, E \cup E_{L}\right), \mathcal{B}_{\tau}\right)\)
    Consider the edge \(v_{i} \rightarrow v_{j} \in E\).
    Let \(\mathcal{B}_{i j}=\left\{B \backslash\left\{v_{i}\right\} \mid B \in \mathcal{B}_{\tau}\right.\) s.t. \(\left.v_{i} \in B, v_{j} \notin B\right\}\)
    if \(\forall B \in \mathcal{B}_{i j}, \operatorname{Pr}\left[v_{j} \mid v_{i}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] \neq \operatorname{Pr}\left[v_{j} \mid \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\left\{v_{i}\right\} \cup \operatorname{Pa}\left(v_{i}\right) \cup B\right)\right]\)
    then
        \(L \leftarrow L \cup l_{i j}, E_{L} \leftarrow E_{L} \cup\left\{\left(l_{i j}, v_{i}\right),\left(l_{i j}, v_{j}\right)\right\}\)
    end if
    return \(\mathcal{G}\left(V \cup L, E \cup E_{L}\right)\)
```

Assumption 2.2.7 (Distribution Testing (DT)-Oracle). Given any $v_{i}, v_{j} \in V$ and $Z, S \subseteq V$ tests whether two distributions $\operatorname{Pr}\left[v_{j} \mid v_{i}, Z, \operatorname{do}(S)\right]$ and $\operatorname{Pr}\left[v_{j} \mid Z, \operatorname{do}(S \cup\right.$ $\left.\left.\left\{v_{i}\right\}\right)\right]$ are identical or not.

The intuition of the do-see test is as follows: if $v_{i}$ and $v_{j}$ are the only two nodes in the graph $G$ with $v_{i} \rightarrow v_{j}$, then, $\operatorname{Pr}\left[v_{j} \mid v_{i}\right]=\operatorname{Pr}\left[v_{j} \mid \operatorname{do}\left(v_{i}\right)\right]$ iff there exists no latent that effects both of them. This follows from the conditional invariance principle [20] (or page 24, property 2 in [105]). Therefore, the presence or absence of latents can be established by invoking a DT-oracle.

As we seek to minimize the number of interventions, our goal is to create intervention sets that contain $p$-colliders between every pair of variables that share an edge in $G$. However, in Lemmas 2.2.8, 2.2.9 we argue that it is not sufficient to consider interventions with only $p$-colliders. We must also intervene on $\operatorname{Pa}\left(v_{i}\right)$ to detect a latent between $v_{i} \rightarrow v_{j}$. The main idea behind LatentsWEdges is captured by the following two lemmas.

Lemma 2.2.8 (No Latent Case). Suppose $v_{i} \rightarrow v_{j} \in G$ and $v_{i}, v_{j} \notin B$, and $P_{i j} \subseteq B$ then, $\operatorname{Pr}\left[v_{j} \mid v_{i}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right]=\operatorname{Pr}\left[v_{j} \mid \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\left\{v_{i}\right\} \cup \mathrm{Pa}\left(v_{i}\right) \cup B\right)\right]$ if there is no latent $l_{i j}$ with $v_{i} \leftarrow l_{i j} \rightarrow v_{j}$.

Lemma 2.2.9 (Latent Case). Suppose $v_{i} \rightarrow v_{j} \in G$ and $v_{i}, v_{j} \notin B$, and $P_{i j} \subseteq B$, then, $\operatorname{Pr}\left[v_{j} \mid v_{i}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] \neq \operatorname{Pr}\left[v_{j} \mid \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\left\{v_{i}\right\} \cup \mathrm{Pa}\left(v_{i}\right) \cup B\right)\right]$ if there is a latent $l_{i j}$ with $v_{i} \leftarrow l_{i j} \rightarrow v_{j}$.

From Lemmas 2.2.8, 2.2.9, we know that to identify a latent $l_{i j}$ between $v_{i} \rightarrow v_{j}$, we must intervene on all the $p$-colliders between them with $\operatorname{Pa}\left(v_{i}\right) \cup\left\{v_{i}\right\}$. To do this, we again construct random intervention sets. Let $B_{t} \subseteq V$ for $t \in\left\{1,2, \cdots, 72 \tau^{\prime} \log n\right\}$ be constructed by including every variable $v_{i} \in V$ with probability $1-1 / \tau^{\prime}$ where $\tau^{\prime}=$ $\max \{\tau, 2\}$. Let $\mathcal{B}_{\tau}=\left\{B_{1}, \cdots, B_{72 \tau^{\prime} \log n}\right\}$ be the collection of the sets. Consider a pair $v_{i} \rightarrow v_{j}$. To obtain the interventions given by the above lemmas, we iterate over all sets in $\mathcal{B}_{\tau}$ and identify all the sets containing $v_{i}$, but not $v_{j}$. From these sets, we remove $v_{i}$ to obtain $\mathcal{B}_{i j}$. These new interventions are then used in LatentsWEdges to perform the required distribution tests using a DT-oracle on the interventions $B \cup$ $P a\left(v_{i}\right)$ and $B \cup P a\left(v_{i}\right) \cup\left\{v_{i}\right\}$ for every $B \in \mathcal{B}_{i j}$. We can show:

Proposition 2.2.10. Let $\mathcal{G}\left(V \cup L, E \cup E_{L}\right)$ be a $\tau$-causal graph with observable graph $G(V, E)$.

LatentsWEdges with $O(n \tau \log n+n \log n)$ interventions recovers all latents effecting pairs of adjacent nodes in the observable graph $G$ with probability at least $1-1 / n^{2}$.

Putting it all Together. Using Propositions 2.2.4, 2.2.6, and 2.2.10, we get the following result. Note that $\tau \leq n-2$.

Theorem 2.2.11. Given access to a $\tau$-causal graph $\mathcal{G}=\mathcal{G}\left(V \cup L, E \cup E_{L}\right)$ through Conditional Independence (CI) and Distribution Testing (DT) oracles, Algorithms ReCOVERG, LatentsNEdges, and LatentsWEdges put together recovers $\mathcal{G}$ with $O(n \tau \log n+n \log n)$ interventions, with probability at least $1-O\left(1 / n^{2}\right)($ where $|V|=$ $n)$.

Remark Note that our algorithms achieve an overall success probability of 1 $O\left(1 / n^{2}\right)$, however, the success probability can be boosted to any $1-O\left(1 / n^{c}\right)$ for any constant $c$, by adjusting the constant factors (see for example the proof of Lemma 2.4.2). Also for simplicity of discussion, we assume that we know $\tau$. How-
ever as we discuss in Section 2.4.1.4, this assumption can be easily removed with an additional $O(\log \tau)$ factor.

### 2.3 Experimental Evaluation

In this section, we compare the total number of interventions required to recover causal graph $\mathcal{G}$ parameterized by p-colliders (see Section 2.2) vs. maximum degree utilized by Kocaoglu et al. [88].

Since the parameterization of these two results are different, a direct comparison between them is not always possible. If $\tau=o\left(d^{2} / n\right)$, we use fewer interventions than those used by Kocaoglu et al. [88] for recovering the causal graph. Roughly, for any $0 \leq \epsilon \leq 1$, (a) when $\tau<n^{\epsilon}, d>n^{(1+\epsilon) / 2}$, our bound is better, (b) when $\tau>n^{\epsilon}, \tau<d<n^{(1+\epsilon) / 2}$, then we can identify latents using the algorithms of Kocaoglu et al. [88], after using our algorithm for observable graph recovery, and (c) when $\tau>d>n^{\epsilon}, d<n^{(1+\epsilon) / 2}$, the bound achieved by Kocaoglu et al. [88] is better.

In this section, our main motivation is to show that $p$-colliders can be a useful measure of complexity of a graph. As discussed in Chapter 1, even few nodes of high degree could make $d^{2}$ quite large.

Setup We demonstrate our results by considering sparse random graphs generated from the families of: (i) Erdös-Rényi random graphs $G(n, c / n)$ for constant $c$, (ii) Random Bipartite Graphs generated using $G\left(n_{1}, n_{2}, c / n\right)$ model, with partitions $L, R$ and edges directed from $L$ to $R$, (iii) Directed Trees with degrees of nodes generated from power law distribution. In each of the graphs we generate, we additionally include latent variables by sampling $5 \%$ of $\binom{n}{2}$ pairs and adding a latent between them.

Finding $p$-colliders Let $\mathcal{G}$ contain observable variables and the latents. To find $p$ colliders between every pair of observable nodes of $\mathcal{G}$, we enumerate all paths between
them and check if any of the observable nodes on a path can be a possible $p$-collider. As this became practically infeasible for larger values of $n$, we devise an algorithm that runs in polynomial time (in the size of the graph) by constructing an appropriate flow network and finding maximum flow in this network. We will first describe a construction that takes three nodes $\left(v_{i}, v_{j}, v_{k}\right)$ as input and checks if $v_{k}$ is a $p$-collider for the pair of nodes $v_{i}$ and $v_{j}$. Iterating over all possible nodes $v_{k}$ gives us all the $p$-colliders for the pair $v_{i}, v_{j}$.

Construction If $v_{k}$ is not an ancestor of either $v_{i}$ or $v_{j}$, then, output $v_{k}$ is not a $p$-collider. Else, we describe a modification of $\mathcal{G}$ to obtain the flow network $\widetilde{\mathcal{G}}$. First, initialize $\widetilde{\mathcal{G}}$ with $\mathcal{G}$. Remove all outgoing edges of $v_{k}$ from $\widetilde{\mathcal{G}}$ and set the capacity of all incoming edges incident on $v_{k}$ to 1 . Add a node $T_{i j}$ along with the edges $T_{i j} \rightarrow v_{i}$ and $T_{i j} \rightarrow v_{j}$ to $\widetilde{\mathcal{G}}$ and set the capacity of these edges to 1 . For every node $w \in V \cup L \backslash\left\{v_{k}\right\}$, create two nodes $w_{\text {in }}$ and $w_{\text {out }}$. Add edge $w_{\text {out }} \rightarrow w_{\text {in }}$ with a capacity 1. Every incoming edge to $w$ i.e., $z \rightarrow w$ is replaced by $z \rightarrow w_{i n}$ and every outgoing edge $w \rightarrow z$ is replaced by $w_{\text {out }} \rightarrow z$ with capacity 1 . Find maximum $s, t$ flow in $\widetilde{\mathcal{G}}$ with $T_{i j}, v_{k}$ as source and sink respectively. If the maximum flow is 2 , then output $v_{k}$ is a $p$-collider, otherwise no.

Now, we outline the idea for the proof of correctness of the above construction.

Sketch of the Proof After ensuring that $v_{k}$ has a directed path to either $v_{i}$ or $v_{j}$, we want to check whether there is an undirected path from $v_{i}$ to $v_{j}$ containing $v_{k}$ as a collider. In other words, we want to check if there are two vertex disjoint paths from $v_{i}$ and $v_{j}$ to $v_{k}$ such that both of these paths have incoming edges to $v_{k}$. By adding a node $T_{i j}$ connected to $v_{i}$ and $v_{j}$, we want to route two units of flow from $T_{i j}$ to $v_{k}$ where each node has a vertex capacity of 1 . Converting vertex capacities into edge capacities by splitting every node into two nodes (one for incoming and the other for
outgoing edges) gives us the desired flow network on which we can solve maximum flow.



Figure 2.3: Comparison of $\tau$ vs. maximum degree in various sparse random graph models. On the $x$-axis is the number of nodes in the graph. Note that our bound on the number of interventions needed to recover $\mathcal{G}$ is better than those provided by Kocaoglu et al. [88] roughly when $\tau<d^{2} / n$.

Results In our plots (Figure 2.3), we compare the maximum undirected degree (d) with the maximum number of $p$-colliders between any pair of nodes (which defines $\tau$ ). We ran each experiment 10 times and plot the mean value along with one standard deviation error bars.

Recall that in the worst case, the number of interventions used by our approach (Theorem 2.2.11) is $O(n \tau \log n+n \log n)$ while the algorithm proposed by Kocaoglu et al. [88] uses $O\left(\min \left\{d \log ^{2} n, \ell\right\}+d^{2} \log n\right)$ many interventions where $\ell$ is the length of the longest directed path in the graph. So roughly when $\tau<d^{2} / n$, our bound is better. For this purpose, we also plot the $d^{2} / n$ line using the mean value of $d$ obtained.

For random bipartite graphs, that can be used to model causal relations over time, we use equal partition sizes $n_{1}=n_{2}=n / 2$ and plot the results for $\mathcal{G}(n / 2, n / 2, c / n)$ for constant $c=5$. We observe that the behaviour is uniform for small constant values of $c$. In this case, we observe that the number of $p$-colliders is close to zero for all values of $n$ in the range considered and our bound is better.

For directed random trees, where degrees of nodes follow the powerlaw distribution (observed in real world networks [3]), we again observe that for almost all the values of $n$, our bound is better. We run our experiments with small constant values for the exponent $\gamma$ and show the plots for $\gamma=3$ in Figure 2.3. As powerlaw graphs contain only a few nodes concentrated around a very high degree, we expect our algorithm to perform better in such cases. For Erdös-Rényi random graphs $\mathcal{G}(n, 1 / n)$, we observe that our result is either better or comparable to that of Kocaoglu et al. [88].

It is interesting to see that in the sparse graphs we considered $\tau$ is considerably smaller compared to $d$. Moreover, if we want to identify only the observable graph $G$ under the presence of latents, our algorithm uses $O(\tau \log n)$ interventions where as the previous known algorithm, due to Kocaoglu et. al. [88], uses $O\left(d \log ^{2} n\right)$ interventions. In the random graphs considered above, our algorithms perform significantly better for identifying $G$. Therefore, we believe that minimizing the number of interventions based on the notion of $p$-colliders is a reasonable direction to consider.

### 2.4 Additional Proof Details from Section 2.2

In this section, we provide all the missing proof details from section 2.2.

### 2.4.1 Recovering the entire causal graph $\mathcal{G}$

In this section, we present the missing proof details from section 2.2. In section 2.4.1.1, we present the missing proof details for recovering the observable graph $G$; in sections 2.4.1.2 and 2.4.1.3, we present the missing proof details for detecting the latents.

### 2.4.1.1 Recovering the observable graph $G$

In this section, we present the missing proof details from section 2.2.2 for recovering the observable graph $G$.

Lemma 2.4.1 (Lemma 2.2.3 restated). $\operatorname{Let} v_{i} \in \operatorname{Anc}\left(v_{j}\right) . v_{i} \Perp v_{j} \mid \operatorname{do}\left(v_{i} \cup P_{i j}\right), \operatorname{Anc}\left(v_{j}\right) \backslash$ $\left\{v_{i}\right\}$ iff $v_{i} \notin \mathrm{~Pa}\left(v_{j}\right)$.

Proof. Suppose $v_{i} \in \operatorname{Anc}\left(v_{j}\right) \backslash \operatorname{Pa}\left(v_{j}\right)$. Consider the interventional distribution $\operatorname{do}\left(v_{i} \cup\right.$ $P_{i j}$ ) where $P_{i j}$ is the set of $p$-colliders between $v_{i}$ and $v_{j}$. We intervene on $v_{i}$ to block the path (if present) given by $v_{i} \leftarrow \widetilde{l} \rightarrow v_{j}$ where $\widetilde{l} \in L$. Consider all the remaining undirected paths between $v_{i}$ and $v_{j}$ denoted by $\Pi_{i j}$. We divide $\Pi_{i j}$ into three cases. Let $\pi \in \Pi_{i j}$ be a path from $v_{i}$ to $v_{j}$.

1. $\pi$ contains no colliders, then, $\pi$ is blocked by $\operatorname{Anc}\left(v_{j}\right) \backslash\left\{v_{i}\right\}$. As $\pi$ contains no colliders, we can write $\pi=v_{i} \cdots v_{k} \rightarrow v_{j}$ where $v_{k} \in \operatorname{Anc}\left(v_{j}\right)$. As we are conditioning on $\operatorname{Anc}\left(v_{j}\right) \backslash\left\{v_{i}\right\} \supseteq\left\{v_{k}\right\}, \pi$ is blocked by $v_{k}$.
2. $\pi$ contains colliders but not a $p$-collider. We argue that there are no collider nodes in $\pi$ that are also in $\operatorname{Anc}\left(v_{j}\right) \backslash\left\{v_{i}\right\}$. As there are no $p$-colliders, it means that all the colliders have no descendants in the conditioning set $\operatorname{Anc}\left(v_{j}\right) \backslash\left\{v_{i}\right\}$. Because if a collider $v_{c}$ have a descendant in $\operatorname{Anc}\left(v_{j}\right) \backslash\left\{v_{i}\right\}$, then there is a path from $v_{c}$ to $\operatorname{Pa}\left(v_{j}\right)$ through $\operatorname{Anc}\left(v_{j}\right) \backslash\left\{v_{i}\right\}$. This means that $v_{c}$ is a $p$ collider, contradicting our assumption. Therefore, from Rule-2 of $d$-separation, $\pi$ is blocked.
3. $\pi$ contains at least one $p$-collider. We are intervening on $P_{i j}$ containing all the $p$-colliders. In the intervened mutilated graph, all the $p$-colliders no longer have an incoming arrow and therefore are not colliders. So $\pi$ is blocked.

If $v_{i} \notin \mathrm{~Pa}\left(v_{j}\right)$, we can conclude that $v_{i} \Perp v_{j} \mid \operatorname{do}\left(\left\{v_{i}\right\} \cup P_{i j}\right), \operatorname{Anc}\left(v_{j}\right) \backslash\left\{v_{i}\right\}$. Suppose $v_{i} \in \mathrm{~Pa}\left(v_{j}\right)$. In the interventional distribution $\operatorname{do}\left(\left\{v_{i}\right\} \cup P_{i j}\right)$, we still have $v_{i} \in \mathrm{~Pa}\left(v_{j}\right)$ and any conditioning will not block the path $\pi=v_{i} \rightarrow v_{j}$. Therefore, $v_{i} \not \not \not \perp v_{j} \mid$ $\left(\operatorname{do}\left(\left\{v_{i}\right\} \cup P_{i j}\right), \operatorname{Anc}\left(v_{j}\right) \backslash\left\{v_{i}\right\}\right.$ if $v_{i} \in \operatorname{Pa}\left(v_{j}\right)$.

Lemma 2.4.2. Let $\mathcal{G}\left(V \cup L, E \cup E_{L}\right)$ be a $\tau$-causal graph with observable graph $G(V, E)$. Given an ancestral graph $\operatorname{Anc}(G)$, Algorithm RECOVERG correctly recovers all edges in the observable graph with probability at least $1-1 / n^{2}$.

Proof. Let $\tau^{\prime}=\max \{\tau, 2\}$. From Lemma 2.2.3, we can recover the edges of $G$ provided we know the $p$-colliders between every pair of nodes. As we do not know the graph $G$, we devise a randomized strategy to hit all the $p$-colliders, whilst ensuring that we don't create a lot of interventions. Suppose $\max _{\left(v_{i}, v_{j}\right) \in V \times V}\left|P_{i j}\right| \leq \tau$. We show that with high probability, $\forall v_{i} \in \operatorname{Anc}\left(v_{j}\right), \exists A_{t}$ such that $\left\{v_{i}\right\} \cup P_{i j} \subseteq A_{t}$ and $v_{j} \notin A_{t}$. We can then use the CI-test described in Lemma 2.2.3 to verify whether $v_{i}$ is a parent of $v_{j}$. In Algorithm RecoverG, we repeat this procedure on every edge of $\operatorname{Anc}(G)$ and output $G$.

Suppose $v_{i} \in \operatorname{Anc}\left(v_{j}\right)$. Let $\Gamma_{t}$ denote the event that $A_{t} \in \mathcal{A}_{\tau}$ such that $\left\{v_{i}\right\} \cup P_{i j} \subseteq$ $A_{t}$ and $v_{j} \notin A_{t}$ for a fixed $t \in\left\{1, \ldots, 72 \tau^{\prime} \log n\right\}$. Let $T=72 \tau^{\prime} \log n$. As we include a vertex $v_{i} \in A_{t}$ with probability $1-1 / \tau^{\prime}$, we obtain

$$
\operatorname{Pr}\left[\Gamma_{t}\right]=\left(1-\frac{1}{\tau^{\prime}}\right)^{\left|P_{i j}\right|+1} \frac{1}{\tau^{\prime}} \geq\left(1-\frac{1}{\tau^{\prime}}\right)^{\tau^{\prime}+1} \frac{1}{\tau^{\prime}}
$$

Using the inequality $\left(1+\frac{x}{n}\right)^{n} \geq e^{x}\left(1-\frac{x^{2}}{n}\right)$ for $|x| \leq n$, and since $\tau^{\prime} \geq 2$ we have:

$$
\begin{gathered}
\operatorname{Pr}\left[\Gamma_{t}\right] \geq \frac{1}{\mathrm{e}^{\tau^{\prime}+1 / \tau^{\prime}}}\left(1-\frac{\left(\tau^{\prime}+1\right)^{2}}{\tau^{\prime 2}\left(\tau^{\prime}+1\right)}\right) \frac{1}{\tau^{\prime}} \geq \frac{1}{18 \tau^{\prime}} \\
\Rightarrow \operatorname{Pr}\left[\bar{\Gamma}_{t}\right] \leq 1-\frac{1}{18 \tau^{\prime}} \text { and } \operatorname{Pr}\left[\exists t \in[T]: \Gamma_{t}\right] \geq 1-\left(1-\frac{1}{18 \tau^{\prime}}\right)^{72 \tau^{\prime} \log n}
\end{gathered}
$$

Using the inequality $\left(1+\frac{x}{n}\right)^{n} \leq e^{x}$ for $|x| \leq n$ we have:

$$
\operatorname{Pr}\left[\exists t \in[T]: \Gamma_{t}\right] \geq 1-\frac{1}{n^{4}}
$$

So the probability that there exists at least one set $A_{t}$ for the given pair $v_{i}, v_{j}$ for which $v_{i} \cup P_{i j} \subseteq A_{t}$ and $v_{j} \notin A_{t}$ is at least $1-\frac{1}{n^{4}} .^{2}$ To ensure this probability of success for every pair of variables, we use a union bound over the $n^{2}$ node pairs.

Proposition 2.4.3 (Proposition 2.2.4 restated). Let $\mathcal{G}\left(V \cup L, E \cup E_{L}\right)$ be a $\tau$-causal graph with observable graph $G(V, E)$. There exists a procedure to recover the observable graph using $O(\tau \log n+\log n)$ many interventions with probability at least $1-1 / n^{2}$.

Proof. As is well-known, e.g. [88], a strongly separating set system can be constructed with $m=2 \log n$ interventions by using the binary encoding of the numbers $1, \ldots, n$. Two intervention sets are constructed for every bit location $k \in[\log n]$, one with any node $v_{i}$ if the number $i$ has $k$ th bit set to 1 , and other with any node $v_{i}$ if the number $i$ has $k$ th bit set to 0 . Therefore, we require $2 \log n$ interventions to obtain ancestral graph $\operatorname{Anc}(G)$ of the observable graph. From Lemma 2.4.2, we require $O(\tau \log n)$ interventions to recover all the edges of observable graph of $G$ from $\operatorname{Anc}(G)$ with probability $1-\frac{1}{n^{2}}$. Therefore, using $O(\tau \log n)$ interventions, Algorithm RECOVERG can recover the observable graph $G(V, E)$ with high probability.

It is well established that $\log (\chi(G))$ interventions are necessary and sufficient in the causally sufficient systems (where there are no latents) where $\chi(G)$ is the chromatic number of $G$. Generalized over all graphs this becomes $\log (n)$. Our following lower bound shows that, even if there are no latent variables in the underlying system, if the algorithm cannot rule latents out, and needs to consider latents as a possibility to compute the graph skeleton, then $\Omega(n)$ interventions are necessary. Shanmugam et al. [115] provide a lower bound in a different setting, when the intervention sets are required to have only limited number of variables.

[^1]Proposition 2.4.4 (Proposition 2.2.5 restated). There exists a graph causal $\mathcal{G}(V \cup$ $\left.L, E \cup E_{L}\right)$ such that every non-adaptive algorithm requires $\Omega(n)$ many interventions to recover even the observable graph $G(V, E)$ of $\mathcal{G}$.

Proof. Consider an ordering of observable variables given by $v_{1}, v_{2}, \cdots, v_{n}$. Let $G$ be a graph with all directed edges $\left(v_{a}, v_{b}\right)$ for all $b>a$. Suppose the set of interventions generated by the non-adaptive algorithm is given by $\mathcal{H}$. Now consider $v_{i}$ for some fixed $i \geq \frac{n}{4}$.

We claim that if every intervention $H \in \mathcal{H}$ is such that for some $j \in\{3, \cdots, i-$ $1\}, v_{j} \notin H$, then there exists a graph $G_{i}$ such that $G$ and $G_{i}$ are both indistinguishable under all the interventions in $\mathcal{H}$ irrespective of other conditioning. Now consider any set $H_{j} \subseteq\left(\left\{v_{1}, v_{2}, \cdots, v_{i-1}\right\} \backslash\left\{v_{j}\right\}\right) \bigcup\left\{v_{i+1}, \cdots, v_{n}\right\}$. Let $G_{i}$ be such that it contains all the directed edges $\left(v_{a}, v_{b}\right)$ for all $b>a$ but does not contain the directed edge $\left(v_{1}, v_{i}\right)$. To distinguish between $G$ and $G_{i}$ one needs to determine whether $v_{1} \rightarrow v_{i}$. Note that any intervention we use to determine the edge should contain $v_{1}$ to rule out the possibility of the influence of latent $v_{1} \leftarrow l_{1 i} \rightarrow v_{i}$ on the CI-tests we perform. Now, under do $\left(H_{j}\right)$, there are only two CI-tests possible to determine whether $v_{1} \rightarrow v_{i}: v_{1} \Perp v_{i} \mid v_{j}, \operatorname{do}\left(H_{j}\right)$ and $v_{1} \Perp v_{i} \mid \operatorname{do}\left(H_{j}\right)$. However, for both graphs $G$ and $G_{i}$, both these independence tests will always turn out negative. In the former case, it is because $v_{j}$ will be a collider on the path $v_{i}, v_{j}, v_{j-1}, v_{i}$, and in the latter case there is a path $v_{1}, v_{j}, v_{i}$ that is not blocked. In other words, the CI-tests will provide no information to distinguish between $G$ and $G_{i}$, unless $\mathcal{H}$ contains the set $\left\{v_{1}, v_{3}, \ldots, v_{i-1}\right\}$.

One can similarly construct these $G_{i}$ 's for all $i \geq \frac{n}{4}$, thereby $\mathcal{H}$ needs to contain the intervention sets $\left\{v_{1}, v_{3}, \ldots, v_{i-1}\right\}$ for all $n / 4 \leq i \leq n$ to separate $G$ from all the $G_{i}$ 's. This proves the claim.

```
Algorithm 3 LatentsNEdges \(\left(G(V, E), \mathcal{D}_{\tau}\right)\)
    \(L \leftarrow \phi, E_{L} \leftarrow \phi\)
    for \(\left(v_{i}, v_{j}\right) \notin E\) do
        Let \(\mathcal{D}_{i j}=\left\{D \mid D \in \mathcal{D}_{\tau}\right.\) and \(\left.v_{i}, v_{j} \notin D\right\}\)
        if \(v_{i} \not \not \perp v_{j} \mid d o(D) \cup \operatorname{Pa}\left(v_{i}\right) \cup \operatorname{Pa}\left(v_{j}\right)\) for every \(D \in \mathcal{D}_{i j}\) then
            \(L \leftarrow L \cup l_{i j}, E_{L} \leftarrow E_{L} \cup\left\{\left(l_{i j}, v_{i}\right),\left(l_{i j}, v_{j}\right)\right\}\)
        end if
    end for
    return \(\mathcal{G}\left(V \cup L, E \cup E_{L}\right)\)
```


### 2.4.1.2 Latents Affecting Non-adjacent Nodes in $G$

Let $\bar{E}=\left\{\left(v_{i}, v_{j}\right) \mid\left(v_{i}, v_{j}\right) \notin E\right\}$ be the set of non-edges in $G$. The entire procedure for finding latents between non-adjacent nodes in $G$ is described in Algorithm LAtentsNEdges. Similar to Algorithm Recoverg, we block the paths by conditioning on parents and intervening on $p$-colliders. The idea is based on the observation that for any non-adjacent pair $v_{i}, v_{j}$ an intervention on the set $P_{i j}$ and conditioning on the parents of $v_{i}$ and $v_{j}$ will make $v_{i}$ and $v_{j}$ independent, unless there is a latent between then. The following lemma formalizes this idea.

Lemma 2.4.5. Suppose $\left(v_{i}, v_{j}\right) \in \bar{E}$. Then, $v_{i} \Perp v_{j} \mid \operatorname{do}\left(P_{i j}\right), \mathrm{Pa}\left(v_{i}\right) \cup \mathrm{Pa}\left(v_{j}\right)$ iff $v_{i}$ and $v_{j}$ has no latent between them.

Proof. Suppose there is no latent between $v_{i}$ and $v_{j}$. We follow the proof similar to the Lemma 2.2.3. Consider the pair of variables $v_{i}$ and $v_{j}$ and all the paths between them $\Pi_{i j}$. Let $\pi \in \Pi_{i j}$.

1. Let $\pi$ be a path not containing any colliders. Using Rule-1 of $d$-separation, we can block $\pi$ by conditioning on either $\mathrm{Pa}\left(v_{i}\right)$ or $\mathrm{Pa}\left(v_{j}\right)$.

2 . If $\pi$ contains colliders and no $p$-colliders, then, using Rule- 2 of $d$-separation, $\pi$ is blocked as the colliders have no descendants in $\mathrm{Pa}\left(v_{i}\right) \cup \mathrm{Pa}\left(v_{j}\right)$.
3. We block the paths $\pi$ containing $p$-colliders by intervening on $P_{i j}$

As all the paths in $\Pi_{i j}$ are blocked, we have $v_{i} \Perp v_{j} \mid \operatorname{do}\left(P_{i j}\right), \mathrm{Pa}\left(v_{i}\right) \cup \mathrm{Pa}\left(v_{j}\right)$. If there is a latent $l_{i j}$ then the path $v_{i} \leftarrow l_{i j} \rightarrow v_{j}$ is not blocked and therefore $v_{i} \not \Perp v_{j} \mid$ $\left(\mathrm{do}\left(P_{i j}\right), \mathrm{Pa}\left(v_{i}\right) \cup \mathrm{Pa}\left(v_{j}\right)\right)$.

Formally, let $D_{t} \subseteq V$ for $t \in\left\{1,2, \cdots, 24 \tau^{\prime 2} \log n\right\}$ be constructed by including every variable $v_{i} \in V$ with probability $1-\frac{1}{\tau^{\prime}}$ where $\tau^{\prime}=\max \{\tau, 2\}$. Let $\mathcal{D}_{\tau}=$ $\left\{D_{1}, \cdots, D_{24 \tau^{\prime 2} \log n}\right\}$ be the collection of the set $D_{t}$ 's. Using these interventions $\mathcal{D}_{\tau}$, we argue that we can recover all the latents between non-edges of $G$ correctly with high probability.

Proposition 2.4.6 (Proposition 2.2.6 restated). Let $\mathcal{G}\left(V \cup L, E \cup E_{L}\right)$ be a $\tau$-causal graph with observable graph $G(V, E)$. Algorithm LATENTSNEDGES with $O\left(\tau^{2} \log n+\right.$ $\log n)$ many interventions recovers all latents effecting pairs of non-adjacent nodes in the observable graph $G$ with probability at least $1-1 / n^{2}$.

Proof. We follow a proof similar to Lemma 2.4.2. Consider a pair of variables $v_{i}$ and $v_{j}$ such that there is no edge between them in $G$. From Lemma 2.4.5, we know that by intervening on all the colliders between $v_{i}$ and $v_{j}$, we can identify the presence of a latent. In Algorithm LatentsNEdges, we iterate over sets in $\mathcal{D}_{i j}$. As $\mathcal{D}_{i j} \subseteq \mathcal{D}_{\tau}$, we have $\left|\mathcal{D}_{i j}\right| \leq 24 \tau^{\prime 2} \log n$. Let $\Gamma_{t}$ denote the event that $D_{t} \in \mathcal{D}_{i j}$ is such that $v_{i}, v_{j} \notin D_{t}$ and $P_{i j} \subseteq D_{t}$ for a fixed $t \in\left\{1, \cdots, 24 \tau^{\prime 2} \log n\right\}$. Let $T=24 \tau^{\prime 2} \log n$.

$$
\operatorname{Pr}\left[\Gamma_{t}\right]=\left(1-\frac{1}{\tau^{\prime}}\right)^{\left|P_{i j}\right|} \frac{1}{\tau^{\prime 2}} \geq\left(1-\frac{1}{\tau^{\prime}}\right)^{\tau^{\prime}} \frac{1}{\tau^{\prime 2}}
$$

Using the inequality $\left(1+\frac{x}{n}\right)^{n} \geq e^{x}\left(1-\frac{x^{2}}{n}\right)$ for $|x| \leq n$, and since $\tau^{\prime} \geq 2$ we have:

$$
\begin{gathered}
\operatorname{Pr}\left[\Gamma_{t}\right] \geq \frac{1}{\mathrm{e}}\left(1-\frac{1}{\tau^{\prime}}\right) \frac{1}{\tau^{\prime 2}} \geq \frac{1}{2 \mathrm{e}^{\prime 2}} \\
\Rightarrow \operatorname{Pr}\left[\bar{\Gamma}_{t}\right] \leq 1-\frac{1}{6 \tau^{\prime 2}} \text { and } \operatorname{Pr}\left[\exists t \in[T]: \Gamma_{t}\right] \geq 1-\left(1-\frac{1}{6 \tau^{\prime 2}}\right)^{24 \tau^{\prime 2} \log n}
\end{gathered}
$$

Using the inequality $\left(1+\frac{x}{n}\right)^{n} \leq e^{x}$ for $|x| \leq n$ we have:

$$
\operatorname{Pr}\left[\exists t \in[T]: \Gamma_{t}\right] \geq 1-\frac{1}{n^{4}}
$$

So the probability that there exists a set $D_{t}$ for which $v_{i}, v_{j} \notin D_{t}$ and $P_{i j} \subseteq D_{t}$ is at least $1-\frac{1}{n^{4}}$. A union bound over at most $n^{2}$ pair of variables completes the proof.

### 2.4.1.3 Latent Affecting Adjacent Nodes in $G$

We follow an approach similar to the one presented in section 2.4.1.2 for detecting the presence of latent between an edge $v_{i} \rightarrow v_{j}$ in $G$. In Algorithm 2, we block all the paths (excluding the edge) between the variables $v_{i}$ and $v_{j}$ using a conditioning set $\mathrm{Pa}\left(v_{j}\right)$ in the intervention distribution $\operatorname{do}\left(\mathrm{Pa}\left(v_{i}\right) \cup P_{i j}\right)$ in the do-see tests we perform. This idea is formalized using the following lemma.

Lemma 2.4.7. Suppose $v_{i} \rightarrow v_{j} \in G$. Let $l_{t j}$ be a latent between $v_{t}$ and $v_{j}$ where $v_{t} \neq v_{i}$ and $v_{i}, v_{j} \notin B, P_{i j} \subseteq B$. Then, $l_{t j} \Perp v_{i} \mid \mathrm{Pa}\left(v_{j}\right), \operatorname{do}\left(B \cup\left\{v_{i}\right\} \cup \mathrm{Pa}\left(v_{i}\right)\right)$ and $l_{t j} \Perp v_{i} \mid \mathrm{Pa}\left(v_{j}\right), \operatorname{do}\left(\mathrm{Pa}\left(v_{i}\right) \cup B\right)$.

Proof. The proof goes through by analyzing various cases. We give a detailed outline of the proof.

Claim 1: $l_{t j} \Perp v_{i} \mid \mathrm{Pa}\left(v_{j}\right), \operatorname{do}\left(B \cup\left\{v_{i}\right\} \cup \mathrm{Pa}\left(v_{i}\right)\right)$. Suppose $v_{t} \in \mathrm{~Pa}\left(v_{i}\right) \cup B$. Consider all the paths between $v_{i}$ and $l_{t j}$ in the interventional distribution $\operatorname{do}\left(B \cup\left\{v_{i}\right\} \cup \mathrm{Pa}\left(v_{i}\right)\right)$. The only paths that are not separated because of the intervention are $l_{t j} \rightarrow v_{j} \leftarrow v_{i}$, $l_{t j} \rightarrow v_{j} \leftarrow v_{k} \cdots \leftarrow v_{i}$ where $v_{k} \in \operatorname{Pa}\left(v_{j}\right)$, and $l_{t j} \rightarrow v_{j} \rightarrow \cdots \leftarrow v_{i}$. As we are not conditioning on $v_{j}, l_{t j} \rightarrow v_{j} \leftarrow v_{i}$ is blocked (Rule-2 in $d$-separation); conditioning on $\mathrm{Pa}\left(v_{j}\right) \ni v_{k}$ block the paths $l_{t j} \rightarrow v_{j} \leftarrow v_{k} \cdots \leftarrow v_{i}$ (Rule-1 in $d$-separation); and $l_{t j} \rightarrow v_{j} \rightarrow \cdots \leftarrow v_{i}$ paths have a collider that is not $\mathrm{Pa}\left(v_{j}\right)$ hence blocked by Rule-2 in $d$-separation.

Suppose $v_{t} \notin \mathrm{~Pa}\left(v_{i}\right) \cup B$. As before it follows that all paths between $l_{t j}$ and $v_{i}$ going through $v_{j}$ are blocked. All other paths between $l_{t j}$ and $v_{i}$ should have a
collider. This is because in any such path $\pi$ the only edge from $l_{t j}$ is $l_{t j} \rightarrow v_{t}$ and the edges that remain at $v_{i}$ are outgoing. It is easy to see that the collider on this path $\pi$ can't be in $\mathrm{Pa}\left(v_{j}\right)$ because otherwise it will also be a $p$-collider between $v_{i}$ and $v_{j}$ which are intervened on through $B$. When there is a collider on the path that is not in the conditioning set, then the path is blocked (Rule-2 in $d$-separation). The same holds for all paths between $l_{t j}$ and $v_{i}$.

Claim 2: $l_{t j} \Perp v_{i} \mid \mathrm{Pa}\left(v_{j}\right), \operatorname{do}\left(B \cup \mathrm{~Pa}\left(v_{i}\right)\right)$. Consider all the paths between $l_{t j}$ and $v_{i}$. Using the above arguments, we have that all paths containing $v_{j}$ are blocked. All other paths between $l_{t j}$ and $v_{i}$ should have a collider. This is because in any such path $\pi$ the only edge from $l_{t j}$ is $l_{t j} \rightarrow v_{t}$ and $\pi$ will end at $v_{i}$ either as $l_{t j} \cdots \leftarrow v_{i}$ or $l_{t j} \rightarrow \cdots \leftarrow v_{k} \rightarrow v_{i}$ where $v_{k} \in \mathrm{~Pa}\left(v_{i}\right)$. It is again easy to see that the collider on this path $\pi$ can't be in $\mathrm{Pa}\left(v_{j}\right)$ because otherwise it will also be a $p$-collider between $v_{i}$ and $v_{j}$ which are intervened on through $B$. As before, when there is a collider on the path that is not in the conditioning set, then the path is blocked (Rule-2 in $d$-separation). The same holds for all paths between $l_{t j}$ and $v_{i}$.

Lemma 2.4.8 (Lemma 2.2.8 restated). Suppose $v_{i} \rightarrow v_{j} \in G$ and $v_{i}, v_{j} \notin B$, and $P_{i j} \subseteq B$ then, $\operatorname{Pr}\left[v_{j} \mid v_{i}, \mathrm{~Pa}\left(v_{j}\right), \operatorname{do}\left(\mathrm{Pa}\left(v_{i}\right) \cup B\right)\right]=\operatorname{Pr}\left[v_{j} \mid \mathrm{Pa}\left(v_{j}\right), \operatorname{do}\left(\left\{v_{i}\right\} \cup \mathrm{Pa}\left(v_{i}\right) \cup B\right)\right]$ if there is no latent $l_{i j}$ with $v_{i} \leftarrow l_{i j} \rightarrow v_{j}$.

Proof. Suppose $v_{i} \rightarrow v_{j}$ in $G$ and there is no latent between $\left(v_{i}, v_{j}\right)$. Then, we claim that $\operatorname{Pr}\left[v_{j} \mid v_{i}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right]=\operatorname{Pr}\left[v_{j} \mid \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\left\{v_{i}\right\} \cup \operatorname{Pa}\left(v_{i}\right) \cup B\right)\right]$. Let $L_{j}$ represents all the latent parents of $v_{j}$. By including $v_{i}$ in the intervention,

$$
\begin{align*}
& \operatorname{Pr}\left[v_{j} \mid \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\left\{v_{i}\right\} \cup \operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] \\
& =\sum_{L_{j}} \operatorname{Pr}\left[v_{j} \mid L_{j}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\left\{v_{i}\right\} \cup \operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] \operatorname{Pr}\left[L_{j} \mid \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\left\{v_{i}\right\} \cup \operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] . \\
& =\sum_{L_{j}} \operatorname{Pr}\left[v_{j} \mid L_{j}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\left\{v_{i}\right\} \cup \operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] \operatorname{Pr}\left[L_{j} \mid \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] . \tag{2.1}
\end{align*}
$$

As the value of $L_{j}$ is only affected by conditioning on its descendants, and in the interventional distribution $\operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right)\right), v_{i}$ is not a descendant of $L_{j}$, the last statement is true.

Under conditioning on $v_{i}$

$$
\begin{align*}
& \operatorname{Pr}\left[v_{j} \mid v_{i}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] \\
& =\sum_{L_{j}} \operatorname{Pr}\left[v_{j} \mid L_{j}, v_{i}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] \operatorname{Pr}\left[L_{j} \mid v_{i}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] \\
& =\sum_{L_{j}} \operatorname{Pr}\left[v_{j} \mid L_{j}, v_{i}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] \operatorname{Pr}\left[L_{j} \mid \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] \tag{2.2}
\end{align*}
$$

The last statement is true because $L_{j} \Perp v_{i} \mid \mathrm{Pa}\left(v_{j}\right)$ in the distribution $\operatorname{do}\left(B \cup \mathrm{~Pa}\left(v_{i}\right)\right)$ from Lemma 2.4.7. From the invariance principle (page 24 in [105], [88]), for any variable $v_{i}$ :

$$
\operatorname{Pr}\left[v_{i} \mid \operatorname{Pa}\left(v_{i}\right)\right]=\operatorname{Pr}\left[v_{i} \mid Z, \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \backslash Z\right)\right] \text { for any } Z \subseteq \operatorname{Pa}\left(v_{i}\right)
$$

Applying it to our case we get

$$
\operatorname{Pr}\left[v_{j} \mid L_{j}, v_{i}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right]=\operatorname{Pr}\left[v_{j} \mid L_{j}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\left\{v_{i}\right\} \cup \operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] .
$$

Putting this together with (2.1) and (2.2), we get $\operatorname{Pr}\left[v_{j} \mid v_{i}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup\right.\right.$ $B)]=\operatorname{Pr}\left[v_{j} \mid \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\left\{v_{i}\right\} \cup \operatorname{Pa}\left(v_{i}\right) \cup B\right)\right]$, if there is no latent $l_{i j}$ with $v_{i} \leftarrow l_{i j} \rightarrow$ $v_{j}$.

Lemma 2.4.9 (Lemma 2.2.9 restated). Suppose $v_{i} \rightarrow v_{j} \in G$ and $v_{i}, v_{j} \notin B$, and $P_{i j} \subseteq B$, then, $\operatorname{Pr}\left[v_{j} \mid v_{i}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] \neq \operatorname{Pr}\left[v_{j} \mid \mathrm{Pa}\left(v_{j}\right), \operatorname{do}\left(\left\{v_{i}\right\} \cup \operatorname{Pa}\left(v_{i}\right) \cup B\right)\right]$ if there is a latent $l_{i j}$ with $v_{i} \leftarrow l_{i j} \rightarrow v_{j}$.

Proof. Suppose $v_{i} \rightarrow v_{j}$ in $G$ and there is a latent $l_{i j}$ between $\left(v_{i}, v_{j}\right)$. Then, we claim that $\operatorname{Pr}\left[v_{j} \mid v_{i}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] \neq \operatorname{Pr}\left[v_{j} \mid \mathrm{Pa}\left(v_{j}\right), \operatorname{do}\left(\left\{v_{i}\right\} \cup \mathrm{Pa}\left(v_{i}\right) \cup B\right)\right]$. Let $L_{j}$
represents all the latent parents of $v_{j}$, where $l_{i j} \in L_{j}$. Therefore, $v_{i}$ is a descendant of $L_{j}$. By including $v_{i}$ in the intervention,

$$
\begin{aligned}
& \operatorname{Pr}\left[v_{j} \mid v_{i}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] \\
& =\sum_{L_{j}} \operatorname{Pr}\left[v_{j} \mid L_{j}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\left\{v_{i}\right\} \cup \operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] \operatorname{Pr}\left[L_{j} \mid \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\left\{v_{i}\right\} \cup \operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] \\
& =\sum_{L_{j}} \operatorname{Pr}\left[v_{j} \mid L_{j}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\left\{v_{i}\right\} \cup \operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] \operatorname{Pr}\left[L_{j} \mid \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] .
\end{aligned}
$$

As the value of $L_{j}$ is only affected by conditioning on its descendants, and in the interventional distribution $\operatorname{do}\left(\mathrm{Pa}\left(v_{i}\right)\right), v_{i}$ is not a descendant of $L_{j}$, the last statement is true. Under conditioning on $v_{i}$, we have :

$$
\begin{aligned}
& \operatorname{Pr}\left[v_{j} \mid v_{i}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] \\
& =\sum_{L_{j}} \operatorname{Pr}\left[v_{j} \mid L_{j}, v_{i}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] \operatorname{Pr}\left[L_{j} \mid v_{i}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] \\
& =\sum_{L_{j}} \operatorname{Pr}\left[v_{j} \mid L_{j}, v_{i}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] \frac{\operatorname{Pr}\left[v_{i} \mid L_{j}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right]}{\operatorname{Pr}\left[v_{i} \mid \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right]} \\
& \cdot \operatorname{Pr}\left[L_{j} \mid \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right]
\end{aligned}
$$

From the invariance principle (page 24 in [105], [88]), we have for any variable $v_{i}$

$$
\operatorname{Pr}\left[v_{i} \mid \operatorname{Pa}\left(v_{i}\right)\right]=\operatorname{Pr}\left[v_{i} \mid Z, \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \backslash Z\right)\right] \text { for any } Z \subseteq \operatorname{Pa}\left(v_{i}\right)
$$

Applying it to our case we get

$$
\operatorname{Pr}\left[v_{j} \mid L_{j}, v_{i}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right]=\operatorname{Pr}\left[v_{j} \mid L_{j}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\left\{v_{i}\right\} \cup \operatorname{Pa}\left(v_{i}\right) \cup B\right)\right] .
$$

However, since the numerator of

$$
\frac{\operatorname{Pr}\left[v_{i} \mid L_{j}, \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right]}{\operatorname{Pr}\left[v_{i} \mid \operatorname{Pa}\left(v_{j}\right), \operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)\right]}
$$

depends on $L_{j}$ as $v_{i}$ is a descendant of $l_{i j} \in L_{j}$, whereas the denominator is not dependent on $L_{j}$, the ratio is not equal to 1 unless in pathological cases. A similar situation arises in the do-see test analysis for [88]. Hence, we have $\operatorname{Pr}\left[v_{j} \mid\right.$ $\left.v_{i}, \mathrm{~Pa}\left(v_{j}\right), \operatorname{do}\left(\mathrm{Pa}\left(v_{i}\right) \cup B\right)\right] \neq \operatorname{Pr}\left[v_{j} \mid \mathrm{Pa}\left(v_{j}\right), \operatorname{do}\left(\left\{v_{i}\right\} \cup \mathrm{Pa}\left(v_{i}\right) \cup B\right)\right]$.

Proposition 2.4.10 (Proposition 2.2.10 restated). Let $\mathcal{G}\left(V \cup L, E \cup E_{L}\right)$ be a $\tau$-causal graph with observable graph $G(V, E)$. Algorithm LATENTSWEDGES with $O(n \tau \log n+$ $n \log n)$ many interventions recovers all latents effecting pairs of adjacent nodes in the observable graph $G$ with probability at least $1-\frac{1}{n^{2}}$.

Proof. From Lemma 2.4.2, we know that with probability $1-\frac{1}{n^{2}}$, for every pair $v_{i}$ and $v_{j}$, there exists, with high probability, an intervention $B \in \mathcal{B}_{\tau}$ such that $v_{i} \in B, v_{j} \notin B$ and $P_{i j} \subseteq B$. On this $B$, using Lemmas 2.2.8 and 2.2.9, we can identify the latent by using a distribution test on $B \cup P a\left(v_{i}\right)$ and $B \cup P a\left(v_{i}\right) \cup\left\{v_{i}\right\}$.

For every variable $v_{i} \in V$, our algorithm constructs at most $2\left|\mathcal{B}_{\tau}\right|$ many interventions, given by $\operatorname{do}\left(\left\{v_{i}\right\} \cup \operatorname{Pa}\left(v_{i}\right) \cup B\right)$ and $\operatorname{do}\left(\operatorname{Pa}\left(v_{i}\right) \cup B\right)$ for every $B \in \mathcal{B}_{\tau}$. Therefore, the total number of interventions used by Algorithm LatentsWEDGES is $O(n \tau \log n+n \log n)$.

### 2.4.1.4 Removing the dependence on the exact value of $\tau$

Let $\mathcal{G}$ be a $\tau$-causal graph. We assume that we know the exact value of $\tau$ in Algorithms RecoverG, LatentsNEdges, and LatentsWEdges. However, this assumption can be easily removed. For a fixed $\tau$, let $\mathcal{G}_{\tau}$ be graph returned after going through all these above algorithms. Given $\mathcal{G}_{\tau}$, checking whether $v_{k}$ is a $p$-collider for some pair $v_{i}, v_{j}$ is simple, iterate over all paths between $v_{i}$ and $v_{j}$ that include $v_{k}$. Let $\Pi=\left\{\pi_{1}, \ldots, \pi_{r}\right\}$ be these paths. For each $\pi_{w} \in \Pi$, remove the edges in $\pi_{w}$ from $\mathcal{G}_{\tau}$ see if $v_{k}$ has a descendant in $\mathrm{Pa}\left(v_{i}\right) \cup \mathrm{Pa}\left(v_{j}\right)$ in this modified graph. If this holds for any path $\pi_{w} \in \Pi$, then $v_{k}$ is a $p$-collider for the pair $v_{i}, v_{j}$. We describe an efficient algorithm for finding $p$-colliders in section 2.3.

The idea is as follows, we invoke Algorithms RecoverG, LatentsNEdges and LatentsWEdges for $\tau=1,2,4, .$. , until we find the first $\widehat{\tau}$ and $2 \widehat{\tau}$ such that $\mathcal{G}_{\widehat{\tau}}=\mathcal{G}_{2 \widehat{\tau}}$. We now check whether the observable nodes in $\mathcal{G}_{\widehat{\tau}}$ has at most $\widehat{\tau} p$-colliders, if so we are output $\mathcal{G}_{\widehat{\tau}}$ (and $\widehat{\tau}$ ). Otherwise, we continue by doubling $\tau$, i.e., by considering $2 \widehat{\tau}$ and $4 \widehat{\tau}$. By increasing $\tau$ by a constant factor, it is easy to see that process will stop in at most $\log (2 \tau)$ steps and when it stops it produces the correct observable graph $\mathcal{G}$ and also that $\widehat{\tau} \leq 2 \tau$. Overall, this will increase the number of interventions in Theorem 2.2.11 by a factor of $O(\log \tau)$ (to $O\left(\tau^{2} \log n \log \tau+n \tau \log n \log \tau\right)$ interventions). Through a union bound, the same success probability of $1-O\left(1 / n^{2}\right)$ can be ensured by adjusting the constants.

### 2.5 Conclusion

We have studied how to recover a causal graph in the presence of latents while minimizing the interventional cost. Under the identity cost model, we gave a randomized algorithm to recover the full causal graph, through a novel characterization based on $p$-colliders. In this setting, understanding the optimal interventional cost is open, and an important direction for future research. While we focus on settings that are close to being non-adaptive, where all the interventions are constructed at once in the beginning, an adaptive or sequential setting has received recent attention [67, 115], and is an interesting direction for future work.

## CHAPTER 3

## CAUSAL DISCOVERY UNDER LINEAR COST MODEL

In this chapter, we describe algorithms for recovering the causal graph or the ancestral graph under the linear cost model. In section 3.1, we present the necessary preliminaries and definitions; in section 3.2, we describe our algorithms for recovering the ancestral causal graph; in section 3.3, we discuss the generalizations of separating set systems that are used for causal discovery in Chapter 2 and section 3.2.

For the subsequent portion of the chapter, we assume access to additional information, such as access to the presence of causal edges in the observable graph, but not their directions. Under such additional information, we describe algorithms for recovering the observable graph in section 3.4 and ancestral graph in section 3.5. In section 3.8, we present the conclusion.

Overview Suppose $G$ is the observable graph of the causal graph $\mathcal{G}$, that we wish to recover. We present an algorithm that recovers the ancestral graph Anc $(G)$ using a set of interventions that satisfy the strongly separating set system property. There might be many candidate set systems that satisfy the strongly separating property, and we argue that a greedy strategy will yield a low-cost collection of sets that is only a multiplicative factor 2 away from the optimal cost. As we do not have a handle on exactly characterizing the set systems that allow for recovering $G$, we consider a setting with side information. We assume access to additional knowledge about $G$, via access to the presence of exact set (or a superset) of edges in $G$, without their directions. The goal, under this setting, is to recover the directions. We argue, even
under such a restriction, that this is computationally hard, in fact, NP-hard. Unfortunately, we observe that identifying good approximation seems also intractable, under certain complexity-theoretic conjectures. To overcome these challenges, we introduce a new goal in causal discovery, where we wish to recover all but $\epsilon$ fraction of edges of $G$. For this approximate recovery goal, we present efficient low-cost algorithms, by generalizing the notions of separating set systems to arbitrary graphs, and drawing connections to graph property testing.

### 3.1 Preliminaries

Following the SCM framework [105], we represent a set of random variables by $V \cup L$ where $V$ contains the endogenous (observed) variables that can be measured and $L$ contains the exogenous (latent) variables that cannot be measured. We define a directed causal graph $\mathcal{G}=\mathcal{G}(V \cup L, \mathcal{E})$ on these variables where an edge corresponds to a causal relation between the corresponding variables: a directed edge $\left(v_{i}, v_{j}\right)$ indicates that $v_{i}$ causes $v_{j}$. Throughout we denote $n=|V|$.

We assume that all causal relations belong to one of two categories : (i) $E \subseteq V \times V$ containing direct causal relations between the observed variables and (ii) $E_{L} \subseteq L \times V$ containing relations from latents to observable variables. Thus, the full edge set of our causal graph is $\mathcal{E}=E \cup E_{L}$. We also assume that every latent $l \in L$ influences exactly two observed variables, i.e., $(l, u),(l, v) \in E_{L}$ and no other edges are incident on $l$. This semi-Markovian assumption is widely used in prior works [88, 117] (see discussion 2.1 for additional details). Let $G(V, E)$ denote the subgraph of $\mathcal{G}$ restricted to observable variables, referred to as the observable graph. The Ancestral graph of $G$ (see Defn. 2.1.1), denoted by $\operatorname{Anc}(G)$ is defined over the variables $|V|$ and contains the set of all edges $\left(v_{i}, v_{j}\right) \in \operatorname{Anc}(G)$ iff there is a directed path from $v_{i}$ to $v_{j}$ in $G$.

Intervention Sets Our primary goal is to recover either $G$ or $\operatorname{Anc}(G)$ via interventions on the observable variables. We assume the ability to perform an intervention
on a set of variables $S \subseteq V$ which fixes $S=s$ for each $s$ in the domain of $S$. We then perform a conditional independence test answering for all $v_{i}, v_{j}$ "Is $v_{i}$ independent of $v_{j}$ in the interventional distribution $\operatorname{do}(S=s)$ ?" and denote it using $v_{i} \Perp v_{j} \mid \operatorname{do}(S)$. Here $\operatorname{do}(S=s)$ uses Pearl's do-notation to denote the interventional distribution when the variables in $S$ are fixed to $s$.

An intervention set is a collection of subsets $\mathcal{S}=\left\{S_{1}, \ldots, S_{m}\right\}$ that we intervene on in order to recover edges of the observable or ancestral graph. It will also be useful to associate a matrix $L \in\{0,1\}^{n \times m}$ with the collection where the $i$ th column is the characteristic vector of set $S_{i}$, i.e., row entry corresponding to node in $S_{i}$ is 1 iff it is present in $S_{i}$. We can also think of $L$ as a collection of $n=|V|$ length-m binary vectors that indicate which of the $m$ intervention sets $S_{1}, \ldots, S_{m}$ each variable $v_{i}$ belongs to.

As is standard, we assume that $\mathcal{G}$ satisfies the causal Markov condition and assume faithfulness [119], both in the observational and interventional distributions following [66]. This ensures that conditional independence tests lead to the discovery of true causal relations rather than spurious associations.

Linear Cost Model In the Linear Cost Model, each node $v \in V$ has a different cost $C(v) \in[1, W]$ and the cost of intervention on a set $S \subset V$ is defined as $\sum_{v \in S} C(v)$, as also considered by Kocaoglu et al. [91]. That is, interventions that involve a larger number of, or more costly nodes, are more expensive. Our goal is to find an intervention set $\mathcal{S}$ minimizing $\sum_{S \in \mathcal{S}} \sum_{v \in S} C(v)$ for recovering a suitable causal structure.

In our setting, we have a constraint on the the number of interventions to be upper bounded by some budget $m$. Without such a bound, we can observe that for ancestral graph recovery, the optimal intervention set is $\mathcal{S}=\left\{\left\{v_{1}\right\},\left\{v_{2}\right\}, \ldots,\left\{v_{n}\right\}\right\}$ with cost $\sum_{v \in V} C(v)$ as intervention on every variable is necessary, as we need to account for the possibility of latent variables (See Lemma 3.2.1 for more details). The optimality
of $\mathcal{S}$ here follows from a characterization of any feasible set system we establish in Lemma 3.2.1. This min cost intervention design problem was first introduced in [86].

Letting $L \in\{0,1\}^{n \times m}$ be the matrix associated with an intervention set $\mathcal{S}$, the cost $C(\mathcal{S})$ can be written as $C(L)=\sum_{j=1}^{n} C\left(v_{j}\right) \cdot\|L(j)\|_{1}$, where $\|L(j)\|_{1}$ is the weight of $L$ 's $j^{\text {th }}$ row, i.e., the number of 1's in that row or the number of interventions in which $v_{j}$ is involved.

We study two variants of causal graph recovery, in which we seek to recover the observable graph $G$ or the ancestral graph $\operatorname{Anc}(G)$. We say that an intervention set $\mathcal{S}$ is $\alpha$-optimal for a given recovery task if $C(\mathcal{S}) \leq \alpha \cdot C\left(\mathcal{S}^{*}\right)$, where $\mathcal{S}^{*}$ is the minimum cost intervention set needed for that task. For both recovery tasks we consider a natural approximate learning guarantee:

Definition 3.1.1 ( $\epsilon$-Approximate Learning). An algorithm $\epsilon$-approximately learns $G(V, E)$ (analogously, $\operatorname{Anc}(G)$ ) if it identifies the directions of a subset $\widetilde{E} \subseteq E$ of edges with $|E \backslash \widetilde{E}| \leq \epsilon n^{2}$.

Generally, we will seek an intervention set $\mathcal{S}$ that lets us $\epsilon$-approximately learn $G$ or $\operatorname{Anc}(G)$, and which has cost bounded in terms of $\mathcal{S}^{*}$, the minimum cost intervention set needed to fully learn the graph. In this sense, our algorithms are bicriteria approximations.

Independent Sets Our intervention set algorithms will be based on finding large independent sets of variables, that can be included in the same intervention sets, following the approach of [91]. Given $G(V, E)$, a subset of vertices $Z \subseteq V$ forms an independent set if there are no edges between any vertices in $Z$, i.e., $E[Z]=\emptyset$ where $E[Z]$ is set of edges in the sub-graph induced by $Z$. Given a cost function $C: V \rightarrow \mathbb{R}^{+}$, an independent set $Z$ is a maximum cost independent set (MIS) if $C(Z)=\sum_{u \in Z} C(u)$ is maximized over all independent sets in $G$. Since finding MIS is
hard [43], we will use the following two notions of a MIS, with the first often referred to as simply Near-MIS, in our approximate learning algorithms :

Definition 3.1.2 $((\gamma, \epsilon)$-NeAR-MIS $)$. A set of nodes $S \subseteq V$ is a $(\gamma, \epsilon)$-near-MIS in $G=(V, E)$ if $C(S) \geq(1-\gamma) C(T)$ and $|E[S]| \leq \epsilon n^{2}$ where $T$ is a maximum cost independent set (MIS) in $G$.

Definition 3.1.3 ( $(\rho, \gamma, \epsilon)$-Independent-Set). A set of nodes $S \subseteq V$ is a $(\rho, \gamma, \epsilon)$ -independent-set in $G=(V, E)$ if $C(S) \geq \rho(1-\gamma) \cdot C(V)$ and $|E[S]| \leq \epsilon n^{2}$.

Hardness of Independent Set For the linear cost model, the problem of learning a causal graph was introduced in [86]. It was shown recently that the problem of obtaining an optimum cost set of interventions is NP-hard [91]. Under causal sufficiency (no latents), it is well known that the undirected graph (also called Essential Graph $[133,91])$ recovered after running the $I C^{*}$ algorithm is chordal. Further, an intervention set which is a separating set system (Def. 3.3.1) for the Essential Graph of $G$ is both necessary and sufficient $[50,115]$ for learning the causal graph.

The authors of [91] give a greedy algorithm to construct a 2 -approximation to the optimal cost separating set system of the essential graph. Their algorithms requires at each step finding a maximum independent set in $G$ and peeling it off the graph, and is the basis for our approach in Section 3.4. Since $G$ is chordal, there is an algorithm for finding an exact maximum independent set in polynomial time [57]. However, without the assumption of causal sufficiency, we cannot directly extend their algorithm, since finding a maximum independent set in a general graph $G$ is NP-hard [43]. Moreover, finding an approximate independent set within a factor of $n^{\epsilon}$ for any $\epsilon>0$ in polynomial time is also not possible unless $N P \subseteq B P P$ [55].

### 3.2 Ancestral Graph Recovery

In this section, we describe algorithms for recovering the ancestral graph $\operatorname{Anc}(G)$ in the linear cost model. In section 3.2.1, we present an algorithm that recovers $\operatorname{Anc}(G)$ using a cost that is within a factor of 2 of the cost obtained by the optimal intervention design. In section 3.2.2 under some mild restrictions, we improve this result to $1+\epsilon$, for any constant $\epsilon>0$.

Recall that, given a budget of $m$ interventions, our objective is to find a set of interventions $\mathcal{S}=\left\{S_{1}, S_{2}, \cdots S_{m}\right\}$ that can be used to identify $\operatorname{Anc}(G)$ while minimizing $\sum_{S \in \mathcal{S}} \sum_{v \in S} C(v)$. As detailed in Chapter 2, a strongly separating set system (see Defn. 2.2.1) is necessary and sufficient to recover the ancestral graph, $\operatorname{Anc}(G)$. Formally, we have:

Lemma 3.2.1 (Lemma 2.2.2 restated). Suppose $\mathcal{S}=\left\{S_{1}, S_{2}, \cdots, S_{m}\right\}$ is a collection of subsets of $V$. For an unknown causal graph, with observable graph $G$, if $\operatorname{Anc}(G)$ is recovered using CI-tests by intervening on the sets $S_{i} \in \mathcal{S}$. Then, $\mathcal{S}$ is a strongly separating set system.

Given this characterization, the problem of constructing the ancestral graph $\operatorname{Anc}(G)$ with minimum linear cost reduces to that of constructing a strongly separating set system with minimum cost. In developing our algorithm for finding such a set system, it will be useful to represent a set system by a binary matrix, with rows corresponding to observable variables $V$ and columns corresponding to interventions (sets $S_{1}, \ldots, S_{m}$ ).

Definition 3.2.2 (Strongly Separating Matrix). Matrix $U \in\{0,1\}^{n \times m}$ is a strongly separating matrix if $\forall i, j \in[n]$ there exists $k, k^{\prime} \in[m]$ such that $U(i, k)=1, U(j, k)=$ 0 and $U\left(i, k^{\prime}\right)=0, U\left(j, k^{\prime}\right)=1$.

Note that given a strongly separating set system $\mathcal{S}$, if we let $U$ be the matrix where $U(i, k)=1$ if $v_{i} \in S_{k}$ and 0 otherwise, $U$ will be a strongly separating matrix. The other direction is also true. Let $U(j)$ denote the $j$ th row of $U$. Using Definition 3.2.2
and above connection between recovering $\operatorname{Anc}(G)$ and strongly separating set system, we can reformulate the problem at hand as:

$$
\begin{align*}
\min _{U} & \sum_{j=1}^{n} C\left(v_{j}\right) \cdot\|U(j)\|_{1}  \tag{3.1}\\
\text { s.t. } & U \in\{0,1\}^{n \times m} \text { is a strongly separating matrix. }
\end{align*}
$$

We can thus view our problem as finding an assignment of vectors in $\{0,1\}^{m}$ (i.e., rows of $U$ ) to nodes in $V$ that minimizes (3.1). Throughout, we will call $\|U(j)\|_{1}$ the weight of row $U(j)$, i.e., the number of 1 s in that row. It is easy to see that $m \geq \log n$ is necessary for a feasible solution to exist as each row must be distinct.

We start by giving a 2 -approximation algorithm for (3.1). In Section 3.2.2, we show how to obtain an improved approximation under certain assumptions.

### 3.2.1 2-approximation Algorithm

In this section, we present an algorithm (Algorithm SSMATRIX) that constructs a strongly separating matrix (and a corresponding intervention set) which minimizes (3.1) to within a 2 -factor of the optimum. Missing details from section are collected in Section 3.7.1.1.

Outline Let $U_{\mathrm{OPT}}$ denote a strongly separating matrix minimizing (3.1). Let $c_{\mathrm{OPT}}=\sum_{j=1}^{n} C\left(v_{j}\right)\left\|U_{\mathrm{OPT}}(j)\right\|_{1}$ denote the objective value achieved by this optimum $U_{\text {OPT }}$. We start by relaxing the constraint on $U$ so that it does not need to be strongly separating, but just must have unique rows, where none of the rows is all zero. In this case, we can optimize (3.1) very easily. We simply take the rows of $U$ to be the $n$ unique binary vectors in $\{0,1\}^{m} \backslash\left\{0^{m}\right\}$ with lowest weights. That is, $m$ rows will have weight $1,\binom{m}{2}$ will have weight 2 , etc. We then assign the rows to the nodes in $V$ in descending order of their costs. So the $m$ nodes with the highest costs will be
assigned the weight 1 rows, the next $\binom{m}{2}$ assigned weight 2 rows, etc. The cost of this assignment is only lower than $c_{\mathrm{OPT}}$, as we have only relaxed the constraint in (3.1).

We next convert this relaxed solution into a valid strongly separating matrix. Given $m+\log n$ columns, we can do this easily. Since there are $n$ nodes, in the above assignment, all rows will have weight at most $\log n$. Let $\bar{U} \in\{0,1\}^{m+\log n}$ have its first $m$ columns equal to those of $U$. Additionally, use the last $\log n$ columns as 'row weight indicators': if $\|U(j)\|_{1}=k$ then set $\bar{U}(j, m+k)=1$. We can see that $\bar{U}$ is a strongly separating matrix. If two rows have different weights $k, k^{\prime}$ in $\bar{U}$, then the last $\log n$ columns ensure that they satisfy the strongly separating condition. If they have the same weight in $\bar{U}$, then they already satisfy the condition, as to be unique in $U$ they must have a at least 2 entries on which they differ.

To turn the above idea into a valid approximation algorithm that outputs $\bar{U}$ with just $m$ (not $m+\log n$ ) columns, we argue that we can 'reserve' the last $\log n$ columns of $\bar{U}$ to serve as weight indicator columns. We are then left with just $m-\log n$ columns to work with. Thus we can only assign $m-\log n$ weight 1 rows, $\binom{m-\log n}{2}$ weight 2 rows, etc. Nevertheless, if $m \geq \gamma \log n$ (for a constant $\gamma>1$ ), this does not affect the assignment much: for any $i$ we can still 'cover' the $\binom{m}{i}$ weight $i$ rows in $U$ with rows of weight $\leq 2 i$. Thus, after accounting for the weight indicator columns, each weight $k$ row in $U$ has weight $\leq 2 k+1$ in $\bar{U}$. Overall, this gives us a 3-approximation algorithm: when $k$ is 1 the weight of a row may become as large as 3 .

To improve the approximation to a 2-approximation we guess the number of weight 1 vectors $a_{1}$ in the optimum solution $U_{\mathrm{OPT}}$ and assign the $a_{1}$ highest cost variables to weight 1 vectors, achieving optimal cost for these variables. There are $O(m)$ possible values for $a_{1}$ and so trying all guesses is still efficient. We then apply our approximation algorithm to the remaining $m-a_{1}$ available columns of $U$ and $n-a_{1}$ variables. Since no variables are assigned weight 1 in this set, we achieve a tighter 2-approximation using our approach. The resulting matrix has the form:

```
Algorithm 4 SSMATRIX ( \(V, m\) )
    \(c_{U_{\min }} \leftarrow \infty\)
    for \(a_{1} \in\{0,1, \cdots, 2 m / 3\}\) do
        \(U \in\{0,1\}^{n \times m}\) be initialized with all zeros
        Assign the highest cost \(a_{1}\) nodes with unit weight vectors such that \(U(i, i)=1\) for
    \(i \leq a_{1}\)
        Set \(m^{\prime} \leftarrow m-a_{1}\)
        Mark all vectors of weight at least 1 in \(\{0,1\}^{m^{\prime}-\log n}\) as available
        for unassigned \(v_{i} \in V\) (in decreasing order of cost) do
            Set \(U\left(i,\left(a_{1}+1\right): m-\log n\right)\) to smallest available weight vector in \(\{0,1\}^{m^{\prime}-\log n}\)
    and make this vector unavailable. Let the weight of the assigned vector be \(k\)
                Set 'row weight indicator' \(U\left(i, m^{\prime}-\log n+k\right)=1\)
        end for
        Compute cost of objective for \(U\) be \(c_{U}\)
        if \(c_{U}<c_{U_{\text {min }}}\) then
                \(c_{U_{\text {min }}} \leftarrow c_{U}, U_{\text {min }} \leftarrow U\)
        end if
    end for
    Return \(U_{\text {min }}\)
```

$U=\left(\begin{array}{c|c|c}\mathbb{I}_{a_{1}} & 0 & 0 \\ \hline 0 & C_{1} & M_{1} \\ \hline 0 & C_{2} & M_{2} \\ \hline \vdots & \vdots & \vdots\end{array}\right)$
where $\mathbb{I}_{a_{1}}$ is the $a_{1} \times a_{1}$ identity matrix, the rows of $C_{w}$ are all weight $w$ binary vectors of length $m-\log n-a_{1}$, and the rows of $M_{w}$ are length $\log n$ binary vectors with 1's in the $w$ th column. The entire approach is presented in Algorithm SSMATRIX and a proof of the approximation bound in Theorem 3.2.3 is present in Section 3.7.1.1.

Theorem 3.2.3. Let $m \geq \gamma \log n$ for constant $\gamma>1$ and $U$ be the strongly separating matrix returned by SSMatrix. ${ }^{1}$ Let $c_{U}=\sum_{j=1}^{n} C\left(v_{j}\right)\|U(j)\|_{1}$. Then, $c_{U} \leq 2$. $c_{\mathrm{OPT}}$, where $c_{\mathrm{OPT}}$ is the objective value associated with optimum set of interventions corresponding to $U_{\mathrm{OPT}}$.

[^2]Using the interventions from the matrix $U$ returned by Algorithm SSMATRIX, we obtain a cost within twice the optimum for recovering $\operatorname{Anc}(G)$.

### 3.2.2 $(1+\epsilon)$-approximation Algorithm

Hyttinen et al. [71] presented a collection $\mathcal{A}$ of $m$ strongly separating intervention sets with minimum average set size, i.e., $\sum_{A \in \mathcal{A}}|A| / m$. This is equivalent to minimizing the objective (3.1) in the linear cost model when the cost of intervening on any node equals 1 . In this section, we analyze an adaptation of their algorithm to the general linear cost model, and obtain a $(1+\epsilon)$-approximation for any given $0<\epsilon \leq 1$, an improvement over the 2-approximation of Section 3.2.1. Our analysis requires mild restrictions on the number of interventions and an upper bound on the maximum cost. The algorithm will not depend on $\epsilon$ but these bounds will. Missing details from this section are collected in Section 3.7.1.2.

Algorithm $\epsilon$-SSMAtrix Outline The famous Kruskal-Katona theorem in combinatorics forms the basis of the scheme presented in [71] for minimizing the average size of the intervention sets. To deal with with varying costs of node interventions, we augment this approach with a greedy strategy. Let $\mathcal{A}$ denote a set of $m$ interventions sets over the nodes $\left\{v_{1}, v_{2} \cdots, v_{n}\right\}$ obtained using the scheme from [71]. Construct a strongly separating matrix $\widetilde{U}$ from $\mathcal{A}$ with $\widetilde{U}(i, j)=1$ iff $v_{i} \in A_{j}$ for $A_{j} \in \mathcal{A}$. Let $\zeta$ denote the ordering of rows of $\widetilde{U}$ in the increasing order of weight. Our Algorithm $\epsilon$-SSMATRIX outputs the strongly separating matrix $U$ where, for every $i \in[n]$, $U(i)=\widetilde{U}(\zeta(i))$ and the $i$ th row of $U$ corresponds to the node with $i$ th largest cost.

Let $c_{\text {max }}=\max _{v_{i} \in V} C\left(v_{i}\right) / \min _{v_{i} \in V} C\left(v_{i}\right)$ be the ratio of maximum cost to minimum cost of nodes in $V$. For ease of analysis, we assume that the cost of any node is least 1.

Theorem 3.2.4. Let $U$ be the strongly separating matrix returned by $\epsilon$-SSMATRIX. If $c_{\max } \leq \frac{\epsilon n}{3\binom{m}{t}}$ for $0<\epsilon \leq 1$ where $\binom{m}{k-1}<n \leq\binom{ m}{k}$ and $t=\lfloor k-\epsilon k / 3\rfloor$, then,

$$
c_{U}:=\sum_{j=1}^{n} C\left(v_{j}\right)\|U(j)\|_{1} \leq(1+\epsilon) \cdot c_{\mathrm{OPT}},
$$

where $c_{\mathrm{OPT}}$ is the objective value associated with optimum set of interventions corresponding to $U_{\mathrm{OPT}}$.

Proof. Suppose the optimal solution $U_{\text {OPT }}$ includes $a_{q}^{*}$ vectors of weight $q$. Let $S$ be the $a_{1}^{*}+a_{2}^{*}+\ldots+a_{t}^{*}$ nodes with highest cost in $U_{\mathrm{OPT}}$. Since $a_{q}^{*} \leq\binom{ m}{q}$, it immediately follows that $|S| \leq \sum_{i=q}^{t}\binom{m}{q}$. However, a slightly tighter analysis (see Lemma 3.7.9) implies $|S| \leq\binom{ m}{t}$. Let $c_{\mathrm{OPT}}(S)$ be the total contribution of the nodes in $S$ to $c_{\mathrm{OPT}}$. Let $c_{U}(S)$ denote the sum of contribution of the nodes in $S$ to $c_{U}$ for the matrix $U$ returned by $\epsilon$-SSMATRIX. Let $\bar{k}_{|S|}$ and $\bar{k}_{n}$ be the average of the smallest $|S|$ and $n$ respectively of the vector weights assigned by the algorithm. It is easy to observe that $\bar{k}_{|S|} \leq \bar{k}_{n}$.

$$
\begin{aligned}
c_{U}(S) & =\sum_{v_{i} \in S} C\left(v_{i}\right)\|U(i)\|_{1} \leq c_{\max } \sum_{v_{i} \in S}\|U(i)\|_{1} \\
& =c_{\max } \bar{k}_{|S|}|S| \leq c_{\max } \bar{k}_{|S|}\binom{m}{t} \leq \epsilon \bar{k}_{|S|} n / 3 .
\end{aligned}
$$

As every node in $V \backslash S$ receives weight at least $t=k-\epsilon k / 3$ in $U_{\text {OPT }}$ and at most $k$ in $U$ returned by $\epsilon$-SSMATRIX, we have $c_{U}(V \backslash S) \leq \frac{c_{\mathrm{OPT}}(V \backslash S)}{1-\epsilon / 3}$. Now, we give a lower bound on the cost of the optimum solution $c_{\mathrm{OPT}}(V)$. We know that when costs of all the nodes are 1 , then $\epsilon$-SSMATRIX achieves optimum cost denoted by $c_{\mathrm{OPT}}^{\prime}(V)$ (see Section 3.7.1.2 for more details). As all the nodes of $V$ have costs more than 1, we have:

$$
c_{\mathrm{OPT}}(V) \geq c_{\mathrm{OPT}}^{\prime}(V)=\bar{k}_{n} \cdot n \geq \bar{k}_{|S|} \cdot n
$$

Hence,

$$
\frac{c_{U}(V)}{c_{\mathrm{OPT}}(V)} \leq \frac{c_{U}(S)}{\bar{k}_{|S|} n}+\frac{c_{U}(V \backslash S)}{c_{\mathrm{OPT}}(V \backslash S)} \leq \frac{\epsilon}{3}+\frac{1}{1-\epsilon / 3} \leq 1+\epsilon
$$

This completes the proof.

By bounding the binomial coefficients in Thm. 3.2.4, we obtain the following somewhat easier to interpret corollary:

Corollary 3.2.5. If $c_{\max } \leq(\epsilon / 6) n^{\Omega(\epsilon)}$ and either a) $n^{\epsilon / 6} \geq m \geq\left(2 \log _{2} n\right)^{c_{1}}$ for some constant $c_{1}>1$ or b) $4 \log _{2} n \leq m \leq c_{2} \log _{2} n$ for some constant $c_{2}$ then the Algorithm $\epsilon$-SSMATRIX returns an $(1+\epsilon)$-approximation.

### 3.3 Separating Set Systems for Graphs

In the previous section, we discussed separating set systems as a collection of sets that satisfy a particular property for every pair of elements (or equivalently vertices). In this section, we generalize this notion by restricting the property to an input graph $G$.Using these generalizations, we provide constructions of intervention sets which we show in Sections 3.4 and 3.5 are necessary and sufficient for recovering observable and ancestral graphs. Missing details from this section are collected in section 3.7.2.

Definition 3.3.1 (Separating Set System). For any undirected graph $G(V, E)$, a collection of subsets $\mathcal{S}=\left\{S_{1}, \cdots, S_{m}\right\}$ of $V$ is a separating set system if every edge $(u, v) \in E$ is separated, i.e., there exists a subset $S_{i}$ with $u \in S_{i}$ and $v \notin S_{i}$ or with $v \in S_{i}$ and $u \notin S_{i}$.

Definition 3.3.2 (Strongly Separating Set System). For any undirected graph $G(V, E)$, a collection of subsets $\mathcal{S}=\left\{S_{1}, \cdots, S_{m}\right\}$ of $V$ is a strongly separating set system if every edge $(u, v) \in E$ is strongly separated, i.e., there exist two subsets $S_{i}$ and $S_{j}$ such that $u \in S_{i} \backslash S_{j}$ and $v \in S_{j} \backslash S_{i}$.

We can observe that if $G$ is the complete graph, then, the above definitions are equivalent to those discussed in Chapter 2.

For a separating set system, each pair of nodes connected in $G$ must simply have different assigned row vectors in the matrix $L \in\{0,1\}^{n \times m}$ corresponding to $\mathcal{S}$ (i.e., the rows of $L$ form a valid coloring of $G$ ). For a strongly separating set system, the rows must not only be distinct, but one cannot have support which is a subset of the other's. We say that such rows are non-dominating: there are distinct $i, j \in[m]$ such that $L(u, i)=L(v, j)=0$ and $L(u, j)=L(v, i)=1$. We observe that every strongly separating set system must satisfy the non-dominating property. When $\mathcal{S}$ is a (strongly) separating set system for $G$ we call its associated matrix $L$ a (strongly) separating matrix for $G$.

Finding an exact minimum cost (strongly) separating set system is NP-Hard [91, 71] and thus we focus on approximation algorithms. We say the $\mathcal{S}$ is an $\alpha$-optimal (strongly) separating set system if $C(\mathcal{S}) \leq \alpha \cdot C\left(\mathcal{S}^{*}\right)$, where $\mathcal{S}^{*}$ is the minimum cost (strongly) separating set system. Equivalently, for matrices $C(L) \leq \alpha \cdot C\left(L^{*}\right)$ where $L, L^{*}$ correspond to $\mathcal{S}, \mathcal{S}^{*}$ respectively.

Unfortunately, even when approximation is allowed, finding a low-cost set system for an arbitrary graph $G$ is still hard. In particular, we prove a conditional lower bound based on the hardness of approximation for 3-coloring. Achieving a coloring for 3colorable graphs that uses sub-polynomial colors in polynomial time is a longstanding open problem [128, 32, 80], with the current best known algorithm [14] achieving an approximation factor $O\left(n^{0.2111}\right)$. Thus Theorem 3.3.3 shows the hardness of finding
near optimal separating set systems, barring a major breakthrough on this classical problem.

Theorem 3.3.3. Assuming 3-colorable graphs cannot be colored with sub-polynomial colors in polynomial time, there is no polynomial time algorithm for finding an o(log $n)$ optimal (strongly) separating set system for an arbitrary graph $G$ with $n$ nodes when $m=\beta \log n$ for some constant $\beta>2$.

Proof. We give a proof by contradiction for the case of separating set system A similar proof can be extended to strongly separating set systems. Suppose $G$ is a 3 -colorable graph containing $n$ nodes with unit costs for every node. We argue that if there is an a $o(\log n)$-optimal algorithm for separating set system then, we can use it to obtain an algorithm for 3-coloring of $G$ using $n^{o(1)}$ colors, thereby giving a contradiction.

First, we observe that the cost of an optimal separating system on $G$ when $m=$ $\beta \log n$ is at most $n$, as each color class forms an independent set in $G$ and every node in the color class can be assigned a vector of weight at most 1 . Let $\mathcal{A}(G)$ denote the separating set system output by an $\alpha$-optimal algorithm where $\alpha=o(\log n)$. We outline an algorithm that takes as input $\mathcal{A}(G)$ and returns a $n^{o(1)}$-coloring of $G$.

We have $C(\mathcal{A}(G)) \leq \alpha C\left(\mathcal{S}^{*}\right)$ where $\mathcal{S}^{*}$ is an optimal separating set system for $G$. Letting $L$ be the separating matrix associated with $\mathcal{A}(G)$, we thus have

$$
C(\mathcal{A}(G))=\sum_{j=1}^{n}\|L(j)\|_{1} \leq \alpha C\left(\mathcal{S}^{*}\right) \leq \alpha n
$$

Using an averaging argument, we have that in $\mathcal{A}(G)$, there are at most $\frac{n}{4}$ nodes (denoted by $V \backslash D^{(1)}$ ) with weight $\|L(j)\|_{1}$ more than $4 \alpha$. Consider the remaining $\frac{3 n}{4}$ nodes given by $D^{(1)}$. Let $D_{j}^{(1)}$ denote the nodes that have been assigned weight $j$ by $\mathcal{A}(G)$. For each of the at most $\binom{m}{j}$ vectors with weight $j$ that are feasible, we create a new color and color each node in $D_{j}^{(1)}$ using these new colors based on the weight $j$ vectors assigned to the node in $\mathcal{A}(G)$. We repeat this procedure for every weight $j$
in $D^{(1)}$. As the maximum weight of a node in $D^{(1)}$ is $4 \alpha$, the total number of colors that we use to color all the nodes of $D^{(1)}$ is

$$
\begin{aligned}
\sum_{j=0}^{4 \alpha}\binom{m}{j} \leq \sum_{j=0}^{4 \alpha} \frac{m^{j}}{j!}=\sum_{j=0}^{4 \alpha} \frac{(4 \alpha)^{j}}{j!}\left(\frac{m}{4 \alpha}\right)^{j} \leq \mathrm{e}^{4 \alpha}\left(\frac{m}{4 \alpha}\right)^{4 \alpha} & \leq 2^{4 \alpha \log e+4 \alpha \log \frac{m}{4 \alpha}} \\
& <2^{4 \alpha \log e+\sqrt{4 m \alpha}} \\
& <2^{o(\log n)+\sqrt{\log n \cdot o(\log n)}} \\
& <n^{o(1)}
\end{aligned}
$$

where the first strict inequality used the fact that $\log \frac{m}{4 \alpha} \leq \sqrt{\frac{m}{4 \alpha}}$ for $\frac{m}{4 \alpha}>\frac{\beta \log n}{o(\log n)}>$ 32.

After coloring the nodes of $D^{(1)}$, we remove these nodes from $G$ and run $\alpha$-optimal algorithm $\mathcal{A}$ on the remaining nodes $V \backslash D^{(1)}$. Observing that a sub-graph of a 3colorable graph is also 3-colorable, we have that the set of nodes obtained by running $\mathcal{A}$ on $V \backslash D^{(1)}$ that have weight at most $4 \alpha$ (denoted by $D^{(2)}$ ) also require at most $n^{o(1)}$ colors. As $\left|D^{(i)}\right| \geq \frac{3\left|V \backslash D^{(i-1)}\right|}{4}$ for all $i \in\{1,2, \cdots, \log n\}$, in at most $\log n$ recursive calls to $\mathcal{A}$, we will fully color $G$ using at most $n^{o(1)} \log n=n^{o(1)}$ colors. Hence, we have obtained a $n^{o(1)}$-coloring of $G$ using an $\alpha$-optimal algorithm when $\alpha=o(\log n)$.

Remark The results of Theorem 3.3.3 can be extended to any $m$. When $m=$ $o(\log n)$, in our hardness example that uses 3 colors, any valid separating set system using $m$ interventions would lead to a coloring of the graph using at most $2^{m}=n^{o(1)}$ colors, i.e., a sub-polynomial number of colors. Thus, even finding a valid separating matrix in this scenario is hard, under our assumed hardness of 3-coloring.

We shall now proceed to discuss a $O(\log n)$ approximation algorithm for finding (strongly) separating set systems on any graph $G$.

A $2 \log n$-Approximation Algorithm It is easy to check that for a strongly separating set system, every node must appear in at least one intervention (because of
non-dominating property), and so the set system has cost as least $\sum_{v \in V} C(v)$. At the same time, with $m \geq 2 \log n$, we can always find a strongly separating set system where each node appears in $\log n$ interventions. In particular, we assign each node to a unique vector with weight $\log n$. Such an assignment is non-dominating and since $\binom{2 \log n}{\log n} \geq n$, is feasible. It achieves cost $C(\mathcal{S})=\log n \cdot \sum_{v \in V} C(v)$, giving a simple $\log n$-approximation for the minimum cost strongly separating set system problem. For a separating set system, a simple $O(\log n)$-approximation is also achievable by first computing an approximate minimum weight vertex cover and assigning all nodes in its complementary independent set the weight 0 vector i.e., assigning them to no interventions.

## Description of the Algorithm:

1. Find a 2-approximate weighted vertex cover $X$ in $G$ using the classic algorithm from [129].
2. In $L$, assign zero vector to all nodes of $V \backslash X$; assign every node in $X$ with a unique vector of weight $\log n$ and return $L$.

We give a sketch of the arguments involved in proving the approximation ratio of the above algorithm and defer the full details to section 3.7.2. We observe that all the nodes that are part of maximum cost independent set (complement of minimum weighted vertex cover) are assigned a weight 0 vector by optimal separating system for $G$. Therefore, the cost of optimal separating set system is at least the cost of minimum cost vertex cover in $G$. As every node is assigned a vector of weight $\log n$ and the cost of vertex cover is at most twice the cost of the minimum weighted vertex cover, we have $C(L) \leq 2 \log n \cdot C\left(L^{*}\right)$.

By Theorem 3.3.3, it is hard to improve on the above $O(\log n)$ approximation factor (up to constants). Therefore, we focus on finding relaxed separating set systems
in which some variables are not separated. We will see that these set systems still suffice for approximately learning $G$ and $\operatorname{Anc}(G)$ under the notion of Definition 3.1.1.

Definition 3.3.4 ( $\epsilon$-(Strongly) Separating Set System). For any undirected graph $G(V, E)$, a collection of subsets $\mathcal{S}=\left\{S_{1}, \cdots, S_{m}\right\}$ of $V$ is an $\epsilon$-separating set system if, letting $L \in\{0,1\}^{n \times m}$ be the matrix corresponding to $\mathcal{S}$, $\mid\left\{\left(v_{i}, v_{j}\right) \in E: L(i)=\right.$ $L(j)\} \mid<\epsilon n^{2}$. It is strongly separating if:
$\mid\left\{\left(v_{i}, v_{j}\right) \in E: L(i), L(j)\right.$ are not non-dominating $\} \mid<\epsilon n^{2}$.

For $\epsilon$-strongly separating set systems, when the number of interventions is large, specifically $m \geq 1 / \epsilon$, a simple approach is to partition the nodes into $1 / \epsilon$ groups of size $\epsilon \cdot n$. We then assign the same weight 1 vector to nodes in the same group and different weight 1 vectors to nodes in different groups. For $\epsilon$-separating set system, we first find an approximate minimum vertex cover, and then apply the above partitioning. In section 3.7.2, we show that we get within a 2 factor of the optimal (strongly) separating set system. Therefore, for the remainder of this chapter, we assume $m<1 / \epsilon$. While $m$ is an input parameter, smaller $m$ corresponds to fewer interventions and this is the more interesting regime.

### 3.4 Observable Graph Recovery

In this section, we consider the setting where we are given all edges in the observable graph $G$ (i.e., all direct causal relations between observable variables) e.g., by a domain expert, and wish to identify the direction of these edges. It is known that, assuming causal sufficiency (no latents), a separating set system is necessary and sufficient to learn $G[50]$. In section 3.7.3 we show that this is also the case in the presence of latents when we are given the edges in $G$ but not their directions. We also show that an $\epsilon$-separating set system is sufficient to approximately learn $G$ in this setting:

Claim 3.4.1. Under the assumptions of section 2.1, if $\mathcal{S}=\left\{S_{1}, S_{2}, \cdots S_{m}\right\}$ is an $\epsilon$-separating set system for $G, \mathcal{S}$ suffices to $\epsilon$-approximately learn $G$.

In particular, if $\mathcal{S}$ is an $\epsilon$-separating set system, we can learn all edges in $G$ that are separated by $\mathcal{S}$ up to $\epsilon n^{2}$ edges which are not separated. Given Claim 3.4.1, our goal becomes to find an $\epsilon$-separating matrix $L_{\epsilon}$ for $G$ satisfying for some small approximation factor $\alpha, C\left(L_{\epsilon}\right) \leq \alpha \cdot C\left(L^{*}\right)$ where $L^{*}$ is the minimum cost separating matrix for $G$. Missing technical details of this section are collected in section 3.7.3.

We follow a similar approach as that of Kocaoglu et al. [91], observing that every node in an independent set of $G$ can be assigned the same vector in a valid separating matrix. They show that if we greedily peel off maximum independent sets from $G$ and assign them the lowest remaining weight vector in $\{0,1\}^{m}$ not already assigned as a row in $L$, we will find a 2-approximate separating matrix. Their work focuses on chordal graphs where an MIS can be found efficiently in each step. However for general graphs $G$, finding an MIS (even approximately) is hard (see discussion 2.1). Thus, in Algorithm 5, we modify the greedy approach and in each iteration we find a near independent set with cost at least as large as the true MIS in $G$ (Def. 3.1.2). Each such set has few internal edges, this leads to few non-separating assignments between edges of $G$ in $L_{\epsilon}$. Let $\epsilon$ be parameter that bounds the number of nonseparating edges, and $\delta$ is the failure probability parameter of our Algorithm 5. All the error parameters are scaled appropriately (see section 3.7.3 for more details) when we pass them along in a procedure call to NEAR-MIS (line 5 in Algorithm 5).

Observe that any subset of fewer than $\epsilon n$ nodes has at most $\epsilon^{2} n^{2}$ internal edges and so the NEAR-MIS $\left(G, \epsilon^{2}, \epsilon \delta\right)$ routine employed in Algorithm 5 always returns at least $\epsilon n$ nodes. Thus the algorithm terminates in $1 / \epsilon$ iterations. Across all $1 / \epsilon$ Near-MIS's there are at most $\epsilon^{2} n^{2} \cdot 1 / \epsilon=\epsilon n^{2}$ edges with endpoints assigned the same vector in $L_{\epsilon}$, ensuring that $L_{\epsilon}$ is indeed $\epsilon$-separating for $G$.

```
Algorithm \(5 \epsilon\)-Separating Matrix \((G, m, \epsilon, \delta)\)
    Input : Graph \(G=(V, E)\), cost function \(C: V \rightarrow \mathbb{R}^{+}, m\), error \(\epsilon\), and failure
    probability \(\delta\).
    Output: \(\epsilon\)-Separating Matrix \(L_{\epsilon} \in\{0,1\}^{n \times m}\).
    Mark all vectors in \(\{0,1\}^{m}\) as available.
    while \(|V|>0\) do
        \(S \leftarrow \operatorname{NEAR}-\mathrm{MIS}\left(G, \epsilon^{2}, \epsilon \delta\right)\)
        \(\forall v_{j} \in S\), Set \(L_{\epsilon}(j)\) to smallest weight vector available from \(\{0,1\}^{m}\) and mark
    it unavailable.
        Update \(G\) by \(E \leftarrow E \backslash E[S]\) and \(V \leftarrow V \backslash S\).
    end while
    return \(L_{\epsilon}\)
```

In Algorithm 6, we implement the NEAR-MIS routine by using the notion of a $(\rho, \gamma, \epsilon)$-Independent-Set (Definition 3.1.3). We find a value of $\rho$ that achieves close to the MIS cost via a search over decreasing powers of $(1+\gamma)$. In Algorithm 7 we show how to obtain a $(\rho, \gamma, \epsilon)$-Independent-Set (denoted by $S$ ) whenever the cost of MIS in $G$ is at least $\rho \cdot C(V)$. So, $C(S) \geq \rho C(V)-\rho \gamma C(V)$ and we might lose a cost of at most $\gamma \rho C(V)$ compared to the MIS cost. Therefore, we add $\epsilon \cdot n$ nodes of highest cost (denoted by $S_{\epsilon / 2}$ ) to $S$ and argue that by setting $\gamma=O(\epsilon / W), S \cup S_{\epsilon / 2}$ has a cost at least the cost of MIS, i.e., $S \cup S_{\epsilon / 2}$ is a $(0, \epsilon)$-NEAR-MIS.

```
Algorithm 6 NEAR-MIS
    Input : Graph \(G(V, E)\), cost function \(C: V \rightarrow \mathbb{R}^{+}\), error \(\epsilon\), and failure proba-
    bility \(\delta\).
    Output : Set of nodes that is a \((0, \epsilon)\)-Near-MIS in \(G\).
    Initialize \(\rho=1\), and let \(T\) be the set of \(\sqrt{\epsilon} n\) nodes in \(G\) with the highest cost.
    while \(\rho \geq \sqrt{\epsilon}\) do
        \(S \leftarrow \operatorname{Independent-Set}\left(G, \rho, \epsilon / 8 W, \epsilon, \delta^{\prime}\right)\) where \(\delta^{\prime}=\epsilon \delta / 4 W \log (1 / \epsilon)\)
        Let \(S_{\epsilon / 2}\) denote the highest cost \(\epsilon \cdot n / 2\) nodes in \(V \backslash S\).
        if \(C\left(S \cup S_{\epsilon / 2}\right) \geq C(T)\) and \(\left|E\left[S \cup S_{\epsilon / 2}\right]\right| \leq \epsilon n^{2}\) then
            return \(S \cup S_{\epsilon / 2}\)
        end if
        \(\rho=\rho /(1+\gamma)\)
    end while
    return \(T\)
```


### 3.4.1 $(\rho, \gamma, \epsilon)$ - INDEPENDENT-SET

In this section, we introduce several new ideas and build upon the results for finding a ( $\rho, 0, \epsilon$ )-Independent-Set which has been used to obtain independent set property testers for graphs with unit vertex costs [62]. First, we describe an overview of the general approach.

Unit Cost Setting Suppose $S$ is a fixed MIS in $G$ with $|S| \geq \rho \cdot n$ and $U \subset S$. Let $\Gamma(u)$ represent the set of nodes that are neighbors of node $u$ in $G$. Let

$$
\Gamma(U)=\bigcup_{u \in U} \Gamma(u) \text { and } \bar{\Gamma}(U)=V \backslash \Gamma(U)
$$

Here, $\bar{\Gamma}(U)$ denotes the set of nodes with no edges to any node of $U$. We claim that $S \subseteq \bar{\Gamma}(U)$. First, we observe that $S \subseteq \bar{\Gamma}(S)$ as $S$ is an independent set so no node in $S$ is a neighbor of another node in $S$ (i.e., all nodes in $S$ are in $\bar{\Gamma}(S)$ ). Then, we use the fact $\bar{\Gamma}(S) \subseteq \bar{\Gamma}(U)$ since $U \subseteq S$ to conclude $S \subseteq \bar{\Gamma}(U)$. Further, [62] proves that, if $U$ is sampled randomly from $S$, taking the lowest degree $\rho \cdot n$ nodes in the induced subgraph on $\bar{\Gamma}(U)$ will with high probability yield a $(0, \epsilon)$-NEAR-MIS for $G$. Intuitively, the nodes in $\bar{\Gamma}(U)$ have no connections to $U$ and thus are unlikely to have many connections to $S$.

To find a $U$ that is fully contained in $S$, we can sample a small set of nodes in $G$; since we have $|S| \geq \rho \cdot n$ the sample will contain with good probability a representative proportion of nodes in $S$. We can then brute force search over all subsets of this sampled set until we hit $U$ which is entirely contained in $S$ and for which our procedure on $\bar{\Gamma}(U)$ returns a $(\rho, 0, \epsilon)$-Independent-Set, i.e., a NEAR-MIS.

Cost setting for MIS In the general cost setting, when $S$ is a high cost MIS, may not contain a large number of nodes, making it more difficult to identify via sampling. To handle this, we partition the nodes based on their costs in powers
of $(1+\gamma)$ into $k=O\left(\gamma^{-1} \log W\right)$ (where $W$ is the maximum cost of a node in $V$ ) partitions $V_{1}, \ldots, V_{k}$.

A good partition is one that contains a large fraction of nodes in $S$ : at least $\gamma \rho\left|V_{i}\right|$. Focusing on these partitions suffices to recover an approximation to $S$. Intuitively, all bad partitions have few nodes in $S$ and thus ignoring nodes in them will not significantly affect the MIS cost.

Definition 3.4.2 (( $\gamma, \rho)$-good partition). Let $S$ be an independent set in $G$ with cost $\geq \rho C(V)$. Then $F_{(\gamma, \rho)}=\left\{i| | V_{i} \cap S|\geq \gamma \rho| V_{i} \mid\right\}$ is the set of good partitions of $V$ with respect to $S$.

Claim 3.4.3. Suppose $S$ is an independent set in $G$ with $\operatorname{cost} C(S) \geq \rho C(V)$, then, there exists an independent set $S^{\prime} \subseteq S$ such that $C\left(S^{\prime}\right) \geq \rho(1-2 \gamma) C(V)$ and $S^{\prime} \cap V_{i}=$ $S \cap V_{i}$ for all $i \in F_{(\gamma, \rho)}$.

While we do not a priori know the set of good partitions, if we sample a small number $t$ of nodes uniformly from each partition, with good probability, for each good partition we will sample $\gamma \rho t / 2$ nodes in $S$. We search over all possible subsets of partitions and in one iteration of our search, we have all the good partitions denoted by $\left\{V_{1}, V_{2} \cdots V_{\tau}\right\}$. Now, for such a collection of good partitions, we search over all possible subsets $\mathcal{U}=U_{1} \cup U_{2} \cdots \cup U_{\tau}$ where $\left|U_{i}\right|=\gamma \rho t / 2$ and in at least one instance have all $U_{i}$ in good partitions fully contained in $S$. Let

$$
Z(\mathcal{U}):=\bigcup_{i=1}^{\tau} V_{i} \backslash \bigcup_{i=1}^{\tau} \Gamma\left(U_{i}\right)
$$

be the nodes in every good partition $V_{i}$ with no connections to any of the nodes in $U_{i}$. Analogous to unit cost case, we sort the nodes in a good partition $V_{i}$ by their degree in the induced subgraph on $Z(\mathcal{U})$. We select low degree nodes from each partition until the sum of the total degrees of the nodes selected is $\epsilon n^{2} / k$. We output union
of all such nodes iff it is a ( $\rho, 3 \gamma, \epsilon$ )-independent set. One key difference is that while including nodes from $Z(\mathcal{U})$, we do not include the nodes in the sorted order until sum of degrees is $\epsilon n^{2}$. Instead, we process each good partition and include the nodes from each partition separately. Later, we will argue that by doing so we have made sure that the cost contribution of a particular partition is accounted for accurately.

```
Algorithm \(7(\rho, \gamma, \epsilon)\) Independent-SET
    Input: Graph \(G=(V, E)\), cost function \(C: V \rightarrow \mathbb{R}^{+}\), parameters \(\rho, \gamma, \epsilon\) and \(\delta\)
    Output: \((\rho, 3 \gamma, \epsilon)\) independent set in \(G\) if one exists.
    For \(i=1, \ldots, k\), define \(V_{i}=\left\{v \in V \mid(1+\gamma)^{i-1} \leq C(v)<(1+\gamma)^{i}\right\}\) where
    \(k=\gamma^{-1} \log W\)
    Sample \(t=O\left(\frac{k \log (k / \epsilon \delta)}{\epsilon \gamma \rho}\right)\) nodes \(\widetilde{V}_{i}\) in each partition \(V_{i}\).
    for every collection of partitions \(\left\{V_{1}, V_{2}, \cdots V_{\tau}\right\} \subseteq\left\{V_{1}, V_{2}, \cdots V_{k}\right\}\) do
        for \(\mathcal{U}=U_{1} \cup U_{2} \cup \cdots \cup U_{\tau}\) such that \(U_{i} \subseteq \widetilde{V}_{i}\) with size \(\gamma \rho t / 2\) for all \(i \in[\tau]\) do
                Let \(Z(\mathcal{U}):=\bigcup_{i=1}^{\tau} V_{i} \backslash \bigcup_{i=1}^{\tau} \Gamma\left(U_{i}\right)\).
                for \(i=1 \ldots \tau\) do
                    Sort nodes in \(Z(\mathcal{U}) \cap V_{i}\) in increasing order of degree in the induced
    graph on \(Z(\mathcal{U})\).
                Let \(\widehat{Z}_{i}(\mathcal{U}) \subseteq Z(\mathcal{U}) \cap V_{i}\) be set of nodes obtained by considering the
    nodes in the sorted order until the total degree is \(\epsilon n^{2} / k\).
                end for
                Let \(\widehat{Z}(\mathcal{U})=\bigcup_{i=1}^{\tau} \widehat{Z}_{i}(\mathcal{U})\).
                return \(\widehat{Z}(\mathcal{U})\) if \(C(\widehat{Z}(\mathcal{U})) \geq \rho(1-3 \gamma) C(V)\).
        end for
    end for
```

By construction, our output, denoted by $\widehat{Z}(\mathcal{U})$ will have at most $\epsilon n^{2}$ internal edges. Thus, the challenge lies in analyzing its cost. We argue that in at least one iteration, all chosen $U_{i}$ for good partitions will not only lie within the MIS $S$, but their union will accurately represent connectivity to $S$. Specifically, any vertex $v \in Z(\mathcal{U})$, i.e., with no edges to $U_{i}$ for all $i \in F_{(\gamma, \rho)}$, should have few edges to $S$. We formalize this notion using the definition of $\epsilon_{2}$-IS representative subset below.

Definition 3.4.4 ( $\epsilon_{2}$-IS representative subset). $R \subseteq \bigcup_{i \in F_{(\gamma, \rho)}}\left(S \cap V_{i}\right)$ is an $\epsilon_{2}-I S$ representative subset of $S$ if for all but $\epsilon_{2} n$ nodes of good partitions, i.e., $\bigcup_{i \in F_{(\gamma, \rho)}} V_{i}$, we have the following property:

$$
\text { Suppose } v \in \bigcup_{i \in F_{(\gamma, \rho)}} V_{i}: \quad \text { if } \Gamma(v) \cap R=\emptyset \text { then }|\Gamma(v) \cap S| \leq \epsilon_{2} n \text {. }
$$

We show that there is a $\epsilon_{2}-I S$ representative subset containing at least $\gamma \rho t / 2$ nodes from each good partition among our sampled nodes $\bigcup_{i=1}^{k} \widetilde{V}_{i}$. Setting $\epsilon_{2}=\epsilon / 2 k$ we have:

Lemma 3.4.5. If $t=O\left(\frac{k \log (k / \epsilon \delta)}{\epsilon \gamma \rho}\right)$ nodes are uniformly sampled from each partition $V_{i}$ to give $\widetilde{V}_{i}$, with probability $1-\delta$, there exists an $\epsilon / 2 k-I S$ representative subset $R$ such that, for every $i \in F_{(\gamma, \rho)},\left|\widetilde{V}_{i} \cap R\right|=\gamma \rho t / 2$.

Lemma 3.4.5 implies that in at least one iteration, our guess $\mathcal{U}$ restricted to the good partitions is in fact an $\epsilon / 2 k$-IS representative subset. Thus, nearly all nodes in $Z(\mathcal{U})$ lying in good partitions have at most $\epsilon n / 2 k$ edges to $S$.

In the graph induced by nodes of $Z(\mathcal{U})$, with edge set $E[Z(\mathcal{U})]$, consider the degree incident on nodes of $S \cap V_{i}$ for each partition $V_{i}$. As there are at most $n$ nodes in $V_{i}$, from Defn. 3.4.4, we have the total degree incident on $S \cap V_{i}$ is at most $\epsilon n^{2} / k$. Thus, including the nodes with lowest degrees in $\widehat{Z}_{i}(\mathcal{U})$ until the total degree is $\epsilon n^{2} / k$ will yield a set of nodes at least as large as $S \cap V_{i}$. Since all nodes in $V_{i}$ have cost within a $1 \pm \gamma$ factor of each other, we will have $C\left(\widehat{Z}_{i}(\mathcal{U})\right) \geq(1-\gamma) \cdot C\left(S \cap V_{i}\right)$. As the cost of $S$ in the bad partitions is small, using Claim 3.4.3, we have $\widehat{Z}(\mathcal{U})=\bigcup_{i=1}^{\tau} \widehat{Z}_{i}(\mathcal{U})$ is a $(\rho, O(\gamma), \epsilon)$-independent set.

### 3.4.2 Greedy Algorithm: Guarantees

Overall, Algorithm 7 implements a $(\rho, \gamma, \epsilon)$-Independent-Set as required by Algorithm 6 to compute a NEAR-MIS in each iteration of Algorithm 5. It just remains to show that, by greedily peeling off NeAR-MIS from $G$ iteratively, Algorithm 5 achieves a good approximation guarantee for $\epsilon$-Approximate Learning $G$. To do this, we use a similar analysis as that of Kocaoglu et al. [91]. In their work, an exact

MIS is computed at each step, since their graph is chordal so the MIS problem is polynomial time solvable [91]. However, the analysis extends to the case when the set returned has cost that is at least the cost of MIS (in our case a NEAR-MIS), allowing us to achieve near 2-factor approximation, as achieved in [91]. Our final result is:

Theorem 3.4.6. For any $m \geq \eta \log 1 / \epsilon$ for some constant $\eta$, with probability $\geq 1-\delta$, Algorithm 5 returns $L_{\epsilon}$ with $C\left(L_{\epsilon}\right) \leq(2+\exp (-\Omega(m))) \cdot C\left(L^{*}\right)$, where $L^{*}$ is the mincost separating matrix for $G$. Moreover $L_{\epsilon} \epsilon$-separates $G$. Algorithm 5 has a running time $O\left(n^{2} f(W, \epsilon, \delta)\right)$ where

$$
f(W, \epsilon, \delta)=O\left(\frac{W}{\epsilon^{2}} \log \frac{1}{\epsilon} \exp \left(O\left(\frac{W^{2} \log ^{2} W}{\epsilon^{6}} \log \frac{W}{\epsilon} \log \frac{W \log W \log 1 / \epsilon}{\epsilon \delta}\right)\right)\right) .
$$

### 3.5 Recovering ancestral graph from a supergraph

In section 3.4, we assumed knowledge of the edges in the observable graph $G$ and sought to identify their directions. In this section, we relax the assumption, assuming we are given any undirected supergraph $H$ of $G$ i.e., it includes all edges of $G$ and may also include edges which do not represent causal edges. When given such a graph $H$, we cannot recover $G$ itself and therefore, we seek to recover all directed edges of the ancestral graph $\operatorname{Anc}(G)$ appearing in $H$ (i.e., the set of intersecting edges), which we denote by $\operatorname{Anc}(G) \cap H$. This problem strictly generalizes that of section 3.4, as when $H=G$ we have $\operatorname{Anc}(G) \cap H=G$. Missing details of this section are collected in section 3.7.4.

First, we show that to recover $\operatorname{Anc}(G) \cap H$, a strongly separating system (Def 3.3.1) for $H$ is both necessary and sufficient. Furthermore, an $\epsilon$-strongly separating system suffices for approximate learning. We formalize this using the following lemma:

Lemma 3.5.1. Under the assumptions of section 3.1, if $\mathcal{S}=\left\{S_{1}, S_{2}, \cdots S_{m}\right\}$ is an $\epsilon$ strongly separating set system for $H, \mathcal{S}$ suffices to $\epsilon$-approximately learn $\operatorname{Anc}(G) \cap H$.

Given Lemma 3.5.1, our goal becomes to find an $\epsilon$-strongly separating matrix for $H, L_{\epsilon}$ with cost within an $\alpha$ factor of the optimal strongly separating matrix for $H$, for some small $\alpha$. To do so, our algorithm builds on the separating set system algorithm of section 3.4. We first run Algorithm 5 to obtain an $\epsilon$-separating matrix $L_{\epsilon}^{S}$ and construct $S_{1}, S_{2}, \cdots S_{1 / \epsilon}$ where each set $S_{i}$ contains all nodes assigned the same vector in $L_{\epsilon}^{S}$ - i.e., $S_{i}$ corresponds to the NEAR-MIS computed at step $i$ of Algorithm 5. We form a new graph by contracting all nodes in each $S_{i}$ into a single super node and denote the resulting at most $1 / \epsilon$ vertices by $V_{S}$. In [5], the authors give a 2-approximation algorithm for finding a strongly separating matrix on a set of nodes, provided the graph on these nodes is complete. As $H$ is an arbitrary super graph of $G$, the contracted graph on $V_{S}$ is also arbitrary. However we simply assume the worst case, and run the Algorithm of [5] on it to produce $L_{\epsilon}^{S S}$, which strongly separates the complete graph on $V_{S}$. It is easy to show that as a consequence, $L_{\epsilon}^{S S}$ $\epsilon$-strongly separates $H$.

```
Algorithm 8 Ancestral \(\operatorname{Graph}(H, m, \epsilon, \delta)\)
    \(L_{\epsilon}^{S}:=\epsilon\)-Separating \(\operatorname{Matrix}(H, m, \epsilon, \delta)\).
    Construct \(S_{1}, S_{2}, \cdots S_{1 / \epsilon}\) where each set \(S_{i}\) contains nodes assigned the same vec-
    tors in \(L_{\epsilon}^{S}\).
    Construct a set of nodes \(V_{S}\) by representing \(S_{i}\) as a single node \(w_{i}\) and \(C\left(w_{i}\right)=\)
    \(\sum_{u \in S_{i}} C(u)\).
    \(L_{\epsilon}^{S S}:=\operatorname{SSMATRIX}\left(V_{S}, m\right)\) from Chapter 2.
    return \(L_{\epsilon}^{S S}\)
```

To prove the approximation bound, we extend the result of [5], showing that their algorithm actually achieves a cost at most 2 times the cost of a separating matrix for the complete graph on $V_{S}$ which satisfies two additional restrictions: (1) it does not assign the all zeros vector to any node and (2) it assigns the same number of weight one vectors as the optimal strongly separating matrix. Further, we show via a similar analysis to Theorem 3.4.6 that this cost on $V_{S}$ is bounded by 2 times the cost of
the optimal strongly separating matrix on the contracted graph over $V_{S}$. Combining these bounds yields the final 4 approximation guarantee of Theorem 3.5.2.

Theorem 3.5.2. Let $m \geq \eta \log 1 / \epsilon$ for some constant $\eta$ and $L_{\epsilon}^{S S}$ be matrix returned by Algorithm 8. Then with probability $\geq 1-\delta, L_{\epsilon}^{S S}$ is an $\epsilon$-strongly separating matrix for $H$ and $C\left(L_{\epsilon}^{S S}\right) \leq(4+\exp (-\Omega(m))) \cdot C\left(L^{*}\right)$ where $L^{*}$ is the min-cost strongly separating matrix for $H$. Algorithm 8 runs in time $O\left(n^{2} f(W, \epsilon, \delta)\right)$ where

$$
f(W, \epsilon, \delta)=O\left(\frac{W}{\epsilon^{2}} \log \frac{1}{\epsilon} \exp \left(O\left(\frac{W^{2} \log ^{2} W}{\epsilon^{6}} \log \frac{W}{\epsilon} \log \frac{W \log W \log 1 / \epsilon}{\epsilon \delta}\right)\right)\right)
$$

### 3.6 Hyperfinite Graphs : Improved Guarantees

In this section, we show that when $G$ has maximum degree $\Delta$ and satisfies hyperfinite property, we can obtain the same approximation guarantees, but the number of edges that are not (strongly) separated can be improved to $\epsilon \cdot n \cdot \Delta$. Informally, a hyperfinite graph can be partitoned into small connected components by removing $\epsilon \cdot n$ edges for every $\epsilon>0$. Bounded degree hyperfinite graphs include the class of bounded-degree graphs with excluded minor [11], such as planar graphs, constant tree-width graphs, and also non-expanding graphs [45].

Definition 3.6.1. A Graph $G(V, E)$ is $(\epsilon, k)$-hyperfinite if there exists $E^{\prime} \subseteq E$ and $\left|E^{\prime} \backslash E\right| \leq \epsilon n$ such that every connected component in the induced subgraph of $E^{\prime}$ is of size at most $k$. A Graph $G$ is said to be $\tau$-hyperfinite, if there exists a function $\tau: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$such that for every $\epsilon>0, G$ is $(\epsilon, \tau(\epsilon))$-hyperfinite.

If a $\tau$-hyperfinite graph $G$ has maximum degree $\Delta$, we give algorithms for (strongly) separating set systems on $G$ that obtain the same approximation guarantees, but the number of edges that are not (strongly) separated at most $\epsilon \cdot n \cdot \Delta$. In order to obtain that, we extend the additive approximation algorithm of [64] for finding the
maximum independent set to the weighted graphs i.e., when the nodes have costs and return a NEAR-MIS instead of MIS. First, we define a very important partitioning of the nodes $V$ possible in $\tau$-hyperfinite graphs and give the lemma that describes the guarantees associated with finding the partitions.

Definition 3.6.2 $([64](\epsilon, k)$ partitioning oracle $\mathcal{O})$. For a given graph $G(V, E)$ and query $q$ about $v \in V, \mathcal{O}$ returns the partition $P[v] \subseteq V$ containing $v$ that satisfies :

1. for every node $v \in V,|P[v]| \leq k$ and $P[v]$ is connected
2. $|\{(u, w) \in E \mid P[u] \neq P[w]\}| \leq \epsilon \cdot n$ with probability $9 / 10$.

Lemma 3.6.3 ([64]). If $G$ is $(\epsilon, \tau(\epsilon))$-hyperfinite graph with maximum degree $\Delta$, then, there is $a\left(\epsilon \cdot \Delta, \tau\left(\epsilon^{3} / 54000\right)\right)$ partition oracle that answers a given query $q$ with probability $1-\delta$, using a running time $O\left(2^{\Delta^{O\left(\tau\left(\epsilon^{3}\right)\right)}} / \delta \log 1 / \delta\right)$.

Using Lemma 3.6.3, we query every node to obtain the partitioning of $V$ and formalize this in the following corollary.

Corollary 3.6.4. If $G$ is $(\epsilon, \tau(\epsilon)$ )-hyperfinite graph with maximum degree $\Delta$, then, we can obtain a partitioning of the graph $G$, given by $V_{1}, V_{2}, \cdots$ such that with probability $1-\delta$ and a running time of $O\left(\frac{n}{\delta} \cdot 2^{\Delta^{O\left(\tau\left(\epsilon^{3} / \Delta^{3}\right)\right)}} \log 1 / \delta\right)$, we have :

1. For every $i,\left|V_{i}\right| \leq \tau\left(\epsilon^{3} / \Delta^{3} 54000\right)$ and $V_{i}$ is connected
2. $\mid\left\{(u, w) \mid(u, w) \in E, u \in V_{i}, w \in V_{j}\right.$ and $\left.i \neq j\right\} \mid \leq \epsilon \cdot n$

Given a $\tau$-hyperfinite graph with maximum degree $\Delta$, we describe an algorithm that returns a set of nodes that have at most $\epsilon n \Delta$ edges instead of $\epsilon n^{2}$ edges that we saw previously for general graphs $G$. To do so, we build upon the previous result from [64] that returns a set of nodes $R$ which is an additive $\epsilon n$ approximation of MIS $S^{*}$, i.e., $|R| \geq\left|S^{*}\right|-\epsilon n$. To obtain this, the authors first use the partitioning obtained using Lemma 3.6.3 and find MIS in each partition separately. They show
that ignoring the nodes that are incident on edges across the partitions obtained using Lemma 3.6.3 will only result in a loss of $\epsilon n$ nodes. We observe that in Algorithm 9, by removing the $\epsilon \cdot n$ nodes (denoted by $\widehat{V}$ ) that are incident on the edges across partitions, and adding back $\epsilon n$ nodes with highest cost, we will obtain a set of nodes with cost at least that of MIS while only adding $\epsilon n \Delta$ edges amongst the combined set of nodes.

```
Algorithm 9 NeAR-MIS in \(\tau\)-Hyperfinite Graph \(G\)
    Input: Graph \(G=(V, E)\), cost function \(C: V \rightarrow \mathbb{R}^{+}, m, \Delta\), function \(\tau(\cdot)\), error
    \(\epsilon\), failure probability \(\delta\).
    Output : \(T\) that is a NEAR-MIS with at most \(\epsilon \cdot n \cdot \Delta\) edges.
    Let the set of partitions is \(\left\{V_{1}, V_{2} \cdots\right\}\) of \(G(V, E)\) returned using Corollary 3.6.4
    with parameters \(\tau(\cdot)\), error \(\epsilon / 2\) and failure probability \(\delta\).
    for each partition \(V_{i}\) do
        Calculate the maximum cost independent set \(T_{i}\) in \(V_{i}\).
    end for
    \(\widehat{E} \leftarrow\left\{(u, v) \mid(u, v) \in E\right.\) and there exists \(i, j\) where \(\left.i \neq j, u \in V_{i}, v \in V_{j}\right\}\).
    \(\widehat{V} \leftarrow\{u \mid \exists v\) such that \((u, v) \in \widehat{E}\}\).
    \(T \leftarrow\left(\bigcup_{i=1} T_{i}\right) \backslash \widehat{V}\).
    Let \(H\) denote \(\epsilon \cdot n\) nodes of highest cost in \(V \backslash T\).
    return \(T \cup H\).
```

Lemma 3.6.5. In Algorithm 9, we have $|\widehat{V}| \leq \epsilon \cdot n$ and $C(T \cup H) \geq C\left(S^{*}\right)$.
Proof. From Corollary 3.6.4, we have $|\widehat{E}| \leq \epsilon \cdot n / 2$. From the definition of $\widehat{V}$, we have

$$
|\widehat{V}| \leq 2|\widehat{E}| \leq \epsilon \cdot n
$$

Suppose $S^{*}$ is the maximum cost independent set in $G$. Now, consider all nodes in $\widehat{V}$. Similar to the above case, it is possible that $(u, w) \in \widehat{E}$ and $u \in T_{i}, w \in T_{j}$ for some $i \neq j$. Consider a node $u \in S$ that is isolated in $E^{\prime} \subseteq E$, and included in some partition $V_{i}$. As $T_{i}$ is maximum cost independent set in $V_{i}$, we have $C\left(T_{i}\right) \geq C\left(S^{*} \cap V_{i}\right)$ where $S^{*} \cap V_{i}$ is an independent set induced by MIS $S^{*}$ in the partition $V_{i}$. Combining it for all partitions, we have $C\left(\bigcup_{i} T_{i}\right) \geq C\left(S^{*}\right)$. As nodes in $\widehat{V}$, it is possible that
including those that share an edge in $\bigcup_{i} T_{i}$ will result in the set of nodes not forming an independent set. However, the set $\bigcup_{i} T_{i} \backslash \widehat{V}$ formed by removing all the nodes that are incident with edges across the partitions, is an independent set. Since $S^{*}$ is MIS, we have

$$
C\left(\bigcup_{i} T_{i} \backslash \widehat{V}\right) \leq C\left(S^{*}\right)
$$

As $|\widehat{V}|$ is at most $\epsilon \cdot n$, replacing them with $H$ consisting of $\epsilon \cdot n$ highest cost nodes from $T$ will only increase the cost. Therefore, we have

$$
\Rightarrow C(T \cup H)=C\left(\left(\bigcup_{i} T_{i} \backslash \widehat{V}\right) \cup H\right) \geq C\left(\bigcup_{i} T_{i}\right) \geq C\left(S^{*}\right)
$$

Theorem 3.6.6. Algorithm 9 returns a set $T \subseteq V$ of nodes such that $C(T) \geq C\left(S^{*}\right)$ where $S^{*}$ is the maximum cost independent set; $|E[T]| \leq \epsilon \cdot n \cdot \Delta$ and uses a running time $O\left(\frac{n}{\delta} \cdot 2^{\Delta^{O\left(\tau\left(\epsilon^{3} / \Delta^{3}\right)\right)}} \log 1 / \delta+n \Delta\right)$ with probability $1-\delta$

Proof. From Lemma 3.6.5, we have $C(T) \geq C\left(S^{*}\right)$ and the nodes in $H$ include $\epsilon \cdot n$ nodes that are added (line 10 in Algorithm 6) have at most $\epsilon \cdot n \cdot \Delta$ edges among themselves. Therefore, $|E[T]| \leq \epsilon \cdot n \cdot \Delta$. Using Corollary 3.6.4, we have that it takes $O\left(\frac{n}{\delta} \cdot 2^{\Delta^{O\left(\tau\left(\epsilon^{3} / \Delta^{3}\right)\right)}} \log 1 / \delta\right)$ time to find the partitions. After finding the partitions, we find maximum cost independent set in each of the at most $n$ partitions each of size $O\left(\tau\left(\epsilon^{3} / \Delta^{3}\right)\right)$, which takes a running time of

$$
O(\text { finding maximum cost independent set in each partition })=O\left(n \cdot 2^{O\left(\tau\left(\epsilon^{3} / \Delta^{3}\right)\right)}\right) .
$$

Combining the running times for both these steps, along with $O(n \Delta)$, the time to find $\widehat{E}$, we have the running time as claimed.

We can use Algorithm 9 to obtain NEAR-MIS in each iteration of Algorithm 5; from Lemma 3.7.32 and Theorem 3.6.6, we have the following proposition about separating set system for $G$.

Proposition 3.6.7. Let $G(V, E)$ be a $\Delta$-degree bounded $\tau$-hyperfinite graph. For any $m \geq \eta \log 1 / \epsilon$ for some constant $\eta$, with probability $\geq 1-\delta$, there is an algorithm that returns $L_{\epsilon}$ with $C\left(L_{\epsilon}\right) \leq(2+\exp (-\Omega(m))) \cdot C\left(L^{*}\right)$, where $L^{*}$ is the min-cost separating matrix for $G$ and has a running time $O\left(\frac{n^{3}}{\delta} \cdot 2^{\Delta^{O\left(\tau\left(\epsilon^{3} / n^{3} \Delta^{3}\right)\right)}} \log \frac{n}{\delta}\right)$. Moreover using $L_{\epsilon}$, the number of edges that are not separated in $G$ is at most $\epsilon \cdot n \cdot \Delta$.

Proof. In every iteration, we identify a set of nodes that has the cost at least the cost of MIS. Therefore, total number of iterations possible is at most $n$. Scaling the error parameter by setting $\epsilon^{\prime}=\epsilon / n$ and $\delta^{\prime}=\delta / n$ for each iteration, we have that Algorithm 5 returns $L_{\epsilon}$ such that the number of edges that are not separated is $n \cdot\left(\epsilon^{\prime} \cdot n \cdot \Delta\right)=\epsilon \cdot n \cdot \Delta$. Using Lemma 3.6.5, we have that the total running time of our algorithm is

$$
O\left(n \cdot \frac{n}{\delta^{\prime}} \cdot 2^{\Delta^{O\left(\tau\left(\epsilon^{\prime 3} / \Delta^{3}\right)\right)}} \log 1 / \delta^{\prime}\right)=O\left(\frac{n^{3}}{\delta} \cdot 2^{\Delta^{O\left(\tau\left(\epsilon^{3} / n^{3} \Delta^{3}\right)\right)}} \log \frac{n}{\delta}\right)
$$

We can obtain a similar result for strongly separating set system for $G$ using Algorithm 8 and give the following proposition.

Proposition 3.6.8. Let $G(V, E)$ be a $\Delta$-degree bounded $\tau$-hyperfinite graph. For any $m \geq \eta \log 1 / \epsilon$ for some constant $\eta$, with probability $\geq 1-\delta$, there is an algorithm that returns $L_{\epsilon}$ with $C\left(L_{\epsilon}\right) \leq(4+\exp (-\Omega(m))) \cdot C\left(L^{*}\right)$, where $L^{*}$ is the min-cost
 Moreover using $L_{\epsilon}$, the number of edges that are not strongly separated in $G$ is at most $\epsilon \cdot n \cdot \Delta$.

Proof. In Algorithm 8, we first find $L_{\epsilon}^{S}$, a separating matrix obtained using Proposition 3.6.7 that does not separate $\epsilon \cdot n \cdot \Delta$ edges of $G$. Next, we find super nodes using the Near-MIS's returned and assign it vectors appropriately to form strongly separating matrix $L_{\epsilon}^{S S}$ on super nodes. Using Theorem 3.7.38, we have the claimed approximation guarantee. The running time follows from Proposition 3.6.7.

### 3.7 Additional Proof Details

### 3.7.1 Additional Proof Details from Section 3.2

In this section, we include all the missing details of proofs from Section 3.2.

### 3.7.1.1 Proof Details from Section 3.2.1

We first argue that the matrix returned by Algorithm SSMATrix is indeed a strongly separating matrix.

Lemma 3.7.1. The matrix $U$ returned by Algorithm SSMATRIX is a strongly separating matrix.

Proof. Consider any two nodes $v_{i}, v_{j}$ with corresponding row vectors $U(i)$ and $U(j)$. Suppose $\|U(i)\|_{1}=\|U(j)\|_{1}$.

By construction, $U(i) \neq U(j)$ they will differ in at least one coordinate. However, they have equal weights, so, there must exist one more coordinate such that the strongly separating condition holds. If $U(i)$ and $U(j)$ have weights $r^{i} \neq r^{j}$, then, $U\left(i, m^{\prime}-\log n+r^{i}\right)=U\left(j, m^{\prime}-\log n+r^{j}\right)=1$ and $U\left(i, m^{\prime}-\log n+r^{j}\right)=U\left(j, m^{\prime}-\right.$ $\left.\log n+r^{i}\right)=0$ by construction outlined in the Algorithm SSMATRIX. This proves that the matrix $U$ returned is a strongly separating matrix.

The following inequalities about Algorithm SSMATRIX will be useful in analyzing its performance.

Lemma 3.7.2. . For $m \geq 66 \log n$ and $m^{\prime}$ as defined in Algorithm SSMATrix, we have the following
(a) $\sum_{t=1}^{\log n}\binom{m^{\prime}-\log n}{t} \geq n$ (i.e., there are enough vectors of weight $\leq \log n$ only using $m^{\prime}-\log n$ columns to assign a unique vector to each variable).
(b) Let $i^{*}$ be the smallest integer s.t. $\sum_{t=1}^{i^{*}}\binom{m^{\prime}}{t} \geq n$. Then, $\sum_{t=1}^{2 i-1}\binom{m^{\prime}-\log n}{t} \geq$ $\sum_{t=1}^{i}\binom{m^{\prime}}{t}$ for all $i \in\left\{2, \ldots, i^{*}\right\}$.

Proof. Let $m \geq 66 \log n$. From Algorithm SSMATrix, we have $m^{\prime}=m-a_{1}$ for all guesses $1 \leq a_{1} \leq \frac{2 m}{3}$. By reserving the last " $\log n$ " columns in Algorithm SSMATRIX, we want to make sure that $m^{\prime}-\log n$ can fully cover $n$ nodes with weight at most $\log n$. We have :

$$
\begin{aligned}
& m^{\prime}=m-a_{1} \geq \frac{m}{3} \\
& \geq 22 \log n \text { and } \\
& \sum_{t=1}^{\log n}\binom{m^{\prime}-\log n}{t} \geq\binom{ m^{\prime}-\log n}{\log n} \geq\left(\frac{21 \log n}{\log n}\right)^{\log n}>n .
\end{aligned}
$$

Moving onto Part (b). Let $i^{*}$ be the minimum value of $i$ such that $\sum_{t=1}^{i^{*}}\binom{m^{\prime}}{t} \geq n$. Consider $i$ such that $2 \leq i \leq i^{*}$ :

$$
\sum_{t=1}^{2 i-1}\binom{m^{\prime}-\log n}{t} \geq\binom{ m^{\prime}-\log n}{2 i-1}
$$

Consider now the right hand side:

$$
\sum_{t=1}^{i}\binom{m^{\prime}}{t} \leq \sum_{t=0}^{i}\binom{m^{\prime}}{t} \leq \sum_{t=0}^{i} \frac{m^{\prime t}}{t!} \leq \sum_{t=0}^{i} \frac{i^{t}}{t!}\left(\frac{m^{\prime}}{i}\right)^{t} \leq \mathrm{e}^{i}\left(\frac{m^{\prime}}{i}\right)^{i}
$$

We inductively show that for all $i \geq 2$

$$
\frac{\left(\frac{e m^{\prime}}{i}\right)^{i}}{\binom{m^{\prime}-\log n}{2 i-1}} \leq 1
$$

Let $i=2$. For $m \geq \frac{m^{\prime}}{3} \geq 50\left(\frac{22}{21}\right)^{3}$ we have

$$
\frac{\left(e m^{\prime} / 2\right)^{2}}{\binom{m^{\prime}-\log n}{3}} \leq \frac{\left(e m^{\prime} / 2\right)^{2}}{\left(\frac{m^{\prime}-\log n}{3}\right)^{3}} \leq 50\left(\frac{22}{21}\right)^{3} \frac{m^{\prime 2}}{m^{\prime 3}} \leq 1
$$

Assume the inequality is correct for some $i>2$. Now, we show that it must also hold for $i+1$.

$$
\frac{\left(\frac{e m^{\prime}}{i+1}\right)^{i+1}}{\binom{m^{\prime}-\log n}{2 i+1}}=\frac{\left(\frac{e m^{\prime}}{i}\right)^{i} \frac{e m^{\prime}}{i+1}\binom{m^{\prime}-\log n}{i+1-1}}{\binom{m^{\prime}-\log n}{2 i-1}\binom{m^{\prime}-\log n}{2 i+1}} \leq \frac{\left(\frac{e m^{\prime}}{i}\right)^{i} \frac{e m^{\prime}}{i+1}\binom{m^{\prime}-\log n}{2 i-1}}{\binom{m^{\prime}-\log n}{2 i-1}\binom{m^{\prime}-\log n}{2 i+1}} \leq \frac{\frac{e m^{\prime}}{i+1}\binom{m^{\prime}-\log n}{2 i-1}}{\binom{m^{\prime}-\log n}{2 i+1}}
$$

For ease of notation, denote $a=m^{\prime}-\log n \geq m^{\prime}\left(1-\frac{1}{22}\right) \geq 21 \log n$.
Consider the binary entropy function $H(x)=-x \log x-(1-x) \log (1-x)$. For $x \in\left[\frac{2 i-1}{a}, \frac{2 i+1}{a}\right], H(x)$ is an increasing function. For some value of $x$ in the range we have :

$$
\begin{aligned}
& \frac{H\left(\frac{2 i+1}{a}\right)-H\left(\frac{2 i-1}{a}\right)}{\frac{2 i+1}{a}-\frac{2 i-1}{a}}=H^{\prime}(x)=\log \left(\frac{1}{x}-1\right) \geq \log \left(\frac{a}{2 i-1}-1\right) \\
& \quad \Longrightarrow H\left(\frac{2 i+1}{a}\right)-H\left(\frac{2 i-1}{a}\right) \geq \frac{2}{a} \log \left(\frac{a}{2 i-1}-1\right) .
\end{aligned}
$$

Now, consider the fraction

$$
\binom{a}{2 i-1} /\binom{a}{2 i+1} .
$$

Using the bound from ([93], Page 309)

$$
\begin{gathered}
\sqrt{\frac{a}{8 b(a-b)}} 2^{m H(b / a)} \leq\binom{ a}{b} \leq \sqrt{\frac{a}{2 \pi b(a-b)}} 2^{m H(b / a)} \\
\binom{a}{2 i-1} /\binom{a}{2 i+1}
\end{gathered}
$$

Combining the above, we have :

$$
\begin{aligned}
\frac{\left(\frac{e m^{\prime}}{i+1}\right)^{i+1}}{\binom{m^{\prime}-\log n}{2 i+1}} & \leq \frac{\frac{m^{\prime}}{i+1} \sqrt{20 e^{2} / 3 \pi}}{\left(\frac{a}{2 i-1}-1\right)^{2}} \\
& \leq \frac{4 m^{\prime} i \sqrt{20 e^{2} / 3 \pi}}{(a-2 i)^{2}} \\
& \leq \frac{4 m^{\prime} \log n \sqrt{20 e^{2} / 3 \pi}}{m^{\prime 2}(1-3 / 22)^{2}}=\frac{4 \log n \sqrt{20 e^{2} / 3 \pi}}{m^{\prime}(1-3 / 22)^{2}} \leq \frac{21.2 \log n}{m^{\prime}} \leq 1
\end{aligned}
$$

Therefore, we have for all $i \geq 2$

$$
\begin{gathered}
\left(\frac{e m^{\prime}}{i}\right)^{i} /\binom{m^{\prime}-\log n}{2 i-1} \leq 1 \\
\Longrightarrow \sum_{t=1}^{i}\binom{m^{\prime}}{t} \leq\left(\frac{e m^{\prime}}{i}\right)^{i} \leq\binom{ m^{\prime}-\log n}{2 i-1} \leq \sum_{t=1}^{2 i-1}\binom{m^{\prime}-\log n}{t} .
\end{gathered}
$$

Let $c_{U}=\sum_{j=1}^{n} C\left(v_{j}\right)\|U(j)\|_{1}$ be value of objective for the matrix $U$ returned by Algorithm SSMATRIX.

Consider $U_{\mathrm{OPT}}$, and let $V_{\mathrm{OPT}}^{(1)}$ represent all nodes that are assigned weight 1 in it (nodes which have only one 1 in their row). Let $c_{\text {OPT }}^{(1)}$ denote the sum of cost of the nodes in $V_{\text {OPT }}^{(1)}$. In our Algorithm SSMATRIX, we maintain a guess for the size of $V_{\mathrm{OPT}}^{(1)}$ as $a_{1}$. We want to guess the exact value of $\left|V_{O P T}^{(1)}\right| \leq m$. However, we only guess $a_{1}$ until $\frac{2 m}{3}$, so that the remaining columns can be used to obtain a valid separating matrix (for each of our guesses) as observed in Lemma 3.7.2. We show that the cost contribution of nodes in $V_{\mathrm{OPT}}^{(1)}$ (by allowing this slack in our guesses) due to Algorithm SSMATRIX is not far away from $c_{\mathrm{OPT}}^{(1)}$.

First, we show that for any weight $i \geq 2$ node in $U_{\mathrm{OPT}}$, the output $U$ of Algorithm SSMATRIX assigns vectors with weight at most $2 i$ and for a weight 1 node, we show that the weight assigned by $U$ is at most 3 .

Lemma 3.7.3. Algorithm SSMATRIX assigns a weight of
(a) at most 3 for a weight 1 node in $U_{\mathrm{OPT}}$.
(b) at most $2 i$ for a node of weight $i$ in $U_{\mathrm{OPT}}$ for $i \geq 2$.

Proof. (a) Let $V$ denote sorted (in the decreasing order of cost) order of nodes. Suppose we assign unique length- $m$ vectors starting from weight 1 to the nodes in the order $V$. Let the assignment of vectors be denoted by $\widetilde{U}$. It is easy to observe that this described assignment $\widetilde{U}$ is not a strongly separating matrix. However, any strongly separating matrix $U$ is such that the vector assigned to any node $v_{i}$ in $U$ has weight at least that in $\widetilde{U}$ i.e., $\|U(i)\|_{1} \geq\|\widetilde{U}(i)\|_{1}$. As $U$ can be any strongly separating matrix, it also holds for $U_{\mathrm{OPT}}$ giving us $\left\|U_{\mathrm{OPT}}(i)\right\|_{1} \geq\|\widetilde{U}(i)\|_{1}$.

The number of weight 1 nodes possible in the assignment $\widetilde{U}$ is $\binom{m}{1}$ and therefore, $\left|V_{\mathrm{OPT}}^{(1)}\right| \leq m$. Consider all the nodes of weight $\leq 3$ in $U$ assigned by Algorithm SSMatrix. After discarding the first $m^{\prime}=m-a_{1}$ columns assuming our guess $a_{1}$ in the current iteration, $U$ starts assigning vectors with weight 1 in the remaining $m^{\prime}-\log n$ while setting a 'row weight indicator bit' in the last $\log n$ columns. In order to obtain
nodes of weight $\leq 3$, in $U$, we include vectors of weight $\leq 2$ in the $m^{\prime}-\log n$ columns. Therefore, total number of such nodes is $a_{1}+\binom{m^{\prime}-\log n}{1}+\binom{m^{\prime}-\log n}{2}$.

$$
\begin{aligned}
a_{1}+\binom{m^{\prime}-\log n}{1}+\binom{m^{\prime}-\log n}{2} & \geq\binom{ m^{\prime}-\log n}{1}+\binom{m^{\prime}-\log n}{2} \\
& \geq m^{\prime}-\log n+\left(\frac{m^{\prime}-\log n}{2}\right)^{2}, \operatorname{using}\binom{m^{\prime}}{k} \geq\left(\frac{m^{\prime}}{k}\right)^{k} \\
& \geq m \geq\left|V_{\mathrm{OPT}}^{(1)}\right|
\end{aligned}
$$

where the last inequality uses $m^{\prime} \geq \frac{m}{3}$ and $\left.m \geq 66 \log n\right)$.
Therefore, every weight 1 node in $U_{\mathrm{OPT}}$ is covered by a vector in $U$ with weight $\leq 3$.
(b) First we argue that using an appropriate $m^{\prime}$, we can give a construction of $\widetilde{U} \in\{0,1\}^{n \times m^{\prime}}$ (similar to case (a)) such that weight of node $v_{j}$ in $\widetilde{U}$ is at most the weight in $U_{\mathrm{OPT}}$ for all nodes of weight more than 2 in $U_{\mathrm{OPT}}$. Let $m^{\prime}=m-\frac{2 m}{3}$. In other words, we are considering the guess $a_{1}=\frac{2 m}{3}$. As our algorithm $U$ considers all the guesses and returns $U$ with the lowest cost, arguing that our lemma holds for this guess is sufficient. For this value of $m^{\prime}$, let $\widetilde{U}$ be constructed using vectors from $\{0,1\}^{m^{\prime}}$ in the increasing order of weight, starting with weight 1.

When $m^{\prime}=\frac{m}{3}$, it is possible that a node in $U_{\mathrm{OPT}}$ can be assigned a vector of weight 1 from $\{0,1\}^{m^{\prime}}$ (this can happen when $\left|V_{\mathrm{OPT}}^{(1)}\right| \geq \frac{2 m}{3}$ ). As $\widetilde{U}$ assigns weights in the increasing order occupying the entire $m^{\prime}$ columns, it will not result in a strongly separating matrix. Therefore, any node $v_{j}$ with weight $i \geq 2$ in $U_{\mathrm{OPT}}$, will be assigned a weight of at most $i$ in $\widetilde{U}$.

We know that the number of vectors of weight at most $i$ in $\widetilde{U}$ is equal to $\sum_{t=1}^{i}\binom{m^{\prime}}{t}$ and number of vectors with weight at most $2 i-1$ using $m^{\prime}-\log n$ columns of $U$ is equal to $\sum_{t=1}^{2 i-1}\binom{m^{\prime}-\log n}{t}$. As Lemma 3.7.2 holds for all guesses of $a_{1}$, we have $\sum_{t=1}^{i}\binom{m^{\prime}}{t} \leq \sum_{t=1}^{2 i-1}\binom{m^{\prime}-\log n}{t}$ for all $i \geq 2$. Using induction, we can observe that $v_{j}$
is assigned a vector in $\{0,1\}^{m^{\prime}-\log n}$ with weight at most $2 i-1$. As $U$ obtained from Algorithm SSMATRIX mimics the construction used in $\widetilde{U}$ over $m^{\prime}-\log n$ columns, we have that weight of node $v_{j}$ in $U$ using $m^{\prime}-\log n$ columns is at most $2 i-1$. Combining it with the 'row weight indicator' bit we set to 1 in the last $\log n$ columns gives us the lemma.

In our next lemma shows that the sum of contribution of the nodes in $V_{\text {OPT }}^{(1)}$ to $c_{U}$ is at most twice that of $c_{\mathrm{OPT}}^{(1)}$. Combining this with Lemma 3.7.3, we show that $U$ achieves a 2-approximation.

Lemma 3.7.4. Let $c_{U}^{(1)}=\sum_{v_{i} \in V_{\text {OPT }}^{(1)}} C\left(v_{i}\right)\|U(i)\|_{1}$ for the matrix $U$ returned by Algorithm SSMATRIX, then $c_{U}^{(1)} \leq 2 c_{O P T}^{(1)}$.

Proof. Suppose $a_{1}$ represents our guess for the number of weight 1 vectors and $a_{1}^{*}$ represent the number of weight 1 vectors in $U_{\mathrm{OPT}}$ i.e, $\left|V_{\mathrm{OPT}}^{(1)}\right|=a_{1}^{*}$. In Algorithm SSMATRIX, we use the following bounds for our guess $0 \leq a_{1} \leq 2 m / 3$. If $a_{1}^{*} \leq \frac{2 m}{3}$, then it would have been one of our guesses. As we take minimum among all the guesses, we have $c_{U}^{(1)}=c_{O P T}^{(1)}$ in such a case.

Consider the case when $a_{1}^{*}>\frac{2 m}{3}$. Let $V_{\mathrm{OPT}}^{(1)}=\left\{v_{1}, v_{2}, \cdots v_{a_{1}^{*}}\right\}$ represent an ordering of nodes in the decreasing ordering of cost that are assigned weight 1 in $U_{\mathrm{OPT}}$. Consider the contribution of only weight 1 nodes to $c_{\mathrm{OPT}}$. We have

$$
c_{\mathrm{OPT}}^{(1)}=\sum_{k=1}^{a_{1}^{*}} C\left(v_{k}\right) \geq \sum_{k=1}^{2 m / 3} \frac{2 m}{3} C\left(v_{k}\right) \geq \frac{2 m}{3} C\left(v_{2 m / 3}\right)
$$

We will look at the case when our guess $a_{1}$ reaches $a_{1}=\frac{2 m}{3}$ and argue about the cost for this particular value of $a_{1}$. As we are taking minimum over all the guesses, we are only going to do better and our approximation ratio will only be better. Among the nodes $\left\{v_{1}, v_{2}, \cdots v_{a_{1}^{*}}\right\}$ first $\frac{2 m}{3}$ nodes would be assigned weight 1 by $U$.

From Lemma 3.7.3, we have that for the remaining $a_{1}^{*}-\frac{2 m}{3}$ nodes, Algorithm SSMATRIX might assign a weight 2 or weight 3 vector in $U$.

$$
\begin{aligned}
c_{U}^{(1)} & \leq \sum_{i=1}^{2 m / 3} C\left(v_{i}\right)+3 \sum_{j=2 m / 3+1}^{a_{1}^{*}} C\left(v_{j}\right)=\sum_{i=1}^{a_{1}^{*}} C\left(v_{i}\right)+2 \sum_{j=2 m / 3+1}^{a_{1}^{*}} C\left(v_{j}\right) \\
& \leq \sum_{i=1}^{a_{1}^{*}} C\left(v_{i}\right)+2\left(a_{1}^{*}-\frac{2 m}{3}\right) C\left(v_{2 m / 3+1}\right) \\
& \leq c_{O P T}^{(1)}+2\left(a_{1}^{*}-\frac{2 m}{3}\right) C\left(v_{2 m / 3}\right) \quad\left(\text { since } C\left(v_{2 m / 3}\right) \geq C\left(v_{2 m / 3+1}\right)\right) \\
& \leq c_{O P T}^{(1)}+\frac{2 m}{3} C\left(v_{2 m / 3}\right) \quad\left(\text { since } a_{1}^{*} \leq m\right) \\
& \leq 2 c_{O P T}^{(1)} .
\end{aligned}
$$

This completes the proof of the lemma.

Theorem 3.7.5 (Theorem 3.2.3 Restated). Let $m \geq 66 \log n$ and $U$ be the strongly separating matrix returned by Algorithm SSMATRIX. Let $c_{U}=\sum_{j=1}^{n} C\left(v_{j}\right)\|U(j)\|_{1}$. Then,

$$
c_{U} \leq 2 \cdot c_{\mathrm{OPT}}
$$

where $c_{\mathrm{OPT}}$ is the objective value associated with optimum set of interventions corresponding to $U_{\mathrm{OPT}}$.

Proof. From Lemma 3.7.1, we know that matrix returned by Algorithm SSMATRIX given by $U$ with $\operatorname{cost} c_{U}$ is a strongly separating matrix. Consider a strongly separating matrix $U_{\mathrm{OPT}}$ that achieves optimum objective value $c_{\mathrm{OPT}}$. Let $V_{\mathrm{OPT}}^{(1)}$ represent all nodes that are assigned weight 1 in $U_{\mathrm{OPT}}$. Let $c_{U}^{(1)}$ denote the cost of nodes in $V_{\mathrm{OPT}}^{(1)}$ using $U$ returned by Algorithm SSMATRIX and $c_{\mathrm{OPT}}^{(1)}$ represents that of $U_{\mathrm{OPT}}$. We have $c_{\mathrm{OPT}}=c_{O P T}^{(1)}+\sum_{j:\left\|U_{\mathrm{OPT}}(j)\right\|_{1} \geq 2} C\left(v_{j}\right)\left\|U_{\mathrm{OPT}(j)}\right\|_{1}$.

$$
\begin{align*}
c_{U} & =c_{U}^{(1)}+\sum_{j:\left\|U_{\mathrm{OPT}}(j)\right\|_{1} \geq 2} C\left(v_{j}\right)\|U(j)\|_{1} \\
& \leq c_{U}^{(1)}+\sum_{j:\left\|U_{\mathrm{OPT}}(j)\right\|_{1} \geq 2} C\left(v_{j}\right) 2\left\|U_{\mathrm{OPT}}(j)\right\|_{1}  \tag{fromLemma3.7.3}\\
& \leq 2 c_{\mathrm{OPT}}^{(1)}+2 \sum_{j:\left\|U_{\mathrm{OPT}}(j)\right\|_{1} \geq 2} C\left(v_{j}\right)\left\|U_{\mathrm{OPT}}(j)\right\|_{1}  \tag{fromLemma3.7.4}\\
& \leq 2 c_{\mathrm{OPT}} .
\end{align*}
$$

This completes the proof of the theorem.

### 3.7.1.2 Proof Details from Section 3.2.2

In this section, we present our algorithm that achieves an improved $1+\epsilon$-approximation in the linear cost model setting under mild assumptions on the cost of the nodes and the number of interventions. The algorithm is adapted from that proposed by [71] whose work drew connections between causality and known separating system constructions in combinatorics. In particular, [71] considered a setting where given $n$ variables and $m$, the goal is to construct $k$ sets that are strongly separating with the objective of minimizing the average size of the intervention sets. Stated differently this provides an algorithm for solving 3.1 when $C(v)=1$ for all nodes $v \in V$.

Next, we adapt the algorithm from [71] to deal with the case where each node could have a different cost value. Our main contribution is to show that this adaptation constructs a set of interventions which achieves an objective value in the linear cost model that is within a factor $1+\epsilon$ times of the optimum under some mild restrictions. First, we start with some definitions and statements from the combinatorics that will prove useful for stating and analyzing the algorithm.

Definition 3.7.6. (antichain). Consider a collection $\mathcal{S}$ of subsets of $\left\{v_{1}, v_{2}, \cdots v_{n}\right\}$ such that for any two sets $S_{i}, S_{j} \in \mathcal{S}$, we have $S_{i} \not \subset S_{j}$ and $S_{j} \not \subset S_{i}$. Then, such a collection $\mathcal{S}$ is called an antichain.

We provide a lemma that shows that an antichain can also be represented as a strongly separating matrix.

Lemma 3.7.7. Let $\mathcal{T}=\left\{T_{1}, T_{2}, \cdots T_{n}\right\}$ be an antichain defined on $\{1,2, \cdots m\}$. Construct a matrix $U \in\{0,1\}^{n \times m}$ where $U(i, j)=1$ iff $T_{i}$ contains $j$. Then $U$ is a strongly separating matrix.

Proof. From the definition of antichain, for any two sets $T_{i}, T_{j} \in \mathcal{T}$, there exists $k$ and $k^{\prime}$ such that $k \in T_{i} \backslash T_{j}$ and $k^{\prime} \in T_{j} \backslash T_{i}$. So, we have $U(i, k)=U\left(j, k^{\prime}\right)=1$ and $U\left(i, k^{\prime}\right)=U(j, k)=0$. It follows that $U$ is a strongly separating matrix from the definition.

In the previous lemma, we gave a construction of a strongly separating matrix that corresponds to an antichain. In the next lemma, we show that given a strongly separating system, we can also obtain a corresponding antichain.

Lemma 3.7.8. Let $\mathcal{S}=\left\{S_{1}, S_{2}, \cdots S_{m}\right\}$ be a strongly separating set system defined on $\left\{v_{1}, v_{2}, \cdots v_{n}\right\}$. Construct a strongly separating matrix $U \in\{0,1\}^{n \times m}$ where $U(i, j)=$ 1 iff $S_{j}$ contains $v_{i}$. Define a collection of sets $\mathcal{T}=\left\{T_{1}, T_{2}, \cdots T_{n}\right\}$ defined over the column indices of $U$ i.e., $\{1,2, \cdots m\}$ such that $j \in T_{i}$ iff $U(i, j)=1$. Then, $\mathcal{T}$ is an antichain.

Proof. From the definition of strongly separating system, we have for every two nodes $v_{i}, v_{j} \in \mathcal{S}$, there exists $S_{k}$ and $S_{k^{\prime}}$ such that $v_{i} \in S_{k} \backslash S_{k^{\prime}}$ and $v_{j} \in S_{k^{\prime}} \backslash S_{k}$. This implies $k \in T_{i} \backslash T_{j}$ and $k^{\prime} \in T_{j} \backslash T_{i}$ as $U(i, k)=U\left(j, k^{\prime}\right)=1$ and $U\left(i, k^{\prime}\right)=U(j, k)=0$. Therefore, for every two sets $T_{i}$ and $T_{j}$ in $\mathcal{T}$, we have $T_{i} \not \subset T_{j}$ and $T_{j} \not \subset T_{i}$. Hence, $\mathcal{T}$ is an antichain.

Lemma 3.7.9 (LYM inequality [77]). Suppose $\mathcal{S}$ represent an antichain defined over the elements $\{1,2, \cdots m\}$. Let $a_{k}=\mid\{T \mid T \in \mathcal{S}$ where $|T|=k\} \mid$ defined for all $k \in[m]$, then,

$$
\sum_{k=0}^{m} \frac{a_{k}}{\binom{m}{k}} \leq 1
$$

Definition 3.7.10 ([77]). A neighbor of a binary vector $v$ is a vector which can be obtained from $v$ by flipping one of its 1-entries to 0 . A shadow of a set $A \subseteq\{0,1\}^{m}$ of vectors is the set of all its neighbors and denoted by $\partial(A)$.

Suppose $A \subseteq\{0,1\}^{m}$ consists of weight $k$ vectors i.e., for all $v \in A,\|v\|_{1}=k$. Then, there is an interesting representation for $|A|$ i.e., size of $A$ called the $k$-cascade form,

$$
|A|=\binom{a_{k}}{k}+\binom{a_{k-1}}{k-1}+\binom{a_{k-2}}{k-2}+\cdots+\binom{a_{s}}{s} \text { where } a_{k}>a_{k-1}>\cdots a_{s} \geq s \geq 1
$$

Moreover, this representation is unique and for every $|A| \geq 1$, there exists a $k$-cascade form. Given a set $A$ of such vectors, we can make the following observation.

Observation 3.7.11. Let $B \subseteq\{0,1\}^{m}$ be a collection of vectors with weight exactly $k-1$. If $A \cup B$ is an antichain, then, $B \cap \partial(A)=\phi$.

The above observation implies that if we want to maximize the number of weight $k-1$ vectors to get a collection of weight $k$ and $k-1$ vectors that form an antichain, then, we have to choose weight $k$ vectors that has a small shadow. Now, we describe the statement of the famous Kruskal-Katona theorem that gives a lower bound on the size of shadow of $A$.

Theorem 3.7.12 (Kruskal-Katona Theorem [77]). Consider a set $A \subseteq\{0,1\}^{m}$ of vectors such that for all $v \in A,\|v\|_{1}=k$ and the $k$-cascade form is

$$
|A|=\binom{a_{k}}{k}+\binom{a_{k-1}}{k-1}+\binom{a_{k-2}}{k-2}+\cdots+\binom{a_{s}}{s} .
$$

Then,

$$
|\partial(A)| \geq\binom{ a_{k}}{k-1}+\binom{a_{k-1}}{k-2}+\binom{a_{k-2}}{k-2}+\cdots+\binom{a_{s}}{s-1} .
$$

Definition 3.7.13. (Colexicographic Ordering) Let $u$ and $v$ be two distinct vectors from $\{0,1\}^{m}$. In the colexicographic ordering $u$ appears before $v$ if for some $i, u(i)=$ $0, v(i)=1$ and $u(j)=v(j)$ for all $j>i$.

We now state a result that the colexicographic ordering (or colex order) of all vectors of $\{0,1\}^{m}$ achieves the Kruskal-Katona theorem lower bound. Therefore, we can generate a sequence of any number of vectors with weight $k$ that has the smallest possible shadow.

Lemma 3.7.14. Proposition 10.17 from [77]. Using the first $T$ of weight $k$ vectors in the colex ordering of $\{0,1\}^{m}$, we can obtain a collection $A \subseteq\{0,1\}^{m}$ such that $|\partial(A)|=\binom{a_{k}}{k-1}+\binom{a_{k-1}}{k-2}+\binom{a_{k-2}}{k-2}+\cdots+\binom{a_{s}}{s-1}$ where the $k$-cascade form of $T=|A|=$ $\binom{a_{k}}{k}+\binom{a_{k-1}}{k-1}+\binom{a_{k-2}}{k-2}+\cdots+\binom{a_{s}}{s}$.

We state the Flat Antichain theorem, that we will use later.

Theorem 3.7.15 (Flat Antichain Theorem). [85] If $\mathcal{A}$ is an antichain, then, there exists another antichain $\mathcal{B}$ defined over same elements, such that $|\mathcal{A}|=|\mathcal{B}|, \sum_{A \in \mathcal{A}}|A|=$ $\sum_{B \in \mathcal{B}}|B|$ and for every $B \in \mathcal{B}$, we have $|B| \in\{d-1, d\}$ for some positive integer $d$.

Algorithm $\epsilon$-SSMATRIX is an adaptation of Algorithm 4 of [71] for the linear cost model setting. From Lemma 3.7.8 and 3.7.7, it is clear that constructing a strongly separating set system is equivalent to constructing an antichain. A consequence of Flat Antichain theorem [85] is that for every antichain $\mathcal{A}$ there is another antichain $\mathcal{B}$ of same size such that $\sum_{A \in \mathcal{A}}|A|=\sum_{B \in \mathcal{B}}|B|$ and $\mathcal{B}$ has sets of cardinality either $d$ or $d-1$ for some positive integer $d$. Therefore, the problem of finding a separating set system reduces to finding an appropriate antichain with weights $d$ and $d-1$ that minimizes the objective (assuming all nodes have cost equal to 1 ).

Corollary 3.7.16. [71] Flat Antichain theorem implies Algorithm 4 achieves optimal cost assuming all nodes have unit costs.

Algorithm 4 of [71] is a consequence of Kruskal-Katona theorem; using colexicographic ordering we can maximize the $d-1$ weight vectors in an antichain of size $n$ consisting of weight $d$ and $d-1$ vectors. Therefore, choosing $d=k$ where $\binom{m}{k-1}<n \leq\binom{ m}{k}$, they consider all possible number of vectors of weight $k$ and find the one with the minimum number of weight $k$ vectors. However, unlike [71], we have to deal with different costs of intervention for each node. We adopt a greedy strategy, where we assign the vectors (obtained using the previous algorithm) in the increasing order of weight to the nodes in the decreasing order of their costs. Observe that our Algorithm $\epsilon$-SSMATRIX assigns vectors of weight $k-1$ or $k$ that are relatively high to the nodes with large costs. Surprisingly, we show that when the costs are bounded by $\approx \epsilon n^{\epsilon}$, and number of interventions $m \leq n^{\epsilon}$, it achieves a $1+\epsilon$-approximation.

```
Algorithm \(10 \epsilon\)-SSMATRIX ( \(V, m\) )
    Let \(\widetilde{U} \in\{0,1\}^{n \times m}\) be initialized with all zeros
    Find \(k\) satisfying \(\binom{m}{k-1}<n \leq\binom{ m}{k}\)
    for \(t=0\) to \(n\) do
        Let \(A_{t}\) denote the first \(t\) vectors in the colex ordering of \(\{0,1\}^{m}\) with weight \(k\).
    Calculate \(\left|\partial\left(A_{t}\right)\right|\) using Lemma 3.7.14.
        if \(t-\left|\partial\left(A_{t}\right)\right|+\binom{m}{\tilde{c}-1} \geq n\) then
            For the rows \(\widetilde{U}(j)\) with \(n-t+1 \leq j \leq n\) assign the vectors of weight \(k\) using \(A_{t}\)
            For the rows \(\widetilde{U}(j)\) with \(j \leq n-t\), assign vectors of weight \(k-1\) from \(\{0,1\}^{m}\)
    that are not contained in \(\partial\left(A_{t}\right)\)
            break;
        end if
    end for
    Let \(\zeta\) denote the ordering of rows of \(\widetilde{U}\) in the increasing order of weight.
    For every \(i \in[n]\) assign \(U(i)=\widetilde{U}(\zeta(i))\) where \(i^{\text {th }}\) row of \(U\) corresponds to the node with
    \(i^{\text {th }}\) largest cost.
    Return \(U\)
```

Lemma 3.7.17. Let $U$ represent the output of Algorithm $\epsilon$-SSMATRIX. Then, $U$ is a strongly separating matrix.

Proof. From Observation 3.7.11, we have that our set of weight $k$ vectors $A_{t}$ and set of weight $k-1$ vectors given by $B_{t}=A_{t} \backslash \partial\left(A_{t}\right)$ satisfy $B_{t} \cap \partial\left(A_{t}\right)=\phi$. So, the collection $A_{t} \cup B_{t}$ is an antichain. In Algorithm $\epsilon$-SSMATRIX, $U$ and $\widetilde{U}$ contain the
same collection of vectors, only differing in the ordering $\zeta$. From Lemma 3.7.7, we have $U$ constructed from $A_{t} \cup B_{t}$ is a strongly separating matrix.

The following lemma follows from LYM inequality in Lemma 3.7.9.

Lemma 3.7.18. Let $U_{\mathrm{OPT}}$ represent the optimum solution with $a_{q}^{*}$ representing the number of rows of $U$ with weight $q$. Then, for any $t \leq n$ :

$$
\sum_{q=1}^{t} a_{q}^{*} \leq\binom{ m}{t}
$$

Proof. From Lemma 3.7.17 and Corollary 3.7.16, we know that the matrix $U_{\text {OPT }}$ is a strongly separating matrix. Therefore, using Lemma 3.7.8, we can construct a collection $\mathcal{T}$ defined over $\{1,2, \cdots, m\}$ such that $\mathcal{T}$ is an antichain. $T_{i} \in \mathcal{T}$ corresponds to a row of $U_{\mathrm{OPT}}$ and $\left|T_{i}\right|=\left\|U_{\mathrm{OPT}}(i)\right\|_{1}$ represents the weight of $i^{\text {th }}$ row of $U$. Applying LYM inequality from Lemma 3.7.9 gives us:

$$
\sum_{q=1}^{t} \frac{a_{q}^{*}}{\binom{m}{t}} \leq \sum_{q=1}^{t} \frac{a_{q}^{*}}{\binom{m}{q}} \leq \sum_{q=0}^{m} \frac{a_{q}^{*}}{\binom{m}{q}} \leq 1
$$

and so $\sum_{q=1}^{t} a_{q}^{*} \leq\binom{ m}{t}$.
The next lemma gives an upper bound for $\binom{m}{t}$ that can be used to simplify the statement of the Theorem 3.2.4.

Lemma 3.7.19. If $6 / k \leq \epsilon \leq 1 / 2$ and $m \geq 2 \log _{2} n$ :

$$
\binom{m}{t} \leq 2 n \cdot 2^{-(\epsilon k / 6) \log _{2}(m /(2 k))}
$$

Proof. By the definition of $k$,

$$
\binom{m}{t}=\binom{m}{k-1}\binom{m}{t} /\binom{m}{k-1}<n\binom{m}{t} /\binom{m}{k-1} .
$$

Let $H(x)$ denote the binary entropy function. Note that $t=\lfloor k-\epsilon k / 3\rfloor$. Therefore,

$$
(k-1)-t \geq k-1-k+\epsilon k / 3=\epsilon k / 3-1 \geq \epsilon k / 6
$$

and that for all $x \in[t / m,(k-1) / m]$,

$$
H^{\prime}(x) \geq H^{\prime}\left(\frac{k-1}{m}\right)=\log _{2}\left(\frac{m}{k-1}-1\right) \geq \log _{2}\left(\frac{m}{2 k}\right)
$$

where we used the assumption $t / m \leq(k-1) / m \leq 1 / 2$. Hence,

$$
|H((k-1) / m)-H(t / m)| \geq \frac{\epsilon k / 6}{m} \log _{2}\left(\frac{m}{2 k}\right) .
$$

Using the bound from ([93], Page 309)

$$
\sqrt{\frac{a}{8 b(a-b)}} 2^{m H(b / a)} \leq\binom{ a}{b} \leq \sqrt{\frac{a}{2 \pi b(a-b)}} 2^{m H(b / a)},
$$

we get that

$$
\binom{m}{t} /\binom{m}{k-1} \leq 2^{m(H(t / m)-H((k-1) / m)} \sqrt{\frac{8(k-1)(m-k+1)}{2 \pi t(m-t)}} \leq 2 \cdot 2^{-(\epsilon k / 6) \log _{2}(m /(2 k))}
$$

where the last inequality used $\epsilon \leq 1$.

Corollary 3.7.20. (Corollary 3.2.5 Restated). Algorithm $\epsilon$-SSMATRIX is a $(1+\epsilon)$ approximation if the maximum cost satisfies

$$
c_{\max } \leq \epsilon / 6 \cdot 2^{(\epsilon k / 6) \log _{2}(m /(2 k))}
$$

assuming $n^{\epsilon / 6} \geq m \geq 2 \log _{2} n$. If a) $m \geq\left(2 \log _{2} n\right)^{c_{1}}$ for some constant $c_{1}>1$ or $\left.b\right)$ $4 \log _{2} n \leq m \leq c_{2} \log _{2} n$ for some constant $c_{2}$ then the RHS bound is at least $\epsilon / 6 \cdot n^{\Omega(\epsilon)}$.

Proof. First note that $k \geq \log _{m} n$ since

$$
m^{k} \geq\binom{ m}{k} \geq n
$$

When $2 \log n \leq m \leq n^{\epsilon}$, we have $k \geq \log _{m} n \geq \frac{6}{\epsilon}$. From the previous lemma 3.7.19,

$$
c_{\max } \leq \epsilon / 6 \cdot 2^{(\epsilon k / 6) \log _{2}(m /(2 k))} \leq \epsilon n / 3\binom{m}{t}
$$

Using Theorem 3.2.4, we have that Algorithm $\epsilon$-SSMATRIX is a ( $1+\epsilon$ )-approximation. We next consider the simplification in Part (a). If $m \geq\left(2 \log _{2} n\right)^{c_{1}}$ for some $c_{1}>1$ then $k \leq \log _{2} n$ as $\binom{m}{\log n} \geq n$. So $2 k \leq 2 \log _{2} n \leq m^{1 / c_{1}}$. Hence,

$$
\log _{2}(m /(2 k)) \geq\left(1-1 / c_{1}\right) \log _{2} m
$$

and so

$$
2^{(\epsilon k / 6) \log _{2}(m /(2 k))} \geq 2^{\left(\epsilon k\left(1-1 / c_{1}\right)\left(\log _{2} m\right) / 6\right)} \geq n^{\frac{\epsilon\left(1-1 / c_{1}\right)}{6}} .
$$

where the last inequality follows since $k \geq \log _{m} n$.

We next consider the simplification in Part (b). Now suppose $m \leq c_{2} \log _{2} n$ for some constant $c_{2} \geq 2$ then, $k \geq \log _{e c_{2}} n$ since

$$
\left(c_{2} e\right)^{k} \geq(m e / k)^{k} \geq\binom{ m}{k} \geq n
$$

Note that for $m \geq 4 \log n$,

$$
\log _{2}(m /(2 k)) \geq \log _{2}\left(4 \log n /\left(2 \log _{2} n\right)\right) \geq 1
$$

and so

$$
2^{(\epsilon k / 6) \log _{2}(m /(2 k))} \geq 2^{(\epsilon k / 6)} \geq n^{\frac{\epsilon \log _{e c_{2} 2}}{}}
$$

### 3.7.2 Proof Details from Section 3.3

In this section, we present missing details from section 3.3, about various efficient constructions of separating set systems.

### 3.7.2.1 $2 \log n$ Approximation Algorithm for Separating Set System

In this section, we show that the algorithm presented in section 3.3 obtains a $2 \log n$-optimal separating set system for a given graph $G$. To do so, we first make the following two simple claims. Let $\mathcal{S}^{*}=\left\{S_{1}, S_{2}, \cdots S_{m}\right\}$ be the minimum cost separating set system for $G$ and $I$ denote the maximum cost independent set in $G$.

Definition 3.7.21. (Vertex Cover). A set of nodes $S$ is a vertex cover for the graph $G(V, E)$, if for every edge $(u, v) \in E$, we have $\{u, v\} \cap S \neq \phi$.

Claim 3.7.22. The set of vertices in $V \backslash I$ forms a minimum weighted vertex cover for $G$.

Proof. Suppose $X$ denote a minimum weighted vertex cover in $G$, then, $V \backslash X$ is an independent set in $G$. We have $C(X)=C(V)-C(V \backslash X) \geq C(V)-C(I)$ as $I$ is maximum cost independent set. Observe that the vertex cover given by $X:=V \backslash I$ satisfies the above equation with equality. Hence, the claim.

Claim 3.7.23. $C\left(\mathcal{S}^{*}\right) \geq C(V \backslash I)$

Proof. Let $L^{*}$ denote optimal separating matrix corresponding to $\mathcal{S}^{*}$. We can rewrite $C\left(\mathcal{S}^{*}\right)$ in terms of $C\left(L^{*}\right)=\sum_{j=1}^{n} C\left(v_{j}\right)\|L(j)\|_{1}$. It is easy to observe that every node in an independent set of $G$ can be assigned the same vector in a separating matrix. So, nodes with weight zero in $L^{*}$ are from an independent set (say $I_{L^{*}}$ ) in $G$. As weight of the vectors assigned to remaining nodes in $L^{*}$ is at least 1 , we have $C\left(L^{*}\right) \geq C(V)-C\left(I_{L^{*}}\right) \geq C(V)-C(I)$, using the definition of $I$.

Combining Claims 3.7.22 and 3.7.23, we can observe that a good approximation for weighted vertex cover will result in a good approximation for separating set system. There is a well known 2-approximation algorithm for weighted vertex cover problem using linear programming that runs in polynomial time (Page 10, Theorem 1.6 [129]).

Lemma 3.7.24. If $m \geq 2 \log n$, then, there is an algorithm that returns a separating set system that is $2 \log n$-optimal.

Proof. Let $X$ denote the minimum weighted vertex cover which is a 2-approximation obtained using the well known linear programming relaxation [129]. In our algorithm, we assign every node in $X$ with a unique vector of weight $\log n$. This is feasible because the set of nodes in $V \backslash X$ form an independent set, and $\binom{m}{\log n} \geq\binom{ 2 \log n}{\log n} \geq n$. Combining Claims 3.7.22 and 3.7.23, we have

$$
C(L)=\log n C(X) \leq 2 \log n C(V \backslash I) \leq 2 \log n C\left(\mathcal{S}^{*}\right)
$$

### 3.7.2.2 Algorithms for $\epsilon$-(Strongly) Separating Set System when $m \geq 1 / \epsilon$

 $\epsilon$-Separating Set System For $\epsilon$-separating set system on $G(V, E)$, we first find a 2-approximate minimum weighted vertex cover $X$ using the well-known linear programming based algorithm from [129] (Refer Page 10, Theorem 1.6 in [129]). We then partition the nodes of $X$ randomly into $1 / \epsilon$ groups of expected size $\epsilon \cdot n$. We then assign the same weight 1 vector to nodes in the same group and different weight 1 vectors to nodes in different groups. This is possible since $m \geq 1 / \epsilon$. It is easy to see that the total number of edges that are not separated on expectation is $\epsilon|E| \leq \epsilon n^{2}$. For the remaining nodes in $V \backslash X$ that form an independent set, we assign the zero vector. Therefore, total cost of $\epsilon$-separating set system is given by $C(X)$. From Claim 3.7.22, we have $C(X) \leq 2 C(V \backslash I)$ where $I$ is maximum weighted independent set in $G$. Using Claim 3.7.23, we have $C(X) \leq 2 C\left(\mathcal{S}^{*}\right)$ where $\mathcal{S}^{*}$ is optimal separating set system for $G$. Therefore, we get within a 2 factor of the optimal separating set system.$\epsilon$-Strongly Separating Set System For $\epsilon$-strongly separating set system on $H(V, E)$, we partition the nodes randomly into $1 / \epsilon$ groups of expected size $\epsilon \cdot n$. We then assign the same weight 1 vector to nodes in the same group and different weight 1 vectors to nodes in different groups. This is possible since $m \geq 1 / \epsilon$. It is easy to see that the total number of edges that are not strongly separated on expectation is $\epsilon|E| \leq \epsilon n^{2}$. As every vector assigned to a node in a valid strongly separating matrix should have weight at least 1 , this results in an $\epsilon$-strongly separating matrix, and the corresponding set system with optimal cost.

### 3.7.3 Proof Details from Section 3.4

Claim 3.7.25. Suppose a set on interventions $\mathcal{S}=\left\{S_{1}, S_{2}, \cdots S_{m}\right\}$ is used for learning the edges of an undirected causal graph $G$. Then, under the assumptions of section 3.1, $\mathcal{S}$ is a separating set system for $G$.

Proof. First, we show that when $\mathcal{S}$ is a separating set system for $G$, we can recover the directions of $G$. Consider an edge $\left(v_{i}, v_{j}\right) \in G$ and let $S_{k} \in \mathcal{S}$ be such that $v_{i} \in S_{k}$ and $v_{j} \notin S_{k}$. As $\mathcal{S}$ is a separating set system, we know that such a set $S_{k}$ exists for every edge in $G$. Consider the CI-test between $v_{i}$ and $v_{j}$ in the interventional distribution $\operatorname{do}\left(S_{k}\right)$. If the test returns that $v_{i} \Perp v_{j} \mid \operatorname{do}\left(S_{k}\right)$, then, we infer $v_{i} \rightarrow v_{j}$, otherwise we infer that $v_{i} \leftarrow v_{j}$. When we intervene on $v_{i}$ obtained by $\operatorname{do}\left(S_{k}\right)$, the latent edges affecting $v_{i}$ and all other incoming edges to $v_{i}$ are removed. As we know that there is a causal edge between the two variables, if the independence test returns true, it must mean that there is no incoming edge into $v_{i}$ from $v_{j}$.

In [50], it was shown that a separating set system is necessary for learning the directions among the observable variables assuming causal sufficiency. As we are trying to recover $G$ using interventions, such a condition will also hold for our case that is a generalization when not assuming causal sufficiency. Hence, the claim.

Claim 3.7.26. (Claim 3.4.1 restated) Under the assumptions of Section 3.1, if $\mathcal{S}=$ $\left\{S_{1}, S_{2}, \cdots S_{m}\right\}$ is an $\epsilon$-separating set system for $G, \mathcal{S}$ suffices to $\epsilon$-approximately learn $G$.

Proof. Given $\mathcal{S}$ denotes an $\epsilon$-separating set system for $G(V, E)$. So, there are at most $\epsilon n^{2}$ edges $(u, v) \in E$ such that for all $i \in[m]$, either $\{u, v\} \cap S_{i}=\phi$ or $\{u, v\} \cap S_{i}=\{u, v\}$. For every such edge, any intervention on a set in $\mathcal{S}$, say $S_{i}$ cannot recover the direction from a CI-test $u \Perp v \mid \operatorname{do}\left(S_{i}\right)$ ? because for both the cases $u \leftarrow v$ or $u \rightarrow v$, the CI-test returns that they are dependent. For the remaining edges $(u, v) \in E$, in the intervention $S_{j}$ where $\{u, v\} \cap S_{j}=\{u\}$, we can recover the direction using the CI-test : $u \rightarrow v$ if $u \not \perp v \mid \operatorname{do}\left(S_{j}\right)$ and $u \leftarrow v$ otherwise. From Def. 3.1.1, we have that $\mathcal{S} \epsilon$-approximately learns $G$.

Claim 3.7.27. (Claim 3.4.3 restated) Suppose $S$ is an independent set in $G$ with cost $C(S) \geq \rho C(V)$, then, there exists an independent set $S^{\prime} \subseteq S$ such that $C\left(S^{\prime}\right) \geq$ $\rho(1-2 \gamma) C(V)$ and $S^{\prime} \cap V_{i}=S \cap V_{i}$ for all $i \in F_{(\gamma, \rho)}$.

Proof. Construct $S^{\prime}$ using $(\gamma, \rho)$-good partitions of $V$. For every $i \in F_{(\gamma, \rho)}$, include $S \cap V_{i}$ in $S^{\prime}$. Therefore, we have

$$
\begin{aligned}
C\left(S^{\prime}\right) & =C(S)-\sum_{i \notin F_{(\gamma, \rho)}} C\left(S \cap V_{i}\right) \\
& \geq \rho C(V)-\gamma \rho \sum_{i \notin F_{(\gamma, \rho)}}\left|V_{i}\right|(1+\gamma)^{i} \\
& \geq \rho C(V)-\gamma \rho(1+\gamma) \sum_{i \notin F_{(\gamma, \rho)}}\left|V_{i}\right|(1+\gamma)^{i-1} \\
& \geq \rho C(V)-\gamma \rho(1+\gamma) C(V) \\
& \geq \rho(1-2 \gamma) C(V) .
\end{aligned}
$$

Lemma 3.7.28. (Lemma 3.4.5 restated) If $t=O\left(\frac{k}{\epsilon \gamma \rho} \log \frac{4 k}{\epsilon \delta}\right)$ nodes are uniformly sampled from each partition $V_{i}$ to give $\widetilde{V}_{i}$, with probability $1-\delta$, there exists an $\epsilon / 2 k$ IS representative subset $R$ such that, for every $i \in F_{(\gamma, \rho)},\left|\widetilde{V}_{i} \cap R\right|=\gamma \rho t / 2$.

Proof. Consider a good partition $V_{i}$ for some $i \in F_{(\gamma, \rho)}$. So, $\left|V_{i} \cap S\right| \geq \gamma \rho\left|V_{i}\right|$. As $\widetilde{V}_{i}$ consists of $t$ nodes that are uniformly sampled from $V_{i}$, using Hoeffding's inequality ([19,69]), we know that $\left|\widetilde{V}_{i} \cap S\right| \geq \gamma \rho t / 2$ with probability at least

$$
1-\exp (-\gamma \rho t / 8) \geq 1-\exp \left(-\frac{k}{\epsilon} \log \frac{4 k}{\epsilon \delta}\right) \geq 1-\frac{\delta}{2 k} .
$$

Applying union bound, we have for every $i \in F_{(\gamma, \rho)},\left|\widetilde{V}_{i} \cap S\right| \geq \gamma \rho t / 2$ with probability at least

$$
1-k \frac{\delta}{2 k} \geq 1-\frac{\delta}{2}
$$

Consider the union of all subsets $U_{j} \subseteq \widetilde{V}_{j} \cap S$ of good partitions such that $\left|U_{j}\right|=$ $\gamma \rho t / 2$, i.e.,

$$
R=\bigcup_{j=1 \mid j \in F_{(\gamma, \rho)}}^{k} U_{j} .
$$

We claim that $R$ is a $\epsilon / 2 k$-IS representative subset of $V$ by arguing that if $v$ has no neighbours in $R$, then, the degree to $S$ is more than $\epsilon n / 2 k$ with low probability.

First, consider the case when $v \in S$, then $|\Gamma(v) \cap S|=0$ and $\Gamma(v) \cap R=\phi$. Suppose $v \in V_{j} \backslash S$ for some $j \in F_{(\gamma, \rho)}$ and $|\Gamma(v) \cap S| \geq \epsilon n / 2 k$. If $\Gamma(v) \cap R=\phi$, then $\Gamma(v) \cap R \cap V_{i}=\phi$ for all $i \in F_{(\gamma, \rho)}$. As $R$ is formed using the sampled nodes, we have that every node in $R$ should be from $V_{i} \backslash\left(\Gamma(v) \cap S \cap V_{i}\right)$ for the condition $\Gamma(v) \cap R=\phi$ to be satisfied. As every element in $R$ is chosen uniformly at random from the respective good partitions independently, we have :

$$
\begin{aligned}
& \operatorname{Pr}_{\forall i U_{i} \sim V_{i}}\left[\forall i: \Gamma(v) \cap R \cap V_{i}=\phi \text { and }|\Gamma(v) \cap S|>\epsilon n / 2 k\right] \\
& \leq \Pi_{i \in F_{(\gamma, \rho)}}\left(\frac{\left|V_{i}\right|-\left|\Gamma(v) \cap S \cap V_{i}\right|}{\left|V_{i}\right|}\right)^{\left|U_{i}\right|} \\
& \leq \exp \left(-\sum_{i} \frac{\left|U_{i}\right|\left|\Gamma(v) \cap S \cap V_{i}\right|}{\left|V_{i}\right|}\right) \\
& \leq \exp \left(-\frac{\gamma \rho t}{n} \sum_{i}\left|\Gamma(v) \cap S \cap V_{i}\right|\right) \\
& \leq \exp \left(-\frac{\gamma \rho t}{n} \frac{\epsilon n}{2 k}\right) \\
& \leq \epsilon \delta / 2 k
\end{aligned}
$$

Therefore, on expectation, there are at most $n \cdot \epsilon \delta / 4 k$ nodes such that the number of neighbours in $S$ is more than $\epsilon n / 2 k$. Using Markov's inequality, with probability $1-\delta / 2$, we have that at most $\epsilon n / 2 k$ nodes have number of neighbours in $S$ greater than $\epsilon n / 2 k$. Applying union bound, we have with probability $1-\delta$ that $R$ is a $\epsilon / 2 k$-IS representative subset.

Lemma 3.7.29. Suppose $S$ is an independent set in $G$ with $\operatorname{cost} C(S) \geq \rho C(V)$ for some $\rho>0$ and $\widehat{Z}(\mathcal{U})$ denote the set found by Algorithm 7 such that $\mathcal{U}$ is a $\epsilon / 2 k-I S$ representative subset. Then, with probability $1-\delta$, we have

$$
C(\widehat{Z}(\mathcal{U})) \geq \rho(1-3 \gamma) C(V)
$$

Proof. Consider $\widehat{Z}_{i}(\mathcal{U})$ for some $i \in F_{(\gamma, \rho)}$ and let $F:=\bigcup_{i \in F_{(\gamma, \rho)}} V_{i}$. In Algorithm 7, we obtained $\widehat{Z}_{i}(\mathcal{U})$ by including nodes from $Z(\mathcal{U}) \cap V_{i}$ in the sorted order of degree such that the total degree of nodes in the induced graph $Z(\mathcal{U})$ is bounded by $\epsilon n^{2} / k$. First, when $\mathcal{U}$ is a $\epsilon / 2 k$-IS representative subset, we observe that

$$
\mathcal{U} \subseteq S \cap F \subseteq F \backslash \Gamma(S \cap F) \subseteq Z(\mathcal{U})
$$

So, $S \cap V_{i} \subseteq Z(\mathcal{U}) \cap V_{i}$. From Lemma 3.4.5, we have, for every node in $Z(\mathcal{U}) \cap V_{i}$ except for $\epsilon / 2 k$ many, the maximum degree to $S \cap V_{i}$ is at most $\epsilon n / 2 k$, and the remaining nodes can have a maximum degree of $n$. Combining these statements, we have that the total degree incident on the nodes in $S \cap V_{i}$ from the nodes $Z(\mathcal{U}) \cap V_{i}$ is at most

$$
\frac{\epsilon n}{2 k} \cdot\left|Z(\mathcal{U}) \cap V_{i}\right|+n \cdot \frac{\epsilon n}{2 k} \leq \frac{\epsilon n^{2}}{k}
$$

As we include nodes in $\widehat{Z}_{i}(\mathcal{U})$ until sum of degrees is $\epsilon n^{2} / k$, we have that the size of $\widehat{Z}_{i}\left(\mathcal{U}_{i}\right)$ will only be more than the size of $S \cap V_{i}$ and satisfies $\left|\widehat{Z}_{i}(\mathcal{U})\right| \geq\left|S \cap V_{i}\right|$. We know that every node in $V_{i}$ has cost in the range $\left[(1+\gamma)^{i-1},(1+\gamma)^{i}\right)$, therefore, we have

$$
\begin{aligned}
C\left(\widehat{Z}_{i}(\mathcal{U})\right) & \geq \frac{1}{(1+\gamma)} C\left(S \cap V_{i}\right) \\
\sum_{i \in F_{(\gamma, \rho)}} C\left(\widehat{Z}_{i}(\mathcal{U})\right) & \geq \frac{1}{(1+\gamma)} \sum_{i \in F_{(\gamma, \rho)}} C\left(S \cap V_{i}\right)
\end{aligned}
$$

From Claim 3.7.27, we know

$$
\begin{aligned}
\sum_{i \in F_{(\gamma, \rho)}} C\left(\widehat{Z}_{i}(\mathcal{U})\right) & \geq \frac{1}{(1+\gamma)} C\left(S^{\prime}\right) \\
& \geq(1-\gamma)(1-2 \gamma) \rho C(V) \\
C(\widehat{Z}(\mathcal{U})) & \geq \rho(1-3 \gamma) C(V)
\end{aligned}
$$

Lemma 3.7.30. Let $G$ contain an independent set of cost $\rho C(V)$, then, Algorithm 7 returns a set of nodes $\widehat{Z}(\mathcal{U})$ such that $C(\widehat{Z}(\mathcal{U})) \geq \rho(1-3 \gamma) C(V)$ and $|E[\widehat{Z}(\mathcal{U})]| \leq \epsilon n^{2}$ with probability $1-\delta$ and runs in time $O\left(n^{2} \exp \left(O\left(\frac{k^{2}}{\epsilon} \log \frac{1}{\gamma \epsilon} \log \frac{k}{\epsilon \delta}\right)\right)\right)$.

Proof. As our Algorithm 7 selects nodes from each partition $V_{i}$ such that the total degree of nodes in $\widehat{Z}_{i}(\mathcal{U})$ in the graph induced by $E[Z(\mathcal{U})]$ is at most $\epsilon n^{2} / k$. Therefore, total degree of nodes in $\widehat{Z}(\mathcal{U})=\bigcup_{i \in F_{(\gamma, \rho)}} \widehat{Z}_{i}(\mathcal{U})$ is at most $k \cdot \epsilon n^{2} / k$. Hence, $|E[\widehat{Z}(\mathcal{U})]| \leq \epsilon n^{2}$. From Lemma 3.7.29, we have $C(\widehat{Z}(\mathcal{U})) \geq \rho(1-3 \gamma) C(V)$.

In Algorithm 7, we iterate over all subsets of the partitions $\left\{V_{1}, V_{2}, \cdots V_{k}\right\}$. Consider a subset $\left\{V_{1}, V_{2}, \cdots V_{\tau}\right\}$ and in each partition, we iterate over all subsets $U_{i}$ of size $\gamma \rho t / 2$. Therefore, total number of subsets $\mathcal{U}$ formed from the union of subsets in each partition $\cup_{i=1}^{\tau} U_{i}$ is given by $\binom{t}{\gamma \rho t / 2}^{\tau}$. Using $t=O\left(\frac{k \log k / \epsilon \delta}{\rho \gamma \epsilon}\right)$ and $\rho \geq \sqrt{\epsilon}$, we have that the total number of iterations is at most

$$
\begin{aligned}
2^{k} \cdot\binom{t}{\gamma \rho t / 2}^{k} & \leq 2^{k} \cdot\left(\frac{2 t e}{\gamma \rho t}\right)^{\gamma \rho t k / 2} \\
& \leq 2^{k} \cdot\left(\frac{6}{\gamma \rho}\right)^{\gamma \rho t k / 2} \leq \exp \left(O\left(\frac{k^{2}}{\epsilon} \log \frac{1}{\gamma \epsilon} \log \frac{k}{\epsilon \delta}\right)\right)
\end{aligned}
$$

In each iteration, we can find $Z(\mathcal{U})$ in $O(|\mathcal{U}| n)$ time. After that, we calculate the degree of nodes in $Z(\mathcal{U}) \cap V_{i}$ in the induced sub-graph $E[Z(\mathcal{U})]$ which requires $O\left(|Z(\mathcal{U})|^{2}\right)=O\left(n^{2}\right)$ running time. Hence, the claim.

Lemma 3.7.31. Suppose $S^{*}$ denotes MIS in $G(V, E)$. Algorithm 6 returns a set of nodes $S$ such that $C(S) \geq C\left(S^{*}\right),|S| \geq \sqrt{\epsilon} n$ and $|E[S]| \leq \epsilon n^{2}$ with probability $1-\delta$ and runs in time

$$
O\left(\frac{n^{2} W}{\epsilon} \log \frac{1}{\epsilon} \exp \left(O\left(\frac{W^{2} \log ^{2} W}{\epsilon^{3}} \log \frac{W}{\epsilon} \log \frac{W \log W \log 1 / \epsilon}{\epsilon \delta}\right)\right)\right)
$$

Proof. Let $T$ denote the set of $\sqrt{\epsilon} n$ nodes from $V$ with highest cost. It is easy to observe that $C(T) \geq \sqrt{\epsilon} C(V)$. If $C\left(S^{*}\right)<C(T)$, then, Algorithm 6 outputs the set $T$. Therefore,

$$
C(T)>C\left(S^{*}\right) \text { and }|E[T]| \leq(\sqrt{\epsilon} n)^{2}=\epsilon n^{2} .
$$

Otherwise, in Algorithm 6, we search for MIS with cost $\rho C(V)$ using decreasing powers of $(1+\gamma)$ with the help of the parameter $\rho$ when $\rho \geq \sqrt{\epsilon}$. If $C\left(S^{*}\right) \geq C(T)$, then, $\left|S^{*}\right| \geq|T|=\sqrt{\epsilon} n$ and for some $1 \leq j \leq \frac{1}{2 \gamma} \log \frac{1}{\epsilon}$ and $\rho=\frac{1}{(1+\gamma)^{j}}$ (i.e., $\sqrt{\epsilon} \leq \rho \leq 1$ ) we have

$$
\rho C(V) \leq C\left(S^{*}\right) \leq \rho(1+\gamma) C(V)
$$

For this value of $\rho$, Algorithm 7 returns a set of nodes $S$ such that $|E[S]| \leq \frac{\epsilon}{8 W} n^{2}$. We observe that

$$
\begin{aligned}
C(S) & \geq \frac{1}{(1+\gamma)^{j}}(1-3 \gamma) C(V) \\
& \geq \frac{1-3 \gamma}{1+\gamma} \frac{C(V)}{(1+\gamma)^{j-1}} \geq(1-4 \gamma) C\left(S^{*}\right) .
\end{aligned}
$$

In our call to the Algorithm 7 from Algorithm NEAR-MIS, we set $\gamma=\frac{\epsilon}{8 W}$.

$$
\begin{aligned}
C\left(S_{\epsilon / 2}\right) & \geq \frac{\epsilon n}{2} \quad(\text { since, cost of a node is at least 1) } \\
\Rightarrow C\left(S \cup S_{\epsilon / 2}\right) & \geq C\left(S^{*}\right)+\frac{\epsilon n}{2}-\frac{\epsilon}{2 W} C\left(S^{*}\right) \\
& \geq C\left(S^{*}\right)+\frac{\epsilon n}{2}-\frac{\epsilon}{2 W} n \cdot W \geq C\left(S^{*}\right) .
\end{aligned}
$$

As every node in $S_{\epsilon / 2}$ has degree at most $n$, we have

$$
\left|E\left[S \cup S_{\epsilon / 2}\right]\right| \leq \frac{\epsilon n^{2}}{8 W}+\frac{\epsilon n^{2}}{2} \leq \epsilon n^{2}
$$

As $C\left(S \cup S_{\epsilon / 2}\right) \geq C(T)$ where $T$ contains the $\sqrt{\epsilon} n$ highest cost nodes, we have $\mid S \cup$ $S_{\epsilon / 2} \mid \geq \sqrt{\epsilon} n$. When $C\left(S^{*}\right) \geq C(T)$, we search for the correct value of $\rho$ and for each guess, we call the routine Algorithm 7. In total, the number of calls that are made to Algorithm 7 is at most $\frac{1}{2 \gamma} \log \frac{1}{\epsilon}$. However, in each call to Algorithm 7, we fail to output with probability $\delta^{\prime}$. As we set the failure probability to $\delta^{\prime}=2 \gamma \delta / \log (1 / \epsilon)$, overall the iterations, using union bound, the failure probability is at most $\delta^{\prime} \cdot \frac{1}{2 \gamma} \log \frac{1}{\epsilon}=\delta$.

From Lemma 3.7.30, Algorithm 7 runs in time $O\left(n^{2} \exp \left(O\left(\frac{k^{2}}{\epsilon} \log \frac{1}{\gamma \epsilon} \log \frac{k}{\epsilon \delta^{\prime}}\right)\right)\right)$. Substituting $k=\gamma^{-1} \log W, \delta^{\prime}, \gamma=\frac{\epsilon}{8 W}$ and for a total of $\frac{1}{2 \gamma} \log \frac{1}{\epsilon}$ calls to Algorithm 7, the running time of Algorithm 6 is

$$
O\left(\frac{n^{2} W}{\epsilon} \log \frac{1}{\epsilon} \exp \left(O\left(\frac{W^{2} \log ^{2} W}{\epsilon^{3}} \log \frac{W}{\epsilon} \log \frac{W \log W \log 1 / \epsilon}{\epsilon \delta}\right)\right)\right) .
$$

From Lemma 3.7.31, we have that in each iteration, Algorithm 6 returns a set of nodes $S$ that have a cost $C(S) \geq C\left(S^{*}\right)$ where $S^{*}$ is the maximum independent set in $G$. In a previous work [91], it was shown that by using maximum independent set in each iteration, we obtain a $(2+\exp (-\Omega(m))$-optimal separating set system. Following the exact same analysis, gives us an approximation factor close to 2 . We refer the reader to the analysis in Section 3.7.5, and give the main statement of the Lemma below.

Lemma 3.7.32. For any $m \geq \eta \log 1 / \epsilon$ for some constant $\eta>2$, with probability $\geq 1-\delta$, Algorithm 5 returns $L_{\epsilon}$ with $C\left(L_{\epsilon}\right) \leq(2+\exp (-\Omega(m))) \cdot C\left(L^{*}\right)$, where $L^{*}$ is the min-cost separating matrix for $G$

Scaling Parameters In Algorithm 5, we pass a scaled value of $\epsilon$ by setting it to $\epsilon^{2}$ when we call Algorithm 6, as this ensures that total number of edges returned over $\frac{1}{\epsilon}$ calls is at most $\epsilon n^{2}$. We also set the failure probability for each call as $\epsilon \delta$, to ensure that over $\frac{1}{\epsilon}$ calls, total failure probability using union bound is at most $\delta$.

Theorem 3.7.33. (Theorem 3.4.6 restated) For any $m \geq \eta \log 1 / \epsilon$ for some constant $\eta$, with probability $\geq 1-\delta$, Algorithm 5 returns $L_{\epsilon}$ with $C\left(L_{\epsilon}\right) \leq(2+\exp (-\Omega(m)))$. $C\left(L^{*}\right)$, where $L^{*}$ is the min-cost separating matrix for $G$. Moreover $L_{\epsilon} \epsilon$-separates $G$. Algorithm 5 has a running time $O\left(n^{2} f(W, \epsilon, \delta)\right)$ where

$$
f(W, \epsilon, \delta)=O\left(\frac{n^{2} W}{\epsilon^{2}} \log \frac{1}{\epsilon} \exp \left(O\left(\frac{W^{2} \log ^{2} W}{\epsilon^{6}} \log \frac{W}{\epsilon} \log \frac{W \log W \log 1 / \epsilon}{\epsilon \delta}\right)\right)\right)
$$

Proof. Using all the above scaled parameters, from Lemma 3.7.31, the running time of Algorithm 5 that internally calls Algorithm 6 for $\frac{1}{\epsilon}$ number of times, is given by

$$
O\left(\frac{n^{2} W}{\epsilon^{2}} \log \frac{1}{\epsilon} \exp \left(O\left(\frac{W^{2} \log ^{2} W}{\epsilon^{6}} \log \frac{W}{\epsilon} \log \frac{W \log W \log 1 / \epsilon}{\epsilon \delta}\right)\right)\right)
$$

From Lemma 3.7.32, we have the approximation guarantee.

Dependence on $\epsilon$ Observe that our running time is exponential in $1 / \epsilon$ and therefore setting $\epsilon<1 / n^{2}$ to get a separating system with all edges separated requires exponential running time. As we have argued that finding such a set system with near optimal cost is hard conditioned on the hardness of approximate coloring (Theorem 3.3.3), it is thus also conditionally hard to improve our runtime to be polynomial in $1 / \epsilon$. It is an interesting open question to study the parameterized hardness beyond polynomial factors with respect to $\epsilon$.

By Theorem 3.4.6 with $m=O(\log (1 / \epsilon))$ interventions we can $\epsilon$-approximately learn any causal graph $G$. For learning the entire graph $G, m \geq \log \chi$ interventions
are necessary, where $\chi$ is the chromatic number of $G$, since the rows of $L \in\{0,1\}^{n \times m}$ must be a valid coloring of $G$ [91].

### 3.7.4 Proof Details from Section 3.5

In this section, we say a pair of nodes $\left(v_{i}, v_{j}\right)$ share an ancestral relation, if $v_{i}$ has a directed path to $v_{j}\left(v_{i}\right.$ is an ancestor of $\left.v_{j}\right)$ or $v_{j}$ has a directed path to $v_{i}\left(v_{j}\right.$ is an ancestor of $v_{i}$ ).

Lemma 3.7.34. Suppose $\mathcal{S}=\left\{S_{1}, S_{2}, \cdots, S_{m}\right\}$ is a collection of subsets of $V$. If $\operatorname{Anc}(G) \cap H$ is recovered from $H$ using conditional independence tests by intervening on the sets $S_{i} \in \mathcal{S}$. Then, under the assumptions of section 3.1, $\mathcal{S}$ is a strongly separating set system on $H$.

Proof. First, we argue that to recover $\operatorname{Anc}(G) \cap H$ it is sufficient that $\mathcal{S}$ is a strongly separating set system on $H$. Suppose $\left(v_{i}, v_{j}\right) \in H$ and $v_{i}, v_{j}$ share an ancestral relation i.e., either $v_{i}$ is an ancestor of $v_{j}$ or $v_{j}$ is an ancestor of $v_{i}$. Therefore, $v_{i} \not \Perp v_{j}$ and $\left(v_{i}, v_{j}\right) \in \operatorname{Anc}(G)$. From Lemma 1 in [88], we know that, we can recover the ancestral relation between $v_{i}$ and $v_{j}$ using conditional independence tests (or CI-tests) on interventional distributions that strongly separate the two variables $v_{i}$ and $v_{j}$. As $\mathcal{S}$ is a strongly separating set system for $H$, we can recover all ancestral relations in $\operatorname{Anc}(G) \cap H$.

Now, we show that a strongly separating set system on $H$ is necessary. Here, we give a proof similar to Lemma A. 1 from [5]. Suppose $\mathcal{S}$ is not a strongly separating set system for $H$. If there exists a pair of nodes containing an ancestral relation, say $\left(v_{i}, v_{j}\right) \in H \cap \operatorname{Anc}(G)$ such that every set $S_{k} \in \mathcal{S}$ contains none of them, then, we cannot recover the ancestral relation between these two nodes as we are not intervening on either $v_{i}$ or $v_{j}$ and the results of an independence test $v_{i} \Perp v_{j}$ might result in a wrong inference, possibly due to the presence of a latent variable $l_{i j}$ between them. Consider the case when only one of them is present in every set of $\mathcal{S}$. Let $\mathcal{S}$ be such
that $\forall S_{k} \in \mathcal{S}: S_{k} \cap\left\{v_{i}, v_{j}\right\}=\left\{v_{i}\right\} \Rightarrow v_{i} \in S_{k}, v_{j} \notin S_{k}$. We choose our graph $G$ to have two components $\left\{v_{i}, v_{j}\right\}$ and $V \backslash\left\{v_{i}, v_{j}\right\}$; and include the edge $v_{j} \rightarrow v_{i}$ in it. Observe that $v_{i} \not \Perp v_{j}$. Our algorithm will conclude from the CI-test $v_{i} \Perp v_{j} \mid \operatorname{do}\left(S_{k}\right)$ ? that $v_{i}$ and $v_{j}$ are independent. However, it is possible that $v_{i} \not \Perp v_{j}$ because of a latent $l_{i j}$ between $v_{i}$ and $v_{j}$, but when we do CI-test, we get $v_{i} \Perp v_{j} \mid \operatorname{do}\left(S_{k}\right)$ as intervening on $v_{i}$ disconnects the $l_{i j} \rightarrow v_{i}$ edge. Therefore, our algorithm cannot distinguish the two cases $v_{j} \rightarrow v_{i}$ and $v_{i} \leftarrow l_{i j} \rightarrow v_{j}$ without intervening on $v_{j}$. For every $\mathcal{S}$ that is not a strongly separating set system on $H$, we can provide a graph $G$ such that by intervening on sets in $\mathcal{S}$, we cannot recover $\operatorname{Anc}(G) \cap H$ from $H$ correctly.

Lemma 3.7.35. (Lemma 3.5.1 restated) Under the assumptions of Section 3.1, if $\mathcal{S}=\left\{S_{1}, S_{2}, \cdots S_{m}\right\}$ is an $\epsilon$-strongly separating set system for $H, \mathcal{S}$ suffices to $\epsilon$ approximately learn $\operatorname{Anc}(G) \cap H$.

Proof. Given $\mathcal{S}$ denotes an $\epsilon$-strongly separating set system for $H$. So, there are at most $\epsilon n^{2}$ edges $(u, v) \in H$ such that for all $i \in[m]$, either $\{u, v\} \cap S_{i}=\phi$ or $\{u, v\} \cap S_{i}=\{u, v\}$ or $\{u, v\} \cap S_{i}=\{u\}$ (without loss of generality). For every such edge, any intervention on a set in $\mathcal{S}$, say $S_{i}$ cannot recover the direction from a conditional independence test(CI-test) $u \Perp v \mid \operatorname{do}\left(S_{i}\right)$ because for both the cases $u \leftarrow v$ or $u \leftarrow l_{u v} \rightarrow v$, where $l_{u v}$ is a latent, the CI-test returns that they are independent. Therefore, we cannot recover the ancestral relation (if one exists) between $u, v$ that are not strongly separated in $H$. For edges $(u, v) \in H$ that are strongly separated using $S_{i}$ and $S_{j}$, we can recover the ancestral relation using CI-tests $u \Perp v \mid \operatorname{do}\left(S_{i}\right)$ and $u \Perp v \mid \operatorname{do}\left(S_{j}\right)$. From Def. 3.1.1, we have that $\mathcal{S} \epsilon$-approximately learns $G$.

Algorithm SSMATRIX from [5] gives a 2-approximation guarantee for the output strongly separating matrix. However, we cannot directly extend the arguments as the guarantee holds when the input graph is complete. We get around this limitation, and show that Algorithm 8 achieves a close to 4 -approximation, by relating the cost
of $\epsilon$-strongly separating matrix returned by SSMATRIX on the supernode set $V_{S}$, to the cost of 2-approximate $\epsilon$-separating matrix that we find using Algorithm 5.

Let $\mathrm{ALG}_{S}$ denote the cost of the objective $\sum_{j=1}^{n} C\left(v_{j}\right)\left\|L_{\epsilon}^{S}(j)\right\|_{1}$ obtained by Algorithm 5 where $L_{\epsilon}^{S}$ is an $\epsilon$-separating matrix; ALG $_{S S}$ denote the cost of the objective $\sum_{j=1}^{n} C\left(v_{j}\right)\left\|L_{\epsilon}^{S S}(j)\right\|_{1}$ obtained by Algorithm 8 where $L_{\epsilon}^{S S}$ is an $\epsilon$-strongly separating matrix. For the sake of analysis, during assignment of vectors to nodes in $L_{\epsilon}^{S}$, we assume that Algorithm 5 only allows vectors of weight at least 1. As SSMATRIX algorithm from [5] assigns vectors with weight atleast 1 (otherwise it will not be a valid strongly separating matrix), this assumption for ALG $_{S}$ helps us in showing a relation between the costs of $L_{\epsilon}^{S S}$ and $L_{\epsilon}^{S}$. As that is not sufficient to obtain the claimed guarantee, instead of assigning $\binom{m}{1}$ vectors of weight 1, we constraint it to a fixed number $r \leq\binom{ m}{1}$. In [5], Algorithm SSMatrix assigns vectors to $L_{\epsilon}^{S S}$ by guessing the exact number of weight 1 vectors in $\mathrm{OPT}_{S S}$, the parameter $r$ corresponds to this guess.

Let $\mathrm{OPT}_{S S}$ and $\mathrm{OPT}_{S}$ denote optimum objective values associated with strongly separating and separating matrices for a graph $H$. Let $\mathrm{ALG}_{S S}(r)$ denote the cost $C\left(L_{\epsilon}^{S S}\right)$ assuming first $r$ columns are used for exactly $r$ weight 1 vectors during the assignment in $L_{\epsilon}^{S S}$, and the remaining $m-r$ columns are used for all the remaining vector assignments. Similarly, $\mathrm{ALG}_{S}(r), \mathrm{OPT}_{S}(r)$ and $\mathrm{OPT}_{S S}(r)$ are defined.

Lemma 3.7.36. $\mathrm{OPT}_{S}(r) \leq \mathrm{OPT}_{S S}(r)$ for any $r \geq 0$.

Proof. Observe that any strongly separating matrix for $H$ is also a separating matrix for $H$. Now, consider a strongly separating matrix that achieves cost $\mathrm{OPT}_{S S}(r)$ using $r$ weight 1 vectors, then, we have

$$
\mathrm{OPT}_{S}(r) \leq \mathrm{OPT}_{S S}(r)
$$

Lemma 3.7.37. $C\left(L_{\epsilon}^{S S}\right) \leq(4+\gamma+\exp (-\Omega(m))) \cdot \mathrm{OPT}_{S S}$.

Proof. First, we note that in any strongly separating matrix, for the non-dominating property to hold, the support of weight 1 vectors and the support of vectors of weight $>1$ are column disjoint. Suppose $a_{1}^{*}$ denote the number of columns of $m$ that are used by $\operatorname{OPT}_{S S}$ for weight 1 vectors i.e, $\operatorname{OPT}_{S S}\left(a_{1}^{*}\right)=\operatorname{OPT}_{S S}$.

Following the exact proof of Lemma A.5 in [5] gives us the following guarantee about Algorithm 8

$$
C\left(L_{\epsilon}^{S S}\right) \leq 2 \operatorname{ALG}_{S}\left(a_{1}^{*}\right)
$$

From Theorem 3.4.6 and Lemma 3.7.32 in Section 3.7.5 (or the analysis from [91]) :

$$
\operatorname{ALG}_{S}\left(a_{1}^{*}\right) \leq(2+\exp (-\Omega(m))) \operatorname{OPT}_{S}\left(a_{1}^{*}\right)
$$

From Lemma 3.7.36, we know $\operatorname{OPT}_{S}\left(a_{1}^{*}\right) \leq \operatorname{OPT}_{S S}\left(a_{1}^{*}\right)$. Therefore, we have:

$$
\begin{aligned}
\operatorname{ALG}_{S}\left(a_{1}^{*}\right) & \leq(2+\exp (-\Omega(m))) \mathrm{OPT}_{S S}\left(a_{1}^{*}\right) \\
& =(2+\exp (-\Omega(m))) \mathrm{OPT}_{S S}
\end{aligned}
$$

Hence, the lemma.

Theorem 3.7.38. (Theorem 3.5.2 restated) Let $m \geq \eta \log 1 / \epsilon$ for some constant $\eta$ and $L_{\epsilon}^{S S}$ be matrix returned by Algorithm 8. Then with probability $\geq 1-\delta, L_{\epsilon}^{S S}$ is an $\epsilon$-strongly separating matrix for $H$ and $C\left(L_{\epsilon}^{S S}\right) \leq(4+\exp (-\Omega(m))) \cdot C\left(L^{*}\right)$ where $L^{*}$ is the min-cost strongly separating matrix for $H$. Algorithm 8 runs in time $O\left(n^{2} f(W, \epsilon, \delta)\right)$ where

$$
f(W, \epsilon, \delta)=O\left(\frac{n^{2} W}{\epsilon^{2}} \log \frac{1}{\epsilon} \exp \left(O\left(\frac{W^{2} \log ^{2} W}{\epsilon^{6}} \log \frac{W}{\epsilon} \log \frac{W \log W \log 1 / \epsilon}{\epsilon \delta}\right)\right)\right) .
$$

Proof. From Lemma 3.7.37, we have $C\left(L_{\epsilon}^{S S}\right) \leq(4+\exp (-\Omega(m))) C\left(L^{*}\right)$. The sets of nodes $S_{1}, S_{2}, \cdots S_{1 / \epsilon}$ returned by Algorithm 8 are such that every set $S_{i}$ contains at most $\epsilon^{2} n^{2}$ edges with probability $1-\delta$. Therefore, in total at most $\frac{1}{\epsilon} \epsilon^{2} n^{2} \leq \epsilon n^{2}$ edges do not satisfy strongly separating property. As SSMATRIX has a running time of $O\left(\left|V_{S}\right|\right)=O\left(\frac{1}{\epsilon}\right)$, and using the running time of Algorithm 5 from Theorem 3.7.33, our claim follows.

### 3.7.5 Additional Details for the analysis of 2-approximation result for $\epsilon$-Separating Set Systems

In this section, we present already known results from [91] filling in the details in the analysis of our Algorithm 5 for the sake of completion.

Let $\mathcal{I}$ denote the set of all independent sets in $G$. For some $\mathcal{A} \subseteq \mathcal{I}$, we have

$$
J(\mathcal{A})=\sum_{v \in \cup_{S \in \mathcal{A}}} C(v)
$$

that is, it takes a set of independent sets and returns the sum of the cost of the vertices in their union. We observe that $J$ is submodular, monotone, and non-negative [91].

Let $S_{0}$ denote the set of nodes that are assigned weight 0 vector after the first iteration of Algorithm 5. We set $V=V \backslash S_{0}$ for the remainder of this section and handle the cost contribution of nodes in $S_{0}$ separately in the analysis of approximation ratio.

Lemma 3.7.39. Given a submodular, monotone, and non-negative function $J$ over a ground set $V$ and a cardinality constraint $k$. Let Algorithm 5 return $S_{\text {greedy }}$ a collection of at most $C k$ (for some constant $C>0$ ) sets that are ( $0, \epsilon$ )-NEAR-MIS, then,

$$
J\left(S_{\text {greedy }}\right) \geq\left(1-e^{-C}\right) \max _{\mathcal{S} \subseteq \mathcal{I},|\mathcal{S}| \leq k} J(\mathcal{S})
$$

Proof. We have that in $i$ th iteration of Algorithm 5, we pick a set of nodes $S_{i}$ with cost at least the cost of MIS $T_{i}$ in $G$, i.e., $S_{i}$ is a $(0, \epsilon)$-NEAR-MIS in $G$ and satisfies $C\left(S_{i}\right) \geq C\left(T_{i}\right)$. Let $\mathcal{S}^{*}$ be the collection of independent sets such that $J\left(\mathcal{S}^{*}\right)=$ $\max _{\mathcal{S} \subseteq \mathcal{I},|\mathcal{S}| \leq k} J(\mathcal{S})$. Let $\bigcup_{j \leq i} S_{j}$ be denoted by $S_{1: i}$. We claim using induction that

$$
J\left(\mathcal{S}^{*}\right)-J\left(S_{1: i}\right) \leq\left(1-\frac{1}{k}\right)^{i} J\left(\mathcal{S}^{*}\right)
$$

Consider $i$ th iteration when Algorithm 5 picks $S_{i}$. Using submodularity, we have

$$
J\left(\mathcal{S}^{*}\right)-J\left(S_{1: i-1}\right) \leq \sum_{B \in \mathcal{S}^{*} \backslash S_{1: i-1}} J\left(S_{1: i-1} \cup B\right)
$$

Therefore, there exists one set $B \in \mathcal{S}^{*} \backslash S_{1: i-1}$, with cost at least $\frac{\sum_{B \in \mathcal{S}^{*} \backslash S_{1: i-1}} J\left(S_{1: i-1} \cup B\right)}{k}$. As argued in Lemma 3.7.31, we are picking a set $S_{i}$ with cost $C\left(S_{i}\right) \geq C\left(T_{i}\right)$ where $T_{i}$ is MIS in the $i$ th iteration, we have :

$$
\begin{aligned}
& C\left(S_{i}\right) \geq C\left(T_{i}\right) \geq \frac{\sum_{B \in \mathcal{S}} \backslash S_{1: i-1}}{} J\left(S_{1: i-1} \cup B\right) \\
& k \geq \frac{J\left(\mathcal{S}^{*}\right)-J\left(S_{1: i-1}\right)}{k} \\
& J\left(S_{i}\right)=C\left(S_{i}\right) \geq \frac{J\left(\mathcal{S}^{*}\right)-J\left(S_{1: i-1}\right)}{k} .
\end{aligned}
$$

For $i=1$, our claim follows from the above statement, i.e., $C\left(S_{1}\right)=J\left(S_{1}\right) \geq \frac{J\left(\mathcal{S}^{*}\right)}{k}$. Assuming that our claim holds until iteration $i-1$ for some $i \geq 2$, we have after the ith iteration : $J\left(\mathcal{S}^{*}\right)-J\left(S_{1: i}\right)=J\left(\mathcal{S}^{*}\right)-J\left(S_{1: i-1}\right)-J\left(S_{i}\right)$. This is true because $J\left(S_{1: i}\right)=J\left(S_{1: i-1}\right)+J\left(S_{i}\right)$ as $S_{i}$ is greedily chosen by picking a set containing nodes that are not previously selected. Therefore,

$$
\begin{aligned}
J\left(\mathcal{S}^{*}\right)-J\left(S_{1: i}\right) & =J\left(\mathcal{S}^{*}\right)-J\left(S_{1: i-1}\right)-J\left(S_{i}\right) \\
& \leq J\left(\mathcal{S}^{*}\right)-J\left(S_{1: i-1}\right)-\frac{J\left(\mathcal{S}^{*}\right)-J\left(S_{1: i-1}\right)}{k} \\
& \leq\left(J\left(\mathcal{S}^{*}\right)-J\left(S_{1: i-1}\right)\right)\left(1-\frac{1}{k}\right)^{2} \\
& \leq\left(1-\frac{1}{k}\right)^{i} J\left(\mathcal{S}^{*}\right) .
\end{aligned}
$$

Setting $i=C \cdot k$, we have

$$
\begin{gathered}
J\left(\mathcal{S}^{*}\right)-J\left(S_{\text {greedy }}\right) \leq\left(1-\frac{1}{k}\right)^{C k} J\left(\mathcal{S}^{*}\right) \leq e^{-C} \cdot J\left(\mathcal{S}^{*}\right) \\
\Rightarrow J\left(S_{\text {greedy }}\right) \geq\left(1-e^{-C}\right) J\left(\mathcal{S}^{*}\right)
\end{gathered}
$$

Now, we define two types of submodular optimization problem, called the submodular chain problem and the supermodular chain problem that will be useful later.

Definition 3.7.40. Given integers $k_{1}, k_{2}, \ldots, k_{m}$ and a submodular, monotone, and non-negative function $J$, over a ground set $V$, the submodular chain problem is to find sets $A_{1}, A_{2}, \ldots, A_{m} \subseteq 2^{[V]}$ such that $\left|A_{i}\right| \leq k_{i}$ that maximizes

$$
\sum_{i=1}^{m} J\left(A_{1} \cup A_{2}, \cup \cdots \cup A_{i}\right)
$$

Lemma 3.7.41. Let $A_{1}^{*}, A_{2}^{*}, \ldots, A_{m}^{*}$ be the optimal solution to the submodular chain problem. Suppose that for all $1 \leq p \leq m / 2-1$ we have that $\sum_{i=1}^{2 p} k_{i} \geq \tau \sum_{i=1}^{p} k_{i}$. Also assume that $J\left(A_{1} \cup A_{2} \cup \cdots \cup A_{m}\right)=J(V)$. Then the greedy algorithm 5 for the submodular chain problem returns set $A_{1}, A_{2}, \ldots, A_{m}$ such that

$$
\sum_{i=1}^{m} J\left(A_{1} \cup A_{2} \cdots A_{i}\right) \geq J(V)+2\left(1-e^{-\tau}\right) \sum_{i=1}^{m / 2-1} J\left(A_{1}^{*} \cup A_{2}^{*} \cup \cdots A_{i}^{*}\right)
$$

Proof. Given $\sum_{i=1}^{2 p} k_{i} \geq \tau \sum_{i=1}^{p} k_{i}$. From Lemma 3.7.39, we have

$$
\begin{gathered}
J\left(A_{1} \cup A_{2} \cup \cdots A_{2 p}\right) \geq\left(1-e^{-\tau}\right) J\left(A_{1}^{*} \cup A_{2}^{*} \cup \cdots \cup A_{p}^{*}\right) . \\
\sum_{i=1}^{m / 2-1} J\left(A_{1} \cup A_{2} \cdots A_{2 i}\right) \geq\left(1-e^{-\tau}\right) \sum_{i=1}^{m / 2-1} J\left(A_{1}^{*} \cup A_{2}^{*} \cup \cdots \cup A_{i}^{*}\right) .
\end{gathered}
$$

Now, we use the monotonicity property of the submodular function $J$ to get

$$
\begin{aligned}
& \sum_{i=1}^{m} J\left(A_{1} \cup A_{2} \cdots A_{i}\right) \\
& =J\left(A_{1} \cup A_{2} \cdots \cup A_{m}\right)+\sum_{i=1}^{m / 2-1} J\left(A_{1} \cup A_{2} \cup \cdots \cup A_{2 i}\right)+J\left(A_{1} \cup A_{2} \cup \cdots \cup A_{2 i+1}\right) \\
& \geq J(V)+2 \sum_{i=1}^{m / 2-1} J\left(A_{1} \cup A_{2} \cup \cdots \cup A_{2 i}\right) .
\end{aligned}
$$

Hence, the lemma.
Definition 3.7.42. Given integers $k_{1}, k_{2}, \ldots, k_{m}$ and a submodular, monotone, and non-negative function $F$, over a ground set $V$, the supermodular chain problem is to find sets $A_{1}, A_{2}, \ldots, A_{m} \subseteq 2^{[V]}$ such that $\left|A_{i}\right| \leq k_{i}$ that minimizes

$$
\sum_{i=1}^{m} J(V)-J\left(A_{1} \cup A_{2} \cup \cdots \cup A_{i}\right)
$$

For the greedy algorithm 5, we give the following claim for the supermodular chain problem.

Lemma 3.7.43. Let $A_{1}^{*}, A_{2}^{*}, \ldots, A_{m}^{*}$ be the optimal solution to the supermodular chain problem. Suppose that for all $1 \leq p \leq m / 2-1$ we have that $\sum_{i=1}^{2 p} k_{i} \geq \tau \sum_{i=1}^{p} k_{i}$. Also assume that $J\left(A_{1} \cup A_{2} \cup \cdots \cup A_{m}\right)=J(V)$. Then the greedy algorithm 5 for the supermodular chain problem returns set $A_{1}, A_{2}, \ldots, A_{m}$ such that

$$
\sum_{i=1}^{m} J(V)-J\left(A_{1} \cup A_{2} \cup \cdots \cup A_{i}\right) \leq e^{-\tau} m \cdot J(V)+2 \sum_{i=1}^{m} J\left(A_{1}^{*} \cup A_{2}^{*} \cup \cdots A_{i}^{*}\right)
$$

Proof. From Lemma 3.7.41, we have

$$
\begin{aligned}
& (m+1) J(V)-\sum_{i=1}^{m} J\left(A_{1} \cup A_{2} \cup \cdots \cup A_{i}\right) \\
& \leq m J(V)-2\left(1-e^{-\tau}\right) \sum_{i=1}^{m / 2-1} J\left(A_{1}^{*} \cup A_{2}^{*} \cup \cdots A_{i}^{*}\right) \\
& \leq e^{-\tau} m J(V)+m J(V)-2 \sum_{i=1}^{m / 2-1} J\left(A_{1}^{*} \cup A_{2}^{*} \cup \cdots A_{i}^{*}\right) \\
& \leq e^{-\tau} m J(V)+2 \sum_{i=1}^{m / 2-1} J(V)-J\left(A_{1}^{*} \cup A_{2}^{*} \cup \cdots A_{i}^{*}\right) .
\end{aligned}
$$

Now, we use the monotonicity property of $J$ to get

$$
\begin{aligned}
& e^{-\tau} m J(V)+2 \sum_{i=1}^{m / 2-1} J(V)-J\left(A_{1}^{*} \cup A_{2}^{*} \cup \cdots A_{i}^{*}\right) \\
& \leq e^{-\tau} m J(V)+2 \sum_{i=1}^{m} J(V)-J\left(A_{1}^{*} \cup A_{2}^{*} \cup \cdots A_{i}^{*}\right)
\end{aligned}
$$

Finally, we have

$$
\begin{aligned}
\sum_{i=1}^{m} J(V)-J\left(A_{1} \cup A_{2} \cup \cdots \cup A_{i}\right) & \leq(m+1) J(V)-\sum_{i=1}^{m} J\left(A_{1} \cup A_{2} \cup \cdots \cup A_{i}\right) \\
& \leq e^{-\tau} m \cdot J(V)+2 \sum_{i=1}^{m} J(V)-J\left(A_{1}^{*} \cup A_{2}^{*} \cup \cdots A_{i}^{*}\right)
\end{aligned}
$$

Lemma 3.7.44. Suppose $S^{+}$denote optimal separating set system that uses an additional color of weight 1 and uses weight 0 vector to color $A_{0}$. Let $S^{*}$ denote optimal separating system. Then, we have $C\left(S^{+}\right)-C\left(S^{*}\right) \leq 0$.

Proof. We give a proof similar to Lemma 22 in [91]. Let the set of nodes $A_{0}$ selected in the first iteration of greedy Algorithm 5 and assigned weight 0 vector be denoted
by $S_{0}^{+}$. Similarly, the set of nodes that are colored with weight 0 vector in $S^{*}$ be denoted by $S_{0}^{*}$. As $S^{+}$denotes optimal solution on $V \backslash S_{0}^{+}$, we can assume that a solution that uses a weight 1 color for nodes in $S_{0}^{*} \backslash S_{0}^{+}$is only going to be worse. Therefore, we have :

$$
\begin{aligned}
C\left(S^{+}\right)-C\left(S^{*}\right) & \leq \sum_{v \in S_{0}^{*} \backslash S_{0}^{+}} C(v)-\sum_{v \in S_{0}^{+} \backslash S_{0}^{*}} C(v) \\
& \leq \sum_{v \in S_{0}^{*} \backslash S_{0}^{+}} C(v)+\sum_{v \in S_{0}^{*} \cap S_{0}^{+}} C(v)-\sum_{v \in S_{0}^{+} \backslash S_{0}^{*}} C(v)-\sum_{v \in S_{0}^{*} \cap S_{0}^{+}} C(v) \\
& \leq \sum_{v \in S_{0}^{*}} C(v)-\sum_{v \in S_{0}^{+}} C(v) \leq 0 .
\end{aligned}
$$

Let $L_{\epsilon}$ denote the $\epsilon$-separating matrix returned by Algorithm 5, and let $L_{\epsilon}=$ $\left\{A_{0}, A_{1}, A_{2}, \cdots A_{m}\right\}$ where we abuse the previous notation and denote $A_{i}$ to represent the set of all nodes (instead of a collection of subsets of $V$ ) that have weight $i$ assigned by $L_{\epsilon}$.

$$
C\left(L_{\epsilon}\right)=\sum_{i=1}^{m} J(V)-J\left(A_{1} \cup A_{2} \cup \cdots A_{i}\right)
$$

where $\left|L_{i}\right| \leq\binom{ m}{i}$. We observe that this cost representation corresponds to the supermodular chain problem discussed above.

Assuming $m \geq \eta \log 1 / \epsilon$ for $\eta>2$, we have that, the greedy Algorithm 5 only uses vectors of weight at most $\log 1 / \epsilon$ i.e., $m / 2$. In Lemma 3.7.41, each of the values $k_{1}, k_{2} \cdots k_{i} \cdots k_{p}$ represent number of weight $i$ vectors available and from Lemma 21 in [91], we have that $\tau=\Omega(m)$, for every $p$ in the range.

Lemma 3.7.45. (Lemma 3.7.32 restated) For any $m \geq \eta \log 1 / \epsilon$ for some constant $\eta>2$, with probability $\geq 1-\delta$, Algorithm 5 returns $L_{\epsilon}$ with $C\left(L_{\epsilon}\right) \leq(2+$ $\exp (-\Omega(m))) \cdot C\left(L^{*}\right)$, where $L^{*}$ is the min-cost separating matrix for $G$.

Proof. Using the definition of $S^{+}$from Lemma 3.7.44, we argue that $C\left(S^{+}\right) \geq J(V)$ as every node in $V$ is assigned a weight 1 vector. From Lemma 3.7.43, we have:

$$
\begin{aligned}
\mathrm{C}\left(L_{\epsilon}\right) & =\sum_{i=1}^{m / 2} J(V)-J\left(A_{1} \cup A_{2} \cup \cdots A_{i}\right) \\
& \leq e^{-\tau} m \cdot J(V)+2 \sum_{i=1}^{m} J(V)-J\left(A_{1}^{*} \cup A_{2}^{*} \cup \cdots A_{i}^{*}\right) \\
& \leq e^{-\tau} m \cdot C\left(S^{+}\right)+2 \sum_{i=1}^{m} J(V)-J\left(A_{1}^{*} \cup A_{2}^{*} \cup \cdots A_{i}^{*}\right) \\
& \leq e^{-\tau} m \cdot C\left(S^{+}\right)+2 C\left(S^{*}\right) .
\end{aligned}
$$

From Lemma 3.7.44 and $\tau=\Omega(m)$, we have:

$$
\Rightarrow \mathrm{C}\left(L_{\epsilon}\right) \leq(2+\exp (-\Omega(m))) \cdot C\left(S^{*}\right)=(2+\exp (-\Omega(m))) \cdot C\left(L^{*}\right) .
$$

### 3.8 Conclusion

We highlight that in both the settings, although we consider the presence of latents in the system, we provide results for learning causal relations among only the observable variables. Identification of latents is an important goal and has been wellstudied [88, 87, 5] when the objective is to minimize the number of interventions. There is no good cost lower bound known, even for recovering the observable (rather than ancestral) graph in the presence of latents. This makes the development of algorithms with approximation guarantees in terms of the optimum cost difficult. We view addressing this difficulty as a major open question.

Our results on bounded degree graphs make an additional assumption that the graph is hyperfinite, which gives more structure but still captures many graph families. It is an interesting open question if we can extend them to general sparse graphs. This
setting is challenging since even finding a Near-MIS with $\epsilon \cdot|E|$ edges is still open and likely to be hard [109]. We conjecture that if $|E|=O(n)$, a constant approximation for our objectives is not possible (assuming standard complexity theoretic conjectures) if we must separate all but $\epsilon \cdot|E|$ many edges.

It would also be very interesting to extend our work to the setting where we seek to identify a specific subset of edges of the causal graph, or where certain edges are 'more important' than others. We hope that our work is a first step in this direction, introducing the idea of partial recovery to overcome hardness results that rule out non-trivial approximation bounds for full graph recovery in the linear cost model.

## CHAPTER 4 COLLABORATIVE CAUSAL DISCOVERY

In this chapter, we introduce a new model for causal discovery. In section 4.1, we present the motivation for the new model; in section 4.2, we describe the model in detail; in sections 4.3 and 4.4, we present causal discovery algorithms under suitable model specific assumptions; in section 4.5 , we present an empirical evaluation of our approaches; in section 4.6, we present all the missing proof details, and in section 4.7 we conclude the chapter.

### 4.1 Motivation

We recall that using observational data, only some ancestral relations as well as certain causal edges can be learned. Moreover, many observationally equivalent structures cannot be distinguished [132] and require interventional data for full causal graph recovery, as discussed in the introduction chapter 1. As interventions are expensive (require carefully controlled experiments) and performing multiple interventions is time-consuming, an important goal in causal discovery is to design algorithms that utilize simple (preferably, single variable) and fewer interventions [115]. However, when there are latents or unobserved variables in the system, in the worst-case, it is not possible to learn the exact causal DAG without intervening on every variable at least once. Furthermore, multivariable interventions are needed in presence of latents, as discussed in Chapter 2.

On the other hand, in a variety of applications, there is no one true causal structure, different entities participating in the application might have different causal


Figure 4.1: Examples of $M$ causal graphs constructed from Lung Cancer dataset [90]. Here, the causal graphs differ only in the presence of latents (nodes with dotted square box), but they could differ elsewhere too.
structures [58, 106, 76]. For example, see figure 4.1. In these scenarios, generating a single causal graph by pooling data from these different entities might lead to flawed conclusions [113]. Allowing for interventions, we propose a new model for tackling this problem, referred here as Collaborative Causal Discovery, which in its simplest form states that: given a collection of entities, each associated with an individual unknown causal graph and generating their own independent data samples, learn all the causal graphs while minimizing the number of atomic (single variable) interventions for every entity. An underlying assumption is that each entity on its own generates enough samples in both the observational and interventional settings so that conditional independence tests can be carried out accurately on each entity separately. To motivate this model of collaborative causal discovery, let us consider two different scenarios.
(a) Consider a health organization interested in controlling incidence of a particular disease. The organization has a set of $M$ individuals (entities) whose data it monitors and can advise interventions on. Each individual is an independent entity that generates its own set of separate data samples ${ }^{1}$. In a realistic scenario, it is highly unlikely that all the $M$ individuals share the same causal graph (e.g., see

[^3]Figures 4.2 a and 4.2 b from [76]). It would be beneficial for the organization to collaboratively learn all the causal graphs together. The challenge is, a priori the organization does not know the set of possible causal graphs or which individual is associated with which graph from this set.
(b) An alternate setting is where, we have $M$ companies (entities) wanting to work together to improve their production process. Each company generates their own data (e.g., from their machines) which they can observe and intervene on [99]. Again if we take the $M$ causal graphs (one associated with each company) it is quite natural to expect some variation in their structure, more so because we do not assume causal sufficiency (i.e., we allow for latents). Since interventions might need expensive and careful experimental organization, each company would like to reduce their share of interventions.

The collaborative aspect of learning can be utilized if we assume that there is some underlying (unknown) clustering/grouping of the causal graphs on the entities. Recently, Saeed et al. [113] studied a related model, where the observational data is from a mixture of causal DAGs, and outline ideas that recover a union graph (up to Markov equivalence) of these DAGs, without any interventions.

### 4.1.1 Our Contributions

We formally introduce the collaborative causal discovery problem in section 4.2. We assume that we have a collection of $M$ entities that can be partitioned into $k$ clusters such that any pair of entities belonging to two different clusters are separated by large distance (see Definition 4.2.1) in the causal graphs. Due to presence of latents variables, we use a family of mixed graphs known as maximal ancestral graphs (MAGs) to model the graphs on observed variables. Each entity is associated with a MAG.

In this chapter, we focus on designing algorithms that have worst-case guarantees on the number of atomic interventions needed to recover (or approximately recover)


Figure 4.2: Two possible diabetes incidence graphs for an individual from [76] differing in the causal edge between Physical Activity and Incidence of Diabetes. The observed variables include: Diet, Body Mass Index (BMI), Physical Activity, Alcohol (consumption), Incidence of Diabetes, and the unobserved variable (latent) is Economic Status. The variable Incidence of Diabetes is observable but can't be intervened on, this is not an issue as it has no outgoing edges in the graphs. In this chapter, we assume we do not know the underlying causal graphs or which individuals share the same graph. As intervening on variables such as Diet, BMI might need expensive and careful experimental organization, we ask the following question - given a collection of independent entities (in this diabetes example, they can refer to a collection of people), can we collaboratively learn each entity's causal graphs while minimizing the number of interventions per entity?
the MAG of each entity. We assume that there are $M$ MAGs one for each entity over the same set of $n$ nodes. Learning a MAG with atomic interventions, in worst case requires $n$ interventions (see Proposition 4.3.1). We show that this bound can be substantially reduced if the $M$ MAGs satisfy the property that every pair of MAGs from different clusters have at least $\alpha n$ nodes whose direct causal relationships are different. We further assume that entities belonging to same cluster have similar MAGs in that every pair of them have at most $\beta n(\beta<\alpha)$ nodes whose direct causal relationships are different. We refer to this clustering of entities as $(\alpha, \beta)$-clustering (Definition 4.2.2). A special but important case is when $\beta=0$, in which case all the entities belonging to the same cluster have the same causal MAG (referred to as $\alpha$-clustering, Definition 4.2.4). An important point to notice is that while we assume
there is a underlying clustering on the entities, it is learnt by our algorithms. Similar assumptions are common for recovering the underlying clusters, in many areas, for e.g., crowd-sourcing applications $[15,17]$.

We first start with the observation that under $(\alpha, \beta)$-clustering, even entities belonging to the same cluster could have a different MAG, which makes exact recovery hard without making a significant number of interventions per entity. We present an algorithm that using at most $O\left(\Delta \log (M / \delta) /(\alpha-\beta)^{2}\right)$ many interventions per entity, with probability at least $1-\delta$ (over only the randomness of the algorithm), can provably recover an approximate MAG for each entity. The approximation is such that for each entity we generate a MAG that is at most $\beta n$ node-distance from the true MAG of that entity (see section 4.3). Here, $\Delta$ is the maximum undirected degree of the causal MAGs. Our idea is to first recover the underlying clustering of entities by using a randomized set of interventions. Then, we distribute the interventions across the entities in each cluster, thereby, ensuring that the number of interventions per entity is small. By carefully combining the results learnt from these interventions we construct the approximate MAGs. For the number of interventions, the linear dependence on $\Delta$ is not uncommon for learning causal graphs [88]. Moreover, most real-world causal bayesian networks are known to have small maximum degrees (see section 4.5).

Under the slightly more restrictive $\alpha$-clustering assumption, we present algorithms that can exactly recover all the MAGs using at most min $\{O(\Delta \log (M / \delta) / \alpha)$, $\left.O\left(\log (M / \delta) / \alpha+k^{2}\right)\right\}$ many interventions per entity (see section 4.4). Again, randomization plays an important role in our approach.

Complementing these upper bounds, we give a lower bound using Yao's minimax principle [131] that shows for any (randomized or deterministic) algorithm $\Omega(1 / \alpha)$ interventions per entity is required for this causal discovery problem. This implies the $1 / \alpha$ dependence in our upper bound in the $\alpha$-clustering case is optimal.

Finally, a note about parameters. The $(\alpha, \beta)$-clustering is universal, in the sense that any collection of MAGs will satisfy the $(\alpha, \beta)$-clustering property for some value of $\alpha, \beta$ (with $\alpha>\beta$ ). Ideally, we would like in our problem instance, $\alpha$ to be close to 1 and $\beta$ to be close to 0 . In most real-world applications, we would also expect $k$ to be relatively small and $M \gg n, k$.

In section 4.5, we show experiments on data generated from both real and synthetic networks with added latents and demonstrate the efficacy of our algorithms for learning the underlying clustering and the MAGs.

### 4.2 Our Model and Problem Statement

In this section, we introduce the collaborative causal discovery problem. We start with some notations.

Notation Following the SCM framework [105], we represent the set of random variables of interest by $V \cup L$ where $V$ represents the set of endogenous (observed) variables that can be measured and $L$ represents the set of exogenous (latent) variables that cannot be measured. Let $|V|=n$.

We assume that the causal Markov condition and faithfulness holds for both the observational and interventional distributions [65]. We use conditional independence (CI) tests of the form $u \Perp v \mid Z$ or $u \Perp v \mid \operatorname{do}(w), Z$, for some $u, v, w \in V$ and $Z \subseteq V$ (see section 4.6 for more details).

Throughout this chapter, unless otherwise specified, a path between two nodes is an undirected path. A path of only directed edges is called a directed path. $u$ is called an ancestor of $v$ and $v$ a descendant of $u$ if $u=v$ or there is a directed path from $u$ to $v$. A directed cycle occurs in $G$ when $u \rightarrow v$ is in $G$ and $v$ is an ancestor of $u$.

Our Model We assume that we have access to $M$ entities labeled $1, \ldots, M$, each of which can independently generate their own observational and interventional data. Each entity $i$ has an associated causal DAG $\mathcal{D}_{i}$ over $V \cup L_{i}$, where $L_{i}$ represents the latent variables of entity $i$. In modeling the problem of causal discovery, complications arise in at least two ways:
(i) Latents. We allow some variables (called latents) in the causal DAG to be unobservable. As regular DAGs are not sufficient to represent the observed distribution when there are latents, we use ancestral graphical models that have been proposed as an elegant and useful surrogate for DAG models with latent variables [108].

A mixed graph containing directed $(\leftarrow)$ and bidirected $(\leftrightarrow)$ edges is said to be ancestral if it has no directed cycles, and whenever there is a bidirected edge $u \leftrightarrow v$, then there is no directed path from $u$ to $v$ or from $v$ to $u$. An ancestral graph on $V$ (observables) is said to be maximal, if, for every pair of nonadjacent vertices $u, v$, there exists a set $Z \subset V$ with $u, v \notin Z$ such that $u$ and $v$ are $m$-separated (similar to $d$-separation, see Definition 4.6.2) conditioned on $Z$. Every DAG with latents (and selection variables) can be transformed into a unique maximal ancestral graph (MAG) over the observed variables [108].
(ii) Uniqueness. Secondly, with just observational data, if the MAGs $\mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$ are Markov equivalent, then, without additional strong assumptions they cannot be distinguished, even if they are all structurally different. To overcome the problem of being not identifiable within an equivalence class, we allow for interventions on observed variables. In particular, we focus on atomic interventions, which are the simplest and most commonly used intervention type, modeled through the dooperator [103]. As it turns out, Maximal Ancestral Graphs (MAGs) are uniquely identifiable using atomic interventions. ${ }^{2}$

[^4]Our objective will be to minimize these interventions. In particular, since each of these entities independently generate their own data, so we aim to reduce the number of interventions needed per entity. In causal discovery, minimizing the number of interventions while ensuring that they are of small size is an active research area [103, 115, 60, 59].

Given the $M$ entities, let $\mathcal{M}_{i}$ denote the MAG associated with entity $i$ (the MAG constructed from the DAG $\mathcal{D}_{i}$ ). Our goal is to collaboratively learn all these MAGs $\mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$ while minimizing the maximum number of interventions per entity.

To facilitate this learning, we make a natural underlying clustering assumption that partitions the entities based on their respective MAGs such that: (i) any two entities belonging to the same cluster have MAGs that are "close" to each other, (ii) any two entities belonging to different clusters have MAGs that are "far" apart. Before stating this assumption formally, we need some definitions.

For MAG $\mathcal{M}_{i}=\left(V, E_{i}\right)$, we denote the children (through outgoing edges), parent (through incoming edges), and spouse (through bidirected edges) of a node $u \in V$ as

$$
\begin{equation*}
\operatorname{ch}_{i}(u)=\left\{v \mid u \rightarrow v \in E_{i}\right\}, \operatorname{pa}_{i}(u)=\left\{v \mid u \leftarrow v \in E_{i}\right\}, \operatorname{sp}_{i}(u)=\left\{v \mid u \leftrightarrow v \in E_{i}\right\} . \tag{4.1}
\end{equation*}
$$

Also, define an incidence set for a vertex $u \in V$ which contains an entry ( $v$, type) for every node $v$ adjacent to $u$ as

$$
N_{i}(u)=\left\{\begin{array}{ll}
(v, \text { tail }) & \text { if } u \rightarrow v \in E_{i}  \tag{4.2}\\
(v, \text { head }) & \text { if } u \leftarrow v \in E_{i} \\
(v, \text { bidirected }) & \text { if } u \leftrightarrow v \in E_{i}
\end{array}\right\} .
$$

show that using single vertex interventions, we also cannot exactly recover a wider class of acyclic graphs like ADMGs (Acyclic Directed Mixed Graphs).

Note that $\left|N_{i}(u)\right|$ is the undirected degree of $u$ in $\mathcal{M}_{i}$. We now define a distance measure between MAGs that captures structural similarity between them.

Definition 4.2.1. Given two $M A G s \mathcal{M}_{i}=\left(V, E_{i}\right)$ and $\mathcal{M}_{j}=\left(V, E_{j}\right)$, define the node-difference as the set: $\operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)=\left\{u \in V \mid N_{i}(u) \neq N_{j}(u)\right\}$, and the nodedistance as the cardinality of this set: $d\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)=\left|\operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)\right|=\mid\{u \in V \mid$ $\left.N_{i}(u) \neq N_{j}(u)\right\} \mid$.

Intuitively, the node distance captures the number of nodes whose incidence relationships differ. It is easy to observe that the node distance is a distance metric, and captures a strong structural similarity between the graphs. Two graphs $\mathcal{M}_{i}, \mathcal{M}_{j}$ are identical iff $d\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)=0$. For e.g., in Figure 4.3, we have two MAGs that satisfy $d\left(\mathcal{M}_{12}, \mathcal{M}_{13}\right)=2$ as $\operatorname{diff}\left(\mathcal{M}_{12}, \mathcal{M}_{13}\right)=\{x, z\}$, where $d\left(\mathcal{M}_{12}, \mathcal{M}_{21}\right)=3$ as $\operatorname{diff}\left(\mathcal{M}_{12}, \mathcal{M}_{21}\right)=\{x, y, z\}$. We are now ready to define a simple clustering property on MAGs.


Figure 4.3: MAGs with $(\alpha=0.75, \beta=$ 0.5 )-clustering. Every pair of graphs in $C_{1}^{\star}$ and $C_{2}^{\star}$ differ in at least $3(=0.75 \times 4)$ nodes, while pairs of graphs within clusters differ by at most $2(=0.5 \times 4)$ nodes.

Definition 4.2.2 $\left((\alpha, \beta)\right.$-clustering). Let $\mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$ be a set of $M$ MAGs. We say that this set of MAGs satisfy the $(\alpha, \beta)$-clustering property, with $\alpha>\beta \geq 0$, if there exists a partitioning of $[M]$ into sets (clusters) $C_{1}^{\star}, \ldots, C_{k}^{\star} \subset[M]$ (for some $k \in \mathbb{N}$ ) such that for all $(i, j) \in[M] \times[M]$ :
(i) if $i$ and $j$ belong to same set (cluster), then $d\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right) \leq \beta n$;
(ii) if $i$ and $j$ belong to different sets (clusters), then $d\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right) \geq \alpha n$.

Under this definition, all the $M$ MAGs could be different. See, e.g., Figure 4.3. With right setting of $\alpha>\beta$ we can capture any set of possible $M$ MAGs. Therefore,
an algorithm such as FCI [119], that constructs PAGs might not be able to recover the clusters, as all the PAGs could be different, and the node-distance between PAGs does not correlate well with the node-distance between corresponding MAGs (e.g., see Figure 4.5 in section 4.6). We use the PAGs generated by FCI as a starting point for all our algorithms and further refine them. We assume that PAGs generated are correct (see section 4.6.2.1 for additional details).

Definition 4.2.3 (Partial Ancestral Graph (PAG)). Let $\left[\mathcal{M}_{i}\right]$ denote the Markov equivalence class of the $M A G \mathcal{M}_{i}$ and represented by the Partial Ancestral Graph (or $P A G) \mathcal{U}_{i}=\left(V, \widehat{E}_{i}\right)$. Edges $\widehat{E}_{i}$ have three kinds of endpoints given by arrowheads $(\leftarrow)$, circles (०-) and tails (-).

With this discussion, we introduce our collaborative causal graph learning problem as follows:

Assumption: MAGs $\mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$ (associated with entities $1, \ldots, M$ respectively) satisfying the ( $\alpha, \beta$ )-clustering property

Access to each entity: Through conditional independence (CI) tests on observational and interventional distributions. Each entity generates their own (independent) data samples.

Goal: Learn $\mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$ while minimizing the max. number of interventions per entity.

An interesting case of the Definition 4.2.2 is when $\beta=0$.

Definition 4.2.4 ( $\alpha$-clustering). We say a set of MAGs $\mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$ satisfy the $\alpha$-clustering property, if and only if they satisfy $(\alpha, 0)$-clustering property.

Note that $\alpha$-clustering is a natural property, wherein each cluster is associated with a single unique MAG, and all entities in the cluster have the same MAGs, and same conditional independences.

### 4.3 Causal Discovery under ( $\alpha, \beta$ )-Clustering Property

In this section, we present our main algorithm for learning all the causal MAGs under the ( $\alpha, \beta$ )-clustering property. Missing details from this section are presented in section 4.6.3.

Outline All our algorithms are randomized, and succeed with high probability over the randomness introduced by the algorithm. The idea behind all our algorithms is to first learn the true clusters $C_{1}^{\star}, \ldots, C_{k}^{\star}$ using very few interventions. Once the true clusters are recovered, the idea is to distribute the interventions across the entities in each cluster and merge the results learned to recover the MAGs (section 4.3.2). For our algorithms, a lower bound for $\alpha$ and upper bound for $\beta$ is sufficient. In practice, a clustering of the PAGs (generated from FCI algorithm) can provide guidance about these bounds on $\alpha, \beta$, or if we have additional knowledge that $\alpha \in[1-\epsilon, 1]$ and $\beta \in[0, \epsilon]$ for some constant $\epsilon>0$, then, we can use binary search, that increases our intervention bounds by $\log ^{2}(n \epsilon) /(1-2 \epsilon)^{2}$ factor. It is important to note that none of our algorithms require the knowledge of $k$.

```
Algorithm 11 Identify-OutNbr \(\left(\mathcal{U}_{i}, u\right)\)
    Input: node \(u \in V\), PAG \(\mathcal{U}_{i}\) of entity \(i\)
    Output: \(\operatorname{ch}_{i}(u)\)
    \(\operatorname{ch}_{i}(u)=\left\{v \mid u \rightarrow v \in \mathcal{U}_{i}\right\}\)
    for \(v \in \Gamma_{i}(u)\) such that \(u \circ-0 v\) or \(u \circ \rightarrow v \in \mathcal{U}_{i}\) do
        if \(u \not \Perp v \mid \operatorname{do}(u)\) then
            \(\operatorname{ch}_{i}(u) \leftarrow \operatorname{ch}_{i}(u) \cup\{v\}\)
        end if
    end for
    Return \(\mathrm{ch}_{i}(u)\)
```

```
Algorithm 12 Identify-Bidirected \(\left(\mathcal{U}_{i}, u\right)\)
    Input: node \(u \in V\), PAG \(\mathcal{U}_{i}\) of entity \(i\)
    Output: \(\mathrm{sp}_{i}(u)\)
    \(\operatorname{sp}_{i}(u)=\left\{v \mid u \leftrightarrow v \in \mathcal{U}_{i}\right\}\)
    for \(v \in \Gamma_{i}(u)\) such that \(u \circ-0 v\) or \(u \leftarrow v\) or \(u \circ \rightarrow v \in \mathcal{U}_{i}\) do
        if \(u \Perp v \mid \operatorname{do}(u)\) and \(u \Perp v \mid \operatorname{do}(v)\) then
            \(\operatorname{sp}_{i}(u) \leftarrow \operatorname{sp}_{i}(u) \cup\{v\}\)
        end if
    end for
    Return \(\mathrm{sp}_{i}(u)\)
```

Helper Routines Let $\Gamma_{i}(u)$ denote all nodes that are adjacent to $u$ in the PAG $\mathcal{U}_{i}$, i.e., $\Gamma_{i}(u)=\left\{v \mid(u, v) \in \widehat{E}_{i}\right\}$. Given the PAG $\mathcal{U}_{i}$, Algorithm Identify-OUTNBR identifies all the outgoing neighbors of any node $u$ in $\mathcal{M}_{i}$. We look at edges of the form $u \circ-v$ or $u \circ \rightarrow v$ in $\mathcal{U}_{i}$ incident on $u$, and identify if $u \rightarrow v$ using the CI-test $u \Perp v \mid \operatorname{do}(u)$. This is based on the observation that any node $v$ that is a descendant of $u$ (including $\left.\operatorname{ch}_{i}(u)\right)$ satisfies $u \not \Perp v \mid \operatorname{do}(u)$. Algorithm Identify-Bidirected identifies all the bidirected edges incident on $u$. If there is an edge of the form $u \circ-\infty v$ or $u \leftarrow v$ or $u \circ \rightarrow v$ in the PAG, and $v \notin \operatorname{ch}_{i}(u)$ and $u \notin \operatorname{ch}_{i}(v)$, then it must be a bidirected edge.

Using these helper routines, we give an Algorithm RECOVERG (in section 4.6.2) that recovers any MAG $\mathcal{M}_{i}$ using $n$ atomic interventions. Complementing this, we show that $n$ interventions are also required. The missing details are presented in section 4.6.2.

Proposition 4.3.1. There exists a causal $M A G \mathcal{M}$ such that every adaptive or nonadaptive algorithm requires $\Omega(n)$ many atomic interventions to recover $\mathcal{M}$.

### 4.3.1 Recovering the Clusters

From the $(\alpha, \beta)$-clustering definition, we know that a pair of entities belonging to the same cluster have higher structural similarity between their MAGs than a pair of entities across different clusters. Let us start with a simplifying assumption
that $\beta=0$ (i.e., $\alpha$-clustering). So, all the MAGs are separated by a distance of at least $\alpha n$. We make the observation that to identify that two MAGs, say $\mathcal{M}_{i}$ and $\mathcal{M}_{j}$ belong to different clusters, it suffices to find a node $u$ from the node-difference set $\operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)$ and checking their neighbors using Algorithms Identify-OutNbr and Identify-Bidirected. We argue that (see Claim 4.6.14, section 4.6.4.2), with probability at least $1-\delta$, we can identify one such node $u \in \operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)$ by sampling $2 \log (M / \delta) / \alpha$ nodes uniformly from $V$ as $\left|\operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)\right|=d\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right) \geq \alpha n^{3}$ However, this approach will not succeed when $\beta \neq 0$ because now we have MAGs in the same cluster that are also separated by non-zero distance.

```
Algorithm \(13(\alpha, \beta)\)-BoundedDegree
    Input: \(\alpha>0, \beta \geq 0(<\alpha)\), confidence parameter \(\delta>0\), PAGs \(\mathcal{U}_{1}, \ldots, \mathcal{U}_{M}\) of \(M\)
    entities
    Output: Partition of \([M]\) into clusters
    Let \(S\) denote a uniform sample of \(\frac{4 \log (M / \delta)}{(\alpha-\beta)^{2}}\) nodes from \(V\) selected with replace-
    ment.
    for every entity \(i \in[M]\) and \(u \in S\) do
        \(\operatorname{ch}_{i}(u) \leftarrow \operatorname{IdENTIFY}-O U T N B R\left(\mathcal{U}_{i}, u\right)\)
        \(\operatorname{sp}_{i}(u) \leftarrow \operatorname{IdENTIFY}-\operatorname{Bidirected}\left(\mathcal{U}_{i}, u\right)\)
        \(\operatorname{pa}_{i}(u) \leftarrow \Gamma_{i}(u) \backslash\left(\operatorname{ch}_{i}(u) \cup \operatorname{sp}_{i}(u)\right)\)
        Construct \(N_{i}(u)\) (defined in (4.2))
    end for
    Let \(\mathcal{P}\) denote an empty graph on set of entities \([M]\)
    for every pair of entities \(i, j\) do
        Let \(\operatorname{Count}(i, j)=\sum_{u \in S} \mathbf{1}\left\{N_{i}(u)=N_{j}(u)\right\}\)
        if \(\operatorname{Count}(i, j) \geq\left(1-\frac{\alpha+\beta}{2}\right)|S|\) then
            Include an edge between \(i\) and \(j\) in \(\mathcal{P}\)
        end if
    end for
    Return connected components in \(\mathcal{P}\)
```

${ }^{3}$ For theoretical analysis, our intervention targets are randomly chosen, even with the knowledge available from PAGs, because in the worst-case the PAGs might contain no directed edges to help decide which nodes to intervene on. In practice, though if we already know edge orientations from PAG we do not have to relearn them, and a biased sampling based on edges uncertainties in PAGs might be a reasonable approach.

Overview of Algorithm ( $\alpha, \beta$ )-BoundedDegree We now build upon the above idea, to recover the true clusters $C_{1}^{\star}, \ldots, C_{k}^{\star}$ when $\beta \neq 0$. As identifying a node $u \in \operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)$ is not sufficient, we maintain a count of the number of nodes among the sampled set of nodes $S$ that the pair of entities $i, j$ have the same neighbors, i.e., $\operatorname{Count}(i, j)=\sum_{u \in S} \mathbf{1}\left\{N_{i}(u)=N_{j}(u)\right\}$. Based on a carefully chosen threshold value for the $\operatorname{Count}(i, j)$, that arises through the analysis of our randomized algorithm, we classify whether a pair of entities belong to the same cluster correctly.

Overall, the idea here is to construct a graph $\mathcal{P}$ on entities (i.e., the node set of $\mathcal{P}$ is $[M])$. We include an edge between two entities $i$ and $j$ if $\operatorname{Count}(i, j)$ is above the threshold $(1-(\alpha+\beta) / 2)|S|$. Using Lemma 4.3.2, we show that this threshold corresponds to the case where if the entities are from same true clusters, then the Count value corresponding to the pair is higher than the threshold; and if they are from different clusters it will be smaller, with high probability. This ensures that every entity is connected only to the entities belonging to the same true cluster. We return the connected components in $\mathcal{P}$ as our clusters.

In Algorithm $(\alpha, \beta)$-BoundedDEgREE, we construct a uniform sample $S$ of size: $O\left(\log (M / \delta) /(\alpha-\beta)^{2}\right)$, and identify all the neighbors of $S$ for every entity $i \in[M]$. As we use Identify-Bidirected to identify all the bi-directed edges, the total number of interventions used by an entity for this step is at most $\Delta \cdot|S|$. Combining all the above, using the next lemma, we show that with high probability Algorithm ( $\alpha, \beta$ )BoundedDegree recovers all the true clusters.

Lemma 4.3.2. If the underlying MAGs $\mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$ satisfy $(\alpha, \beta)$-clustering property with true clusters $C_{1}^{\star}, \ldots, C_{k}^{\star}$ and have maximum undirected degree $\Delta$. Then, the Algorithm $(\alpha, \beta)$-BoundedDegree recovers the clusters $C_{1}^{\star}, \ldots, C_{k}^{\star}$ with probability at least $1-\delta$. Every entity $i \in[M]$ uses at most $4(\Delta+1) \log (M / \delta) /(\alpha-\beta)^{2}$ many atomic interventions.

### 4.3.2 Learning Causal Graphs from $(\alpha, \beta)$-Clustering

In this section, we outline an approach to recover a close approximation of the causal MAGs of all the entities, after correctly recovering the clusters using Algorithm $(\alpha, \beta)$-BoundedDegree. First, we note that since the $(\alpha, \beta)$-clustering allows the MAGs even in the same cluster to be different, the problem of exactly learning all the MAGs is challenging (with a small set of interventions) as causal edges learnt for an entity may not be relevant for another entity in the same cluster.

In the scenarios mentioned in the introduction, we expect the clusters to be more homogeneous, with many entities in the same cluster sharing the same MAG. We provide an overview of Algorithm $(\alpha, \beta)$-REcovery that recovers one such MAG called dominant $M A G$ for every cluster. Consider a recovered cluster $C_{a}^{\star}$, and a partitioning $S_{a}^{1}, S_{a}^{2}, \cdots$ of MAGs such that all MAGs in a partition $S_{a}^{i}$ are equal for all i. We call the MAG $\mathcal{M}_{a}^{\text {dom }}$ corresponding to the largest partition $S_{a}^{\text {dom }}$ as the dominant $M A G$ of $C_{a}^{\star}$. The dominant MAG of a cluster is parameterized by $\gamma_{a}=\left|S_{a}^{\mathrm{dom}}\right| /\left|C_{a}^{\star}\right|$ (fraction of the MAGs in the cluster that belong to the largest partition). We defer additional details of $\operatorname{Algorithm}(\alpha, \beta)$-RECOVERY to section 4.6.3.1.

Overview of Algorithm ( $\alpha, \beta$ )-RECOVERY. After recovering the clustering using Algorithm $(\alpha, \beta)$-BoundedDegree, our goal is to learn the causal graphs. Using Algorithm $(\alpha, \beta)$-RECOVERY, we show that we can learn these graphs approximately up to a distance approximation of $\beta n$.

In a cluster $C_{a}^{\star}$, we construct a partitioning of MAGs such that two MAGs belong to a partition if they are equal. The MAG corresponding to the largest partition is called the dominant MAG. Using our algorithm, we learn the dominant MAG correctly and return it as an output. As all the MAGs in the cluster satisfy $(\alpha, \beta)$-clustering property, the dominant MAG is within a distance of $\beta n$ from the true MAG and therefore is a good approximation of the true MAG.

For learning the dominant MAG, there are two steps. First, we select a node uniformly at random for every entity and intervene on the node and its neighbors to learn all the edges incident on the node. Next, we construct the dominant MAG by combining the neighborhoods of each individual node. Let $u$ be any node and $T_{u}$ denote the set of all entities which intervened on $u$ in the first step. Now, among all the neighborhoods identified by the entities in $T_{u}$, we do not know which of them correspond to that of the dominant MAG. In order to identify this, we use a thresholdbased approach and assign a score to every entity in $T_{u}$. The score of an entity $i$ is the number of entities in $T_{u}$ that has the same neighborhood of $u$ as that of entity $i$. Finally, we select the entity with the maximum score and assign the neighborhood of the entity as the neighborhood of $u$ for the dominant MAG (Lines 12-15 in Algorithm $(\alpha, \beta)$-Recovery). We argue that if the cluster size is large (see Theorem 4.3.3), the neighborhoods of nodes using entities with maximum scores are equal to that of the dominant MAG. This is because the dominant MAG has the largest partition size, and if a sufficiently large number of entities (across all partitions) are assigned node $u$, then, many of them will be entities from the dominant MAG partition.

As the entities satisfy $(\alpha, \beta)$-clustering property, for all entities the recovered MAGs (dominant MAGs) are close to the true MAGs, and within a distance of at most $\beta n$. Note that any MAG from the cluster is within a distance of at most $\beta n$ due to $(\alpha, \beta)$-clustering property, but naively generating a valid MAG from a cluster will require $n$ interventions on one entity from Proposition 4.3.1. Our actual guarantee is somewhat stronger, as in fact, for the entities whose MAGs are dominant in their cluster, we do recover the exact MAGs. We have the result:

Theorem 4.3.3. Suppose $\mathcal{M}_{1}, \mathcal{M}_{2}, \cdots \mathcal{M}_{M}$ satisfy $(\alpha, \beta)$ clustering property. If $\gamma_{a}>$ $1 / 2$ and $C_{a}^{\star}=\Omega\left(n \log (n / M \delta)\left(2 \gamma_{a}-1\right)^{2}\right)$ for all $a \in[k]$, then, Algorithm $(\alpha, \beta)-$ RECOVERY recovers graphs $\widehat{\mathcal{M}}_{1}, \cdots \widehat{\mathcal{M}}_{M}$ such that for every entity $i \in[M]$, we have
$d\left(\mathcal{M}_{i}, \widehat{\mathcal{M}}_{i}\right) \leq \beta n$ with probability $1-\delta$. Every entity uses at most $(\Delta+1)+4(\Delta+$ 1) $\log (M / \delta) /(\alpha-\beta)^{2}$ many atomic interventions.

### 4.4 Causal Discovery under $\alpha$-Clustering Property

In the previous section, we discussed the more general $(\alpha, \beta)$-clustering scenario where we manage to construct a good approximation to all the MAGs. Now, we show that we can in fact recover all the MAGs exactly, if we make a stronger assumption. Suppose the MAGs $\mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$ of the $M$ entities satisfy the $\alpha$-clustering property (Defn. 4.2.4). Firstly, we can design an algorithm similar to Algorithm ( $\alpha, \beta$ )BoundedDegree (see Algorithm $\alpha$-BoundedDegree, Section 4.6.4.3) that recovers the causal MAGs exactly with $O(\Delta \log (M / \delta) / \alpha)$ many interventions per entity, succeeding with probability $1-\delta$. Note that this has a better $1 / \alpha$ term in the intervention bound, instead of $1 / \alpha^{2}$ (when $\beta=0$ ) term arising in Theorem 4.3.3. In absence of latents, we can further improve it to $O(\log (M / \delta) / \alpha)$ many interventions per entity (see Algorithm NoLatents in Section 4.6.4.2).

### 4.4.1 Recovering the Clusters

In this section, we present another approach (Algorithm $\alpha$-GENERAL) with an improved result that requires fewer number of interventions, even when $\Delta$ is big, provided that each cluster has at least $\Omega(n \log (M / \delta))$ entities. Missing details of Algorithm $\alpha$-General are in Section 4.6.4.4.

Overview of Algorithm $\alpha$-General First, using a similar approach as Algorithm $(\alpha, \beta)$-BoundedDegree, we construct a uniform sample $S \subseteq V$, and find all the outgoing neighbors of nodes in $S$, for every entity $i \in[M]$. Then, we construct a graph on entities denoted by $\mathcal{P}$, where we include an edge between a pair of entities if the outgoing neighbors of the set of sampled nodes $S$, and the set of neighbors in PAGs associated with the entities (obtained from FCI) are the same. However, due
to the presence of bidirected edges, it is possible that the connected components of $\mathcal{P}$ may not represent the true clusters $C_{1}^{\star}, \ldots, C_{k}^{\star}$.

We make the observation that a pair of entities $i, j$ that have an edge in this $\mathcal{P}$ and from different true clusters, can differ only if there is a node $u$ such that $u$ has a bidirected edge $u \leftrightarrow v$ in $\mathcal{M}_{i}$, and a directed edge $u \leftarrow v$ in $\mathcal{M}_{j}$ (or vice-versa). Intervening on both $u$ and $v$ will separate these entities, our main idea is to ensure that this happens. First, we show how to detect if there are at least two true clusters in any connected component of $\mathcal{P}$. Then, we identify all the entities belonging to these two clusters and remove the edges between these entities in $\mathcal{P}$ and continue.

More formally, let $T_{1}, \ldots, T_{k^{\prime}}$ be the partition of $[M]$ provided by the $k^{\prime}$ connected components of $\mathcal{P}$ and some of these can contain more than one true cluster, hence $k^{\prime} \leq k$ and we focus on detecting such events. Let $\pi:[M] \rightarrow V$ denote a mapping from the set of entities to the nodes in $V$ such that $\pi(i)$ is chosen uniformly at random from $V$ for every entity $i$. For every entity $i$, we intervene on the node $\pi(i)$. To detect that there are at least two clusters in a given subset $T_{a}$ of entities, we show that there are two entities $i, j$ with an edge in $\mathcal{P}$ and for some node $u \in S$, we can identify the neighbor $v \in \Gamma_{i}(u) \cap \Gamma_{j}(u)$ such that $u \leftrightarrow v$ is an edge in $\mathcal{M}_{i}$ and $u \leftarrow v$ is an edge in $\mathcal{M}_{j}$ (or vice-versa). As there are at least $\Omega(n \log (M / \delta))$ entities in each of these two true clusters in $T_{a}$, for some $i, j \in T_{a}$, we can show that $\pi(i)=\pi(j)=v$ with probability at least $1-\delta$.

After detecting the event that a component $T_{a}$ of $\mathcal{P}$ contains entities from at least two different true clusters (say, $C_{b}^{\star}$ and $C_{c}^{\star}$ ) due to an edge ( $u, v$ ) as above, we intervene on $v$ for every entity in $T_{a}$. By intervening on $v$ (and $u \in S$ ), we can separate all entities in $T_{a}$ that belong to true clusters $C_{b}^{\star}$ and $C_{c}^{\star}$, and remove edges between such entity pairs from $\mathcal{P}$. We repeat this above procedure of refining $\mathcal{P}$. In each iteration, we will have removed all edges between every pair of entities belonging to at least two different true clusters. Since there are at most $k^{2}$ different true cluster
pairs, after $k^{2}$ iterations the connected components remaining correspond to the true clusters (with high probability). This can be done without knowing the value of $k$, by checking whether the connected components in $\mathcal{P}$ change or not after each iteration of the above idea.

### 4.4.2 Learning Causal Graphs from $\alpha$-Clustering

The idea of going from clusters to MAGs is simple and based on distributing the interventions across the entities in the cluster. Since under $\alpha$-clustering, entities belonging to a cluster share the same MAG, combining the results is relatively simpler (see Section 4.6.4.1). Combining the guarantees of $\alpha$-General and $\alpha$-BoundedDegree, we have:

Theorem 4.4.1. If $M A G s \mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$ satisfy $\alpha$-clustering property with true clusters $C_{1}^{\star}, \ldots, C_{k}^{\star}$ such that $\min _{b \in[k]}\left|C_{b}^{\star}\right|=\Omega(n \log (M / \delta))$. Then, there is an algorithm that exactly learns all these MAGs with probability at least $1-\delta$. Every entity $i \in[M]$ uses $\min \left\{O(\Delta \log (M / \delta) / \alpha), O\left(\log (M / \delta) / \alpha+k^{2}\right)\right\}$ many atomic interventions.

### 4.4.3 Lower Bound on the Number of Interventions

We now give a lower bound on the number of atomic interventions needed for every algorithm that recovers the true clusters on the MAGs $\mathcal{M}_{1}, \mathcal{M}_{2}, \cdots \mathcal{M}_{M}$. Since a lower bound under $\alpha$-clustering is also a lower bound under $(\alpha, \beta)$-clustering, we work with the $\alpha$-clustering property here. First, we show that to identify whether a given pair of entities $i, j$ belong to the same true cluster or not, every (randomized or deterministic) algorithm must make $\Omega(1 / \alpha)$ interventions for both $i$ and $j$.

Our main idea here is to use the famous Yao's minimax theorem [131] to get lower bounds on randomized algorithms. Yao's theorem states that an average case lower bound on a deterministic algorithm implies a worst case lower bound on randomized algorithms. To show a lower bound using Yao's minimax theorem, we construct a distribution $\mu$ on MAG pairs and show that every deterministic algorithm requires
$\Omega(1 / \alpha)$ interventions for distinguishing a pair of MAGs drawn from $\mu$. The construction of this distribution is presented in Section 4.6.5. We summarize the result:

Theorem 4.4.2. Suppose the underlying MAGs $\mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$ satisfy $\alpha$-clustering property. In order to recover the clusters with probability $2 / 3$, every (randomized or deterministic) algorithm requires $\Omega(1 / \alpha)$ interventions for every entity in $[M]$.

### 4.5 Experimental Evaluation

In this section, we provide an evaluation of our approaches on data generated from real and synthetic causal networks for learning MAGs satisfying ( $\alpha, \beta$ )-clustering property. We defer additional details, results, and evaluation for $\alpha$-clustering to Section 4.6.6.

Causal Networks We consider the following real-world Bayesian networks from the Bayesian Network Repository which cover a wide variety of domains: Asia (Lung cancer) (8 nodes, 8 edges), Earthquake (5 nodes, 4 edges), Sachs (Protein networks) (11 nodes, 17 edges), and Survey (6 nodes, 6 edges). For the synthetic data, we use Erdös-Rényi random graphs (10 nodes). We use the term "causal network" to refer to these ground-truth Bayesian networks.

Parameters For each causal network, we start from the corresponding DAG, and generate $M$ MAGs (one for each entity) split into $k$ clusters that satisfy the $(\alpha, \beta)$ clustering property through random changes to the graph. We also randomly introduce two latents in each graph, and account for them in MAG constructions. For more details, refer Section 4.6.6. We set number of entities $M=40$, number of clusters $k=2, \alpha=0.60, \beta=0.20$, and dominant MAG parameter $\gamma=0.90$ for both the clusters. For the synthetic data generated using Erdös-Rényi model, we use $n=10$, probability of edge 0.3 .

Evaluation of Clustering First, we focus on recovering the clustering using Algorithm $(\alpha, \beta)$-BoundedDegree. As a baseline, we employ the well-studied FCI algorithm based on purely observational data [119]. After recovering the PAGs corresponding to the MAGs using FCI, we cluster them by constructing a similarity graph (similar to ( $\alpha, \beta$ )-BoundedDEgree) defined on the set of entities (refer Section 4.6.6 for more details). For Algorithm $(\alpha, \beta)$-BoundedDegree, we first construct a sample $S$, and perform various interventions based on the set $S$ for every entity to obtain the clusters. We also implemented another baseline algorithm (Greedy) that uses interventions, based on a greedy idea that selects nodes to set $S$ in $\operatorname{Algorithm}(\alpha, \beta)$ BoundedDegree by considering nodes in increasing order of their degree in the PAGs returned by FCI. We use this ordering to minimize the no. of interventions as we intervene on every node in $S$ and their neighbors.

Metrics We use the following standard metrics for comparing the clustering performance: precision (fraction of pairs of entities correctly placed in a cluster together to the total number of pairs placed in a cluster together), recall (fraction of pairs of entities correctly placed in a cluster together to the total number of pairs in the same ground truth clusters), and accuracy (fraction of pairs of entities correctly placed or not placed in a cluster to the total number of pairs of entities).

| Causal | FCI |  |  |  | $(\alpha, \beta)$-BoundedDegree (Alg. 13) |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Network | Precision | Recall | Accuracy | Precision | Recall | Accuracy | \# Interventions |

Table 4.1: In this table, we present the precision, recall and accuracy values obtained by our Algorithm $(\alpha, \beta)$-BoundedDegree and using FCI. Each cell includes the mean value along with the standard deviation computed over 10 runs. The last column represents the maximum number of interventions per entity including both Algorithms ( $\alpha, \beta$ )-BoundedDegree and ( $\alpha, \beta$ )-RECovery.

Results In Table 4.1, we compare Algorithm $(\alpha, \beta)$-BoundedDegree to FCI on the clustering results. For Algorithm $(\alpha, \beta)$-BoundedDegree, we use a sample $S$ of size 1, and observe in Figure 4.8 (Section 4.6.6), that this corresponds to about 3 interventions per entity. With increase in sample size, we observed that the results were either comparable or better. We observe that our approach leads to considerably better performance in terms of the accuracy metric with an average difference in mean accuracy of about 0.25 . This is because FCI recovers partial graphs, and clustering based on the partial information results in poor accuracy. Because of the presence of a dominant MAG with in each cluster, we observe that the corresponding entities are always assigned to the same cluster, resulting in high recall for both $(\alpha, \beta)$-BoundedDegree and FCI. We observe a higher value of precision for our algorithms, because FCI is unable to correctly classify the MAGs that are different from the dominating MAG.

Algorithm $(\alpha, \beta)$-BoundedDegree outperforms the Greedy baseline for the same sample(S) size. For example, on the Earthquake and Survey causal networks, Algorithm ( $\alpha, \beta$ )-BoundedDEGREE obtains the mean accuracy values of 0.77 and 0.63 respectively, while GREEDY for the same number of interventions obtained an accuracy of only 0.487 and 0.486 respectively. For the remaining networks, the accuracy values of GREEDY are almost comparable to our Algorithm $(\alpha, \beta)$-BoundedDEgree.

After clustering, we recover the dominant MAGs using Algorithm ( $\alpha, \beta$ )-RECOVERY, and observe that the additional interventions needed are bounded by the maximum degree of the graphs (see Theorem 4.3.3). This is represented in the last column in Table 4.1. We observe that our collaborative algorithms use fewer interventions for dominant MAG recovery compared to the number of nodes in each graph. E.g., in the Erdös-Rényi setup, the number of nodes $n=10$, whereas we use at most 6 interventions per entity. Thus, compared to the worst-case, cutting the number of interventions for each entity by $40 \%$.

### 4.6 Additional Details

In this section, we present missing details from sections 4.1-4.5.

### 4.6.1 Maximal Ancestral Graphs

Ancestral graphical models were introduced motivated by the need to represent data generating processes that involve latent variables. In this chapter, we work with a class of graphical models, the maximal ancestral graph (MAG), which are a generalization of DAGs and are closed under marginalization and conditioning [108]. A maximal ancestral graph (MAG) is a (directed) mixed graph that may contain two kinds of edges: directed edges $(\rightarrow)$ and bi-directed edges $(\leftrightarrow)$. Before defining a MAG, we need some preliminaries.

Consider a mixed graph $\mathcal{G}$. Given an path $\pi=\langle u, \ldots, w, \ldots, v\rangle, w$ is a collider on $\pi$ if the two edges incident to $w$ in $\pi$ are both into $w$, that is, have an arrowhead into $w$; otherwise it is called a non-collider on $\pi$. Let $S$ be any subset of nodes in the graph $\mathcal{G}$. An inducing path relative to $S$ is a path on which every node not in $S$ (except for the endpoints) is a collider on the path and every collider is an ancestor of an endpoint of the path.

Definition 4.6.1. A mixed graph is called a maximal ancestral graph (MAG) if

1. The mixed graph is ancestral, i.e., it has no directed cycles, and whenever there is a bidirected edge $u \leftrightarrow v$, then there is no directed path from $u$ to $v$ or $v$ to $u$.
2. There is no inducing path between any two non-adjacent nodes.

It is straightforward to extend the notion of d-separation in DAGs to mixed graphs using the notion of m-separation [108].

Definition 4.6.2. In a mixed graph, a path $\pi$ between nodes $u$ and $v$ is m-connecting relative to a (possibly empty) set of nodes $Z$ with $u, v \notin Z$ if

1. every non-collider on $\pi$ is not a member of $Z$;
2. every collider on $\pi$ is an ancestor of some member of $Z$.
$u$ and $v$ are said to be m-separated by $Z$ if there is no m-connected path between $u$ and $v$ relative to $Z$.

Conversion of a DAG to a MAG. The following construction gives us a MAG $\mathcal{M}$ from a DAG $\mathcal{D}$ :

1. for each pair of variables $u, v \in V, u$ and $v$ are adjacent in $\mathcal{M}$ if and only if there is an inducing path between them relative to $L$ in $\mathcal{D}$. The skeleton or the undirected graph constructed from PAG $\mathcal{U}$ (obtained using FCI [119]) by ignoring the directions of edges captures all the edges in $\mathcal{M}$.
2. for each pair of adjacent variables $u, v$ in $\mathcal{M}$, orient the edge as $u \rightarrow v$ in $\mathcal{M}$ if $u$ is an ancestor of $v$ in $\mathcal{D}$; orient it as $u \leftarrow v$ in $\mathcal{M}$ if $v$ is an ancestor of $u$ in $\mathcal{D}$; orient it as $u \leftrightarrow v$ in $\mathcal{M}$ otherwise.

Several DAGs can lead to the same MAG (See Figure 4.4c). Essentially a MAG represents a set of DAGs that have the exact same d-separation structures and ancestral relationships among the observed variables. By construction, the MAG is unique for a given DAG.

As a further evidence to the claim that interventions are required, see Figure 4.5, that gives an example of two MAGs separated by a distance of $\frac{n}{2}$ and have the same Partial Ancestral Graph identified by FCI [133].

Conditional Independence (CI) Tests Conditional independence tests are an important building block in causal discovery.
(i) CI-test in observational distribution: Given $u, v \in V, Z \subset V$ check whether $u$ is independent of $v$ given $Z$, denoted by $u \Perp v \mid Z$.


Figure 4.4: Different DAGs with same MAG. It is easy to observe that, no single vertex interventions can differentiate $\mathcal{D}_{1}$ from $\mathcal{D}_{2}$.


Figure 4.5: An example of MAGs $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ with large distance $d\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ but generating the same PAG.
(ii) CI-test in interventional distribution: Given $u, v \in V, Z \subset V$, and $w \in V$, check whether $u$ is independent of $v$ given $Z$ in the interventional distribution of $w$, denoted by $u \Perp v \mid Z, \operatorname{do}(w)$ where $\operatorname{do}(w)$ is the intervention on the variable $w$.

The convergence rates of CI tests are well-known [98] which can be used to obtain the required sample size bounds for any of the PAG estimation procedures for the desired Type 1 error bound (omitted here). Note that in our experiments (section 4.5), we do run CI tests on actual data samples generated by our model.

### 4.6.2 Helper Routines

In this section, we present missing details about the helper routines from section 4.3.

Claim 4.6.3. Suppose $\mathcal{D}_{i}$ is the $D A G$ and $\mathcal{M}_{i}$ is the corresponding $M A G$ for some entity $i \in[M]$. Then, $u \not \perp v \mid \operatorname{do}(u)$ iff $u$ is an ancestor of $v$ in the graph $\mathcal{D}_{i}$.

Proof. We follow a proof similar to Lemma 1 in [88]. If $u$ is an ancestor of $v$ in the graph $\mathcal{D}_{i}$ using the path $\pi_{u v}$, then, in the mutilated graph corresponding to do $(u)$, the path $\pi_{u v}$ remains intact. From d-separation [105], $\pi_{u v}$ can only be blocked by conditioning on one of the nodes that are not end points. As we do not condition on any variables in the CI-test $u \Perp v \mid \operatorname{do}(u)$ and therefore do not block the path $\pi_{u v}$, we have $u \not \Perp v \mid \operatorname{do}(u)$.

Now, we consider the other direction. If $u \not \Perp v \mid \operatorname{do}(u)$, then, there is at least a path $\pi_{u v}$ between $u$ and $v$ that is not blocked. In the mutilated graph corresponding to the interventional distribution do $(u)$, the incoming edges into the node $u$ are removed. In the path $\pi_{u v}$, the edge incident on $u$ is an outgoing edge. If there is a collider on $\pi_{u v}$, we have blocked the path by not conditioning on it (from d-separation). As the path is not blocked, it implies that there is no collider on the path. Therefore, the path $\pi_{u v}$ is a directed path from $u$ to $v$. Hence, the claim.

Claim 4.6.4. Given an entity $i \in[M]$, and a node $u \in V$, Algorithm IDENTIFYOUTNBR identifies all outgoing edges of $u$ in $\mathcal{M}_{i}\left(c h_{i}(u)\right)$ correctly using an intervention on $u$.

Proof. We know that $\mathcal{U}_{i}=\left(V, \widehat{E}_{i}\right)$ represents the partial ancestral graph of $\mathcal{M}_{i}$. We observe that any outgoing edge $(u, v)$ incident on a node $u$ in the PAG $\mathcal{U}_{i}$ can be of the form $u \circ-o v$ or $u \circ \rightarrow v$. Otherwise, we already know that the edge is not an outgoing edge from $u$. We claim that we can identify an outgoing edge ( $u, v$ ) from a node $u$ correctly, if CI-test returns $u \not \Perp v \mid \operatorname{do}(u)$ for every $v \in \Gamma_{i}(u)$ satisfying the
condition mentioned above. From Claim 4.6.3, we have that $u \not \Perp v \mid \operatorname{do}(u)$ iff $u$ is an ancestor of $v$ in $\mathcal{D}_{i}$, which implies $u \rightarrow v$ is present in $\mathcal{M}_{i}$ and $v \in \operatorname{ch}_{i}(u)$.

Claim 4.6.5. Given an entity $i \in[M]$, and a node $u \in V$, Algorithm IDENTIFYBidirected identifies all bidirected edges incident on $u$ in $\mathcal{M}_{i}\left(s p_{i}(u)\right)$ correctly using atomic interventions on all nodes in $\Gamma_{i}(u)$.

Proof. We observe that any bi-directed edge $(u, v)$ incident on a node $u \in V$ in the PAG $\mathcal{U}_{i}$ can be of the form $u \circ-o v$ or $u \leftarrow v$ or $u \circ \rightarrow v$. Otherwise, we already know that the edge is not a bi-directed edge incident at $u$. In Algorithm IdentifyBidirected, for every neighbor $v$ of $u$ in the PAG $\mathcal{U}_{i}$ satisfying the above condition, we check if $u \Perp v \mid \operatorname{do}(u)$ and $v \Perp u \mid \operatorname{do}(v)$ is satisfied. From Claim 4.6.3, we know that if $u \not \Perp v \mid \operatorname{do}(u)$, then $u$ is an ancestor of $v$ in $\mathcal{D}_{i}$ (similarly, $v$ is an ancestor of $u$ in $\mathcal{D}_{i}$ if $\left.u \not \Perp v \mid \operatorname{do}(v)\right)$. So, if $u \Perp v \mid \operatorname{do}(u)$ and $u \Perp v \mid \operatorname{do}(v)$, then, $u$ is not an ancestor of $v$ or vice-versa, which implies $u \leftrightarrow v$ is present in $\mathcal{M}_{i}$, i.e., $v \in \operatorname{sp}_{i}(u)$. As we perform an intervention for every neighbor of $u$ in $\mathcal{U}_{i}$, we have the claim.

Algorithm RecoverG For every $u \in V$, first identify outgoing neighbors using Algorithm Identify-OutNbr and then identify all the bidirected edges incident on $u$ using Algorithm Identify-Bidirected.

Lemma 4.6.6. Algorithm RECOVERG recovers all edges of $\mathcal{M}_{i}$, for an entity $i \in[M]$ using $n$ atomic interventions.

Proof. Given an entity $i \in[M]$, we obtain the partial ancestral graph $\mathcal{U}_{i}$ from observational data. Using Algorithm Recoverg, we create interventions for every node $u \in V$. For every node $u$, we correctly identify all the outgoing neighbors of $u$ using Algorithm Identify-OutNbr (Claim 4.6.4) and all the bidirected edges using Algorithm Identify-Bidirected (Claim 4.6.5). Therefore, we have recovered all edges of $\mathcal{M}_{i}$ using $n$ atomic interventions.


Figure 4.6: The MAGs used in the proof of Proposition 4.6.7.

Proposition 4.6.7. [Proposition 4.3.1 restated] There exists a causal $M A G \mathcal{M}$ such that every adaptive or non-adaptive algorithm requires $n$ many atomic interventions to recover $\mathcal{M}$.

Proof. Suppose the set of nodes of an unknown MAG $\mathcal{M}$ is given by $V=\left\{v_{1}, v_{2}, \cdots v_{n}\right\}$. We denote ALG by any adaptive or non-adaptive deterministic algorithm that recovers $\mathcal{M}$ using the set of interventions $\mathcal{S} \subseteq V$. For the sake of contradiction, let ALG recover $\mathcal{M}$ correctly and $v_{i}$ be the vertex that has not been intervened on, i.e., $v_{i} \notin \mathcal{S}$.

Construct the MAGs $\mathcal{M}_{i 1}, \mathcal{M}_{i 2}, \mathcal{M}_{i 3}$ with edges $E_{i 1}=\left\{v_{1} \rightarrow v_{2}, v_{3} \rightarrow v_{4}, \cdots, v_{i} \rightarrow\right.$ $\left.v_{i+1}, \cdots, v_{n-1} \rightarrow v_{n}\right\}, E_{i 2}=\left\{v_{1} \rightarrow v_{2}, v_{3} \rightarrow v_{4}, \cdots, v_{i} \leftarrow v_{i+1}, \cdots, v_{n-1} \rightarrow v_{n}\right\}, E_{i 3}=$ $\left\{v_{1} \rightarrow v_{2}, v_{3} \rightarrow v_{4}, \cdots, v_{i} \leftrightarrow v_{i+1}, \cdots, v_{n-1} \rightarrow v_{n}\right\}$ respectively (see Figure 4.6).

Upon termination, ALG will have recovered one of the MAGs $\mathcal{M}_{i 1}, \mathcal{M}_{i 2}$ or $\mathcal{M}_{i 3}$. As $v_{i} \notin \mathcal{S}$, we will argue that the true MAG is different from the recovered MAG. We consider two cases:

1. If $v_{i+1} \in \mathcal{S}$. First, we observe that for all three MAGs $\mathcal{M}_{i 1}, \mathcal{M}_{i 2}$ and $\mathcal{M}_{i 3}$, the CI-test $v_{i} \not \Perp v_{i+1}$. For MAGs $\mathcal{M}_{i 1}$ and $\mathcal{M}_{i 2}$, we have $v_{i} \Perp v_{i+1} \mid \operatorname{do}\left(v_{i+1}\right)$ while $v_{i} \not \Perp v_{i+1} \mid \operatorname{do}\left(v_{i+1}\right)$ for MAG $\mathcal{M}_{i 2}$. As these are the only possible CI-tests for vertices $v_{i}$ and $v_{i+1}$, the algorithm ALG cannot differentiate between $\mathcal{M}_{i 1}$ and $\mathcal{M}_{i 3}$. If ALG recovers $\mathcal{M}_{i 1}$, then, we can set $\mathcal{M}$ to be $\mathcal{M}_{i 3}$. This is a contradiction.
2. If $v_{i+1} \notin \mathcal{S}$. We observe that for all three MAGs $\mathcal{M}_{i 1}, \mathcal{M}_{i 2}$ and $\mathcal{M}_{i 3}$, the CI-test $v_{i} \not \Perp v_{i+1}$, and it is the only possible CI-test involving vertices $v_{i}$ and $v_{i+1}$. Therefore, the algorithm ALG cannot differentiate between $\mathcal{M}_{i 1}, \mathcal{M}_{i 2}$ and $\mathcal{M}_{i 3}$. If ALG recovers $\mathcal{M}_{i 1}$, then, we can set $\mathcal{M}$ to be $\mathcal{M}_{i 2}, \mathcal{M}_{i 3}$ and similarly for other cases. This is a contradiction.

Therefore, to recover $\mathcal{M} \in\left\{\mathcal{M}_{i 1}, \mathcal{M}_{i 2}, \mathcal{M}_{i 3}\right\}$ correctly, we must have $v_{i} \in \mathcal{S}$. As $i$ is chosen arbitrarily, and for every $i$ we can construct the MAGs $\mathcal{M}_{i 1}, \mathcal{M}_{i 2}, \mathcal{M}_{i 3}$, such that any adaptive or non-adaptive deterministic algorithm requires interventions on every node.

We can extend the proof to include randomized algorithms, with success probability strictly greater than $1 / 2$, by observing that when $v_{i} \notin \mathcal{S}$, ALG has at least two MAGs among $\mathcal{M}_{i 1}, \mathcal{M}_{i 2}, \mathcal{M}_{i 3}$ that it cannot differentiate (as argued using two cases above).

### 4.6.2.1 Handling Uncertainty in PAG Estimation

We assume throughout this chapter that the initial PAGs (fed to our algorithms) are estimated correctly from observational data. We outline some reasons behind such an assumption.
(a) PAG estimation is a very well-studied problem in causal discovery from both a theoretical and practical perspective. Well known algorithms for recovering PAGs, such as FCI (Fast Causal Inference), are known to be sound and complete (see [120] and [133]). Also, recent variations of FCI such as Really Fast Causal Inference (RFCI) have sped up the FCI procedure [42]. Today FCI/RFCI procedures are commonly used in practice, with various implementations available [78].
(b) Note, for all our algorithms and bounds, all that we require from the PAGs is that they have the correct (undirected) skeleton as their corresponding MAGs,
i.e., we could just ignore all the directed edges in the initial PAGs and replace them with edges before using them in our algorithms, and this would not change our results.
(c) Finally, we could even relax our assumptions and tolerate error even in skeleton estimation. The idea is simple, and we sketch it here. Suppose the MAGs $\mathcal{M}_{1}, \mathcal{M}_{2}, \cdots \mathcal{M}_{M}$ satisfy the $\alpha$-clustering assumption with true clusters $C_{1}^{\star}, C_{2}^{\star}, \cdots C_{k}^{\star}$. Now consider the setting where we have errors in the PAG skeleton estimation. Let $\mathcal{U}_{1}, \mathcal{U}_{2}, \cdots \mathcal{U}_{M}$ be the true skeletons of the MAGs $\mathcal{M}_{1}, \mathcal{M}_{2}, \cdots \mathcal{M}_{M}$. Consider for each MAG $\mathcal{M}_{i}$, a corrupted counterpart $\mathcal{M}_{i}^{\text {corr }}$, with the guarantee that $d\left(\mathcal{M}_{i}, \mathcal{M}_{i}^{\text {corr }}\right) \leq \beta / 2 n$. These corrupted MAGs are only constructed for the sake of proof, and are not actually present. Assume that the skeleton estimation is not precise and instead of $\mathcal{U}_{1}, \mathcal{U}_{2}, \cdots \mathcal{U}_{M}$, it produces the skeletons $\mathcal{U}_{1}^{\text {corr }}, \mathcal{U}_{2}^{\text {corr }}, \cdots \mathcal{U}_{M}^{\text {corr }}$, associated with these corrupted MAGs $\mathcal{M}_{1}^{\text {corr }}, \mathcal{M}_{2}^{\text {corr }}, \cdots \mathcal{M}_{M}^{\text {corr }}$. By triangle inequality, it is easy to observe that the MAGs satisfy $(\alpha-\beta, \beta)$ clustering assumption. If $\beta<\alpha / 2$, then, using $\operatorname{Algorithm}(\alpha, \beta)$-BoundedDegree on $\mathcal{U}_{1}^{\text {corr }}, \mathcal{U}_{2}^{\text {corr }}, \cdots \mathcal{U}_{M}^{\text {corr }}$ with parameter $\alpha$ replaced by $\alpha-\beta$ will guarantee that we recover the true clusters $C_{1}^{\star}, C_{2}^{\star}, \cdots C_{k}^{\star}$. This follows because any pair of entities $i, j$ that were originally in the same true cluster will still remain together in the same cluster, even under corruption, as their corrupted MAGs will be at most $\beta n<\alpha / 2 n$ distance apart. Similarly, if $i, j$ belonged to different true clusters then they will still remain in different clusters, even under corruption, as their corrupted MAGs will be $>\alpha / 2 n$ distance apart. Also, if the corrupted MAGs satisfy the conditions in Theorem 4.3.3, we can recover the dominant MAG. With the right set of parameters, this argument can also be extended starting from an $(\alpha, \beta)$-clustering.

### 4.6.3 Causal Discovery under ( $\alpha, \beta$ )-Clustering

In this section, we present an algorithm that recovers the underlying clusters $C_{1}^{\star}, C_{2}^{\star}, \cdots, C_{k}^{\star}$ provided they satisfy $(\alpha, \beta)$-clustering property. After recovering the clusters, in section 4.6.3.1, we give an algorithm that recovers an approximate MAG for every entity with only few additional interventions.

Firstly, using the next lemma, we show that the threshold used by Algorithm ( $\alpha, \beta$ )BoundedDegree correctly identifies whether two entities belong to the same true cluster or not. This implies that our algorithm $(\alpha, \beta)$-BoundedDegree recovers the clusters with high probability.

Lemma 4.6.8 (Lemma 4.3.2 restated). If the underlying MAGs $\mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$ satisfy $(\alpha, \beta)$-clustering property with true clusters $C_{1}^{\star}, \ldots, C_{k}^{\star}$ and have maximum undirected degree $\Delta$. Then, the Algorithm $(\alpha, \beta)$-BoundedDegree recovers the clusters $C_{1}^{\star}, \ldots, C_{k}^{\star}$ with probability at least $1-\delta$. Every entity $i \in[M]$ uses at most $4(\Delta+1) \log (M / \delta) /(\alpha-\beta)^{2}$ many atomic interventions.

Proof. Let $\operatorname{Count}(i, j)=\sum_{u \in S} \mathbf{1}\left\{N_{i}(u)=N_{j}(u)\right\}$ for distinct entities $i, j$. If $i, j$ belong to the same true cluster $C_{t}^{\star}$ for some $t \in[k]$, we have :

$$
\mathbf{E}[\operatorname{Count}(i, j)]=\mathbf{E}\left[\sum_{u \in S} \mathbf{1}\left\{N_{i}(u)=N_{j}(u)\right\}\right] \geq(1-\beta)|S|
$$

Using Hoeffding's inequality, with probability at least $1-\exp \left(-\frac{\Lambda^{2}}{2|S|}\right)$

$$
\operatorname{Count}(i, j) \geq \mathbf{E}[\operatorname{Count}(i, j)]-\frac{\Lambda}{2}
$$

If $i, j$ belong to different true clusters, then, we have :

$$
\mathbf{E}[\operatorname{Count}(i, j)]=\mathbf{E}\left[\sum_{u \in S} 1\left\{N_{i}(u)=N_{j}(u)\right\}\right] \leq(1-\alpha)|S|
$$

Using Hoeffding's inequality, with probability at least $1-\exp \left(-\frac{\Lambda^{2}}{2|S|}\right)$

$$
\operatorname{Count}(i, j)<\mathbf{E}[\operatorname{Count}(i, j)]+\frac{\Lambda}{2}
$$

Set $\Lambda=|S|(\alpha-\beta)$ and $|S|=\frac{4 \log M / \delta}{(\alpha-\beta)^{2}}$.
Using union bound for every pair of entities in $[M]$, we have with probability at least $1-\delta$ : if entities $i, j \in C_{t}^{\star}$ (belong to the same true cluster) :

$$
\operatorname{Count}(i, j) \geq\left(1-\frac{\alpha+\beta}{2}\right)|S|, \quad \text { and }
$$

if entities $i, j \notin C_{b}^{\star} \forall b \in[k]$ (do not belong to the same true cluster) :

$$
\operatorname{Count}(i, j)<\left(1-\frac{\alpha+\beta}{2}\right)|S| .
$$

Therefore, every pair of entities from same true cluster satisfy the condition that Count value is larger than $\left(1-\frac{\alpha+\beta}{2}\right)|S|$ and will include an edge in $\mathcal{P}$, while we do not include an edge between pair of entities from different clusters. The resulting graph $\mathcal{P}$, will have $k$ connected components and Algorithm ( $\alpha, \beta$ )-BoundedDEGREE will return the true clusters correctly.

As we intervene on all the neighbors of every node in $S$, it will increase the interventions for every entity by a multiplicative $\Delta+1$ factor. For an entity $i$, the total number of interventional distributions constructed is

$$
\sum_{u \in S}\left(1+\left|\Gamma_{i}(u)\right|\right) \leq|S|(\Delta+1)=4(\Delta+1) \log (M / \delta) /(\alpha-\beta)^{2} \text { as } \max _{i \in[M], w \in V}\left|\Gamma_{i}(w)\right| \leq \Delta
$$

This completes the proof.

### 4.6.3.1 Learning Causal Graphs from Clusters

In this section, we present the full-description of the Algorithm $(\alpha, \beta)$-RECOVERY that returns an approximate causal graph for every entity $i \in[M]$. We also include the brief overview from section 4.3.2 for clarity.

Overview of Algorithm $(\alpha, \beta)$-RECOVERY Consider a cluster $C_{a}^{\star}$. We recover the dominant MAG of this cluster, $\mathcal{M}_{a}^{\text {dom }}$, by recovering all the neighbors of every node and carefully merging them. Our idea is to assign a node, selected uniformly at random, to every entity in $C_{a}^{\star}$, and recover the neighborhood of the node using Algorithms Identify-OutNBr and Identify-Bidirected. If the clusters are large such that $\left|C_{a}^{\star}\right| \gg n$ (see Theorem 4.3.3 for a precise bound), we can show a large number of entities $T_{u}$ are assigned node $u$, and many of them will share the dominant MAG. We maintain a count $\operatorname{NCount}(i, u)$ of the number of times the entity $i$ agrees with other entities in $T_{u}$ about neighbors of $u$, and guarantee (with high probability) that the entity with the highest count will be that of dominant MAG. After merging the neighbors recovered for every node, we assign the resulting graph to every entity in the cluster.

Consider the cluster $C_{a}^{\star}$ for some $a \in[k]$. In the next claim, we show that if the size of $C_{a}^{\star}$ is sufficiently large, then, each node $u \in V$ is assigned a large number of entities by $(\alpha, \beta)$-RECOVERY using the set $T_{u}$.

Claim 4.6.9. Consider a cluster $C_{a}^{\star}$ such that $\gamma_{a}>1 / 2$ and $\left|C_{a}^{\star}\right| \geq \frac{8 n \log (n M / \delta)}{\left(2 \gamma_{a}-1\right)^{2}}$. Let $T_{u}$ denote the set of entities assigned to node $u$ in Algorithm 14. Then, we have with probability $1-\delta,\left|T_{u}\right| \geq \frac{4 \log (n M / \delta)}{\left(2 \gamma_{a}-1\right)^{2}}$ for every node $u \in V$.

Proof. For a node $u \in V$, and cluster $C_{a}^{\star}$, we have:

$$
\mathbf{E}\left[T_{u}\right]=\frac{\left|C_{a}^{\star}\right|}{n} \geq \frac{8 \log (n M / \delta)}{\left(2 \gamma_{a}-1\right)^{2}} .
$$

```
Algorithm \(14(\alpha, \beta)\)-RECOVERY
    Input: \(\alpha>0, \beta \geq 0(<\alpha)\), confidence parameter \(\delta>0\), PAGs \(\mathcal{U}_{1}, \ldots, \mathcal{U}_{M}\) of \(M\) entities
    Output: \(\widehat{\mathcal{M}}_{1}, \widehat{\mathcal{M}}_{2}, \cdots \widehat{\mathcal{M}}_{M}\) representing set of \(M\) MAGs.
    Obtain clusters \(C_{1}^{\star}, C_{2}^{\star}, \cdots, C_{k}^{\star}\) using Algorithm 13.
    for every cluster \(C_{a}^{\star}\) where \(a \in[k]\) do
        Let \(\widehat{\mathcal{M}}_{a}^{\text {dom }}\) be an empty graph on the set of nodes \(V\).
        For every entity \(i \in C_{a}^{\star}\), select a node \(u \in V\) uniformly at random and assign it to \(u\)
    represented by the set \(T_{u}\).
        for every node \(u \in V\) do
            for every entity \(i \in T_{u}\) do
                \(\operatorname{ch}_{i}(u) \leftarrow \operatorname{IdENTIFY}-\operatorname{OUtNBR}\left(\mathcal{U}_{i}, u\right)\)
                \(\operatorname{sp}_{i}(u) \leftarrow \operatorname{Identify}-\operatorname{Bidirected}\left(\mathcal{U}_{i}, u\right)\).
                \(\operatorname{pa}_{i}(u) \leftarrow \Gamma_{i}(u) \backslash\left(\operatorname{ch}_{i}(u) \cup \operatorname{sp}_{i}(u)\right)\).
                Construct \(N_{i}(u)\) (defined in (4.2)) and calculate \(\operatorname{NCount}(i, u)=\)
    \(\sum_{j \in T_{u}: j \neq i} \mathbf{1}\left\{N_{i}(u)=N_{j}(u)\right\}\)
        end for
            Let \(u_{\text {max }} \leftarrow \arg \max _{i \in T_{u}} \operatorname{NCount}(i, u)\).
            Set neighbors of \(u\) in \(\widehat{\mathcal{M}}_{a}^{\text {dom }}\) to the set \(N_{u_{\text {max }}}(u)\).
        end for
        For every entity \(i \in C_{a}^{\star}\), set \(\widehat{\mathcal{M}}_{i}=\widehat{\mathcal{M}}_{a}^{\text {dom }}\).
    end for
    Return \(\widehat{\mathcal{M}}_{1}, \widehat{\mathcal{M}}_{2}, \cdots \widehat{\mathcal{M}}_{M}\)
```

Using Chernoff bound, with probability at least $1-\exp \left(-\log (n M / \delta) /\left(2 \gamma_{a}-1\right)^{2}\right) \geq$ $1-\delta / n M$, we have:

$$
T_{u} \geq \frac{\mathbf{E}\left[T_{u}\right]}{2} \geq \frac{4 \log (n M / \delta)}{\left(2 \gamma_{a}-1\right)^{2}} .
$$

Applying union bound for every node $u \in V$ and $a \in[k]$, gives us the claim.

Consider a partitioning of $C_{a}^{\star}$ given by $S_{a}^{1}, S_{a}^{2}, \cdots S_{a}^{t}$ where each $S_{a}^{i}$ for any $i \in[t]$ represents the maximal collection of MAGs that are equal. Formally, we have:

$$
S_{a}^{i}=\left\{\mathcal{M}_{p} \mid \mathcal{M}_{p} \in C_{a}^{\star} \text { and } \mathcal{M}_{p}=\mathcal{M}_{q} \quad \forall \mathcal{M}_{q} \in S_{a}^{i}\right\}
$$

Let $\left|S_{a}^{\text {dom }}\right| \geq\left|S_{a}^{i}\right|$ for every partition $i \in[t]$ and $\operatorname{dom}_{a}$ denote an entity in $S_{a}^{\text {dom }}$. We define:

$$
G_{a}(u)=\left\{j \mid j \in C_{a}^{\star} \text { and } N_{i}(u)=N_{\operatorname{dom}_{a}}(u)\right\} \text { and } B_{a}(u)=C_{a}^{\star} \backslash G_{a}(u)
$$

We can observe that:

$$
\left|G_{a}(u)\right| \geq\left|S_{a}^{\mathrm{dom}}\right| \text { and }\left|B_{a}(u)\right| \leq\left|C_{a}^{\star}\right|-\left|S_{a}^{\text {dom }}\right|
$$

Conditioned on the previous claim that each set $T_{u}$ for all $u \in V$ is large, we argue that for any pair of entities $i, j \in C_{a}^{\star}$ where $\mathcal{M}_{i}=\mathcal{M}_{a}^{\text {dom }}$, and $\mathcal{M}_{j} \neq \mathcal{M}_{a}^{\text {dom }}$, the NCOUNT value calculated by $(\alpha, \beta)$-RECOVERY of entity $i$ for the node $u$ is always larger than that of entity $j$. Intuitively, after assigning the entities to nodes, we observe that for every node $u \in V$, the set $T_{u}$ contains a large number of entities with the dominant MAG, i.e., $\left|T_{u} \cap G_{a}(u)\right|$ is large. Because dominant MAGs share the same neighborhood (as they represent the same graph), we can show that the NCount value of dominant MAG is larger than any other MAG in the cluster. We formalize this statement using the following lemma.

Lemma 4.6.10. For every $a \in[k], u \in V$ and any pair of entities $i, j \in C_{a}^{\star}$ that satisfy $i \in G_{a}(u)$ and $j \in B_{a}(u)$, we have with probability $1-\delta$,

$$
\operatorname{NCount}(i, u)>\operatorname{NCount}(j, u)
$$

Proof. From Algorithm 14, we know that $\operatorname{NCounT}(i, u)=\sum_{j \neq i, j \in T_{u}} \mathbf{1}\left\{N_{i}(u)=\right.$ $\left.N_{j}(u)\right\}$ for an entity $i \in T_{u}$ and a node $u \in V$. Consider the case $i \in G_{a}(u)$. Then, we have:

$$
\begin{aligned}
\mathbf{E}[\operatorname{NCOUNT}(i, u)] & =\mathbf{E}\left[\sum_{j \neq i, j \in T_{u}} 1\left\{N_{i}(u)=N_{j}(u)\right\}\right] \\
& =\mathbf{E}\left[\sum_{j \neq i, j \in T_{u}} 1\left\{N_{\operatorname{dom}_{a}}(u)=N_{j}(u)\right\}\right] \\
& =\mathbf{E}\left[\left|T_{u} \cap G_{a}(u)\right|\right] \\
& \geq \frac{\left|S_{a}^{\text {dom }}\right|}{n}=\frac{\left|S_{a}^{\text {dom }}\right|}{\left|C_{a}^{\star}\right|} \cdot \frac{\left|C_{a}^{\star}\right|}{n}=\gamma_{a} \cdot \frac{\left|C_{a}^{\star}\right|}{n}
\end{aligned}
$$

Using Hoeffding's inequality, with probability at least $1-\exp \left(-\frac{\Lambda^{2}}{2\left|T_{u}\right|}\right)$

$$
\operatorname{NCount}(i, u) \geq \mathbf{E}[\operatorname{NCOUNT}(i, u)]-\frac{\Lambda}{2} \geq \gamma_{a} \cdot \frac{\left|C_{a}^{\star}\right|}{n}-\frac{\Lambda}{2}
$$

If $i \in B_{a}(u)$, then, we have :

$$
\begin{aligned}
& \mathbf{E}[\operatorname{NCOUNT}(i, u)] \\
& =\mathbf{E}\left[\sum_{j \neq i, j \in T_{u}} \mathbf{1}\left\{N_{i}(u)=N_{j}(u)\right\}\right] \\
& =\mathbf{E}\left[\sum_{j \neq i, j \in T_{u} \cap G_{a}(u)} \mathbf{1}\left\{N_{i}(u)=N_{\operatorname{dom}_{a}}(u)\right\}+\sum_{j \neq i, j \in T_{u} \cap B_{a}(u)} \mathbf{1}\left\{N_{i}(u)=N_{j}(u)\right\}\right] \\
& =\mathbf{E}\left[\sum_{j \neq i, j \in T_{u} \cap B_{a}(u)} \mathbf{1}\left\{N_{i}(u)=N_{j}(u)\right\}\right] \\
& =\mathbf{E}\left[\left|T_{u} \cap B_{a}(u)\right|\right] \\
& \leq \frac{\left|C_{a}^{\star}\right|-\left|S_{a}^{\text {dom }}\right|}{n}=\left(1-\frac{\left|S_{a}^{\text {dom }}\right|}{\left|C_{a}^{\star}\right|}\right) \cdot \frac{\left|C_{a}^{\star}\right|}{n}=\left(1-\gamma_{a}\right) \cdot \frac{\left|C_{a}^{\star}\right|}{n}
\end{aligned}
$$

Using Hoeffding's inequality, with probability at least $1-\exp \left(-\frac{\Lambda^{2}}{2\left|T_{u}\right|}\right)$

$$
\operatorname{NCount}(i, u)<\mathbf{E}[\operatorname{CoUNT}(i, u)]+\frac{\Lambda}{2}<\left(1-\gamma_{a}\right) \cdot \frac{\left|C_{a}^{\star}\right|}{n}+\frac{\Lambda}{2}
$$

Set $\Lambda=\frac{\left|C_{a}^{\star}\right|}{n}\left(2 \gamma_{a}-1\right)$ and $\left|T_{u}\right| \geq \frac{4 \log (n M / \delta)}{\left(2 \gamma_{a}-1\right)^{2}}$. Then, for any pair of entities $i, j \in C_{a}^{\star}$ such that $i \in G_{a}(u)$ and $j \in B_{a}(u)$, we have, with a probability $1-\delta / n M^{2}$ :

$$
\text { NCount }(i, u)>\operatorname{NCount}(j, u) .
$$

Using union bound for every pair of entities in $[M]$ and $u \in V$, with probability at least $1-\delta$, we have the final claim.

From the previous Lemma 4.6.10, we know that NCount values are always larger for the dominant MAG partition, and therefore merging the neighborhoods of all the nodes gives us the dominant MAG. As dominant MAG is within a distance of at most $\beta \cdot n$ from every MAG in the cluster, the dominant MAG returned is a sufficiently good approximation of the true MAG. We formalize this using the following statement.

Theorem 4.6.11 (Theorem 4.3.3 restated). Suppose $\mathcal{M}_{1}, \mathcal{M}_{2}, \cdots \mathcal{M}_{M}$ satisfy $(\alpha, \beta)$ clustering property. If $\gamma_{a}>1 / 2$ and $C_{a}^{\star}=\Omega\left(\frac{n \log (n / M \delta)}{\left(2 \gamma_{a}-1\right)^{2}}\right)$ for all $a \in[k]$, then, Algorithm $(\alpha, \beta)$-RECOVERY recovers graphs $\widehat{\mathcal{M}}_{1}, \cdots \widehat{\mathcal{M}}_{M}$ such that for every entity $i \in[M]$, we have $d\left(\mathcal{M}_{i}, \widehat{\mathcal{M}}_{i}\right) \leq \beta n$ with probability $1-\delta$. Moreover, every entity uses at most $(\Delta+1)+\frac{4(\Delta+1) \log (M / \delta)}{(\alpha-\beta)^{2}}$ many atomic interventions.

Proof. From Lemma 4.6.10, we have that $\operatorname{NCount}(i, u)>\operatorname{NCount}(j, u)$, which implies $u_{\text {max }} \in G_{a}(u)$. Using Algorithm 14, every entity $i$ in the cluster $C_{a}^{\star}$ is assigned the graph $\widehat{\mathcal{M}}_{i}=\mathcal{M}_{a}^{\text {dom }}$. From the definition of $(\alpha, \beta)$-clustering property, we have that all entities $i \in C_{a}^{\star}$ are such that $d\left(\mathcal{M}_{i}, \widehat{\mathcal{M}}_{i}\right)=d\left(\mathcal{M}_{i}, \mathcal{M}_{a}^{\text {dom }}\right) \leq \beta n$.

Using Algorithm 14 we assign every entity to a single node $u \in V$, and perform at most $\Delta+1$ interventions to identify all the neighbors of $u$ for every entity in $T_{u}$. Therefore, we perform at most $\Delta+1$ interventions per entity. For obtaining clusters, from Lemma 4.3.2, we know that every entity performs at most $\frac{4(\Delta+1) \log (M / \delta)}{(\alpha-\beta)^{2}}$ interventions. Hence, the theorem.

### 4.6.4 Discovery under $\alpha$-Clustering Property

In this section, we present missing details from section 4.4. First, in section 4.6.4.1, we present a meta algorithm that takes as input clusters of entities and returns the causal MAGs for all the entities. Next, in sections 4.6.4.2-4.6.4.4, we present various algorithms for learning causal MAGs, under $\alpha$-clustering property.

### 4.6.4.1 From $\alpha$-Clustering to Learning Causal Graphs

Suppose that the underlying MAGs $\mathcal{M}_{1}, \mathcal{M}_{2}, \cdots, \mathcal{M}_{M}$ satisfy the $\alpha$-clustering property, our algorithms are based on first accurately recovering these clusters. The idea of going from clusters to MAGs is simple and is based on distributing the interventions across the entities in the cluster. We now discuss a meta-algorithm that returns the associated causal MAG of every entity given the true clustering. Our metaalgorithm takes as input the true clusters $C_{1}^{\star}, C_{2}^{\star}, \cdots, C_{k}^{\star}$ and recovers the MAGs associated with each of them. In any cluster $C_{b}^{\star}$ such that $\left|C_{b}^{\star}\right|<n$, our metaalgorithm uses an additional $\left\lceil n /\left|C_{b}^{\star}\right|\right\rceil$ many interventions for each entity in $C_{b}^{\star}$. For clusters satisfying $\left|C_{b}^{\star}\right| \geq n$, it uses an extra intervention per entity.

Meta-Algorithm Consider a true cluster $C_{b}^{\star}(b \in[k])$. Construct a mapping $\phi$ that partitions the $n$ nodes in $V$ among all the entities in $C_{b}^{\star}$, such that no entity is assigned to more than $\left\lceil n /\left|C_{b}^{\star}\right|\right\rceil$ many nodes. By definition, all entities in $C_{b}^{\star}$ have the same PAG. Let $\mathcal{U}$ be the common PAG. Construct a MAG $\mathcal{M}$ from $\mathcal{U}$ as follows. Consider an edge $(u, v)$ in $\mathcal{U}$. Let $u=\phi(i)$ and $v=\phi(j)$ where the entities $i, j \in C_{b}^{\star}$ are such that we intervene on node $u$ in entity $i$ and node $v$ in entity $j$ ( $i$ could be equal to $j$ ). Now, if $v \in \operatorname{ch}_{i}(u)$, we add $u \rightarrow v$ into the graph $\mathcal{M}$, else if $u \in \operatorname{ch}_{j}(v)$, we add $u \leftarrow v$, and $u \leftrightarrow v$ otherwise. We assign graph $\mathcal{M}$ for every entity in $C_{b}^{\star}$. Repeating this procedure for every $C_{b}^{\star}$ generates the $M$ MAGs, one for each entity.

Lemma 4.6.12. Suppose there is an Algorithm $\mathcal{A}$ that recovers the true clusters $C_{1}^{\star}, C_{2}^{\star}, \cdots, C_{k}^{\star}$ of the underlying MAGs $\mathcal{M}_{1}, \mathcal{M}_{2}, \cdots, \mathcal{M}_{M}$ satisfying $\alpha$-clustering property such that every entity $i \in[M]$ uses at most $f(M)$ interventions. Then, there is an algorithm that can learn all the MAGs $\mathcal{M}_{1}, \mathcal{M}_{2}, \cdots, \mathcal{M}_{M}$ such that every entity $i \in[M]$ uses at most $f(M)+\lceil n / \Upsilon\rceil$ many interventions, where $\Upsilon=\min _{b \in[k]} C_{b}^{\star}$.

Proof. Consider a cluster $C_{b}^{\star}$ for $b \in[k]$. As the mapping $\phi$ assigns every entity at most $\left\lceil n /\left|C_{b}^{\star}\right|\right\rceil$ many nodes to intervene on, we have that every entity in $C_{b}^{\star}$ uses at
most $\left\lceil n /\left|C_{b}^{\star}\right|\right\rceil$ additional interventions. Therefore, over all true clusters, every entity uses at most $f(M)+\lceil n / \Upsilon\rceil$ many interventions.

Consider any cluster $C_{b}^{\star}$. The mapping $\phi$ in the Meta-Algorithm is well-defined and satisfies the claim that for every node $u \in V$, there exists an entity in $C_{b}^{\star}$ for which we construct an interventional distribution $\operatorname{do}(u)$. Therefore, for cluster $C_{b}^{\star}$, we have $n$ interventional distributions one for every node in $V$, and we use Algorithm Recoverg to learn the MAG for this cluster (i.e., MAG for all the entities in $C_{b}^{\star}$ ). Repeating this for every cluster $C_{1}^{\star}, C_{2}^{\star}, \cdots, C_{k}^{\star}$, we obtain all the MAGs $\mathcal{M}_{1}, \mathcal{M}_{2}, \cdots, \mathcal{M}_{M}$.

If the clusters are of size at least $n$, i.e., $\min _{b \in[k]}\left|C_{b}^{\star}\right| \geq n$, then, we have the following corollary from Lemma 4.6.12.

Corollary 4.6.13. Suppose there is an Algorithm $\mathcal{A}$ that recovers the true clusters $C_{1}^{\star}, C_{2}^{\star}, \cdots, C_{k}^{\star}$ of the underlying MAGs $\mathcal{M}_{1}, \mathcal{M}_{2}, \cdots, \mathcal{M}_{M}$ satisfying the $\alpha$-clustering property such that every entity $i \in[M]$ uses at most $f(M)$ interventions. Suppose $\min _{b \in[k]}\left|C_{b}^{\star}\right| \geq n$. Then, there is an algorithm that can learn all the MAGs $\mathcal{M}_{1}, \mathcal{M}_{2}, \cdots, \mathcal{M}_{M}$ such that every entity $i \in[M]$ uses at most $f(M)+1$ many interventions.

### 4.6.4.2 Causal Discovery without Latents

In this section, we present a randomized algorithm that recovers (with high probability) all the $M$ MAGs $\mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$ when the underlying data generating process for each of these entities do not have any latents (i.e., causal DAGs $\mathcal{D}_{1}, \ldots, \mathcal{D}_{M}$ satisfy causal sufficiency). This translates into the fact that the MAGs $\mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$ do not have bidirected edges.

We first make the observation that to identify that two graphs, say $\mathcal{M}_{i}$ and $\mathcal{M}_{j}$ belong to different clusters, it suffices to find a node $u$ from the node-difference set $\operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)$ and checking their outgoing neighbors using Algorithm Identify-

OutNbr. We argue that, with probability at least $1-\delta$, we can identify one such node $u \in \operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)$ by sampling $2 \log (M / \delta) / \alpha$ nodes uniformly from $V$ as $\left|\operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)\right|=d\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right) \geq \alpha n$.

In Algorithm NoLatents, we obtain a sample of nodes $S$ and construct interventional distribution for every entity in $[M]$, and for every node in $S$. After finding the outgoing neighbors for every entity $i$ and node in $S$, we construct a graph $\mathcal{P}$ on entities (i.e., the node set of $\mathcal{P}$ is $[M]$ ). We include an edge between two entities if they share the same outgoing neighbors for every $u \in S$. This ensures that every entity is connected only to the entities belonging to the same true cluster, and we return the connected components in $\mathcal{P}$ as our clusters.

```
Algorithm 15 NoLatents
    Input: \(\alpha>0\), confidence parameter \(\delta>0\), PAGs \(\mathcal{U}_{1}, \ldots, \mathcal{U}_{M}\) of \(M\) entities.
    Output: Partition of \([M]\) into clusters
    Let \(S\) denote a uniform sample of \(\frac{2 \log M / \delta}{\alpha}\) nodes from \(V\) selected with replacement.
    for every entity \(i \in[M]\) and \(u \in S\) do
        \(\mathrm{ch}_{i}(u) \leftarrow \operatorname{IDENTIFY-OUTNBR}(i, u)\)
    end for
    Let \(\mathcal{P}\) denote an empty graph on set of entities \([M]\)
    for every pair of entities \(i, j\) do
        if \(\operatorname{ch}_{i}(u)=\operatorname{ch}_{j}(u)\) and \(\Gamma_{i}(u)=\Gamma_{j}(u)\) for every \(u \in S\) then
            Add an edge between entities \(i\) and \(j\) in \(\mathcal{P}\)
        end if
    end for
    Return connected components in \(\mathcal{P}\)
```

Claim 4.6.14. Let $S$ denote a set of $2 \log (M / \delta) / \alpha$ nodes sampled with replacement uniformly from $V$. Then, for every pair of entities $i, j$ that belong to different true clusters, we have with probability at least $1-\delta, u \in \operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)$ for some $u \in S$.

Proof. Let $S$ denote a set of sampled nodes such that $|S|=2 \log (M / \delta) / \alpha$. Therefore, we have

$$
\begin{aligned}
\operatorname{Pr}_{u \sim V}\left[u \in \operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)\right] & \geq \alpha, \text { and } \\
\operatorname{Pr}_{S \sim V}\left[\forall u \in S: u \notin \operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)\right] & \leq(1-\alpha)^{|S|} \\
& \leq e^{-\alpha|S|} \leq \frac{\delta}{M^{2}}
\end{aligned}
$$

Using union bound for every pair of entities in $[M]$ that belong to two different clusters, we have:

$$
\forall i, j \in[M], \operatorname{Pr}_{S \sim V}\left[\forall u \in S, u \notin \operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)\right] \leq \delta
$$

Therefore, for every pair of entities $i, j \in[M]$ belonging to different true clusters, there exists $u \in S$ such that :

$$
\operatorname{Pr}\left[u \in \operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)\right] \geq 1-\delta
$$

Lemma 4.6.15. Assume causal sufficiency. If $M A G s \mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$ satisfy $\alpha$-clustering property with true clusters $C_{1}^{\star}, \ldots, C_{k}^{\star}$, then Algorithm NoLatents exactly recovers the clusters $C_{1}^{\star}, \ldots, C_{k}^{\star}$ with probability at least $1-\delta$. Every entity $i \in[M]$ uses $2 \log (M / \delta) / \alpha$ many atomic interventions.

Proof. Consider two entities $i, j$ and their corresponding MAGs $\mathcal{M}_{i}$ and $\mathcal{M}_{j}$ respectively. We first observe that if the PAGs of these two entities are different then they belong to different clusters. Now consider the case where the PAGs for both these entities are the same, i.e., $\mathcal{U}_{i}=\mathcal{U}_{j}$. Now if $i$ and $j$ belong to different true clusters, then we claim that it suffices to find a node $u$ from the node-difference set $\operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)=\left\{u \mid N_{i}(u) \neq N_{j}(u)\right\}$ to notice this fact. As there are no latents (causal sufficiency), we can identify whether $u \in \operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)$, by checking only the
outgoing neighbors of $u$ for entities $i, j$, i.e., $\operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)=\left\{u \mid \operatorname{ch}_{i}(u) \neq \operatorname{ch}_{j}(u)\right\}$. When we identify such a node $u$, the set of outgoing neighbors of node $u$ are different for entities $i, j$, and therefore must belong to different true clusters (by $\alpha$-clustering property). In order to identify at least one node $u \in \operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)$, we use sampling.

Let $S$ denote the set of sampled nodes (with replacement) from $V$ such that $|S|=$ $2 \log (M / \delta) / \alpha$. In Algorithm NoLatents, we construct interventional distributions for every node $u \in S$, for every entity $i \in[M]$. Using these interventional distributions we obtain the outgoing neighbors of nodes in $S$ using Algorithm Identify-OutNbr.

From Claim 4.6.14, we have that for every pair of entities $i, j$ belonging to different true clusters, there exists $u \in S$ such that:

$$
\operatorname{Pr}\left[\operatorname{ch}_{i}(u) \neq \operatorname{ch}_{j}(u)\right]=\operatorname{Pr}\left[u \in \operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)\right] \geq 1-\delta
$$

This implies that, with probability at least $1-\delta$, for every $i, j$ pair we have the following: in the entity graph $\mathcal{P}$ there would not be an edge between $i, j$ if they belong to different true clusters, and there would be an edge if they belong to the same true cluster. The resulting graph $\mathcal{P}$, will have $k$ connected components and Algorithm NoLatents will return the true clusters correctly.

Hence, with probability at least $1-\delta$, we can recover all the true clusters $C_{1}^{\star}, \ldots, C_{k}^{\star}$ using Algorithm NoLatents.

Theorem 4.6.16. Assume causal sufficiency. If $M A G s \mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$ satisfy $\alpha$ clustering property with true clusters $C_{1}^{\star}, \ldots, C_{k}^{\star}$ then Algorithm NoLatents exactly recovers these clusters with probability at least $1-\delta$. Furthermore, if $\min _{b \in[k]}\left|C_{b}^{\star}\right| \geq n$, then there is an algorithm that exactly learns all these MAGs with probability at least $1-\delta$. Every entity $i \in[M]$ uses $2 \log (M / \delta) / \alpha+1$ many atomic interventions.

Proof. From Lemma 4.6.15, we can recover the clusters correctly with probability at least $1-\delta$. Using the Meta-Algorithm discussed in section 4.6.4.1, we can learn the
graphs of every entity with a single additional intervention (see Corollary 4.6.13). This establishes the result.

### 4.6.4.3 Causal Discovery with Latents: Bounded Degree MAGs

Throughout this section, we let :

$$
\Delta=\max _{i \in[M], u \in V}\left|\Gamma_{i}(u)\right| .
$$

We now discuss an algorithm that recovers clusters $C_{1}^{\star}, C_{2}^{\star} \cdots, C_{k}^{\star}$ using ideas developed in section 4.6.4.2 but now with latents in the system. In the presence of latents, the collection of MAGs $\mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$ are mixed graphs that also contain bidirected edges, which introduces issues, as bidirected edges cannot be detected easily. For example, two entities $i$ and $j$ might be such that $u \leftrightarrow v$ could be present in $\mathcal{M}_{i}$ and $u \leftarrow v$ could be present in $\mathcal{M}_{j}$, in which case intervening on just $u$ alone will not suffice to distinguish $i$ from $j$, we need interventions on both $u$ and $v$. This is the idea behind Algorithm $\alpha$-BoundedDegree, which identifies all the outgoing and bidirected edges incident on the set of sampled nodes (say $S$ ), for every entity in $[M]$. Since from this we can compute all neighboring relations of $u\left(N_{i}(u)\right)$, Algorithm $\alpha$ BoundedDegree then checks whether these neighborhoods are the same or not for every node $u \in S$. We can now leverage the $\alpha$-clustering property to argue that this process succeeds with probability at least $1-\delta$.

As we use Algorithm Identify-Bidirected, to find all bidirected edges incident on a node $u \in S$, we use an additional $O(\Delta)$ atomic interventions (per entity) where $\Delta=\max _{i \in[M], u \in V} \Gamma_{i}(u)$ is the maximum undirected degree in the PAGs $\mathcal{U}_{1}, \ldots, \mathcal{U}_{M}$.

Lemma 4.6.17. If the underlying $M A G s \mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$ satisfy $\alpha$-clustering property with true clusters $C_{1}^{\star}, \ldots, C_{k}^{\star}$, then Algorithm $\alpha$-BoundedDegree exactly recovers the clusters $C_{1}^{\star}, \ldots, C_{k}^{\star}$ with probability at least $1-\delta$. Every entity $i \in[M]$ uses at most $2(\Delta+1) \log (M / \delta) / \alpha$ many atomic interventions.

```
Algorithm \(16 \alpha\)-BoUndedDEGREE
    Input: \(\alpha>0\), confidence parameter \(\delta>0\), PAGs \(\mathcal{U}_{1}, \ldots, \mathcal{U}_{M}\) of \(M\) entities
    Output: Partition of \([M]\) into clusters
    Let \(S\) denote a uniform sample of \(\frac{2 \log M / \delta}{\alpha}\) nodes from \(V\) selected with replacement.
    for every entity \(i \in[M]\) and \(u \in S\) do
        \(\mathrm{ch}_{i}(u) \leftarrow \operatorname{IDENTIFY-OUTNBR}(i, u)\)
        \(\operatorname{sp}_{i}(u) \leftarrow \operatorname{IDENTIFY-BidiRECTED}(i, u)\)
        \(\operatorname{pa}_{i}(u) \leftarrow \Gamma_{i}(u) \backslash\left(\operatorname{ch}_{i}(u) \cup \operatorname{sp}_{i}(u)\right)\)
        Construct \(N_{i}(u)\) (defined in (4.2))
    end for
    Let \(\mathcal{P}\) denote an empty graph on set of entities \([M]\)
    for every pair of entities \(i, j\) do
        if \(N_{i}(u)=N_{j}(u)\) for every \(u \in S\) then
            Include an edge between \(i\) and \(j\) in \(\mathcal{P}\)
        end if
    end for
    Return connected components in \(\mathcal{P}\)
```

Proof. We follow a proof idea similar to Lemma 4.6.15. Again if two entities $i, j$ have different PAGs then they belong to different true clusters.

Consider two entities $i, j$ belonging to different true clusters but having the same PAG. Again it suffices to find a node $u$ from the node-difference set $\operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)=$ $\left\{u \mid N_{i}(u) \neq N_{j}(u)\right\}$ to conclude that they belong to different clusters.

As there are latents (causal sufficiency), we cannot identify whether $u \in \operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)$, by checking only the outgoing neighbors of $u$ for entities $i, j$, and have to check the set of bidirected edges incident on $u$ as well. We can identify all the bidirected edges incident on $u$ for both $i, j$ using Algorithm Identify-Bidirected. Identifying such a node $u$, whose set of neighbors of node $u$ are different for entities $i, j$, provides a certificate that $i, j$ belong to different true clusters ( $\alpha$-clustering property). In order to identify at least one node $u \in \operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)$, we use sampling.

Let $S$ denote the set of sampled nodes (with replacement) from $V$ such that $|S|=2 \log (M / \delta) / \alpha$. In Algorithm $\alpha$-BoundedDegree, we construct interventional distributions for every node $u \in S$ and all the neighbors in the PAG given by $\Gamma_{i}(u)$, for every entity $i \in[M]$. From these interventional distributions, we can compute
$N_{i}(u)$ and $N_{j}(u)$ for all the nodes $u \in S$ (using Algorithms Identify-OUTNbR and Identify-Bidirected).

From Claim 4.6.14, we have that for every pair of entities $i, j$ belonging to different true clusters, there exists $u \in S$ such that:

$$
\operatorname{Pr}\left[N_{i}(u) \neq N_{j}(u)\right]=\operatorname{Pr}\left[u \in \operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)\right] \geq 1-\delta .
$$

Hence, with probability at least $1-\delta$, we can recover all the true clusters using Algorithm $\alpha$-BoundedDegree.

For an entity $i$, the total number of interventional distributions constructed is

$$
\sum_{u \in S}\left(1+\left|\Gamma_{i}(u)\right|\right) \leq|S|(\Delta+1)=2(\Delta+1) \log (M / \delta) / \alpha \text { as } \max _{i \in[M], w \in V}\left|\Gamma_{i}(w)\right| \leq \Delta
$$

Theorem 4.6.18. If the underlying MAGs $\mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$ satisfy $\alpha$-clustering property with true clusters $C_{1}^{\star}, \ldots, C_{k}^{\star}$, then Algorithm $\alpha$-BoundedDegree exactly recovers these clusters with probability at least $1-\delta$. Furthermore, if $\min _{b \in[k]}\left|C_{b}^{\star}\right| \geq n$, then there is an algorithm that exactly learns all these MAGs with probability at least $1-\delta$. Every entity $i \in[M]$ uses at most $2(\Delta+1) \log (M / \delta) / \alpha+1$ many atomic interventions.

Proof. From Lemma 4.6.17, we can recover the clusters correctly with probability at least $1-\delta$. Using the Meta-Algorithm discussed in section 4.6.4.1, and from Corollary 4.6.13, we can obtain an algorithm to learn the graphs of every entity with an additional intervention per entity. This completes the proof.

### 4.6.4.4 Improved Algorithm for Recovering the Clusters

In this section, we present the missing details about Algorithm $\alpha$-GENERAL, from section 4.4 .

In Algorithm $\alpha$-GENERAL, first, we obtain all the outgoing neighbors of the sampled set of nodes $S$. Then, we construct a graph on set of entities, $[M]$ such that an edge between a pair of entities $i, j$ is included if they share same PAGs, i.e., $\mathcal{U}_{i}=\mathcal{U}_{j}$ and same outgoing neighbors for every node in $S$. However, it is possible that the graph $\mathcal{P}$ can contain more than one true cluster. In the next lemma, we show that we can detect this, and remove all the edges between entities belonging to two different clusters using 2 interventions.

Lemma 4.6.19. Suppose a component $T_{a}$ in $\mathcal{P}_{\text {itr }}$ for some $\mathrm{itr} \geq 1$ contains all the entities from two true clusters $C_{b}^{\star}, C_{c}^{\star}$. If $\min _{r \in[k]}\left|C_{r}^{\star}\right| \geq \Omega(n \log M / \delta)$, then, we can identify, with a probability $1-\delta / 2 k^{2}$, all the pairs of entities $i^{\prime}, j^{\prime} \in T_{a}$ such that $i^{\prime} \in C_{b}^{\star}$ and $j^{\prime} \in C_{c}^{\star}$ (or vice-versa) using at most 2 interventions for every entity in $T_{a}$.

Proof. We claim that if a component $T_{a}$ containing $C_{b}^{\star}$ and $C_{c}^{\star}$ exists, then, we can identify a pair of entities $i, j$ that are joined by an edge in $\mathcal{P}_{\text {itr }}$ such that $i \in C_{b}^{\star}$ and $j \in C_{c}^{\star}$ or vice-versa.

It suffices to find a node $u$ from the node-difference set $\operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)=\{u \mid$ $\left.N_{i}(u) \neq N_{j}(u)\right\}$ to conclude that they belong to different clusters. From Claim 4.6.14, we know that when $|S|=2 \log (2 M / \delta) / \alpha$, we can identify such a $u \in \operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)$ with a probability $1-\delta / 2$. We make the observation that a pair of entities $i, j$ that have an edge in this $\mathcal{P}_{\text {itr }}$ and from different true clusters, can differ only if there is a node $u \in \operatorname{diff}\left(\mathcal{M}_{i}, \mathcal{M}_{j}\right)$ such that $u$ has a bidirected edge $u \leftrightarrow v$ in $\mathcal{M}_{i}$, and a directed edge $u \leftarrow v$ in $\mathcal{M}_{j}$ (or vice-versa). Intervening on both $u$ and $v$ will separate these entities, our main idea is to ensure that this happens.

Consider a mapping $\pi:[M] \rightarrow V$ where $\pi(i)$ is assigned a node from $V$ selected uniformly at random. Using this mapping, we ensure that there are two entities $i \in T_{a} \cap C_{b}^{\star}, j \in T_{a} \cap C_{c}^{\star}$ joined by an edge, such that $\pi(i)=\pi(j)=v$ and $u \leftrightarrow v$ in $\mathcal{M}_{i}, u \leftarrow v$ in $\mathcal{M}_{j}$ (or vice-versa) for some $u \in S$. We have:

$$
\begin{aligned}
& \operatorname{Pr}\left[\text { for any } i \in T_{a}, \pi(i) \neq v\right]=1-\frac{1}{n}, \text { and } \\
& \operatorname{Pr}\left[\forall i \in C_{b}^{\star}: \pi(i) \neq v\right]=\left(1-\frac{1}{n}\right)^{\left|C_{b}^{\star}\right|}
\end{aligned}
$$

Similarly, we have

$$
\operatorname{Pr}\left[\forall j \in C_{c}^{\star}: \pi(j) \neq v\right]=\left(1-\frac{1}{n}\right)^{\left|C_{c}^{\star}\right|}
$$

$$
\begin{aligned}
\operatorname{Pr}\left[\forall i \in C_{b}^{\star}, j \in C_{c}^{\star} \text { such that } \pi(i) \neq v, \pi(j) \neq v\right] & =\left(1-\frac{1}{n}\right)^{\left|C_{b}^{\star}\right|+\left|C_{c}^{\star}\right|} \\
& \leq \frac{\delta}{2 M^{2}} \leq \frac{\delta}{2 k^{2}} \\
\Rightarrow \operatorname{Pr}\left[\exists i \in C_{b}^{\star}, \exists j \in C_{c}^{\star}: \pi(i)=\pi(j)=v\right] & \geq 1-\frac{\delta}{2 k^{2}} .
\end{aligned}
$$

As we intervene on $\pi(i)$ for every entity $i \in T_{a}$, we know that there exists $i \in C_{b}^{\star}, j \in$ $C_{c}^{\star}$, both in $T_{a}$ and that are assigned $v$ by $\pi$. Therefore, we can separate $i, j$ and remove the edge from $\mathcal{P}_{\text {itr }}$. Now, we create an intervention on $\pi(i)=\pi(j)=v$ for every entity in $T_{a}$ and separate all the entity pairs $\left(i^{\prime}, j^{\prime}\right)$ joined by an edge in $\mathcal{P}_{\text {itr }}$ that satisfy: $u \leftarrow v$ in $\mathcal{M}_{i^{\prime}}$ and $u \leftrightarrow v$ in $\mathcal{M}_{j^{\prime}}$ (or vice-versa). As we use at most two interventions for every entity in $T_{a}$, the lemma follows.

Lemma 4.6.20. If the underlying MAGs satisfy $\alpha$-clustering property with true clusters $C_{1}^{\star}, \ldots, C_{k}^{\star}$ such that $\min _{b \in[k]} C_{b}^{\star}=\Omega(n \log (M / \delta))$ entities, the Algorithm $\alpha$ GENERAL exactly recovers the clusters $C_{1}^{\star}, \ldots, C_{k}^{\star}$ with probability at least $1-\delta$. Every entity $i \in[M]$ uses at most $O\left(\log (M / \delta) / \alpha+k^{2}\right)$ many atomic interventions.

Proof. From Claim 4.6.14, with probability at least $1-\delta / 2$, we have that the set of sampled nodes $S$ (where $|S|=2 \log (2 M / \delta) / \alpha$ ) satisfy that for every pair of entities from different clusters there is a node $u \in S$ that can be used to identify that they

```
Algorithm \(17 \alpha\)-GENERAL
    Input: \(\alpha>0\), confidence parameter \(\delta>0\), PAGs \(\mathcal{U}_{1}, \ldots, \mathcal{U}_{M}\) of \(M\) entities
    \(\left.\mathcal{U}_{1}, \ldots, \mathcal{U}_{M}\right)\)
    Output: Partition of \([M]\) into clusters
    Let \(S\) denote a uniform sample of \(\frac{2 \log (2 M / \delta)}{\alpha}\) nodes from \(V\) selected with replacement.
    for every entity \(i \in[M]\) and \(u \in S\) do
        \(\mathrm{ch}_{i}(u) \leftarrow \operatorname{IDENTIFY}-\operatorname{OUTNBR}(i, u)\)
    end for
    Let \(\mathcal{P}\) denote an empty graph on the set of entities \([M]\).
    for every pair of entities \(i, j\) do
        if \(\operatorname{ch}_{i}(u)=\operatorname{ch}_{j}(u)\) and \(\Gamma_{i}(u)=\Gamma_{j}(u) \quad \forall u \in S\) then
                Include an edge between \(i\) and \(j\) in \(\mathcal{P}\)
        end if
    end for
    \(\operatorname{itr} \leftarrow 1, \mathcal{P}_{0} \leftarrow \mathcal{P}\)
    while True do
        \(\mathcal{P}_{\text {itr }} \leftarrow \mathcal{P}_{\text {itr-1 }}\)
        Let \(T_{1}, T_{2}, \cdots\) denote the components in \(\mathcal{P}_{\text {itr }}\).
        For all \(i \in[M]\), obtain interventional distribution on \(\pi(i)\) picked u.a.r from \(V\).
        if \(\exists\) edge \((i, j) \in \mathcal{P}_{\text {itr }}\) in component \(T_{a}\) such that \(\pi(i)=\pi(j)\) then
            Let \(v=\pi(i)=\pi(j)\)
            if \(v \in \operatorname{sp}_{i}(u), v \notin \operatorname{sp}_{j}(u)\) (or vice-versa) for some \(u \in S\) then
                    Intervene on \(v\) for every entity in \(T_{a}\).
                    Remove edge \(\left(i^{\prime}, j^{\prime}\right)\) from \(\mathcal{P}_{\text {itr }}\) if \(v \in \operatorname{sp}_{i^{\prime}}(u), v \notin \mathrm{sp}_{j^{\prime}}(u)\) (or vice-versa)
    for every \(i^{\prime}, j^{\prime} \in T_{a}\)
            end if
        end if
        if the set of edges in \(\mathcal{P}_{\text {itr }}\) are same as the set of edges in \(\mathcal{P}_{\text {itr }-1}\) then
            Return connected components in \(\mathcal{P}_{\text {itr }}\)
        end if
        itr \(\leftarrow\) itr +1
    end while
belong to different clusters. Using Lemma 4.6.19, we have that, in every iteration itr, we remove all the edges in \(\mathcal{P}_{\text {itr }}\) between entities that are part of the same component but from different true clusters. After \(k^{2}\) iterations, we would have separated all the pairs of entities between all the true clusters. In Algorithm \(\alpha\)-GENERAL, we return the connected components in \(\mathcal{P}_{\text {itr }}\) when there is no change in the set of edges between entities between \(\mathcal{P}_{\text {itr-1 }}\) and \(\mathcal{P}_{\text {itr }}\).
```

From Lemma 4.6.19, we have that, every entity performs at most $|S|+2 k^{2}$ interventions. As there are at most $k^{2}$ iterations, and from Lemma 4.6.19, each iteration fails with probability at most $\delta / 2 k^{2}$, using union bound, we have that at least one of the iterations fails with probability at most $\delta / 2$.

Finally, using union bound for failure probability of calculating $S$ correctly, and failing in at least one of the iterations, we have, with probability at least $1-\delta$, Algorithm $\alpha$-GENERAL recovers the true clusters.

From Lemma 4.6.20, we know that we can recover the clusters correctly with probability at least $1-\delta$. Using the Meta-Algorithm discussed in Appendix 4.6.4.1, and from Corollary 4.6.13, we can obtain an algorithm to learn the graphs of every entity with an additional intervention per entity. Combining it with guarantees obtained by Algorithm $\alpha$-BoundedDegree in Theorem 4.6.18, gives us the following result.

Theorem 4.6.21 (Theorem 4.4.1 restated). If $M A G s \mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$ satisfy $\alpha$-clustering property with true clusters $C_{1}^{\star}, \ldots, C_{k}^{\star}$ such that $\min _{b \in[k]}\left|C_{b}^{\star}\right|=\Omega(n \log (M / \delta))$. Then, there is an algorithm that exactly learns all these MAGs with probability at least $1-\delta$. Every entity $i \in[M]$ uses $\min \left\{O(\Delta \log (M / \delta) / \alpha), O\left(\log (M / \delta) / \alpha+k^{2}\right)\right\}$ many atomic interventions.

### 4.6.5 Lower Bound on the Number of Interventions

In this section, we present a lower bound for the number of interventions required by every entity to recover true clusters. First, we state Yao's minimax theorem, which will be used to prove the lower bound.

Theorem 4.6.22 (Yao's minimax theorem [131]). Let $\mathcal{X}$ be a set of inputs to a problem and $\mathcal{A}$ the set of all possible deterministic algorithms that solve the problem. For any algorithm $A \in \mathcal{A}$ and $x \in \mathcal{X}$, let $\operatorname{cost}(A, x)$ denote real-valued measure of cost of an algorithm $A$ on input $x$. Let $\nu, \mu$ be distributions over $\mathcal{A}$ and $\mathcal{X}$ respectively. Then,

$$
\max _{x \in \mathcal{X}} \underset{A \sim \nu \mathcal{A}}{\mathbf{E}}[\operatorname{cost}(A, x)] \geq \min _{a \in \mathcal{A}} \underset{X \sim \mu \mathcal{X}}{\mathbf{E}}[\operatorname{cost}(a, X)]
$$

Informally, the theorem states that to prove lower bounds on the cost of any randomized algorithm, we have to find some distribution $\mu$ on inputs, such that every deterministic algorithm $A \in \mathcal{A}$ has high cost.

Outline of the Lower Bound Our distribution $\mu$ places a probability of $1 / 2$ for pairs of MAGs that have distance zero and a probability of $1 / 2$ equally distributed among all pairs of MAGs with distance equal to $\alpha n$. This ensures that both the events considered are equally likely, and we show that to distinguish them, with success probability at least $2 / 3$ (over the distribution $\mu$ ), every deterministic algorithm must make $\Omega(1 / \alpha)$ interventions for both the MAGs. Then, we use Yao's theorem to translate this into a worst case lower bound for any randomized algorithm. In particular, this means that any algorithm that is based on recovering the clusters to construct the MAGs will require $\Omega(1 / \alpha)$ interventions for every entity in $[M]$.

Construction of the Hard Instances For the lower bound, consider the case when $M=2$, and assuming causal sufficiency, where we wish to identify the clusters of two MAGs $\mathcal{M}_{1}, \mathcal{M}_{2}$. We observe that a lower bound on the number of interventions required for every entity in the case of identifying two clusters will also extend for the general case of identifying $k$ clusters with latents.

Consider two MAGs $\mathcal{M}_{1}, \mathcal{M}_{2}$ on a node set $V$, with the promise that either $d\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)=0$ or $d\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)=\alpha n$, and the goal is to identify which case holds. Note that in the first case the two entities are in the same cluster $(k=1)$, and in the second case they are in different clusters $(k=2)$.

Let $V=\left\{v_{1}, \ldots, v_{n}\right\}$ be the set of observable nodes of these MAGs. Consider the node difference set of the MAGs $\mathcal{M}_{1}, \mathcal{M}_{2}$ given by $\operatorname{diff}\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ and let $e \in\{0,1\}^{n}$
denote its characteristic vector where $l$ th coordinate of $e$ is $1 \mathrm{iff} v_{l} \in \operatorname{diff}\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$. We can observe that, under the above promise, $e$ is either $0^{n}$ or has exactly $\alpha n$ ones. Therefore, we have reduced our problem to that of finding whether the vector $e$ contains all zeros or not. Using this reduction, we focus on establishing a lower bound for this modified problem.

We want to check if a given $n$-dimensional binary vector is a zero vector, i.e., $0^{n}$ or not, with a promise that if it is not a zero vector, then, it contains $\alpha n$ coordinates with 1 in them. Using Lemma 4.6.23, we show that $\Omega\left(\frac{1}{\alpha}\right)$ queries to co-ordinates of $x$ are required, for any randomized or deterministic algorithm to distinguish between these two cases.

Lemma 4.6.23. Suppose we are given a vector $x \in\{0,1\}^{n}$ with the promise that either $x=0^{n}$ or $x$ contains $\alpha n$ ones. In order to distinguish these two cases with probability more than $2 / 3$, every randomized or deterministic algorithm must make at least $\Omega(1 / \alpha)$ queries to the coordinates of the vector $x$.

Proof. It is easy to see that every deterministic algorithm for this problem requires $(1-\alpha) n+1$ queries. For obtaining a lower bound on the number of queries of any randomized algorithm, we use Yao's minimax theorem [131]. To do so, we construct an input distribution $\mu$ on $\{0,1\}^{n}$ and show that every deterministic algorithm on the worst case requires at least $q$ queries while succeeding with a probability $2 / 3$. From Yao's minimax theorem (Thm 4.6.22), this implies that every randomized algorithm requires at least $q$ queries to output the correct answer with probability of success $2 / 3$. We construct $\mu$ by using a probability of $1 / 2$ for $0^{n}$ vector and a probability of $1 / 2$ equally distributed among all vectors in $\{0,1\}^{n}$ containing exactly $\alpha n$ ones.

Suppose a deterministic algorithm (denoted by ALG) is used to identify whether $x=0^{n}$ or not. Let $\mathcal{E}(x)$ denote the event that the ALG answers correctly on $x \in$ $\{0,1\}^{n}, Q(x)$ denote the set of queries used by ALG such that $|Q(x)|=q$ and $L(x)$ denote the coordinates of $x$ that are non-zero.

Consider the event $\mathcal{E}(x)$ when ALG answers correctly. We can write it as:

$$
\begin{aligned}
& \operatorname{Pr}[\mathcal{E}(x)] \\
& =\operatorname{Pr}[\mathcal{E}(x) \mid Q(x) \cap L(x) \neq \phi] \operatorname{Pr}[Q(x) \cap L(x) \neq \phi]+\operatorname{Pr}[\mathcal{E}(x) \mid Q(x) \cap L(x)=\phi] \operatorname{Pr}[Q(x) \cap L(x)=
\end{aligned}
$$

We calculate the probability that the coordinates queried are not part of the non-zero coordinates of $x$, given by $Q(x) \cap L(x)=\phi$ :

$$
\begin{aligned}
& \operatorname{Pr}_{x \sim \mu}[Q(x) \cap L(x)=\phi] \\
& =\operatorname{Pr}\left[Q(x) \cap L(x)=\phi \mid x=0^{n}\right] \operatorname{Pr}\left[x=0^{n}\right]+\operatorname{Pr}\left[Q(x) \cap L(x)=\phi \mid x \neq 0^{n}\right] \operatorname{Pr}\left[x \neq 0^{n}\right] \\
& =\frac{1}{2}\left(\operatorname{Pr}\left[Q(x) \cap L(x)=\phi \mid x=0^{n}\right]+\operatorname{Pr}\left[Q(x) \cap L(x)=\phi \mid x \neq 0^{n}\right]\right) \\
& =\frac{1}{2}\left(1+\frac{\binom{n-q}{\alpha n}}{\binom{n}{\alpha n}}\right)=\frac{1+\tau}{2} \quad, \text { where } \tau=\frac{\binom{n-q}{\alpha n}}{\binom{n}{\alpha n}} .
\end{aligned}
$$

Now, we calculate the probability that ALG answers correctly when the queries $Q(x)$ all return zero. We upper bound this probability by considering the case when ALG answers 'yes', and the case when ALG answers 'no' separately. It is easy to observe that $\mathcal{E}(x)$ is correct when $\mathrm{ALG}=$ 'yes' iff $x=0^{n}$. Therefore, we have:

$$
\begin{aligned}
& \operatorname{Pr}[\mathcal{E}(x) \mid Q(x) \cap L(x)=\phi] \\
& \leq \max \{\frac{\overbrace{\operatorname{Pr}[\mathcal{E}(x), Q(x) \cap L(x)=\phi]}^{\operatorname{Pr}[Q(x) \cap L(x)=\phi]},}{\overbrace{\operatorname{Pr}[\mathcal{E}(x), Q(x) \cap L(x)=\phi]}^{\operatorname{AL}[Q(x) \cap L(x)=\phi]}}\} \\
& \leq \max \left\{\frac{1 / 2}{(1+\tau) / 2}, \frac{\tau / 2}{(1+\tau) / 2}\right\} \leq \frac{1}{1+\tau} .
\end{aligned}
$$

$$
\begin{aligned}
\operatorname{Pr}_{x \sim \mu}[\mathcal{E}(x)]= & \operatorname{Pr}[\mathcal{E}(x) \mid Q(x) \cap L(x) \neq \phi] \operatorname{Pr}[Q(x) \cap L(x) \neq \phi]+ \\
& \operatorname{Pr}[\mathcal{E}(x) \mid Q(x) \cap L(x)=\phi] \operatorname{Pr}[Q(x) \cap L(x)=\phi] \\
\leq & \operatorname{Pr}[Q(x) \cap L(x) \neq \phi]+\operatorname{Pr}[\mathcal{E}(x) \mid Q(x) \cap L(x)=\phi] \operatorname{Pr}[Q(x) \cap L(x)=\phi] \\
\leq & \left(1-\frac{1+\tau}{2}\right)+\frac{1}{1+\tau} \frac{1+\tau}{2}=1-\frac{\tau}{2} .
\end{aligned}
$$

We know the probability of success for ALG is at least $\frac{2}{3}$. Therefore, we have $\operatorname{Pr}_{x \sim \mu}[\mathcal{E}(x)] \geq \frac{2}{3}$, which implies $\tau \leq \frac{2}{3}$.

Let $H(x)$ denote the binary entropy function. Using the bound from ([93], Page 309)

$$
\sqrt{\frac{a}{8 b(a-b)}} 2^{a H(b / a)} \leq\binom{ a}{b} \leq \sqrt{\frac{a}{2 \pi b(a-b)}} 2^{a H(b / a)}
$$

We have

$$
\begin{aligned}
\tau=\frac{\binom{n-q}{\alpha n}}{\binom{n}{\alpha n}} & \leq \sqrt{\frac{8(n-q)(n-\alpha n)}{2 \pi n(n-q-\alpha n)}} 2^{(n-q) H\left(\frac{\alpha n}{n-q}\right)-n H(\alpha)} \\
& =\sqrt{\frac{4}{\pi}\left(1+\frac{q \alpha}{n-q-\alpha n}\right)} 2^{(n-q)\left(H\left(\frac{\alpha n}{n-q}\right)-H(\alpha)\right)-q H(\alpha)} .
\end{aligned}
$$

We observe that $q \leq(1-\alpha) n+1$ for any algorithm, as we can identify whether $x=0^{n}$ or not trivially by querying more than $(1-\alpha) n+1$ coordinates. Therefore,

$$
\begin{aligned}
\tau & \leq \sqrt{\frac{4}{\pi}(1-q \alpha)} 2^{(n-q)\left(H\left(\frac{\alpha n}{n-q}\right)-H(\alpha)\right)-q H(\alpha)} \\
& \leq \sqrt{\frac{4}{\pi}} 2^{-q \alpha \log e / 2+(n-q)\left(H\left(\frac{\alpha n}{n-q}\right)-H(\alpha)\right)-q H(\alpha)}
\end{aligned}
$$

Using $\frac{\alpha n}{n-q} \geq \alpha$ and mean-value theorem, we have:

$$
\begin{aligned}
(n-q)\left(H\left(\frac{\alpha n}{n-q}\right)-H(\alpha)\right) & \leq q \alpha H^{\prime}\left(\frac{\alpha n}{n-q}\right) \\
& =q \alpha \log \left(\frac{n-q}{\alpha n}-1\right) \\
& \leq q \alpha \log (1-\alpha)-q \alpha \log \alpha .
\end{aligned}
$$

Substituting the above expression and expanding $H(\alpha)$, we have :

$$
\begin{aligned}
\tau & \leq \sqrt{\frac{4}{\pi}} 2^{-q \alpha \log e / 2+q \alpha \log (1-\alpha)-q \alpha \log \alpha+q \alpha \log \alpha+(1-\alpha) q \log (1-\alpha)} \\
& \leq \sqrt{\frac{4}{\pi}} 2^{-q \alpha \log e / 2+q \log (1-\alpha)} \\
& \leq \sqrt{\frac{4}{\pi}} 2^{-q \alpha \log e / 2-q \alpha} \leq \frac{2}{3}
\end{aligned}
$$

Therefore, for ALG to succeed with probability at least $2 / 3$, we have

$$
q \geq \Omega\left(\frac{1}{\alpha}\right)
$$

Using this with Yao's minimax theorem (Thm 4.6.22), we get that with every randomized algorithm needs $\Omega(1 / \alpha)$ queries to succeed on this problem with probability at least $2 / 3$.

For the above problem of identifying whether a vector is zero or not, we can replace each coordinate query by an intervention on the corresponding node for the two entities (due to the equivalency between the two as explained above). Therefore, from Lemma 4.6.23, we have the following corollary about recovering the clusters.

Corollary 4.6.24. Suppose we are given two MAGs $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ corresponding to two entities, with the promise that either $d\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)=0$ or $d\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)=\alpha n$. In order to distinguish these two cases with probability at least 2/3, every (randomized or deterministic) algorithm must make at least $\Omega(1 / \alpha)$ interventions on both the entities.

Theorem 4.6.25 (Theorem 4.4.2 restated). Suppose the underlying MAGs $\mathcal{M}_{1}, \ldots, \mathcal{M}_{M}$ satisfy $\alpha$-clustering property. In order to recover the clusters with probability $2 / 3$, every (randomized or deterministic) algorithm requires $\Omega(1 / \alpha)$ interventions for every entity in $[M]$.

Proof. From Corollary 4.6.24, we have that to identify whether two MAGs belong to the same cluster or not, we have to make at least $\Omega(1 / \alpha)$ interventions for every entity. Therefore, to recover all the clusters, we have to make at least $\Omega(1 / \alpha)$ many interventions for every entity $i \in[M]$.

Remark The lower bound for the number of interventions per entity is for the first step of identifying the underlying clustering. Similar to our upper bounds, our lower bound considers the worst-case, where the MAGs satisfy the $\alpha$-clustering property are all Markov equivalent. This implies that the PAGs obtained using FCI are identical and will not be helpful in identifying the clusters. In practice, the information available in the PAGs could be useful to reduce the number of interventions.

### 4.6.6 Missing details from the Experimental Evaluation

In this section, we provide additional details about the experimental evaluation discussed in section 4.5.

### 4.6.6.1 Learning MAGs under $(\alpha, \beta)$-clustering property

 (Synthetic) Data Generation We use following process for each of the five considered causal network (Asia, Earthquake, Sachs, Survey, and Erdốs-Renyi). We construct causal MAGs for $M$ entities distributed among the clusters $C_{1}^{\star}, C_{2}^{\star}, \cdots C_{k}^{\star}$ equally, i.e., $\left|C_{i}^{\star}\right|=M / k$ for all $i \in[k]$. In our experiments, we set $k=2$ (i.e., two clusters), and start with $k=2$ DAGs that are sufficiently far apart. To do so, we create two copies of the original causal network $\mathcal{D}$, and denote the DAG copies by $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$. For each of the DAGs $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$, we select a certain number of pairs of nodes randomly, and include a latent variable between them, that has a causal edge to both the nodes. In our experiments, we used 2 latents per DAG. This results in two new DAGs $\mathcal{D}_{1}^{\prime}$ and $\mathcal{D}_{2}^{\prime}$. To ensure $\alpha n$ node distance between clusters, we modify $\mathcal{D}_{2}^{\prime}$ using random changes until the two MAGs corresponding to the DAGs $\mathcal{D}_{1}^{\prime}$ and $\mathcal{D}_{2}^{\prime}$are separated by a distance of $\alpha n$. These two MAGs, denoted by $\mathcal{M}_{1}^{\text {dom }}$ and $\mathcal{M}_{2}^{\text {dom }}$ form the dominant MAG for each of the two clusters.

Then, we create $(1-\gamma) M / k=(1-\gamma) M / 2$ copies of the dominant MAG and assign it to distinct entities in each cluster. Consider cluster $C_{1}^{\star}$ with dominant MAG $\mathcal{M}_{1}^{\text {dom }}$, and corresponding DAG $\mathcal{D}_{1}^{\prime}$. Note that each cluster has $M / k=M / 2$ entities. For the remaining entities in $C_{1}^{\star}$, we start with $\mathcal{D}_{1}$ and include 2 latent variables between randomly selected pairs of nodes. Then, we repeat the previous procedure, of performing a series of random insertions or deletions of edges to the DAG until the distance between the corresponding MAG and $\mathcal{M}_{1}^{\text {dom }}$ increases to $\beta n$. We follow the same procedure for cluster $C_{2}^{\star}$ with dominant MAG $\mathcal{M}_{2}^{\text {dom }}$. Note that in this construction different entities could differ both in latents and their observable graphs. This construction ensures the entities satisfy $(\alpha, \beta)$-clustering property. As an example, see Figure 4.7 containing two dominant MAGs of the Causal Network Earthquake.


Figure 4.7: Dominant MAGs of the causal network Earthquake constructed using the described procedure.

Sample Set $S$ Size For Algorithm $(\alpha, \beta)$-BoundedDegree, we use different sample sizes $S$ ranging from 1 to 3 . In Figure 4.8, we plot the mean value of the maximum number of interventions per entity with change in sample set size.

With increase in sample set size, our Algorithm $(\alpha, \beta)$-BoundedDegree requires more interventions (see Lemma 4.6.8) and we observe the same in Figure 4.8. We chose the smallest size $|S|=1$ in our experiments, as increasing the size will increase the number of interventions but did not lead to much improved clustering results. As


Figure 4.8: Sample size vs. maximum number of interventions per entity used by Algorithm $(\alpha, \beta)$ BoundedDegree.


Figure 4.9: Sample size vs. maximum number of interventions per entity used by Algorithm $\alpha$ BoundedDegree.
a sample set of size 1 roughly corresponds to around 3 interventions (across all causal networks), we use that for results presented in Table 4.1.

Construction of Clusters from FCI Output Our first focus is on recovering the true clustering using Algorithm ( $\alpha, \beta$ )-BoundedDEgree. As a baseline, we employ the well-studied FCI algorithm [119]. We know that FCI returns the Partial Ancestral Graph(PAG) corresponding to the causal MAG using only the observational data. After recovering the PAGs corresponding to the MAGs using FCI, we cluster them by constructing a weighted graph (similar to Algorithm ( $\alpha, \beta$ )-BoundedDegree) defined on the set of entities. For every pair of entities $i, j$, we calculate the number of nodes $n_{i j}$ that share the same neighborhood using the PAGs associated with them, and assign the weight of the edge as $n_{i j}$. This weight captures the similarity between two entities, and whether they belong to the same cluster or not. Now, we use minimum- $k$-cut algorithm to partition the set of entities into $k$ components or clusters. In Algorithm $(\alpha, \beta)$-BoundedDEgree, we first construct a sample $S$, and perform various interventions based on the set $S$ for every entity to finally obtain the $k$ clusters.

| Causal <br> Network | FCI |  |  |  | $\alpha$-BoundedDegree (Alg. 16) |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Maximum |  |  |  |  |  |  |  |
| \# | Precision | Recall | Accuracy | Precision | Recall | Accuracy | \#nterventions |
| Earthquake | $0.79 \pm 0.25$ | $0.98 \pm 0.02$ | $0.79 \pm 0.25$ | $1 \pm 0.00$ | $1.0 \pm 0.0$ | $1.00 \pm 0.00$ | 3 |
| Survey | $0.79 \pm 0.25$ | $0.98 \pm 0.02$ | $0.79 \pm 0.25$ | $0.89 \pm 0.20$ | $1.0 \pm 0.00$ | $0.89 \pm 0.20$ | 4 |
| Asia | $0.84 \pm 0.23$ | $0.98 \pm 0.02$ | $0.84 \pm 0.23$ | $0.89 \pm 0.20$ | $1.0 \pm 0.00$ | $0.89 \pm 0.20$ | 4 |
| Sachs | $1.0 \pm 0.00$ | $1.0 \pm 0.00$ | $1.0 \pm 0.00$ | $0.79 \pm 0.25$ | $1.0 \pm 0.00$ | $0.79 \pm 0.25$ | 5 |
| Erdös-Rényi | $1.00 \pm 0.00$ | $1.00 \pm 0.00$ | $1.00 \pm 0.00$ | $1.00 \pm 0.00$ | $1.00 \pm 0.00$ | $1.00 \pm 0.00$ | 5 |

Table 4.2: In this table, we present the precision, recall and accuracy values obtained by Algorithm $\alpha$-BoundedDegree and FCI. Each cell includes the mean value along with the standard deviation computed over 10 runs. The last column contains the maximum number of interventions per entity required (including both Algorithm $\alpha$ BoundedDegree and the Meta-algorithm) for recovering the DAGs.

Setup We used a personal Apple Macbook Pro laptop with 16GB RAM and Intel i5 processor for conducting all our experiments. We use the FCI algorithm implemented in [78]. For every causal network, each experiment took less than 10 minutes to finish all the 10 runs.

### 4.6.6.2 Learning MAGs under $\alpha$-clustering property

 (Synthetic) Data Generation We use following process for each of the five considered causal network (Asia, Earthquake, Sachs, Survey, and Erdôs-Renyi). We construct causal DAGs for $M$ entities distributed among the clusters $C_{1}^{\star}, C_{2}^{\star}, \cdots C_{k}^{\star}$ equally, i.e., $\left|C_{i}^{\star}\right|=M / k$ for all $i \in[k]$. Again we set $k=2$. For each of the DAGs $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$, we select a certain number of pairs of nodes randomly, and include a latent variable between them, that has a causal edge to both the nodes. In our experiments, we used 2 latents per DAG. This results in two new DAGs $\mathcal{D}_{1}^{\prime}$ and $\mathcal{D}_{2}^{\prime}$. To ensure $\alpha n$ node distance between clusters, we modify $\mathcal{D}_{2}^{\prime}$ using random changes until the two DAGs $\mathcal{D}_{1}^{\prime}$ and $\mathcal{D}_{2}^{\prime}$ are separated by a distance of $\alpha n$ and are Markov equivalent. Without Markov equivalence, we observe that FCI always recovers the underlying clusters correctly in the $\alpha$-clustering case. ${ }^{4}$ However, existence of Markov equivalent[^5]DAGs is a well-known problem in real-world graphs, a popular example to illustrate this comes the " breathing dysfunction" causal graph in Fig. 3 in [133]. We create $M / 2$ copies of the each of the two DAGs $\mathcal{D}_{1}^{\prime}$ and $\mathcal{D}_{2}^{\prime}$ and assign it to distinct entities in each of the two clusters.

Parameters We present the following settings for the model parameters, $\alpha$ is at least $0.60, M=40$. For the synthetic data generated using Erdös-Rényi model, we use $n=10$, probability of edge $p=0.30$. We ran all of our experiments for 10 times with the stated values and report the results.

Sample Set $S$ Size For Algorithm $\alpha$-BoundedDegree, we again tried different set $S$ sizes ranging from 1 to 3 . In Figure 4.9, we plot the mean value of the maximum number of interventions per entity with increase in sample size. It has a same trend as with $(\alpha, \beta)$-clustering (Figure 4.9). A sample size of 1 roughly corresponds to around 3 interventions, and we use that for the results presented in Table 4.2.

Evaluation of Clustering We start by results on recovering the clustering using Algorithm $\alpha$-BoundedDegree. As a baseline, we again employ the well-studied FCI algorithm [119]. After recovering the PAGs corresponding to the DAGs using FCI, we cluster them by constructing a similarity graph (similar to the case of $(\alpha, \beta)$-clustering discussed previously) defined on the set of entities. For Algorithm $\alpha$ BoundedDegree, we first construct a sample $S$, and perform various interventions based on the set $S$ for every entity to finally obtain the $k$ clusters. We also implemented another baseline algorithm (Greedy) that uses interventions, based on a greedy idea that selects nodes to set $S$ in Algorithm $\alpha$-BoundedDegree by considering nodes in increasing order of their degree in the PAGs returned by FCI. We use this ordering to minimize the number of interventions as we intervene on every node in $S$ and their neighbors. We use the same metrics as the $(\alpha, \beta)$-clustering case.

Results In Table 4.2, we compare Algorithm $\alpha$-BoundedDegree to FCI on the clustering results. For Algorithm $\alpha$-BoundedDegree, we use a sample $S$ of size 1, and observe in Figure 4.9, that this corresponds to about 2 interventions per entity. With increase in sample size, we observed that the results were either comparable or better. We observe that our approach leads to considerably better performance in terms of the accuracy metric with an average difference in mean accuracy of about 0.20. We observe that entities belonging to the same true cluster are always assigned to the same cluster, resulting in high recall for both Algorithm $\alpha$-BoundedDegree and FCI. Further, the higher value of precision for our algorithm is because FCI is unable to correctly detect that there are two clusters, as the DAGs are Markov Equivalent which means that they result in the same PAGs.

Algorithm $\alpha$-BoundedDegree outperforms the Greedy baseline for the same sample ( $S$ ) size. For example, on the Earthquake and Survey causal networks, Algorithm $\alpha$-BOUNDEDDEGREE obtains the mean accuracy values of 1.0 and 0.89 respectively, while Greedy for the same number of interventions obtained an accuracy of only 0.74 and 0.64 respectively. On the remaining causal networks, the accuracy values of Greedy are almost comparable to our Algorithm $\alpha$-BoundedDegree.

After clustering, we recover the DAGs using the Meta-algorithm described in section 4.6.4.1, and observe that only one additional intervention is needed. In the last column in Table 4.2, we report the maximum number of interventions for recovering DAGs, which includes both the interventions used by the Algorithm $\alpha$ BoundedDegree and the Meta-algorithm. We observe that our collaborative approach uses fewer interventions for MAG recovery compared to the number of nodes in each causal network. For example, in the Erdös-Rényi setup, the number of nodes $n=10$, whereas we use at most 5 interventions per entity. Thus, compared to the worst-case, cutting the number of interventions for each entity by $50 \%$.

### 4.7 Conclusion

In this chapter, we introduced a new model for causal discovery to capture practical scenarios where there are multiple entities with different causal structures. Under natural clustering assumption(s), we gave efficient provable algorithms for causal learning with atomic interventions and demonstrate its empirical performance. Our model can be extended to the setting where all interventions are non-adaptive, and we plan to study it as part of future work. An interesting future direction would be to use interventional equivalence classes of DAGs as part of the model, instead of the clustering assumption. This might require extending the interventional equivalence between DAGs studied in $[65,83]$ to the setting without the causal sufficiency assumption and exploit that for learning.

## CHAPTER 5 <br> NON-ADAPTIVE EDGE COUNTING AND SAMPLING VIA BIPARTITE INDEPENDENT SET QUERIES

In this chapter, we study sub-linear query algorithms for estimating the number of edges and sampling uniformly random edges in a simple, unweighted graph. In section 5.1, we describe various query models for accessing any graph which facilitate sub-linear query algorithms. In section 5.6, we describe our approach for estimating the number of edges; in section 5.7, we extend some of our ideas for counting the edges in a graph, to return a uniform sample among the set of edges; in section 5.8, we give efficient algorithms for testing graph connectivity; in section 5.9, we conclude the chapter with directions for future work.

### 5.1 Query Models for Graph Access

In this section, we present a brief discussion on various query models studied for graph discovery in the sublinear algorithms literature. First, we present the Bipartite Independent Set (BIS) query model, where access to $G$ is via a Bipartite Independent Set (BIS) oracle [22]. A query to this oracle takes as input two disjoint subsets $L, R \subseteq V$ and returns

$$
\mathcal{B I} \mathcal{S}(L, R)= \begin{cases}' 1 ' & \text { if there is no edge between } L \text { and } R \\ ' 0 ' & \text { otherwise }\end{cases}
$$

Local Query Models Prior work on sub-linear query graph algorithms has largely focused on local queries, in particular, (i) vertex degree queries (ii) neighbor queries
(output the $i$ th neighbor of a vertex) and (iii) edge existence queries [54, 63, 114]. In the literature, the first two types of queries form the adjacency list query model, while all three types of queries form the adjacency matrix query model. Under these models, a variety of graph estimation problems have been well studied, including edge counting and sampling [53, 63, 114, 126], subgraph counting [10, 31, 52], vertex cover [23, 101], and beyond [110].

For a graph with $n$ nodes and $m$ edges, given access only to degree queries, Feige [54] presented an algorithm for estimating $m$ up to (2 $\pm \epsilon$ ) relative error with query complexity $O(\sqrt{n} \cdot \operatorname{poly}(1 / \epsilon, \log n))$. This work also showed that any $(2-o(1))$ approximation algorithm requires $\Omega(n)$ queries. In the adjacency list query model, Goldreich and Ron [63] gave a (1 $\pm \epsilon$ )-approximation algorithm, with query complexity $O(n / \sqrt{m} \cdot \operatorname{poly}(1 / \epsilon, \log n))$. Recently, Eden and Rosenbaum [53] gave algorithms for near-uniform edge sampling with the same query complexity, and showed that this complexity is nearly tight.

Global Query Models Motivated by the desire to obtain more query efficient algorithms, Beame et al. [22] studied edge estimation using global queries that can make use of information across the graph, including the BIS queries that we will focus on, and the related Independent Set (IS) queries. IS queries were introduced in the literature on query efficient graph recovery $[1,12]$. They answer whether or not there exist any edges in the induced subgraph on a subset of nodes $S \subseteq V$. We refer the reader to the exposition in [22], which discusses applications of these global query models in group testing [39, 48], computational geometry [13, 33, 56], fine-grained complexity [46, 47], and decision versus counting complexity [47, 111, 121, 122].

In the IS query model, $[22,40]$ give a $O(\min \{\sqrt{m}, n / \sqrt{m}\} \cdot \operatorname{poly}(\log n, 1 / \epsilon))$ query algorithm for ( $1 \pm \epsilon$ ) approximate edge counting. In the BIS model, numerous authors $[22,47,26]$ achieve $(1 \pm \epsilon)$-approximation for edge counting and near-uniform
edge sampling using just poly $(1 / \epsilon, \log n)$ queries. This is exponentially smaller than the query complexities in the IS and local queries models.

Extending the BIS query model to hypergraphs, Dell et al. [47] introduce the coloured independence oracle which detects the presence of a size $k$ hyperedge. They give algorithms for hyperedge estimation and sampling using this generalized oracle. Many other variants of global queries have been studied including Linear, OR and Cut queries $[16,36,112]$. These queries have been applied to solving maximum matching [84, 100], minimum cut [112], triangle estimation [24, 25, 47], connectivity [16], hitting sets [29], weighted edge estimation [30], problems related to linear algebra [107], quantum algorithms [96], and full graph recovery [1, 12].

### 5.2 The Role of Adaptivity

For both local and global queries, most sub-linear time graph algorithms are adaptive, i.e., a query may depend on the answers to previous queries. In many cases, it is desirable for queries to be non-adaptive. This allows them to be completed independently, and might allow for the resulting algorithm to be easily implemented in massively parallel computation frameworks [81]. Non-adaptive algorithms also lead naturally to single-pass, rather than multi-pass, streaming algorithms. In fact, the BIS query model can be seen as a very restricted subset of the more general LINEAR query model, in which each query outputs the inner product of the edge indicator vector with a query vector. This model has long been studied in the graph-streaming literature [9, 95], in part due to its usefulness in giving single-pass algorithms. However, it has remained open whether non-adaptive algorithms can be given in more restricted global query models.

For these reasons, Assadi et al. [16] and Chakrabarti and Stoeckl [36] have recently sought to reduce query adaptivity under a variety of global query models, including Linear, OR, Cut and BIS queries. These works study the single element recovery
problem, which is a weaker variant of uniform edge sampling, requiring that the algorithm return a single edge in $G$. Assadi et al. also study the problem of checking connectivity, presenting a BIS query algorithm making $\widetilde{O}(n)$ queries and using three rounds of adaptivity. They give a two-round algorithm in the stronger OR query model, and show that even in this model, there is no non-adaptive algorithm for connectivity making $o\left(n^{2}\right)$ queries.

We note that reducing query adaptivity is also a well-studied direction in the closely related literature on group testing [49, 73]. IS and BIS oracles can be thought of as tests if there is a single element in a group of edges, where that group is required to be all edges incident on one node set (IS) or between two disjoint sets (BIS). Attempts to minimize query adaptivity have also been made for sparse recovery [74, 79, 97], sub-modular function maximization [18, 38], property testing [35] and multi-armed bandit learning [8].

### 5.3 Results

In this section, we present our main results. First, in section 5.3.1, we present a discussion of our results, comparing it with prior work. Next, in section 5.4, we present an overview of all the techniques and summarize main ideas behind our approach.

### 5.3.1 Our Contributions

Our main result is the first non-adaptive algorithm for edge estimation up to ( $1 \pm \epsilon$ ) relative error, using $\operatorname{poly}(1 / \epsilon, \log n)$ BIS queries. Formally, we show:

Theorem 5.3.1 (Theorem 5.6.5 restated). Given a graph $G$ with $n$ nodes and $m$ edges, there is an algorithm that makes $O\left(\epsilon^{-5} \log ^{5} n \log ^{5}(\log n) \log \left(\epsilon^{-1} \log n\right)\right)$ non-
adaptive BIS queries to $G$ and returns an estimate $\widehat{m}$ satisfying: $m(1-\epsilon) \leq \widehat{m} \leq$ $m(1+\epsilon)$, with probability at least $3 / 5 .{ }^{1}$

Prior methods for ( $1 \pm \epsilon$ ) error edge estimation using BIS queries are based on a binary search style approach $[22,47,26]$, which is inherently adaptive, and this leads to algorithms requiring $\Omega\left(\log ^{2} n\right)$ rounds of adaptivity. Beame et al. [22] present a nonadaptive algorithm giving a $O\left(\log ^{2} n\right)$ approximation factor for bipartite graphs, using $O\left(\log ^{3} n\right)$ queries. However, no non-adaptive results for general graphs or achieving $1 \pm \epsilon$ relative error for arbitrary $\epsilon>0$ were previously known. Even with adaptivity, the best known algorithm due to [26] has a query complexity of $O\left(\epsilon^{-2} \log ^{11} n\right)$ and succeeds with probability $1-1 / n^{2}$. Therefore, our non-adaptive result improves upon the current best known algorithms, for constant $\epsilon$.

Our second result builds on our edge estimation approach, giving the first nonadaptive BIS query algorithm that returns a near-uniformly sampled edge. Formally:

Theorem 5.3.2 (Theorem 5.7.10 restated). Given a graph $G$ with $n$ nodes, $m$ edges, and edge set $E$, there is an algorithm that makes:
$O\left(\epsilon^{-4} \log ^{6} n \log \left(\epsilon^{-1} \log n\right)+\epsilon^{-6} \log ^{5} n \log ^{6}(\log n) \log \left(\epsilon^{-1} \log n\right)\right)$ non-adaptive BIS queries which, with probability at least $1-\epsilon$, outputs an edge from a probability distribution $P$ satisfying $(1-\epsilon) / m \leq P(e) \leq(1+\epsilon) / m$ for every $e \in E$.

Prior results for near-uniform edge sampling required $\Omega\left(\log ^{3} n\right)$ rounds of adaptivity $[26,47]$. Additionally, even ignoring adaptivity, our results improves on the best known query complexity of $O\left(\epsilon^{-2} \log ^{14} n\right)$, due to [26], for constant $\epsilon$.

By combining Theorem 5.3.2 with prior work on sublinear query graph connectivity, via edge sampling, we obtain a connectivity algorithm using two rounds for adaptivity:

[^6]Theorem 5.3.3 (Theorem 5.8.1 restated). Given a graph $G$ with $n$ nodes, there is a 2-round adaptive algorithm that determines if $G$ is connected with probability at least $1-1 / n$ using $\widetilde{O}\left(n \log ^{8} n\right)$ BIS queries, where $\widetilde{O}(\cdot)$ ignores the $\log ^{O(1)} \log n$ dependencies.

Theorem 5.3.3 improves on a three-round algorithm of Assadi et al. [16] and is tight: even in the stronger OR query model (which allows checking the presence of an edge within an arbitrary subset of edges) no non-adaptive algorithm can make $o\left(n^{2}\right)$ queries. Assadi et al. gave a two-round algorithm in this stronger OR query model. Thus, Theorem 5.3 .3 closes the gap between BIS queries and OR queries for this problem. We note that there is a separation from the even stronger LINEAR query model, where non-adaptive algorithms for connectivity and cut approximation are well-known [9]. Understanding if there remain interesting separations between the BIS and OR query models in terms of adaptivity would be very interesting.

### 5.4 Technical Overview

In this section, we present an overview of our non-adaptive BIS query algorithms for edge estimation (Theorem 5.3.1) and near-uniform edge sampling (Theorem 5.3.2), along with our 2-round algorithm for connectivity (Theorem 5.3.3).

### 5.4.1 Edge Estimation

A simple idea to estimate the number of edges in a graph via BIS queries is to sample small random subsets of nodes and run BIS queries to check the presence of an edge between them. The fraction of these queries that return ' 1 ' (i.e., indicating the presence of no edge) can then be used to estimate the number of edges. In particular, for a graph containing $m$ edges, if the random subgraphs have $O(n / \sqrt{m})$ nodes in them, then we expect a ' 1 ' answer with constant probability. Beame et al. [22] describe a non-adaptive algorithm along these lines, which gives a $O\left(\log ^{2} n\right)$ approximation
for bipartite graphs using $O\left(\log ^{3} n\right)$ queries. Unfortunately, going beyond this coarse approximation factor is difficult since many dependencies due to common neighbors arise and this increases the variance of the estimators. Beame et al. handle the issue by using the coarse estimates to subdivide the graph into smaller sub-graphs, until these divided graphs only contain $O\left(\log ^{O(1)} n\right)$ edges, at which point all their edges can be discovered with few queries. This strategy yields a ( $1 \pm \epsilon$ ) approximation, however, it is inherently adaptive.

Our non-adaptive edge estimation algorithm takes a different approach. Suppose we could sample each node with probability $p_{v} \approx \epsilon^{-2} d(v) / m$ and compute the degree of the sampled nodes then it is straightforward to show $\sum_{v} \mathbb{I}[v$ sampled $] \cdot d(v) / p_{v}$ equals $2 m$ in expectation. Furthermore, an application of Bernstein bound implies that it is a $(1 \pm \epsilon)$ with sufficient probability. The challenge is showing that this type of approach can be approximated in the BIS query model.

Subsampling Nodes. The first idea, drawn from work on streaming algorithms, is to subsample the nodes of $G$ at different rates of the form $1 / \gamma^{j}$ where $\gamma>1$ is constant and $j \in\{0,1, \cdots, O(\log n)\}$. At each rate, we will "recover" all sampled nodes (along with a corresponding degree estimate) whose degree is roughly $d(v) \approx \epsilon^{2} m / \gamma^{j}$. In this way, each node will be recovered with probability roughly $1 / \gamma^{j} \approx \epsilon^{-2} d(v) / m$, as desired. We describe this subsampling procedure in Section 5.6.3, as part of our main algorithm Edge-Estimator (Algorithm 20).

Recovering Heavy Nodes. The next challenge is to show that we can actually recover the appropriate nodes and degree estimates at each sampling rate. If we can approximate the degree of all nodes sampled at rate $1 / \gamma^{j}$ up to additive error $O\left(\epsilon^{3} \cdot m / \gamma^{j}\right)$, we will obtain a $(1 \pm \epsilon)$ relative error approximation to the degree of any node we hope to recover at that sampling rate, i.e., any node with degree roughly $\epsilon^{2} m / \gamma^{j}$. Using these approximations, we can determine which nodes should be recovered at that rate, and form our edge estimate.

Degree Estimation via Neighborhood Size Estimation. To achieve such an additive error approximation, we also use ideas from the sparse recovery and streaming literature. In particular, we implement an approach reminiscent of the Count-Min sketch algorithm [44]. The approach is described in detail in Section 5.6.2, where we present Algorithm Estimate-Degree (Algorithm 19). First observe that when sampling at rate $1 / \gamma^{j}$, conditioned on any node $v$ being included in the sample, the expected total degree of the sampled nodes other than $v$ is $O\left(\mathrm{~m} / \gamma^{j}\right)$. If we further subdivide these nodes into $\widetilde{O}\left(1 / \epsilon^{3}\right)$ random groups, the expected total degree of all nodes other than $v$ in any group is $\widetilde{O}\left(\epsilon^{3} \cdot m / \gamma^{j}\right)$.

Now, if $v$ is placed in group $S$, we can approximately upper bound its degree by the total neighborhood size of $S$. This upper bound holds approximately as long as $v$ does not have too many neighbors in $S$, which it won't with good probability. The neighborhood size of $S$ is in turn upper bounded by the degree of $v$ plus the total degree of other nodes in $S$, and thus by $d(v)+\widetilde{O}\left(\epsilon^{3} \cdot m / \gamma^{j}\right)$ in expectation. So, in expectation, this approach gives an additive $\widetilde{O}\left(\epsilon^{3} \cdot m / \gamma^{j}\right)$ error approximation to the degree of each sampled node $v$, with constant probability. Repeating this procedure $O(\log n)$ times, and, as in the Count-Min sketch, taking the minimum degree estimate for each node sampled at rate $1 / \gamma^{j}$, gives us high probability approximation for such nodes.

Neighborhood Size Estimation. The final step is to implement an algorithm that can estimate the neighborhood size of the random subset of nodes $S$, to be used in our degree estimation procedure. We do this in Section 5.6.1, where we present Algorithm Neighborhood-Size (Algorithm 18). This algorithm takes as input two disjoint subsets $L, R$ and returns a (1 $\pm \epsilon$ )-approximation for the size of the neighborhood of $L$ in $R$. We highlight that this may be very different than the number of edges connecting $L$ to $R$ - the neighborhood size is the number of nodes in $R$ with at least one edge to $L$. This difference is critical in removing the correlations
discussed previously due to common neighbors. Such correlations lead to the adaptive nature of prior algorithms [22, 47]. To estimate the size of the neighborhood of $L$ in $R$, we sample the nodes in $R$ at different rates and ask BIS queries on $L$ and the sampled subset of $R$. Intuitively, when the sampling rate is the inverse of the size of the neighborhood, we will observe a ' 1 ' response with constant probability. We can detect this and thus estimate the neighborhood size.

Non-adaptivity. The approach is inherently non-adaptive as all random sampling of nodes and random subsets can be formed ahead of time, independently of any query responses. The only catch is that to determine which nodes should be recovered at each sampling rate, i.e., those nodes with degree $d(v) \approx \epsilon^{-2} \cdot m / \gamma^{j}$, we need a coarse estimate to the edge count $m$ in the first place. Fortunately, we can bootstrap such an estimate starting with a very coarse $O\left(\log ^{2} n\right)$-relative error approximate estimation, due to Beame et al. [22]. We then refine this estimate iteratively using Algorithm Refine-Estimate (Algorithm 21). Each refinement improves the approximation factor by $\epsilon$, and after $O\left(\log _{1 / \epsilon} \log n\right)$, refinements our estimate will result in a $(1 \pm \epsilon)$-approximation factor. The key observation here is that each refine step does not require any additional BIS queries. Thus, our algorithm remains non-adaptive.

### 5.4.2 Uniform Edge Sampling and Connectivity

In the full version, we prove Theorem 5.3.2 by designing and analyzing a nonadaptive algorithm for returning a near-uniform sample among the edges of the graph. Our approach builds heavily on our edge estimation algorithm. If we knew the degree $d(v)$ of all vertices, then to sample a uniform edge, we could sample a vertex $v \in V$ with probability $d(v) / \sum_{w \in V} d(w)$ and return a uniform neighbor among the neighbors of $v$. We can observe that the probability that an edge $(v, u)$ is sampled is $d(v) / \sum_{w \in V} d(w) \cdot 1 / d(v)+d(u) / \sum_{w \in V} d(w) \cdot 1 / d(u)=1 / m$, i.e., this approach yields a uniformly random edge sample.

Node Sampling. We implement the above approach approximately using BIS queries in Algorithm SAmpling. First note that recovered vertices in our edge estimation algorithm are sampled with probabilities roughly proportional to their degrees. We argue that we can select a random vertex from this set, which overall is equal to any vertex $v$ with probability approximately $d(v) / \sum_{w \in V} d(w)$. To do so, we leverage our degree estimates, and the fact that our edge count estimator, which is the sum of scaled degrees of recovered vertices, is well-concentrated.

Random Neighbor Sampling. It remains to show how to return a random neighbor of the sampled vertex. To do so, in the full version, we describe an algorithm that takes as input two disjoint subsets $L, R$ and returns a uniform neighbor among the neighbors of $L$ in $R$. By showing an equivalence between the substantially more powerful OR queries and BIS queries in this specific setting, we argue that an existing algorithm for OR queries can be extended to return a uniform neighbor using BIS queries. An OR query takes as input a subset of pairs of vertices and returns ' 1 ' iff there is an edge in the subset queried. Building on this, in the full version, we present Algorithm Uniform-Neighbor that takes as input the subset of nodes sampled at any rate $1 / \gamma^{j}$ as in our edge estimation algorithm, and approximately returns a uniform neighbor for every vertex $v$ sampled in this set. As before, we construct $\widetilde{O}\left(1 / \epsilon^{4}\right)$ random partitions of the sampled nodes. For every vertex $v$ in a random subset $S$, we return a uniform neighbor (obtained using the idea just described) of $S$ as the neighbor of $v$. If $v$ has large degree compared to the total degree of nodes in the partition, which it will if it is meant to be recovered at that sampling rate, this output will most likely be a neighbor of $v$, and will be close to a uniformly random one.

A Two-Round Algorithm for Connectivity. Our non-adaptive edge sampling algorithm (Theorem 5.3.2) yields a two-round algorithm for graph connectivity (Theorem 5.3.3), improving on a prior three-round algorithm of [16]. In particular, the
algorithm of [16] selects $O\left(\log ^{2} n\right)$ random neighbors per vertex, and contracts the connected components of this random graph into supernodes. This random sampling step can be performed using one round of $\widetilde{O}(n)$ BIS queries. They prove that in the contracted graph on the supernodes, there are at most $O(n \log n)$ edges. Using this fact, they then show how to identify whether all the supernodes are connected using $\widetilde{O}(n)$ BIS queries and two additional rounds of adaptivity.

We follow the same basic approach: using a first round of $\widetilde{O}(n)$ queries to randomly sample $O\left(\log ^{2} n\right)$ neighbors per vertex and contract the graph into supernodes. Once this is done, we observe that we have BIS query access to the contracted graph simply by always grouping together the set of nodes in each supernode. So, we can directly apply the non-adaptive sampling algorithm of Theorem 5.3.2 to sample edges from the contracted graph. By a coupon collecting argument, drawing $O\left(n \log ^{2} n\right)$ nearuniform edge samples (with replacement) from the contracted graph suffices to recover all $O(n \log n)$ edges in the graph, and thus determine connectivity of the contracted graph, and, in turn, the original graph.

### 5.5 Preliminaries

Let $G(V, E)$ denote the graph on vertex set $V$ with edges $E \subseteq V \times V$. Let $|V|=n$ be the number of nodes and $|E|=m$ be the number of edges. For any set of nodes $S \subseteq V$, let $E[S] \subseteq E$ denote the edges in the induced subgraph on $S$. For any two disjoint sets of nodes $L, R \subseteq V$, let $E[L, R]=\{(u, v) \in E \mid u \in L, v \in R\}$ denote the edges between them. For any $v \in V$, let $\Gamma(v)=\{u \mid(v, u) \in E$ for some $v \in V\}$ be its set of neighbours. Let $d(v)=|\Gamma(v)|$ be its degree. For $S \subseteq V$, let $\Gamma(S)=\bigcup_{u \in S} \Gamma(u)$ and let $d(S)=\sum_{u \in S} d(u)$.

Definition 5.5.1 (OR query). An OR query takes as input a collection $E_{q}$ of pairs of vertices given by $E_{q}=\left\{\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \cdots\left(x_{k}, y_{k}\right) \mid x_{i}, y_{i} \in V \forall i \in[k]\right\}$ and satisfies the following:

$$
\mathcal{O R}\left(E_{q}\right)=\left\{\begin{array}{l}
\text { ' } 1 \text { ' if } E_{q} \cap E=\phi \\
\text { ' } 0 \text { ' otherwise. }
\end{array}\right.
$$

Lemma 5.5.2 (Bernstein's inequality). Let $X_{1}, X_{2}, \ldots X_{n}$ be independent random variables. Suppose $\left|X_{i}\right| \leq M \forall i \in[n]$. Then:

$$
\operatorname{Pr}\left[\left|\sum_{i} X_{i}-\mathbf{E}\left[X_{i}\right]\right| \geq t\right] \leq \exp \left(-\frac{t^{2}}{2 \sum_{i} \mathbf{E}\left[\left(X_{i}-\mathbf{E}\left[X_{i}\right]\right)^{2}\right]+\frac{2}{3} M t}\right)
$$

Fact 5.5.3.

$$
\left(1+\frac{x}{n}\right)^{n} \geq e^{x}\left(1-\frac{x^{2}}{n}\right) \geq e^{x} \text { for }|x| \leq n, n \geq 1
$$

### 5.6 Non-adaptive algorithm for edge estimation

In this section, we present our non-adaptive algorithm for edge estimation using BIS queries. In Section 5.6.1, we describe an algorithm that takes as input two disjoint subsets $L, R$ and returns an estimate of the size of the neighborhood $|\Gamma(L) \cap R|$. Next, in Section 5.6.2, we use this algorithm to give additive error approximations of degrees of all the vertices in a given subset. Finally, in Section 5.6.3, using the approximate degree estimates, we construct a $(1 \pm \epsilon)$-approximate estimator for $m$ by sampling nodes with probabilities roughly proportional to their degrees.

### 5.6.1 Estimating the size of neighborhood

Algorithm Neighborhood-Size takes as input two disjoint subsets $L, R \subseteq V$ and returns a ( $1 \pm \epsilon$ )-approximation of the size of neighborhood of $L$ in $R$, i.e., $|\Gamma(L) \cap R|$ using poly $(1 / \epsilon, \log n)$ BIS queries. We overview the analysis of this algorithm here, before presenting the details in section 5.6.1.1.

The main idea is to sample subsets of vertices in $R$ (denoted $\widehat{R}_{1}, \widehat{R}_{2}, \ldots$ ) with exponentially decreasing probability values $1 / 2,1 / 4,1 / 8, \ldots$. When the sampling rate $1 / 2^{i}$ falls below $1 /|\Gamma(L) \cap R|$, we expect $L$ to no longer have any neighbors in $\widehat{R}_{i}$ with
good probability. In particular, we can return the inverse of the smallest probability $1 / 2^{i}$ for which $\mathcal{B I} \mathcal{S}\left(L, \widehat{R}_{i}\right)={ }^{\prime} 1$ ', as a coarse estimate for $|\Gamma(L) \cap R|$.

To boost the accuracy of this estimate, we repeat the process $T=O\left(\epsilon^{-2} \log \left(\delta^{-1}\right.\right.$. $\log n)$ ) times, and at each sampling rate count the number of times the BIS query $\mathcal{B I} \mathcal{S}\left(L, \widehat{R}_{i}\right)$ returns ' 1 '. This count is denoted count $(i)$ in Algorithm 18, and its expectation can be written in closed form as $\mathbf{E}[\operatorname{count}(i)]=T \cdot\left(1-1 / 2^{i}\right)^{|\Gamma(L) \cap R|}$. Suppose $2^{\widehat{i}} \leq|\Gamma(L) \cap R|<2^{\widehat{i}+1}$, then, $\mathbf{E}[\operatorname{count}(\widehat{i})]=\Theta(T)$. Via a standard Chernoff bound, it will be approximated to $(1 \pm \epsilon)$ error with high probability by count $\widehat{i})$. Thus, we can compute an accurate estimate of the neighborhood size by inverting our estimate of $\mathbf{E}[\operatorname{count}(\widehat{i})]$, as $\log _{\left(1-1 / 2^{\hat{i}}\right)}(\operatorname{count}(\widehat{i}) / T)$. We identify the appropriate $\widehat{i}$ in line 12 of Algorithm 18, and compute the corresponding estimate in lines 13-14. There is one edge case handled in line 13: if $|\Gamma(L) \cap R|=1$ we will have $\widehat{i}=0$, and $\operatorname{count}(\widehat{i})=0$. The final error bound for Algorithm 18 is stated below.

```
Algorithm 18 NEIGHBORHOOD-SIZE: Estimating the neighborhood size of \(L\) in \(R\)
    Input: \(L, R \subseteq V\), approximation error \(\epsilon\), failure probability \(\delta\).
    Output: \(\eta_{\text {est }}(L)\) as an estimate of \(|\Gamma(L) \cap R|\).
    Initialize \(\eta_{\text {est }}(L) \leftarrow 0\).
    for \(i=0,1, \ldots \log _{2} n\) do
        count \((i) \leftarrow 0\).
        for \(t=1,2, \ldots T=2 e^{8} \ln (\log n / \delta) \cdot \epsilon^{-2}\) do
            \(\widehat{R}_{i}^{t} \leftarrow\left\{u \in R \mid u\right.\) is included independently with probability \(\left.1 / 2^{i}\right\}\).
            \(\operatorname{count}(i)=\operatorname{count}(i)+\mathcal{B I S}\left(L, \widehat{R}_{i}^{t}\right)\)
        end for
    end for
    if count \((0)=T\) then
        return \(\eta_{\text {est }}(L)=0\).
    else
        Set \(\widehat{i} \leftarrow \max \left\{i \left\lvert\, \frac{\operatorname{count}(i)}{T}<\frac{(1-\epsilon)}{2 e^{2}}\right.\right\}\).
        if \(\widehat{i}=0\) then return \(\eta_{\text {est }}(L)=1\).
        else return \(\eta_{\text {est }}(L)=\log _{\left(1-1 / 2^{\hat{i}}\right)}(\operatorname{count}(\widehat{i}) / T)\).
        end if
    end if
```


### 5.6.1.1 Approximation Guarantees of Algorithm Neighborhood-Size

For any $i \in\left\{0,1, \ldots, \log _{2} n\right\}$ let $\widehat{R}_{i}$ denote a set constructed by sampling vertices of $R$ with probability $1 / 2^{i}$. In Algorithm 18 , we construct $T=O\left(\epsilon^{-2} \log \left(\delta^{-1} \cdot \log n\right)\right)$ such sets, each denoted by $\widehat{R}_{i}^{t} \forall t \in[T]$. Let count $(i)=\sum_{t=1}^{T} \mathcal{B I} \mathcal{S}\left(L, \widehat{R}_{i}^{t}\right)$ denotes the number of times the BIS query $\mathcal{B} \mathcal{I} \mathcal{S}\left(L, \widehat{R}_{i}^{t}\right)$ returns ' 1 '. For any $t \in[T]$, we define:

$$
p(i)=\operatorname{Pr}\left[\mathcal{B} \mathcal{I} \mathcal{S}\left(L, \widehat{R}_{i}^{t}\right)={ }^{\prime} 1^{\prime}\right]=\operatorname{Pr}\left[\Gamma(L) \cap \widehat{R}_{i}^{t}=\phi\right] \text { and } \widehat{p}(i)=\frac{\operatorname{count}(i)}{T}
$$

Suppose $L$ satisfies:

$$
2^{i^{*}} \leq|\Gamma(L) \cap R|<2^{i^{*}+1} \text { for some } i^{*} \in\left\{0,1, \ldots, \log _{2} n\right\}
$$

Claim 5.6.1. We have the following bounds:

$$
p\left(i^{*}\right) \geq \frac{1}{2 e^{2}}, \quad p\left(i^{*}-2\right)>\frac{1}{2 e^{8}}, \quad \text { and } p\left(i^{*}-2\right) \leq \frac{1}{e^{4}}
$$

Proof.

$$
\begin{aligned}
p(i)=\operatorname{Pr}\left[\Gamma(L) \cap \widehat{R}_{i}^{t}=\phi\right]=\operatorname{Pr}\left[u \notin \widehat{R}_{i}^{t} \forall u \in R \cap \Gamma(L)\right] & =\prod_{u \in R \cap \Gamma(L)} \operatorname{Pr}\left[u \notin \widehat{R}_{i}^{t}\right] \\
& =\left(1-\frac{1}{2^{i}}\right)^{|\Gamma(L) \cap R|}
\end{aligned}
$$

We can lower bound $p\left(i^{*}\right)$ by

$$
\begin{aligned}
p\left(i^{*}\right)=\left(1-\frac{1}{2^{i^{*}}}\right)^{|\Gamma(L) \cap R|} \geq\left(1-\frac{1}{2^{i^{*}}}\right)^{2^{i^{*}+1}} & \left.\geq e^{-2}\left(1-\frac{2^{i^{*}+1}}{2^{2 i^{*}}}\right) \quad \text { (using inequality } 5.5 .3\right) \\
& \geq \frac{1}{2 e^{2}} \quad \text { for } i^{*} \geq 2 . \\
p\left(i^{*}\right) & \geq \frac{1}{8} \quad \text { for } i^{*}=1 .
\end{aligned}
$$

If $i=i^{*}-2$, we have:

$$
\begin{aligned}
p(i)=\left(1-\frac{1}{2^{i}}\right)^{|\Gamma(L) \cap R|} \leq\left(1-\frac{1}{2^{i}}\right)^{2^{i^{*}}} & \leq e^{-2^{i^{*}-i}}=\frac{1}{e^{4}} \\
p(i)=\left(1-\frac{1}{2^{i}}\right)^{|\Gamma(L) \cap R|} \geq\left(1-\frac{1}{2^{i^{*}-2}}\right)^{|\Gamma(L) \cap R|} & >\left(1-\frac{1}{2^{i^{*}-2}}\right)^{2^{i^{*}+1}} \\
& \geq e^{-8}\left(1-\frac{2^{i^{*}+1}}{2^{2 i^{*}-4}}\right) \\
& \geq \frac{1}{2 e^{8}} \text { for } i^{*} \geq 5,
\end{aligned}
$$

where we used the inequality 5.5 .3 , for the penultimate inequality.
For $i^{*} \leq 4$, the inequality is satisfied. So, we have: $p\left(i^{*}-2\right)>1 / 2 e^{8}$.

Claim 5.6.2. For sufficiently small $\epsilon$, with probability at least $1-\delta$, we have:

$$
\operatorname{count}(i) \geq \frac{1-\epsilon}{2 e^{2}} \cdot T \forall i \geq i^{*} \text { and } \operatorname{count}\left(i^{*}-2\right)<\frac{1-\epsilon}{2 e^{2}} \cdot T .
$$

Proof. As count $(i)=\sum_{t=1}^{T} \mathcal{B I} \mathcal{S}\left(L, \widehat{R}_{i}^{t}\right)$, we have: $\mathbf{E}[\operatorname{count}(i)]=T \cdot p(i)$. Using Claim 5.6.1, we have:

$$
T=2 e^{8} \ln (\log n / \delta) \cdot \epsilon^{-2} \geq \frac{4 \ln (\log n / \delta) \cdot \epsilon^{-2}}{p\left(i^{*}-2\right)} \geq \frac{4 \ln (\log n / \delta) \cdot \epsilon^{-2}}{p\left(i^{*}\right)}, \text { as } p\left(i^{*}\right) \geq p\left(i^{*}-2\right)
$$

Suppose $i \in\left\{i^{*}, i^{*}-2\right\}$. Then, we have:

$$
\begin{aligned}
\operatorname{Pr}[|\widehat{p}(i)-p(i)| \geq \epsilon \cdot p(i)] & =\operatorname{Pr}[|T \cdot \widehat{p}(i)-T \cdot p(i)| \geq T \cdot \epsilon \cdot p(i)] \\
& =\operatorname{Pr}[|\operatorname{count}(i)-\mathbf{E}[\operatorname{count}(i)]| \geq \epsilon \mathbf{E}[\operatorname{count}(i)]] \\
& \leq 2 \exp \left(-\frac{\epsilon^{2} T p(i)}{2}\right) \leq \frac{\delta}{\log n} \quad \text { (Using Chernoff bound) } .
\end{aligned}
$$

Using Claim 5.6.1, we get:

$$
\begin{aligned}
\operatorname{count}\left(i^{*}\right) & \geq(1-\epsilon) \cdot T \cdot p\left(i^{*}\right) \geq \frac{(1-\epsilon)}{2 e^{2}} \cdot T \\
\operatorname{count}\left(i^{*}-2\right) & <(1+\epsilon) \cdot T \cdot p(i) \leq \frac{(1+\epsilon)}{e^{4}} \cdot T \\
\Longrightarrow \operatorname{count}\left(i^{*}-2\right) & <\frac{(1+\epsilon)}{e^{4}} \cdot T \leq \frac{(1-\epsilon)}{2 e^{2}} \cdot T, \text { when } \epsilon \leq \frac{e^{2} / 2-1}{e^{2} / 2+1} .
\end{aligned}
$$

From the definition, we can observe that $p(i) \geq p\left(i^{*}\right) \forall i \geq i^{*}$. So, the concentration around expected values for count $(i)$ obtained using Chernoff bounds will hold for all $i \geq i^{*}$. Using union bound on at most $\log n$ sampling levels, we have, with probability $1-\delta:$

$$
\operatorname{count}\left(i^{*}-2\right)<\frac{(1-\epsilon)}{2 e^{2}} \cdot T \text { and } \operatorname{count}(i) \geq \frac{(1-\epsilon)}{2 e^{2}} \cdot T \forall i \geq i^{*}
$$

Lemma 5.6.3. Algorithm 18 uses $O\left(\epsilon^{-2} \log n \log \left(\delta^{-1} \cdot \log n\right)\right)$ BIS queries and returns an estimate $\eta_{\text {est }}(L)$ of $|\Gamma(L) \cap R|$ such that with probability at least $1-\delta$,

$$
(1-\epsilon) \cdot|\Gamma(L) \cap R| \leq \eta_{\text {est }}(L) \leq(1+\epsilon) \cdot|\Gamma(L) \cap R|
$$

Proof. If $|\Gamma(L) \cap R|=0$, then, count $(i)=T$ for every $i \in\{0,1,2, \cdots, \log n\}$. So, $\widehat{i}=0$, as none of the values count $(i)$, for any $i$ will be below the threshold value of $(1-\epsilon) T / 2 e^{2}$. So, the estimate $\eta_{\text {est }}(L)=0$ returned is exact.

Suppose $|\Gamma(L) \cap R|=1$. When we sample with probability $1 / 2^{i}$ when $i=0$, we obtain $\widehat{R}_{i}^{t}=R$, for every $t \in[T]$. As $\mathcal{B I} \mathcal{S}(L, R)=$ ' 1 ', we have $\operatorname{count}(i)=0$, and our estimate $\eta_{\text {est }}(L)=1$ is exact. For the remainder of the proof, we assume $i^{*} \geq 1$.

From Algorithm 18, we define $\widehat{i}=\arg \max \left\{i \mid \operatorname{count}(i)<(1-\epsilon) T / 2 e^{2}\right\}+1$. From Claim 5.6.2, this implies: $\hat{i} \geq i^{*}-2$. Therefore, with probability at least $1-\delta$, we have:

$$
i^{*}-2 \leq \widehat{i} \leq i^{*}-1
$$

Now, we argue that $\eta_{\text {est }}(L)$ defined by:

$$
\begin{aligned}
&(1-\epsilon) p(\widehat{i})\leq \widehat{p} \widehat{i}) \leq(1+\epsilon) p(\widehat{i}) \\
& \log _{\left(1-1 / 2^{\hat{i}}\right)}(1-\epsilon) \cdot p(\widehat{i})\left.\leq \log _{\left(1-1 / 2^{\hat{i}}\right)} \widehat{p}(\widehat{i}) \leq \log _{\left(1-1 / 2^{\hat{i}}\right)}(1+\epsilon) \cdot p \widehat{i}\right) \\
&|\Gamma(L) \cap R|+\log _{\left(1-1 / 2^{\hat{i}}\right)}(1-\epsilon) \leq \log _{\left(1-1 / 2^{\hat{i}}\right)} \widehat{p}(\widehat{i}) \leq|\Gamma(L) \cap R|+\log _{\left(1-1 / 2^{\hat{i}}\right)}(1+\epsilon) \\
& \Rightarrow|\Gamma(L) \cap R|-2^{\hat{i}} \cdot \epsilon \leq \log _{\left(1-1 / 2^{\hat{i}}\right)} \widehat{p}(\widehat{i}) \leq|\Gamma(L) \cap R|+2^{\hat{i}} \cdot \epsilon \\
& \Rightarrow|\Gamma(L) \cap R|-2^{i^{*}-2} \cdot \epsilon \leq \log _{\left(1-1 / 2^{\hat{i}}\right)} \widehat{p}(\widehat{i}) \leq|\Gamma(L) \cap R|+2^{i^{*}-1} \cdot \epsilon \\
&\left.\Rightarrow(1-\epsilon / 4) \cdot|\Gamma(L) \cap R| \leq \log _{\left(1-1 / 2^{\hat{i}}\right)} \widehat{p} \widehat{i}\right) \leq(1+\epsilon / 2) \cdot|\Gamma(L) \cap R| .
\end{aligned}
$$

Therefore, $\eta_{\text {est }}(L):=\log _{\left(1-1 / 2^{\hat{i}}\right)} \widehat{p}(\widehat{i})$ is a $(1 \pm \epsilon)$-relative error approximation of $|\Gamma(L) \cap R|$.

The total number of BIS queries used by Algorithm 18 is:
$O(\log n \cdot T)=O\left(\epsilon^{-2} \log n \log (\log n / \delta)\right)$.

### 5.6.2 Finding good approximation for degrees of vertices

We now describe how to use the Neighborhood-Size algorithm to estimate the degrees of all vertices in a given subset $S \subseteq V$ up to additive error depending on the total degree of $S$. Our approach is inspired by the count-min sketch algorithm [44]. We randomly partition $S$ into subsets $S^{1}, S^{2}, \ldots, S^{\lambda}$ where $\lambda=O\left(\epsilon^{-3} \log ^{2} n\right)$. The choice of the parameter $\lambda$ is based on the analysis in Section 5.6.3. For each $S^{i}$, we estimate the size of the neighborhood of $S^{i}$ in $V \backslash S^{i}$ using Neighborhood-Size. We then return this neighborhood size estimate as the degree estimate for all vertices in $S^{i}$. For $v \in S^{i},\left|\Gamma\left(S^{i}\right) \cap V \backslash S^{i}\right|$ is nearly an overestimate for $d(v)$, as long as $v$ has
few neighbors in $S^{i}$, which it will with high probability. Additionally, it is not too large an overestimate - we can observe that $\left|\Gamma\left(S^{i}\right) \cap V \backslash S^{i}\right|-d(v) \leq d\left(S^{i} \backslash v\right)$. I.e., the error in the overestimate is at most the total degree of the other nodes in $S^{i}$. In expectation, this error is at most $\frac{d(S)}{\lambda}=O\left(d(S) \cdot \frac{\epsilon^{3}}{\log ^{2} n}\right)$ due to our random choice of $S^{i}$.

As in the count-min sketch algorithm, to obtain high probability estimates, we repeat the process $T=O(\log n)$ times and assign the minimum among the neighborhood estimates as the degree estimate of $d(v)$. The full approach is given in Algorithm 19 (Estimate-Degree) and the error bound in the Lemma 5.6.4 below.

Lemma 5.6.4. Suppose $S \subseteq V$. Then, Algorithm 19 uses $O\left(\epsilon^{-5} \log ^{4} n \log \left(\epsilon^{-1} \log n\right)\right)$ BIS queries and with probability $1-O(1 / \log n)$, returns degree estimates $\widehat{d}(v)$ for every vertex $v \in S$ satisfying:

$$
d(v)(1-\epsilon) \leq \widehat{d}(v) \leq d(v)+\frac{\epsilon^{3}}{\log ^{2} n} \cdot d(S)
$$

```
Algorithm 19 EstimAte-DEGREE: Obtain additive approximate degree estimates
    Input: \(S\) is a subset of \(V, \epsilon\) is approximation error.
    Output: Degree estimates of vertices in \(S\).
    Scale \(\epsilon \leftarrow \epsilon / 3\) and initialize \(\widehat{d}(v) \leftarrow n\) for every \(v \in S\).
    for \(t\) in \(\{1,2, \ldots, O(\log n)\}\) do
        Consider a random partitioning of \(S\) into \(S^{t 1}, S^{t 2}, \ldots S^{t \lambda}\) where \(\lambda=O\left(\epsilon^{-3} \log ^{2} n\right)\).
        for every partition \(S^{t a}\) where \(a \in[\lambda]\) do
            \(\eta_{\text {est }}\left(S^{t a}\right) \leftarrow\) Neighborhood-Size \(\left(S^{t a}, V \backslash S^{t a}, \epsilon, \delta\right)\), where \(\delta=O\left(1 / \log ^{4} n\right)\).
            \(\widehat{d}(v) \leftarrow \min \left\{\widehat{d}(v), \eta_{\text {est }}\left(S^{t a}\right)\right\} \forall v \in S^{t a}\).
        end for
    end for
    return \(\widehat{d}(v)\) for every \(v \in S\).
```


### 5.6.2.1 Proof of Lemma 5.6.4

Consider a vertex $v \in S$. It is easy to observe that in any partition $S^{t a}$ containing $v$, where $t \in[T]$ and $a \in[\lambda]$, the degree of $v$ outside the partition (denoted by
$\left.d\left(v, V \backslash S^{t a}\right)\right)$ is upper bounded by the total size of the neighborhood of $S^{t a}$ (denoted by $\left.\left|\Gamma\left(S^{t a}\right) \cap V \backslash S^{t a}\right|\right)$ which is upper bounded by the total degree of vertices present in the partition (denoted by $d\left(S^{t a}\right)$ ). Similar to the analysis of count-min sketch, a simple, yet important observation is that the total degree of the partition except for vertex $v$, i.e., $d\left(S^{t a} \backslash\{v\}\right)$ is less than $c \cdot d(S) / \lambda$ for some constant $c$ and results in the additive approximation factor of $O(d(S) / \lambda)$. Now, we present the proof of Lemma 5.6.4:

Proof. Given $S \subseteq V$. Consider a vertex $v \in S^{t a}$ for some $a \in\{1,2 \ldots, \lambda\}$ and $t \in\{1,2, \cdots, T\}$. For each call to neighborhood size estimation, we set the failure probability to be $\delta=O\left(\epsilon^{3} / \log ^{4} n\right)$. From Lemma 5.6.3, we have with probability $1-\delta$ :

$$
(1-\epsilon)\left|\Gamma\left(S^{t a}\right) \cap\left(V \backslash S^{t a}\right)\right| \leq \eta_{\text {est }}\left(S^{t a}\right) \leq(1+\epsilon)\left|\Gamma\left(S^{t a}\right) \cap\left(V \backslash S^{t a}\right)\right|
$$

We can observe that $d\left(v, V \backslash S^{t a}\right)=\left|\Gamma(v) \cap\left(V \backslash S^{t a}\right)\right| \leq\left|\Gamma\left(S^{t a}\right) \cap\left(V \backslash S^{t a}\right)\right|$. Therefore:

$$
d\left(v, V \backslash S^{t a}\right) \leq \frac{\eta_{\mathrm{est}}\left(S^{t a}\right)}{1-\epsilon}
$$

Consider the following:

$$
\mathbf{E}\left[d\left(v, S^{t a}\right)\right]=\mathbf{E}\left[\sum_{u \in V} \mathbb{1}\left\{u \in \Gamma(v) \cap S^{t a}\right\}\right]=\frac{d(v)}{\lambda}=\frac{d(v) \epsilon^{3}}{c \log ^{2} n} \leq \epsilon d(v) \text {, as } c>1 .
$$

From Markov's inequality, with probability at least $1 / 2$, we have: $d\left(v, S^{t a}\right) \leq$ $2 \epsilon d(v)$.

Combining the above, with probability $1 / 2-\delta$, we have:

$$
\begin{gathered}
\frac{\eta_{\mathrm{est}}\left(S^{t a}\right)}{1-\epsilon} \geq d\left(v, V \backslash S^{t a}\right)=d(v)-d\left(v, S^{t a}\right) \geq d(v)(1-2 \epsilon), \\
\Longrightarrow \eta_{\mathrm{est}}\left(S^{t a}\right) \geq(1-3 \epsilon) d(v)
\end{gathered}
$$

$$
\begin{aligned}
\mathbf{E}\left[d\left(S^{t a} \backslash\{v\}\right)\right]=\mathbf{E}\left[\sum_{u \in S \backslash\{v\}} d(u) \mathbb{1}\left\{u \in S^{t a}\right\}\right] & =\sum_{u \in S \backslash\{v\}} d(u) \operatorname{Pr}\left[u \in S^{t a}\right] \\
& =\sum_{u \in S \backslash\{v\}} d(u) \cdot \frac{1}{\lambda} \\
& \leq d(S) \cdot \frac{\epsilon^{3}}{c \log ^{2} n}, \text { for some constant } c>1 \\
& \leq d(S) \cdot \frac{\epsilon^{3}}{\log ^{2} n} .
\end{aligned}
$$

From Markov's inequality, it follows that:

$$
\operatorname{Pr}\left[d\left(S^{t a} \backslash\{v\}\right) \geq d(S) \cdot \frac{2 \epsilon^{3}}{\log ^{2} n}\right] \leq \frac{\mathbf{E}\left[d\left(S^{t a} \backslash\{v\}\right)\right]}{d(S) \cdot \frac{2 \epsilon^{3}}{\log ^{2} n}}=\frac{1}{2} .
$$

So, with probability at least $1 / 2$, we have:

$$
\begin{aligned}
d\left(S^{t a}\right) & =d(v)+d\left(S^{t a} \backslash\{v\}\right) \\
& \leq d(v)+d(S) \cdot \frac{2 \epsilon^{3}}{\log ^{2} n} \\
\Longrightarrow \eta_{\text {est }}\left(S^{t a}\right) & \leq\left|\Gamma\left(S^{t a}\right) \cap\left(V \backslash S^{t a}\right)\right| \leq d\left(S^{t a}, V \backslash S^{t a}\right) \leq d\left(S^{t a}\right) \\
\eta_{\text {est }}\left(S^{t a}\right) & \leq d(v)+d(S) \cdot \frac{2 \epsilon^{3}}{\log ^{2} n} .
\end{aligned}
$$

Using union bound on all possible sets $S^{t a}$ for all $t \in[T]$ and $a \in[\lambda]$, with probability at least $1-T \cdot \lambda \cdot \delta \geq 1-1 / 2 \log n$, the neighborhood estimates are ( $1 \pm \epsilon$ )relative approximations. By taking minimum of all the $T=O(\log n)$ estimates, we argue that $\widehat{d}(v)$ is a good approximation of $d(v)$. We take minimum of all the $T$ estimates containing $v$ and obtain the final degree estimate, given by:

$$
\widehat{d}(v)=\min _{t \in T} \eta_{\text {est }}\left(S^{t a}\right)
$$

We observe that:

$$
\begin{aligned}
\operatorname{Pr}[\widehat{d}(v)<(1-3 \epsilon) d(v)] & =\operatorname{Pr}\left[\left\{\min _{t \in T} \eta_{\text {est }}\left(S^{t a}\right)\right\}<(1-3 \epsilon) d(v)\right] \\
& =\prod_{t \in T} \operatorname{Pr}\left[\eta_{\text {est }}\left(S^{t a}\right)<(1-3 \epsilon) d(v)\right] \\
& \leq\left(\frac{1}{2}\right)^{T} \leq \frac{1}{2 n^{4}} \text {, and } \\
\operatorname{Pr}\left[\widehat{d}(v)>d(v)+d(S) \cdot \frac{2 \epsilon^{3}}{\log ^{2} n}\right] & =\operatorname{Pr}\left[\left\{\min _{t \in T} \eta_{\text {est }}\left(S^{t a}\right)\right\}>d(v)+d(S) \cdot \frac{2 \epsilon^{3}}{\log ^{2} n}\right] \\
& =\prod_{t \in T} \operatorname{Pr}\left[\eta_{\text {est }}\left(S^{t a}\right)>d(v)+d(S) \cdot \frac{2 \epsilon^{3}}{\log ^{2} n}\right] \\
& \leq\left(\frac{1}{2}\right)^{T} \leq \frac{1}{2 n^{4}} .
\end{aligned}
$$

By taking a union bound on all the vertices in $S$ and the event that neighborhood estimates are accurate, the total failure probability is at most $1 / 2 \log n+1 / n^{3} \leq$ $1 / \log n$. Therefore, for every vertex $v \in S^{t a}$, we have with probability at least $1-1 / \log n:$

$$
(1-3 \epsilon) d(v) \leq \eta_{\text {est }}\left(S^{t a}\right) \leq d(v)+d(S) \cdot \frac{2 \epsilon^{3}}{\log ^{2} n}
$$

Set $\epsilon=\epsilon / 2^{1 / 3}$ to appropriately scale the value of $\epsilon$ for the final guarantees. Algorithm 19 uses $O\left(\epsilon^{-3} \log ^{2} n \cdot T\right)$ many calls to the sub-routine Neighborhood-Size, i.e., Algorithm 18. From Lemma 5.6.3, we know that Algorithm 18 uses $O\left(\epsilon^{-2} \log n \log \left(\delta^{-1} \log n\right)\right)$ BIS queries, where we set $\delta=O\left(\epsilon^{3} / \log ^{4} n\right)$. Therefore, the query complexity of Algorithm 19 is $O\left(\epsilon^{-5} \log ^{4} n \log \left(\epsilon^{-1} \log n\right)\right)$.

### 5.6.3 Edge Estimation

In this section, we describe the algorithm Edge-Estimator that obtains a ( $1 \pm \epsilon$ )approximation for the number of edges $m$. The constants used $c_{1}, c_{2}$ satisfy $c_{1} \leq c_{2} / 10$
and $c_{2} \geq 50$, and we do not explicitly mention them for the sake of brevity. Missing details are presented in the full version.

Our Approach. A naive strategy to estimate the number of edges (denoted by $m$ ) is to sample roughly $\widetilde{O}\left(\epsilon^{-2}\right)$ nodes uniformly, and estimate $m$ given the degrees of the sampled nodes. However, the variance of such an estimator depends on the maximum degree, which could be as high as $O(n)$. To fix this issue, we sample vertices at different rates. Our sampling rates are given by the sequence $1 / \gamma^{j}$ where $\gamma>1$ is a constant, $j \in\{0,1, \cdots, \log n\}$. We use the term $j^{t h}$ level to refer to the sampling rate $\gamma^{-j}$. It is easy to observe that when a vertex $v$ is sampled at rate $\widetilde{O}\left(\epsilon^{-2} d(v) / m\right)$, its contribution is $\widetilde{O}\left(\epsilon^{2} m\right)$. In other words, if $d(v) \approx \epsilon^{2} m / \gamma^{j}$, for some sampling level $j$, we can use it in our estimator. However, there are three main challenges in implementing this approach which we detail below.

Approximate degrees. Algorithm Estimate-Degree returns degree estimates that are approximate with an additive approximation error of $\widetilde{O}\left(\epsilon^{3} \mathrm{~m} / \gamma^{j}\right)$ at sampling level $j$. To include a vertex $v$, we have to ensure that this error term is small and given by $O(\epsilon d(v))$. When $d(v)=\widetilde{\Omega}\left(\epsilon^{2} m / \gamma^{j}\right)$, the returned degree estimate $\widehat{d}(v)$ will be a $(1 \pm \epsilon)$-approximation to the actual degree $d(v)$. Observe that this corresponds to the threshold we mentioned earlier. Therefore, our goal is to identify all vertices at every level $j$ that pass the threshold of $\widetilde{\Omega}\left(\epsilon^{2} m / \gamma^{j}\right)$. When that happens, we say that the vertex $v$ has been recovered at level $j$ and can be safely included in our estimator.

Knowledge of $m$. As we do not know the value of $m$, we start with an $O\left(\log ^{2} n\right)$ relative error approximate estimate, obtained by the Algorithm CoarseEstimator in Beame et al. [22]. We repeatedly refine the approximate estimate using Algorithm Refine-Estimate, until we get a $(1 \pm \epsilon)$-relative error approximation of $m$. Each refinement improves the approximation factor from the previous stage by a multiplicative factor of $\epsilon$. We note that each refinement does not require any additional BIS queries and uses the approximate degree estimates obtained previously.

Boundary Vertices. It is possible that some vertices have degrees close to the threshold values at each sampling level. We denote such vertices $V_{\text {boundary }}$ and refer to them as boundary vertices. For such boundary vertices, as we use approximate degree estimates, they might be recovered at a level different from its true level (defined with respect to exact degrees). Such a scenario could potentially affect the contribution of the recovered vertex in our estimator by an additional multiplicative factor dependent on $\gamma$ and the difference between recovered level and true level. As a result, our estimator might not be a $(1 \pm \epsilon)$-relative error approximation anymore. We get around this limitation by dividing the region between any two consecutive levels into $B$ buckets and shifting the boundaries of all the levels by a random shift selected uniformly from the first $B$ buckets. We account for this by changing the sampling rates to $\gamma^{-\mu(j)}$ where $\mu(j)$ encodes the random shift.

With the random shift of the level boundaries, we ensure that every vertex will lie close to the boundary with probability at most $\epsilon$. Moreover, we argue that every boundary vertex is recovered at its true level or level adjacent to its true level. Therefore, the total contribution of $V_{\text {boundary }}$ to our edge estimator is $O(\epsilon m)$.

### 5.6.3.1 Overview of Algorithm Edge-Estimator

Random Boundary Shift. Let $\epsilon$ denote the approximation parameter, $B=2 / \epsilon$ denote the total number of buckets between two consecutive levels and $\gamma=1 /(1-\epsilon)$ the probability of sampling parameter. The region between two consecutive levels is divided into $B$ buckets with the boundaries of buckets proportional to the values given by $\left\{\left[1 / \gamma^{B}, 1 / \gamma^{B-1}\right), \cdots,\left[1 / \gamma^{2}, 1 / \gamma\right),[1 / \gamma, 1)\right\}$. We select a random integer offset for shifting our levels, denoted by $s$, which is selected uniformly at random from $[0, B)$. Now, the level boundaries are located at values proportional to $\gamma^{-\mu(j)}$ where $\mu(j)=j \cdot B-s$ and $0 \leq j \leq L$. Observe that the number of sampling levels is given by $L=\frac{1}{B} \cdot \log _{\gamma} n+1 \leq \frac{1}{2} \log n+1$.

## Algorithm 20 Edge-Estimator: Non-adaptive algorithm for estimating edges

Input: $V$ set of $n$ vertices and $\epsilon>0$ error parameter.
Output: Estimate $\widehat{m}$ of number of edges in $G$.
Scale $\epsilon \leftarrow \frac{\epsilon}{600 \log _{1 / \epsilon} \log n}$ and initialize $\gamma \leftarrow 1 /(1-\epsilon)$ and $B \leftarrow 2 / \epsilon$.
Let $s$ be an integer selected uniformly at random from the interval $[0, B)$.
Let $\mu(j) \leftarrow-s+j \cdot B$ for every integer $j$ in the interval $\left[0, \frac{1}{B} \cdot \log _{\gamma} n+1\right]$.
Initialize $S_{0} \leftarrow V$ and construct $S_{1}$ by sampling vertices in $S_{0}$ with probability $1 / \gamma^{\mu(1)}$.
5: Construct $S_{2} \supseteq \ldots \supseteq S_{L}$ for $L=\frac{1}{B} \cdot \log _{\gamma} n$ where each $S_{j}$ is obtained by sampling vertices in $S_{j-1} \forall j \geq 2$, independently with probability $1 / \gamma^{B}$.
for $j=0,1, \ldots L$ do
Run Estimate-Degree $\left(S_{j}\right)$ to obtain the estimates $\widehat{d}_{j}(v)$ for all $v \in S_{j}$ satisfying:

$$
(1-\epsilon) d(v) \leq \widehat{d}_{j}(v) \leq d(v)+\frac{c_{1} \epsilon^{3} \cdot m}{\log n \cdot \gamma^{\mu(j)}}
$$

end for
Let $\bar{m}_{0}$ be the $O(\log n)$-approximate estimate from the Algorithm CoarseEstiMATOR in Beame et al. [22] on a random partition of $V$.
10: Set $\bar{m}_{0} \leftarrow \max \left\{2,16 \log n \cdot \bar{m}_{0}\right\}$, so that we have $m \leq \bar{m}_{0} \leq\left(64 \log ^{2} n\right) \cdot m$.
11: for $t=1,2, \cdots, T=2 \log _{1 / \epsilon} \log n$ do
12: $\quad \bar{m}_{t}$ is assigned the output of Refine-Estimate that takes as input approximate degree values $\widehat{d}_{j}(v) \forall v \in S_{j} \forall j \in[L]$, the previous estimate $\bar{m}_{t-1}$ and the iteration $t$.
end for
return $\widehat{m} \leftarrow \bar{m}_{T}$.
In Algorithm Edge-Estimator, we construct sets $V=S_{0} \supseteq S_{1} \supseteq \cdots \supseteq S_{L}$ where a set $S_{j}$ (for all $j \geq 2$ ) is obtained by sampling vertices in $S_{j-1}$ with probability $1 / \gamma^{B}$. The set $S_{1}$ is obtained by sampling vertices in $V$ with probability $1 / \gamma^{-s+B}$. Our sampling scheme results in each vertex being included in a set $S_{j}$ with probability $1 / \gamma^{\mu(j)}$. We can easily show that with constant probability, $d\left(S_{j}\right)=O\left(m \log n / \gamma^{\mu(j)}\right)$, for all $j$. Using Algorithm 19, we obtain approximate degree estimates of vertices in $S_{j}$ for every sampling level $j \leq L$ with an approximation error of $O\left(\epsilon^{3} / \log ^{2} n \cdot d\left(S_{j}\right)\right)=$ $O\left(m \epsilon^{3} / \gamma^{\mu(j)} \log n\right)$. By starting with a bad estimate $\bar{m}_{0}$ for the total number of edges $m$ and initialized to a $O\left(\log ^{2} n\right)$-approximate estimate, we refine it to obtain an improved estimate $\bar{m}_{1}$. We repeat this process $T=2 \log _{1 / \epsilon} \log n$ times, such that
the estimate $\bar{m}_{t-1}$ is used to construct an improved estimate $\bar{m}_{t}$. Finally, we return the estimate $\bar{m}_{T}$ as our final estimate for $m$.

```
Algorithm 21 Refine-Estimate: Refines the current estimate of number of edges
    Input: \(\bar{m}\) satisfying \(m \leq \bar{m} \leq m(1+\alpha)\), approximate degree values \(\widehat{d}_{j}(v) \forall v \in\)
    \(S_{j} \forall j \in[L]\) obtained using Algorithm 20, \(\bar{m}_{0}\), and iteration \(t\).
    Output: Estimate \(\widehat{m}\) satisfying \(m \leq \widehat{m} \leq m(1+\epsilon \cdot \alpha)\) of number of edges in \(G\).
    Initialize \(\widehat{m} \leftarrow 0\).
    Initialize \(r(v) \leftarrow 0\) for all \(v\) (indicator if \(v\) has been recovered yet).
    for \(j=0,1, \ldots L\) do
        for \(v \in S_{j}\) do
            if \(r(v)=0\) and \(\widehat{d}_{j}(v) \geq \frac{\bar{m}}{\gamma^{\mu(j)}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}\) then
                \(\widehat{m} \leftarrow \widehat{m}+\gamma^{\mu(j)} \cdot \widehat{d}(v)\)
                \(\widehat{\ell}(v) \leftarrow j\) and \(r(v) \leftarrow 1\).
            end if
        end for
    end for
    if \(t<T=2 \log _{1 / \epsilon} \log n\) then
        \(\widehat{m}=\widehat{m} / 2+(\epsilon \log \log n)^{t} \bar{m}_{0} . \quad \triangleright\) We normalize \(\widehat{m}\) so that we have \(\widehat{m} \geq m\).
    else
        \(\widehat{m}=\widehat{m} / 2\).
    end if
    return \(\widehat{m}\).
```

Overview of Algorithm Refine-Estimate. Suppose we are given an initial estimate $\bar{m}$ satisfying $m \leq \bar{m} \leq(1+\alpha) m$ for some unknown approximation factor $\alpha$ satisfying $\epsilon \leq \alpha \leq\binom{ n}{2}$. We set the threshold value for recovering a vertex at a level $j$ as $\frac{\bar{m}}{\gamma^{\mu(j)}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}$ where $c_{2}$ is a constant. So, when a vertex $v$ with degree estimate $\widehat{d}_{j}(v)$ (obtained from Algorithm 20) satisfies $\widehat{d}_{j}(v) \geq \frac{\bar{m}}{\gamma^{\mu(j)}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}$, we set the level of recovery $\widehat{\ell}(v)=j$ and recovered flag $r(v)=1$. From construction, we can observe that once a vertex is recovered at a particular level it is not available to be recovered at higher level later. Our estimator is the summation of terms $\gamma^{\mu \widehat{\ell}(v))} \cdot \widehat{d}(v)$ for every $v$ satisfying $r(v)=1$. We normalize $\widehat{m}$ to ensure that the final estimate returned satisfies $m \leq \widehat{m}$ (see the full version for additional details).

Using Bernstein's inequality, we argue that in iteration $t$, we can improve the approximation factor of the previous estimate $\bar{m}_{t-1}$ by a multiplicative factor of $\epsilon$ in the new estimate $\bar{m}_{t}$. After $T=O\left(\log _{1 / \epsilon} \log n\right)$ iterations, the edge estimate will be a ( $1 \pm \epsilon$ )-relative error approximation satisfying:

Theorem 5.6.5. Given a graph $G$ with $n$ nodes and $m$ edges, there is an algorithm that makes $O\left(\epsilon^{-5} \log ^{5} n \log ^{5}(\log n) \log \left(\epsilon^{-1} \log n\right)\right)$ non-adaptive BIS queries to $G$ and returns an estimate $\widehat{m}$ satisfying: $m(1-\epsilon) \leq \widehat{m} \leq m(1+\epsilon)$, with probability at least $3 / 5$.

### 5.6.3.2 Proof of Theorem 5.6.5

First, we show that our degree estimates are calculated accurately at every level with constant probability of success.

Claim 5.6.6. With probability $3 / 4$, for all levels $j \in\{1,2, \cdots, L\}$, we have:

$$
d\left(S_{j}\right) \leq \frac{8 m \cdot L}{\gamma^{\mu(j)}}
$$

Proof. As every vertex is included in $S_{j}$ with probability $1 / \gamma^{\mu(j)}$, we get:

$$
\mathbf{E}\left[d\left(S_{j}\right)\right]=\frac{\sum_{v \in V} d(v)}{\gamma^{\mu(j)}}=\frac{2 m}{\gamma^{\mu(j)}}
$$

Therefore, by Markov's Inequality, $\operatorname{Pr}\left[d\left(S_{j}\right) \geq 8 m \cdot L / \gamma^{\mu(j)}\right] \leq 1 /(4 L)$. Taking a union bound over all the levels, with probability at least $3 / 4$,

$$
d\left(S_{j}\right) \leq 8 m \cdot L / \gamma^{\mu(j)} \leq 8 m \cdot \log n / \gamma^{\mu(j)} \text { for every level } j \in[L]
$$

Combining Claim 5.6.6 and Lemma 5.6.4, for sufficiently large $n$, we have:

Corollary 5.6.7. The degree estimates returned by Algorithm 19 for each sampling level $j \in[L]$, satisfy the following with probability at least 0.70 :

$$
(1-\epsilon) d(v) \leq \widehat{d}_{j}(v) \leq d(v)+\frac{c_{1} \epsilon^{3} m}{\gamma^{\mu(j)} \log n} \quad \forall v \in S_{j}
$$

Proof. From Lemma 5.6.4, we have that, for every $j \in[L]$, with probability at least $1-O(1 / \log n)$, the approximate degree estimates satisfy:

$$
(1-\epsilon) d(v) \leq \widehat{d}_{j}(v) \leq d(v)+\frac{\epsilon^{3}}{\log ^{2} n} \cdot d\left(S_{j}\right) \quad \forall v \in S_{j} .
$$

From Claim 5.6.6, we know that $d\left(S_{j}\right) \leq 8 m \cdot \log n / \gamma^{\mu(j)}$, for every level $j \in[L]$, with probability at least $3 / 4$. Combining both of them, we have the claim about the approximate degree estimates.

Using union bound, we have that the total failure probability is at most $1 / 4+$ $O(L \cdot 1 / \log n) \leq 0.30$, as $L=O(\log n)$. Hence, the corollary.

For each vertex $v \in S$ for some subset $S \subseteq V$, we associate a level $\ell(v)$ such that the actual degree of $v$ is a large fraction of the total degree of $S$, i.e., $\ell(v)$ is the minimum $j \in\{0,1, \cdots, L\}$ satisfying $d(v) \geq \frac{\bar{m}}{\gamma^{\mu(j)}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}$. The value $\frac{\bar{m}}{\gamma^{\mu(j)}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}$ is called threshold for level $\ell(v)$, and it depends on the estimate $\bar{m}$ for the number of edges $m$.

Definition 5.6.8 (Actual Level). For every vertex $v \in V$, we associate a level $\ell(v)$ defined as

$$
\ell(v)=\arg \min _{j \in\{0,1, \cdots, L\}} d(v) \geq \frac{\bar{m}}{\gamma^{\mu(j)}} \cdot \frac{c_{2} \epsilon^{2}}{\log n} .
$$

The vertices that lie close to the threshold of a level and within a $\gamma$-multiplicative factor are called the boundary vertices and are defined as below:

Definition 5.6.9 (Boundary vertices). The vertices closer to the boundary are denoted by the set:

$$
\begin{aligned}
V_{\text {boundary }}=\{ & v \left\lvert\, d(v) \in\left[\frac{\bar{m} \cdot c_{2} \epsilon^{2}}{\gamma^{\mu(\ell(v))} \log n}, \frac{\bar{m} \cdot c_{2} \epsilon^{2}}{\gamma^{\mu(\ell(v))-1} \log n}\right)\right. \text { or } \\
& \left.d(v) \in\left(\frac{\bar{m} \cdot c_{2} \epsilon^{2}}{\gamma^{\mu(\ell(v)-1)+1} \log n}, \frac{\bar{m} \cdot c_{2} \epsilon^{2}}{\gamma^{\mu(\ell(v)-1)} \log n}\right)\right\} .
\end{aligned}
$$

Claim 5.6.10. For any vertex $v \in V$, with probability $1-\epsilon$, there is some $j \in$ $\{0,1, \cdots, L\}$ such that:

$$
\frac{\bar{m}}{\gamma^{\mu(j)-1}} \cdot \frac{c_{2} \epsilon^{2}}{\log n} \leq d(v) \leq \frac{\bar{m}}{\gamma^{\mu(j-1)+1}} \cdot \frac{c_{2} \epsilon^{2}}{\log n} .
$$

In other words, $\operatorname{Pr}\left[v \in V_{\text {boundary }}\right] \leq \epsilon$.

Proof. For notational convenience, let $\sigma=\frac{\bar{m} \cdot c_{2} \epsilon^{2}}{\log n}$. Note that for any $v \in V$ there is some $j$ such that $\frac{\sigma}{\gamma^{\mu(j)}} \leq d(v)<\frac{\sigma}{\gamma^{\mu(j-1)}}$. We claim that every such vertex will not lie close to the edges of the interval $\left[\frac{\sigma}{\gamma^{\mu(j)}}, \frac{\sigma}{\gamma^{\mu(j-1)}}\right)$, i.e., $d(v) \notin\left[\frac{\sigma}{\gamma^{\mu(j)}}, \frac{\sigma}{\gamma^{\mu(j)-1}}\right)$ and $d(v) \notin\left[\frac{\sigma}{\gamma^{\mu(j-1)+1}}, \frac{\sigma}{\gamma^{\mu(j-1)}}\right)$. We will show that both events occur with probability at most $1 / B$, giving the claim via a union bound.

For any $v$, there is a unique $i$ such that $d(v) \in\left[\frac{\sigma}{\gamma^{i}}, \frac{\sigma}{\gamma^{i-1}}\right)$. Thus, the claim only fails to hold if $i=\mu(j)$ for some $j$ or $i=\mu(j-1)+1$ for some $j$. For the first case, when $i=\mu(j)=j \cdot B-s$ for some $j$ is satisfied only if $s=j \cdot B-i$, which occurs with probability $1 / B$ since $s$ is selected uniformly at random from $\{0,1, \ldots, B-1\}$. Similarly, $i=\mu(j-1)+1=(j-1) \cdot B+1-s$ only if $s=(j-1) \cdot B+1-i$, which again occurs with probability $1 / B$. Using union bound, we have:

$$
\operatorname{Pr}\left[d(v) \in\left[\frac{\sigma}{\gamma^{\mu(j)}}, \frac{\sigma}{\gamma^{\mu(j)-1}}\right) \text { or } d(v) \in\left[\frac{\sigma}{\gamma^{\mu(j-1)+1}}, \frac{\sigma}{\gamma^{\mu(j-1)}}\right)\right] \leq \frac{2}{B}=\epsilon
$$

Hence, the claim.

Definition 5.6.11 (Recovered Level). A vertex $v$ is recovered at level $\widehat{\ell}(v)$ iff

$$
\widehat{\ell}(v)=\arg \min _{j \in[L]} \widehat{d}_{j}(v) \geq \frac{\bar{m}}{\gamma^{\mu(j)}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}
$$

We associate the following sets with the set of recovered vertices:
$\mathcal{R}=\{v \in V \mid r(v)=1\}, \mathcal{R}_{\text {bad }}=\{v \in \mathcal{R} \mid \widehat{\ell}(v) \neq \ell(v)\}$, and $\mathcal{R}_{\text {boundary }}=\mathcal{R} \cap V_{\text {boundary }}$.

Here, $\mathcal{R}_{\text {bad }}$ represents set of recovered vertices $v$ at a level $\widehat{\ell}(v)$ different from $\ell(v)$. Recall that $\ell(v)$ represents the level at which the vertex $v$ is recovered if we knew the degree $d(v)$ exactly.

Using the next claim, we argue that if $v$ is included in the set of sampled vertices at level $\ell(v)$, i.e., $v \in S_{\ell(v)}$, then, it will be recovered at that level, provided degree estimates satisfy Corollary 5.6.7.

Claim 5.6.12. Suppose $v \in S_{\ell(v)}$ and $v \notin V_{\text {boundary }}$ satisfying:

$$
(1-\epsilon) d(v) \leq \widehat{d}_{\widehat{\ell}(v)}(v) \leq d(v)+\frac{c_{1} \epsilon^{3} \cdot m}{\log n \cdot \gamma^{\mu(\widehat{\ell}(v))}}, \text { then, we have } \widehat{\ell}(v)=\ell(v)
$$

Proof. As $v \notin V_{\text {boundary }}$, and $v \in S_{\ell(v)}$, from the definition of boundary vertices, we have:

$$
\frac{\bar{m}}{\gamma^{\mu(\ell(v))-1}} \cdot \frac{c_{2} \epsilon^{2}}{\log n} \leq d(v) \leq \frac{\bar{m}}{\gamma^{\mu(\ell(v)-1)+1}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}
$$

This implies:

$$
\begin{aligned}
\widehat{d}_{\ell(v)}(v) \geq(1-\epsilon) d(v) & \geq(1-\epsilon) \cdot \frac{\bar{m}}{\gamma^{\mu(\ell(v))-1}} \cdot \frac{c_{2} \epsilon^{2}}{\log n} \\
& =(1-\epsilon) \gamma \cdot \frac{\bar{m}}{\gamma^{\mu(\ell(v))}} \cdot \frac{c_{2} \epsilon^{2}}{\log n} \\
& =\frac{\bar{m}}{\gamma^{\mu(\ell(v))}} \cdot \frac{c_{2} \epsilon^{2}}{\log n},
\end{aligned}
$$

as $\gamma=1 /(1-\epsilon)$, and so in Algorithm Refine-Estimate (Alg. 21), $v$ will be recovered, and $\widehat{\ell}(v)=\ell(v)$ as long as it hasn't been recovered at a prior level.

At any prior level $j \leq \ell(v)-1$, from Lemma 5.6.4, we have:

$$
\begin{aligned}
\widehat{d}_{j}(v) & \leq d(v)+\frac{c_{1} \epsilon^{3} \cdot m}{\log n \cdot \gamma^{\mu(j)}} \\
& \leq \frac{\bar{m}}{\gamma^{\mu(\ell(v)-1)+1}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}+\frac{c_{1} \epsilon^{3} \cdot m}{\log n \cdot \gamma^{\mu(j)}} \\
& \leq \frac{\bar{m}}{\gamma^{\mu(j)}} \cdot \frac{c_{2} \epsilon^{2}}{\log n} \cdot\left(\frac{1}{\gamma \cdot \gamma^{(\ell(v)-1-j) \cdot B}}+\frac{c_{1} \epsilon}{c_{2}}\right) \\
& \leq \frac{\bar{m}}{\gamma^{\mu(j)}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}\left(\frac{1}{\gamma}+\frac{c_{1} \epsilon}{c_{2}}\right) \\
& =\frac{\bar{m}}{\gamma^{\mu(j)}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}\left(1-\epsilon+\frac{c_{1} \epsilon}{c_{2}}\right) \\
& <\frac{\bar{m}}{\gamma^{\mu(j)}} \cdot \frac{c_{2} \epsilon^{2}}{\log n},
\end{aligned}
$$

as long as we set $c_{1}<c_{2}$. Thus, $v$ will be rejected at any level $j<\ell(v)$.

The following corollary is immediate from the previous Claim 5.6.12, as every vertex that is not at the boundary is recovered at the actual level.

Corollary 5.6.13. If all the degree estimates of sampled vertices at every level are good approximations, i.e., satisfy the Corollary 5.6.7, then, $\mathcal{R}_{\text {bad }} \subseteq \mathcal{R}_{\text {boundary }} \subseteq$ $V_{\text {boundary }}$.

For a vertex $v$ that lies in the boundary, i.e., $v \in V_{\text {boundary }}$, it is possible that $v$ is recovered at a level far away from $\ell(v)$. Using the next claim, we argue that it will be recovered in the adjacent levels if it has not been recovered at $\ell(v)$.

Claim 5.6.14. Suppose $v \in S_{\ell(v)+1}$ and $v \in V_{\text {boundary }}$ satisfying:
$(1-\epsilon) \leq \widehat{d}_{\widehat{\ell}(v)}(v) \leq d(v)+\frac{c_{1} \epsilon^{3} \cdot m}{\log n \cdot \gamma^{\mu(\widehat{\ell}(v))}}$, then, we have $\widehat{\ell}(v) \in\{\ell(v)+1, \ell(v), \ell(v)-1\}$.

Proof. For notational convenience, let $\sigma=\frac{\bar{m} \cdot c_{2} \epsilon^{2}}{\log n}$. As $v \in S_{\ell(v)+1}$, we have $v \in S_{\ell(v)-1}$ and $v \in S_{\ell(v)}$ from construction.

First, we observe that $\widehat{\ell}(v) \leq \ell(v)+1$, because,

$$
\widehat{d}_{\widehat{\ell}(v)}(v) \geq(1-\epsilon) d(v) \geq(1-\epsilon) \frac{\sigma}{\gamma^{\mu(\ell(v))}} \geq(1-\epsilon) \gamma^{B} \frac{\sigma}{\gamma^{\mu(\ell(v)+1)}} \geq \frac{\sigma}{\gamma^{\mu(\ell(v)+1)}}
$$

The last inequality follows from $(1-\epsilon) \gamma^{B} \geq(1-\epsilon)(1+\epsilon)^{B} \geq 3-3 \epsilon \geq 1$, when $\epsilon \leq \frac{2}{3}$.

As $v \in V_{\text {boundary }}$, we have the following cases:
(a) $d(v) \in\left(\frac{\sigma}{\gamma^{\mu(\ell(v)-1)+1}}, \frac{\sigma}{\gamma^{\mu(\ell(v)-1)}}\right)$. We use proof by contradiction. Suppose $\widehat{\ell}(v) \leq$ $\ell(v)-2$. Then:

$$
\begin{aligned}
\widehat{d}_{\widehat{\ell}(v)}(v) & \leq d(v)+\frac{c_{1} \epsilon^{3} \cdot m}{\log n \cdot \gamma^{\mu(\widehat{\ell}(v))}} \\
& <\frac{\bar{m}}{\gamma^{\mu(\ell(v)-1)}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}+\frac{c_{1} \epsilon^{3} \cdot m}{\log n \cdot \gamma^{\mu(\widehat{\ell}(v))}} \\
& =\frac{\bar{m}}{\gamma^{\mu(\widehat{\ell}(v))}} \cdot \frac{c_{2} \epsilon^{2}}{\log n} \cdot\left(\frac{1}{\gamma^{(\ell(v)-1-\widehat{\ell}(v)) \cdot B}}+\frac{c_{1} \epsilon}{c_{2}}\right) \\
& \leq \frac{\bar{m}}{\gamma^{\mu(\widehat{\ell}(v))}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}\left(\frac{1}{\gamma^{B}}+\frac{c_{1} \epsilon}{c_{2}}\right) \\
& =\frac{\bar{m}}{\gamma^{\mu(\widehat{\ell}(v))}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}\left((1-\epsilon)^{B}+\frac{c_{1} \epsilon}{c_{2}}\right) \\
& \leq \frac{\bar{m}}{\gamma^{\mu(\widehat{\ell}(v))}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}\left(e^{-2}+\frac{c_{1} \epsilon}{c_{2}}\right) \leq \frac{\bar{m}}{\gamma^{\mu(\widehat{\ell}(v))}} \cdot \frac{c_{2} \epsilon^{2}}{\log n} .
\end{aligned}
$$

The last inequality follows because $c_{1} \leq c_{2}\left(1-e^{-2}\right)$. Therefore, $\widehat{\ell}(v)>\ell(v)-2$.
(b) $d(v) \in\left[\frac{\sigma}{\gamma^{\mu(\ell(v))}}, \frac{\sigma}{\gamma^{\mu(\ell(v))-1}}\right)$. Using a similar argument, we obtain that $\widehat{\ell}(v) \geq \ell(v)$.

For the sake of contradiction, let $\widehat{\ell}(v) \leq \ell(v)-1$. Then:

$$
\begin{aligned}
\widehat{d}_{\widehat{\ell}(v)}(v) & \leq d(v)+\frac{c_{1} \epsilon^{3} \cdot m}{\log n \cdot \gamma^{\mu(\widehat{\ell}(v))}} \\
& <\frac{\bar{m}}{\gamma^{\mu \ell(v))-1}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}+\frac{c_{1} \epsilon^{3} \cdot m}{\log n \cdot \gamma^{\mu(\widehat{\ell}(v))}} \\
& =\frac{\bar{m}}{\gamma^{\mu(\widehat{\ell}(v))}} \cdot \frac{c_{2} \epsilon^{2}}{\log n} \cdot\left(\frac{\gamma}{\gamma^{(\ell(v)-\widehat{\ell}(v)) \cdot B}}+\frac{c_{1} \epsilon}{c_{2}}\right) \\
& \leq \frac{\bar{m}}{\gamma^{\mu(\widehat{\ell}(v))}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}\left(\frac{2}{\gamma^{B}}+\frac{c_{1} \epsilon}{c_{2}}\right) \\
& =\frac{\bar{m}}{\gamma^{\mu(\widehat{\ell}(v))}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}\left(2(1-\epsilon)^{B}+\frac{c_{1} \epsilon}{c_{2}}\right) \\
& \leq \frac{\bar{m}}{\gamma^{\mu(\widehat{\ell}(v))}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}\left(2 e^{-2}+\frac{c_{1} \epsilon}{c_{2}}\right) \leq \frac{\bar{m}}{\gamma^{\mu(\widehat{\ell}(v))}} \cdot \frac{c_{2} \epsilon^{2}}{\log n} .
\end{aligned}
$$

The last inequality follows because $c_{1} \leq c_{2}\left(1-2 e^{-2}\right)$. Therefore, $\widehat{\ell}(v)>\ell(v)-1$.
Therefore, we have $\ell(v)-2<\widehat{\ell}(v) \leq \ell(v)+1$.
Definition 5.6.15 (Random variables). Let $\widehat{X}(v)$ be the random variable with $\widehat{X}(v)=$ $\gamma^{\mu(\widehat{\ell}(v))} \cdot \widehat{d}(v)$ if $v$ is recovered at level $\widehat{\ell}(v)$ and $\widehat{X}(v)=0$ otherwise. We define $X(v)$ similarly, assuming we run Algorithm 21 with exact degrees, i.e., $X(v)=\gamma^{\mu(\ell(v))} \cdot d(v)$ if $v$ is recovered at its actual level $\ell(v)$ and $X(v)=0$ otherwise.

In the analysis that follows next, we will argue that for most of the vertices in $\mathcal{R}$, except for those in $\mathcal{R}_{\text {boundary }}$, the $\widehat{X}(v)$ and $X(v)$ are close to each other, i.e., $1 \pm \epsilon$ approximations of each other. Separately, we show that the contribution of $\sum_{v \in \mathcal{R}_{\text {boundary }}} \widehat{X}(v)$ is small. As $X(v)$ values do not contain any degree approximations, they are easier to handle and we will show concentration for $\sum_{v \in \mathcal{R}} X(v)$. As a result, the concentration will also hold for the actual estimate $\sum_{v \in \mathcal{R}} \widehat{X}(v)$.

Throughout the remaining section, unless explicitly stated otherwise, we will assume that the degrees are good approximations. Formally stated, we define $\mathcal{E}_{0}$ as the event indicating all the degree estimates at every sampling level satisfy Corollary 5.6.7. Note that $\operatorname{Pr}\left[\mathcal{E}_{0}\right] \geq 0.70$ (from Corollary 5.6.7).

Claim 5.6.16. With probability at least $1-1 / 11 \log \log n$, we have:

$$
\sum_{v \in \mathcal{R}_{\text {boundary }}} \widehat{X}(v) \leq 572 \epsilon m \log \log n \quad \text { and } \sum_{v \in \mathcal{R}_{\text {boundary }}} X(v) \leq 44 \epsilon m \log \log n
$$

Proof. For the sake of brevity, we omit that all the expected values include conditioning on the event $\mathcal{E}_{0}$.

Consider a vertex $v \in \mathcal{R}_{\text {boundary }}$. We have that the probability a vertex $v \in$ $\mathcal{R}_{\text {boundary }}$ is recovered at a level $\widehat{\ell}(v)$ satisfying $\widehat{\ell}(v) \in\{\ell(v)+1, \ell(v), \ell(v)-1\}$ (From Claim 5.6.14):

$$
\begin{aligned}
\operatorname{Pr}\left[v \in \mathcal{R}_{\text {boundary }}\right] & =\operatorname{Pr}\left[v \in V_{\text {boundary }}\right] \cdot \operatorname{Pr}\left[v \in \mathcal{R} \mid v \in V_{\text {boundary }}\right] \\
& =\sum_{\widehat{\ell}(v) \in\{\ell(v)+1, \ell(v), \ell(v)-1\}} \operatorname{Pr}\left[v \in V_{\text {boundary }}\right] \cdot \operatorname{Pr}\left[v \in S_{\widehat{\ell}(v)}\right] .
\end{aligned}
$$

Therefore, we have:

$$
\begin{aligned}
& \mathbf{E}[\widehat{X}(v)]=\sum_{\widehat{\ell}(v) \in\{\ell(v)+1, \ell(v), \ell(v)-1\}} \gamma^{\mu(\widehat{\ell}(v))} \widehat{d}_{\widehat{\ell}(v)} \operatorname{Pr}\left[v \in V_{\text {boundary }}\right] \cdot \operatorname{Pr}\left[v \in S_{\widehat{\ell}(v)}\right] \\
& \leq \epsilon \cdot \sum_{\widehat{\ell}(v) \in\{\ell(v)+1, \ell(v), \ell(v)-1\}} \widehat{d}_{\widehat{\ell}(v)} \\
& \leq 3 \epsilon \cdot\left(d(v)+\frac{c_{1} \epsilon^{3} m}{\gamma^{\mu(\ell(v)-1)} \log n}\right) \quad(\text { using Corollary 5.6.7) } \\
&=3 \epsilon \cdot\left(d(v)+\left(\frac{1}{1-\epsilon}\right)^{B} \cdot \frac{c_{1} \epsilon^{3} m}{\gamma^{\mu(\ell(v))} \log n}\right) \\
& \leq 3 \epsilon \cdot(d(v)+5 \epsilon d(v)), \text { because } d(v) \geq \frac{c_{2} \epsilon^{2} \bar{m}}{\gamma^{\mu(\ell(v))} \log n} \\
& \geq \frac{c_{1} \epsilon^{2} m}{\gamma^{\mu(\ell(v))} \log n} \\
& \Rightarrow \mathbf{E}\left[\sum_{v \in \mathcal{R}_{\text {boundary }}} \widehat{X}(v)\right] \leq 18 \epsilon \cdot \sum_{v \in V} d(v) \leq 36 \epsilon m .
\end{aligned}
$$

Using Markov's inequality, we have $\sum_{v \in \mathcal{R}_{\text {bad }}} \widehat{X}_{v} \leq 572 \epsilon m \log n$, with probability $\geq 1-1 / 22 \log \log n$.

Similarly, we can bound the sum:

$$
\mathbf{E}\left[\sum_{v \in \mathcal{R}_{\text {boundary }}} X(v)\right] \leq \sum_{v \in V} \epsilon \cdot d(v) \leq 2 \epsilon m .
$$

Using Markov's inequality, we have, with probability $1-1 / 22 \log \log n, \sum_{v \in \mathcal{R}_{\text {bad }}} X(v) \leq$ $44 \epsilon m \log \log n$. Taking a union bound for both the events, gives us the claim.

Claim 5.6.17. $\mathbf{E}[X(v)]=d(v) \forall v \in V$. Also, $\mathbf{E}\left[\sum_{v \in V} X(v)\right]=2 m$.

Proof. By Claim 5.6.12, $X(v)$ is nonzero which requires that $v \in S_{\ell(v)}$. As $v$ is included in $S_{\ell(v)}$ with probability $1 / \gamma^{\mu(\ell(v))}$. Therefore, we have:

$$
\begin{gathered}
\mathbf{E}[X(v)]=\gamma^{\mu(\ell(v))} \cdot d(v) \cdot 1 / \gamma^{\mu(\ell(v))}=d(v) \\
\mathbf{E}\left[\sum_{v \in V} X(v)\right]=\sum_{j \in[L]} \sum_{v \in V \cap S_{j}} \mathbf{E}[X(v)]=\sum_{v \in V} d(v)=2 m .
\end{gathered}
$$

Claim 5.6.18. $\left|\sum_{v \in \mathcal{R} \backslash \mathcal{R}_{\text {boundary }}} \widehat{X}(v)-\sum_{v \in \mathcal{R} \backslash \mathcal{R}_{\text {boundary }}} X(v)\right| \leq \epsilon \cdot \sum_{v \in \mathcal{R} \backslash \mathcal{R}_{\text {boundary }}} X(v)$.
Proof. Consider a vertex $v \in \mathcal{R} \backslash \mathcal{R}_{\text {boundary }}$. From Claim 5.6.12, we have $\widehat{\ell}(v)=$ $\ell(v)$ provided $v \in S_{\ell(v)}$. As we have already conditioned on the event $\mathcal{E}_{0}$, from Corollary 5.6.7, we have:

$$
\begin{aligned}
(1-\epsilon) d(v) & \leq \widehat{d}_{\ell(v)}(v) \leq d(v)+\frac{c_{1} \epsilon^{3} m}{\gamma^{\mu(\ell(v))} \log n} \\
(1-\epsilon) \gamma^{\mu(\ell(v))} d(v) & \leq \gamma^{\mu(\ell(v))} \widehat{d}_{\ell(v)}(v) \leq \gamma^{\mu(\ell(v))} d(v)+\gamma^{\mu(\ell(v))} \cdot \frac{c_{1} \epsilon^{3} m}{\gamma^{\mu(\ell(v))} \log n} \\
\Rightarrow(1-\epsilon) X(v) & \leq \widehat{X}(v) \leq X(v)+\frac{c_{1} \epsilon^{3} m}{\log n}
\end{aligned}
$$

As $\bar{m} \geq m$ and $c_{2}>c_{1}$, we have:

$$
\begin{gathered}
d(v) \geq \frac{\bar{m} \cdot c_{2} \epsilon^{2}}{\gamma^{\mu(\ell(v))} \log n} \geq \frac{m \cdot c_{2} \epsilon^{2}}{\gamma^{\mu(\ell(v))} \log n} \\
\Rightarrow \frac{m \cdot c_{1} \epsilon^{3}}{\log n} \leq \frac{m \cdot c_{2} \epsilon^{3}}{\log n} \leq \gamma^{\mu(\ell(v))} \cdot \epsilon d(v)=\epsilon X(v) .
\end{gathered}
$$

Therefore,

$$
(1-\epsilon) X(v) \leq \widehat{X}(v) \leq(1+\epsilon) X(v)
$$

Thus, if $\widehat{X}(v)$ is nonzero, $(1-\epsilon) \widehat{X}(v) \leq X(v) \leq(1+\epsilon) \widehat{X}(v)$, which gives the claim after summing up over all the terms.

Claim 5.6.19. The variables $X(v) \forall v \in V$ are independent and bounded given by

$$
X(v) \leq \frac{2 \bar{m} \cdot c_{2} \epsilon^{2}}{\log n}
$$

Proof. Since the vertices are included independently in the sets $S_{0}, \ldots, S_{L}$, the independence of $X(v)$ follows immediately. Additionally, since $\ell(v)$ is the smallest $j \in\{0,1, \ldots L\}$ for which $d(v) \geq \frac{\bar{m}}{\gamma^{\mu(j)}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}$ (See the definition of $\ell(v)$ in Claim 5.6.12), we obtain $d(v) \leq \frac{\bar{m}}{\gamma^{\mu(\ell(v)-1)}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}$. Thus, if $X(v)$ is nonzero,

$$
X(v)=\gamma^{\mu(\ell(v))} \cdot d(v) \leq \frac{\gamma^{B} \bar{m} \cdot c_{2} \epsilon^{2}}{\log n} \leq \frac{1}{(1-\epsilon)^{B}} \cdot \frac{\bar{m} \cdot c_{2} \epsilon^{2}}{\log n} \leq \frac{2 \bar{m} \cdot c_{2} \epsilon^{2}}{\log n}
$$

Combining Claims 5.6.17 and 5.6.19 we obtain:

Claim 5.6.20. With probability at least $1-1 / n,\left|\sum_{v} X(v)-2 m\right| \leq \max \{\epsilon, \epsilon \cdot \alpha\} \cdot 2 m$.

Proof. By Claims 5.6.19 and 5.6.17, we have:

$$
\begin{aligned}
\sum_{v \in V} \mathbf{E}\left[(X(v)-d(v))^{2}\right] & =\sum_{v} \mathbf{E}\left[X(v)^{2}\right]-2 d(v) \mathbf{E}[X(v)]+d(v)^{2} \\
& \leq \sum_{v} \mathbf{E}\left[X(v)^{2}\right] \\
& \leq \frac{2 \bar{m} \cdot c_{2} \epsilon^{2}}{\log n} \cdot \sum_{v \in V} \mathbf{E}[X(v)]=\frac{2 \bar{m} \cdot 2 m \cdot c_{2} \epsilon^{2}}{\log n}
\end{aligned}
$$

If $\alpha>1$, then, $m \leq \bar{m} \leq m(1+\alpha) \leq 2 m \alpha$. From Bernstein's inequality (Lemma 5.5.2), we have:

$$
\begin{aligned}
\operatorname{Pr}\left[\left|\sum_{v} X(v)-2 m\right| \geq \epsilon^{\prime} \alpha \cdot m\right] & \leq \exp \left(-\frac{\epsilon^{\prime 2} \alpha^{2} \cdot m^{2}}{\frac{2 \cdot 2 \bar{m} \cdot 2 m \cdot c_{2} \epsilon^{2}}{\log n}+\frac{2}{3} \cdot \frac{2 \bar{m} \cdot c_{2} \epsilon^{2}}{\log n} \cdot m \epsilon^{\prime} \alpha}\right) \\
& \leq \exp \left(-\frac{\epsilon^{\prime 2} \alpha^{2} \cdot m^{2} \log n}{2 \cdot 4 m \alpha \cdot 2 m \cdot c_{2} \epsilon^{2}+\frac{2}{3} \cdot 4 m \alpha \cdot c_{2} \epsilon^{2} \cdot m \epsilon^{\prime} \alpha}\right) \\
& =\exp \left(-\frac{\epsilon^{\prime 2} \alpha^{2} \log n}{16 c_{2} \epsilon^{2} \alpha+\frac{8}{3} \cdot c_{2} \epsilon^{2} \cdot \epsilon^{\prime} \alpha^{2}}\right) \leq \frac{1}{n}, \text { because, } \\
\frac{\epsilon^{\prime 2} \alpha^{2}}{16 c_{2} \epsilon^{2} \alpha+\frac{8}{3} \cdot c_{2} \epsilon^{2} \cdot \epsilon^{\prime} \alpha^{2}} & \geq 1, \text { as } 1 \geq \epsilon^{\prime} \geq \epsilon\left(\frac{56 c_{2}}{3}\right)^{1 / 2} .
\end{aligned}
$$

If $\alpha \in\left[\epsilon^{\prime}, 1\right]$, then, $\bar{m} \leq 2 m$. From Bernstein's inequality (Lemma 5.5.2), we have:

$$
\begin{aligned}
\operatorname{Pr}\left[\left|\sum_{v} X(v)-2 m\right| \geq \epsilon^{\prime} \cdot m\right] & \leq \exp \left(-\frac{\epsilon^{\prime 2} \cdot m^{2}}{\frac{2 \cdot 2 \bar{m} \cdot 2 m \cdot c_{2} \epsilon^{2}}{\log n}+\frac{2}{3} \cdot \frac{2 \bar{m} \cdot c_{2} \epsilon^{2}}{\log n} \cdot m \epsilon^{\prime}}\right) \\
& \leq \exp \left(-\frac{\epsilon^{\prime 2} \cdot m^{2} \log n}{2 \cdot 4 m \cdot 2 m \cdot c_{2} \epsilon^{2}+\frac{2}{3} \cdot 4 m \cdot c_{2} \epsilon^{2} \cdot m \epsilon^{\prime}}\right) \\
& \leq \exp \left(-\frac{\epsilon^{\prime 2} \log n}{64 c_{2} \epsilon^{2}+\frac{16}{3} \cdot c_{2} \epsilon^{2}}\right) \leq \frac{1}{n}, \text { because, } \\
\frac{\epsilon^{\prime 2}}{64 c_{2} \epsilon^{2}+\frac{16}{3} \cdot c_{2} \epsilon^{2}} & \geq 1, \text { as } 1 \geq \epsilon^{\prime} \geq \epsilon\left(\frac{208 c_{2}}{3}\right)^{1 / 2} .
\end{aligned}
$$

Combining both the statements, and scaling $\epsilon$ gives us the lemma.

Note that Claim 5.6 .20 basically gives us what we want, after adjusting constants on $\alpha$ and scaling up our estimate appropriately. We formalize this using the below lemma:

Lemma 5.6.21. Suppose the input $\bar{m}$ to Algorithm Refine-Estimate satisfies $m \leq$ $\bar{m} \leq m(1+\alpha)$ for some approximation factor $\epsilon \leq \alpha \leq \frac{\binom{n}{2}}{m}$. Then, with probability $1-1 / 11 \log \log n-1 / n$ :

$$
2 m(1-\epsilon \log \log n-\epsilon \cdot \alpha) \leq \sum_{v \in V} \widehat{X}(v) \leq 2 m(1+\epsilon \cdot \log \log n+\epsilon \cdot \alpha)
$$

Proof. We note that for the vertices that are not recovered, i.e., $r(v)=0$, we have $\widehat{X}(v)=0$, and therefore need to only consider vertices in $\mathcal{R}$. From Claim 5.6.18, we have:

$$
\left|\sum_{v \in \mathcal{R} \backslash \mathcal{R}_{\text {boundary }}} \widehat{X}(v)-\sum_{v \in \mathcal{R} \backslash \mathcal{R}_{\text {boundary }}} X(v)\right| \leq \epsilon \cdot \sum_{v \in \mathcal{R} \backslash \mathcal{R}_{\text {boundary }}} X(v)
$$

Combining it with $\sum_{v \in \mathcal{R}_{\text {boundary }}} \widehat{X}(v) \leq 572 \epsilon m \log \log n$ from Claim 5.6.16, we have:

$$
\begin{aligned}
\sum_{v \in \mathcal{R}} \widehat{X}(v) & \leq(1+\epsilon) \sum_{v \in \mathcal{R} \backslash \mathcal{R}_{\text {boundary }}} X(v)+\sum_{v \in \mathcal{R}_{\text {boundary }}} \widehat{X}(v) \\
& \leq(1+\epsilon) \sum_{v \in V} X(v)+572 \epsilon m \log \log n \\
& \leq 2 m(1+\epsilon \cdot \alpha+\epsilon \cdot \log \log n)
\end{aligned}
$$

where the last step follows by scaling $\epsilon$ (with a constant) appropriately. From Claim 5.6.16, we have $\sum_{v \in \mathcal{R}_{\text {boundary }}} X(v) \leq 44 \epsilon m \log \log n$. Therefore, we get:

$$
\sum_{v \in V} X(v) \leq \sum_{v \in \mathcal{R} \backslash \mathcal{R}_{\text {boundary }}} X(v)+44 \epsilon m \log \log n
$$

Similarly, we have:

$$
\begin{aligned}
\sum_{v \in \mathcal{R}} \widehat{X}(v) & \geq(1-\epsilon) \sum_{v \in \mathcal{R} \backslash \mathcal{R}_{\text {boundary }}} X(v)+\sum_{v \in \mathcal{R}_{\text {boundary }}} \widehat{X}(v) \\
& \geq(1-\epsilon) \sum_{v \in \mathcal{R} \backslash \mathcal{R}_{\text {boundary }}} X(v) \\
& \geq(1-\epsilon) \cdot \sum_{v \in V} X(v)-(1-\epsilon) 44 \epsilon m \log \log n \\
& \geq 2 m(1-\epsilon \log \log n-\epsilon \cdot \alpha) \geq 2 m(1-\alpha \cdot \epsilon \log \log n) .
\end{aligned}
$$

The last step follows by scaling $\epsilon$ appropriately. Using union bound, we get the final probability claim. Hence, the lemma.

In Algorithm Refine-Estimate, we start with an estimate $\bar{m}_{0}$ for the number of edges, due to Beame et al.[22]. The estimate for the number of edges $\bar{m}_{0}$ satisfies $m \leq$ $\bar{m}_{0} \leq m\left(1+\alpha_{0}\right)$, for some $\alpha_{0}$. As $m \leq \bar{m}_{0} \leq O\left(m \log ^{2} n\right)$, the approximation factor $\alpha_{0}$ could be as large as $O\left(\log ^{2} n\right)$. In Lemma 5.6.21, we showed that we can improve our estimator by $\epsilon \cdot(\alpha+\log \log n)$ multiplicative factor. We call this multiplicative improvement as refinement. In the next theorem, we argue that our Algorithm 20 which performs repeated refinements results in a (1士 $1 \pm$-approximation.

Theorem 5.6.22 (Theorem 5.6.5 restated). Given a graph $G$ with $n$ nodes and $m$ edges, there is an algorithm that makes $O\left(\epsilon^{-5} \log ^{5} n \log ^{5}(\log n) \log \left(\epsilon^{-1} \log n\right)\right)$ nonadaptive BIS queries to $G$ and returns an estimate $\widehat{m}$ satisfying: $m(1-\epsilon) \leq \widehat{m} \leq$ $m(1+\epsilon)$, with probability at least $3 / 5$.

Proof. We denote $\epsilon^{\prime}=O(\epsilon \log \log n)$. As $m \leq \bar{m}_{0} \leq O\left(m \log ^{2} n\right)$, the approximation factor $\alpha_{0}$ could be as large as $O\left(\log ^{2} n\right)$. From Lemma 5.6.21, we have that each refinement improves the approximation factor to $m(1+\epsilon \cdot \alpha+\epsilon \cdot \log n) \leq m\left(1+\epsilon^{\prime} \alpha_{0}\right) \leq$ $m+\epsilon^{\prime} m \alpha_{0}$. Therefore, after $O\left(\log _{1 / \epsilon^{\prime}} \log n\right)$ refinements, we expect the upper bound in the approximation to reduce from $\alpha_{0} \cdot m$ to $O\left(\epsilon^{\prime} \cdot m\right)$. However, each refinement
worsens the lower bound from $m$ to $m\left(1-\epsilon^{\prime} \cdot \alpha\right)$. In order to maintain the invariant that the input to Algorithm 21 always satisfies $\bar{m}_{1}=\widehat{m} \geq m$, we normalize it by adding $\epsilon^{\prime} m_{0}$. This implies that $\widehat{m} \leq m+2 \epsilon^{\prime} m \alpha_{0}$, and the new approximation factor $\alpha_{1} \leq 2 \epsilon^{\prime} \alpha_{0}$. Continuing this, after $T-1=3 \log _{1 / \epsilon^{\prime}} \log n$ refinements, we will have $\widehat{m}_{T} \leq m+\left(2 \epsilon^{\prime}\right)^{T} m \alpha_{0}$. By scaling $\epsilon=O(\epsilon / \log \log n)$, we have, $\epsilon^{\prime} \leq 1 / c$ for some integer constant $c>2$ and $\widehat{m}_{T} \leq m+\epsilon \cdot m$. So, the final estimate $\widehat{m}$ returned satisfies:

$$
m(1-\epsilon) \leq \widehat{m} \leq m(1+\epsilon)
$$

For each level of sampling, we use Algorithm 19 to return degree estimates which requires $O\left(\epsilon^{-5} \log ^{4} n \log \left(\epsilon^{-1} \log n\right)\right)$ BIS queries and $O\left(\epsilon^{-5} \log ^{5} n \log \left(\epsilon^{-1} \log n\right)\right)$ in total including all the $L$ levels (without scaling of $\epsilon$ ). As we have scaled by setting $\epsilon=$ $O\left(\epsilon / \log _{1 / \epsilon} \log n\right)$, the total number of BIS queries is $O\left(\epsilon^{-5} \log ^{5} n \log ^{5}(\log n) \log \left(\epsilon^{-1} \log n\right)\right)$.

Recall that we have conditioned on the event $\mathcal{E}_{0}$ that our degree estimates are accurate. Using union bound, the total probability of failure across $O\left(\log _{1 / \epsilon} \log n\right)=$ $O(\log \log n)$ refinements is:

$$
\begin{aligned}
& \operatorname{Pr}\left[\neg \mathcal{E}_{0}\right]+(1 / 10 \log \log n+1 / n) \cdot \log \log n \\
& \leq 0.30+1 / 11+\log \log n / n \leq 2 / 5 \text { for sufficiently large } n .
\end{aligned}
$$

Hence, the theorem.

### 5.7 Non-adaptive algorithms for uniform sampling

In this section, we describe algorithms for sampling a near-uniform edge in the graph. In Section 5.7.1, we discuss connections between OR queries (Definition 5.5.1) and BIS queries, and outline an algorithm that takes as input two disjoint subsets $L, R$ and returns a uniform vertex in $|\Gamma(L) \cap R|$. Next, in Section 5.7.2, we use this algorithm to return uniform neighbors for every vertex in a given subset sampled from
$V$. Finally, in Section 5.7.3, we combine these neighbors obtained for each vertex, and return a near-uniform sample among the edges of the graph.

### 5.7.1 Identifying uniform neighbor of a subset of vertices

We will describe connections between OR queries (Definition 5.5.1) and BIS queries that give us algorithms for sampling uniformly an edge from the neighborhood of a subset of vertices $L$ in another disjoint subset $R$. This is similar to Section 5.6, where we discussed algorithms for counting the number of edges in the neighborhood of a set $L$ in another disjoint subset $R$.

In [16], the authors discuss various algorithms for the well-studied single element recovery problem using OR-queries. In the single element recovery problem, we are given a boolean vector, and we want to identify a non-zero index (also called element) of the vector.

Definition 5.7.1 (Single Element Recovery [16]). Given a boolean vector $x \in\{0,1\}^{N}$, return a non-zero element from the support of $x$, denoted by $\operatorname{supp}(x)$.

Lemma 5.7.2 (Lemma 4.3 from [16] restated). Suppose $x \in\{0,1\}^{N}$ is a boolean vector. There is a non-adaptive randomized algorithm that recovers a uniform element $j \in \operatorname{supp}(x)$ with probability $1-\delta$ and uses $O\left(\log ^{2} N \log (1 / \delta)\right)$ OR queries.

Simulating a BIS query using OR query. We start with an observation that any BIS query can be simulated using a single OR query. An OR query (Definition 5.5.1) takes as input a subset $S \subseteq V \times V$ of pairs of vertices and returns if an edge of the graph is present among the subset. Therefore, a BIS query $\mathcal{B I} \mathcal{S}(L, R)$ is equivalent to an OR query of the subset $S=\{(u, v) \mid u \in L, v \in R\}$.

Now, we will show a connection in the other direction for the problem of single element recovery, i.e., we show that OR queries used for finding single element recovery can be simulated using appropriate BIS queries.

Suppose we are given two disjoint subsets $L, R \subseteq V$, and we want to output a neighbor of $L$ in $R$, i.e., a vertex in the set $\Gamma(L) \cap R$. Intuitively, this is equivalent to finding a non-zero element (corresponds to a neighbor vertex) in the vector defined over the subset $R$ for a given subset $L$.

Simulating an OR query using BIS query for finding a neighbor. Let $x_{R} \in$ $\{0,1\}^{R}$ denote a vector such that $i$ th element of the vector corresponds to the the $i$ the vertex $v_{i}$ in $R$ (according to some fixed ordering of vertices). If $v_{i} \in \Gamma(L) \cap R$ for some $i \in\{1,2, \cdots,|R|\}$, then, $x_{R}[i]=1$, otherwise it is 0 . Let $\mathcal{Q}$ denotes the set of OR queries used to recover a uniform element from $x_{R}$ using the algorithm from Lemma 5.7.2. Each of the OR queries $q \in Q$ is defined over a subset $R_{q} \subseteq$ $\left\{v_{1}, v_{2}, \cdots v_{|R|}\right\}$ and can be replaced with a corresponding BIS query $\mathcal{B I} \mathcal{S}\left(L, R_{q}\right)$ with the same output. Therefore, we can restate Lemma 5.7.2 in terms of BIS queries as follows:

Lemma 5.7.3. Suppose $L, R \subseteq V$ are disjoint subsets. There is a non-adaptive randomized algorithm that recovers a uniform neighbor $u \in \Gamma(L) \cap R$ with probability $1-\delta$ and uses $O\left(\log ^{2}|R| \log (1 / \delta)\right)$ BIS queries.

### 5.7.2 Identifying uniform neighbour for each vertex

In this section, given a subset $S \subseteq V$, we describe an algorithm that returns a uniform neighbor for every vertex in $S$ based on the ideas from Section 5.7.1.

Overview of Algorithm Uniform-Neighbor. Our algorithm extends EstimateDEGREE by also returning a uniform neighbor for every vertex in $S$, along with the degree estimates. Consider a vertex $v$ contained in the partition $S^{t a}$. Along with the estimating the neighborhood size of the partition containing a vertex $v$, we also return a uniform neighbor from the set $\Gamma\left(S^{t a}\right) \cap V \backslash S^{t a}$ using Lemma 5.7.3 from Section 5.7.1. So, we will have a set of $T=O(\log n)$ neighbors for every vertex. By selecting the neighbor corresponding to the partition $S^{t_{\min }(v) a}$ containing $v$, we ensure
that the neighbor is a uniform neighbor of $v$ with high success probability. Here, the partition $S^{t_{\min }(v) a}$ where $t_{\min }(v) \in[T]$, corresponds to the random partition with the minimum neighborhood estimate size and is used for degree estimate of $v$, i.e., $\widehat{d}(v)$.

## Algorithm 22 Uniform-NeIghbor: Uniform neighbor for each vertex in a given subset $S$

Input: Subset $S \subseteq V$.
Output: Degree estimates and a uniform neighbour for each vertex $v \in S$.
Initialize $\widehat{d}(v) \leftarrow n$ for every $v \in S$.
for $t$ in $\{1,2, \ldots, T=O(\log n)\}$ do
Consider a random partitioning of $S$ into $S^{t 1}, S^{t 2}, \ldots S^{t \lambda}$ where $\lambda=$ $O\left(\epsilon^{-4} \log ^{2} n\right)$.
for every partition $S^{t a}$ where $a \in[\lambda]$ do
Let $z^{t a}$ is sample returned using Lemma 5.7.3 where $L=S^{t a}, R=V \backslash S^{t a}$ and $\delta=O\left(\epsilon / \log n^{4}\right)$.
$\eta_{\text {est }}\left(S^{t a}\right) \leftarrow$ Neighborhood-Size $\left(S^{t a}, V \backslash S^{t a}\right)$.
for $v \in S^{t a}$ do
if $\widehat{d}(v)>\eta_{\text {est }}\left(S^{t a}\right)$ then
$\widehat{d}(v) \leftarrow \eta_{\text {est }}\left(S^{t a}\right)$.
$t_{\text {min }}(v) \leftarrow t$.
end if
end for
end for
end for
$\mathcal{U}_{j}(v)=z^{t_{\min }(v) a}$ for every $v \in S$.
return $\widehat{d}(v), \mathcal{U}_{j}(v)$ for every $v \in S$.

We extend Lemma 5.7.3 and obtain the following corollary:
Corollary 5.7.4. If $v \in S^{t a}$ for some $t \in[T], a \in[\lambda]$, then, for every neighbor $w \in \Gamma(v) \cap V \backslash S^{t a}$, we have:

$$
\operatorname{Pr}\left[w=z^{t a}\right]=\frac{1}{\left|\Gamma\left(S^{t a}\right) \cap V \backslash S_{j}^{t a}\right|}
$$

Proof. From Lemma 5.7.3, we know that any vertex $w \in \Gamma\left(S^{t a}\right) \cap V \backslash S^{t a}$ will satisfy

$$
\operatorname{Pr}\left[w=z^{t a}\right]=\frac{1}{\left|\Gamma\left(S^{t a}\right) \cap V \backslash S_{j}^{t a}\right|}
$$

As $\Gamma(v) \cap V \backslash S^{t a} \subseteq \Gamma\left(S^{t a}\right) \cap V \backslash S^{t a}$, we have the corollary.

Lemma 5.7.5. Suppose $S \subseteq V$. Then, Algorithm 22 uses $O\left(\epsilon^{-4} \log ^{5} n \log \left(\epsilon^{-1} \log n\right)\right)$ BIS queries and with probability $1-O(\epsilon / \log n)$, returns degree estimates $\widehat{d}(v)$ for every vertex $v \in S$ satisfying:

$$
d(v)(1-\epsilon) \leq \widehat{d}(v) \leq d(v)+\frac{\epsilon^{4}}{\log ^{2} n} \cdot d(S)
$$

Proof. For every random partition, we use Lemma 5.7.3 to return a uniform neighbor. This step uses $O\left(\log ^{2} n \log (1 / \delta)\right)$ BIS queries and succeeds with probability at least $1-\delta$, where $\delta=O(\epsilon / T \lambda \log n), T=O(\log n)$, and $\lambda=O\left(\epsilon^{-4} \log ^{2} n\right)$. The total number of random partitions considered is $O(T \cdot \lambda)=O\left(\epsilon^{-4} \log ^{3} n\right)$. Following the proof of Lemma 5.6.4, we get the lemma.

### 5.7.3 Identifying a uniform edge in the graph

In this section, we give an algorithm that returns an edge sample from a distribution that is close to the uniform distribution. Our algorithm extends Algorithm Edge-Estimator and is based on the following idea. Suppose we know the degrees of all the vertices, denoted by $d(v) \forall v \in V$, in the graph. In order to sample a uniform edge, we can sample a vertex $v$ with probability $d(v) / \sum_{w \in V} d(w)$ and return a uniform neighbor among the neighbors of $v$. We can observe that the probability that an edge $e=(v, u)$ is sampled is $d(v) / \sum_{w \in V} d(w) \cdot 1 / d(v)+d(u) / \sum_{w \in V} d(w) \cdot 1 / d(u)=$ $1 / m$.

In order to extend the above idea to our setting, there are two challenges. First, we do not know the degrees (or approximate degrees) of all the vertices. This is because the set of recovered vertices, i.e., with $(1 \pm \epsilon)$-approximate degree estimates known is a subset of the sampled vertices at each level of sampling. Secondly, each vertex is recovered at a different level and is therefore sampled with different probabilities. In order to return a uniform edge based on the previously discussed idea, we must return

Algorithm 23 SAMPLING: Non-adaptive algorithm for sampling uniform edges
Input: $V$ set of $n$ vertices and $\epsilon>0$ error parameter.
Output: Edge of the graph sampled from a (near)-uniform distribution.
Scale $\epsilon \leftarrow \frac{\epsilon}{600 \log _{1 / \epsilon} \log n}$ and initialize $\gamma \leftarrow 1 /(1-\epsilon)$ and $B \leftarrow 2 / \epsilon$.
Let $s$ be an integer selected uniformly at random from the interval $[0, B)$.
Let $\mu(j) \leftarrow-s+j \cdot B$ for every integer $j$ in the interval $\left[0, \frac{1}{B} \cdot \log _{\gamma} n\right]$.
Initialize $S_{0} \leftarrow V$ and construct $S_{1}$ by sampling vertices in $S_{0}$ with probability $1 / \gamma^{\mu(1)}$.
Construct $S_{1} \supseteq S_{2} \ldots \supseteq S_{L}$ for $L=\frac{1}{B} \cdot \log _{\gamma} n$ where each $S_{j}$ is obtained by sampling vertices in $S_{j-1} \forall j \geq 2$, independently with probability $1 / \gamma^{B}$.
for $j=0,1, \ldots L$ do
Run Uniform-Neighbor (Algorithm 22) on $S_{j}$, to obtain the degree estimates $\widehat{d}_{j}(v)$ satisfying $(1-\epsilon) d(v) \leq \widehat{d}_{j}(v) \leq d(v)+\frac{c_{1} \epsilon^{3} \cdot m}{\log n \cdot \gamma^{\mu(j)}}$ for all $v \in S_{j}$.

Let $\mathcal{U}(v)$ denote the neighbor returned by Algorithm 22 for vertex $v \in S_{j}$.
end for
Let $\bar{m}_{0}$ be the $O(\log n)$-approximate estimate from the Algorithm CoarseEstiMATOR in Beame et al. [22] on a random partition of $V$.
Set $\bar{m}_{0} \leftarrow \max \left\{2,16 \log n \cdot \bar{m}_{0}\right\}$, so that we have $m \leq \bar{m}_{0} \leq\left(64 \log ^{2} n\right) \cdot m$.
for $t=1,2, \cdots, T=2 \log _{1 / \epsilon} \log n$ do
$\bar{m}_{t}$ is assigned the output of Refine-Estimate that takes as input approximate degree values $\widehat{d}_{j}(v) \forall v \in S_{j} \forall j \in[L]$, the previous estimate $\bar{m}_{t-1}$ and the iteration $t$.
14: end for
15: For every $v$ recovered, let $\widehat{\ell}(v)$ denote the level at which $v$ was recovered by $T$ th iteration of Refine-Estimate. Include all the recovered vertices in $\mathcal{R}$.
16: Let $v_{\text {sampled }}$ be the vertex drawn from the distribution such that a vertex $v$ in $\mathcal{R}$ is selected with probability proportional to $\gamma^{\mu(\widehat{\ell}(v))} \cdot \widehat{d}_{\widehat{\ell}(v)}(v)$.
17: return edge ( $\left.v_{\text {sampled }}, \mathcal{U}\left(v_{\text {sampled }}\right)\right)$.
a single vertex among the set of recovered vertices with probability proportional to its degree.

We address these two challenges by, amongst the recovered vertices, returning vertex $v$ with probability proportional to $\gamma^{\widehat{\ell}(v)} \cdot \widehat{d}(v)$ where $\widehat{\ell}(v)$ is the level at which it is recovered, and $\widehat{d}_{\ell(v)}(v)$ is the degree estimate at the level of recovery. From Section 5.6.3, we know that our estimator $\sum_{v \text { is recovered }} \widehat{X}(v)=\sum_{v \text { is recovered }} \gamma^{\widehat{\ell}(v)} \cdot \widehat{d}(v)$ is concentrated around $2 m$ (See Lemma 5.6.21) and we will be able to return a nearuniform sample.

Overview of Algorithm SAmpling. Our algorithm is an extension of Algorithm Edge-Estimator (Algorithm 20) and the differences are highlighted in blue. During the process of constructing the edge estimator, by repeated refinements, let $\widehat{\ell}(v)$ denote the level at which a vertex $v$ is recovered at the last, i.e., $T=$ $O\left(\log _{1 / \epsilon} \log n\right)^{t h}$ refinement iteration, and the corresponding degree estimate $\widehat{d}_{\widehat{\ell}(v)}(v)$. Let $\mathcal{R}$ denote the set of all recovered vertices, i.e., $\widehat{X}(v) \neq 0$, in the last refinement iteration. Then, we draw a vertex $v$ from the distribution such that it is selected with probability proportional to $\gamma^{\mu(\widehat{\ell}(v))} \cdot \widehat{d}_{\widehat{\ell}(v)}(v)$. From our earlier discussion, this approach will result in a near-uniform sample.

### 5.7.3.1 Proof of Theorem 5.3.2

Claim 5.7.6. With probability $1-2 \epsilon$, for all levels $j \in\{1,2, \cdots, L\}$, we have:

$$
d\left(S_{j}\right) \leq \frac{m \cdot L}{\epsilon \gamma^{\mu(j)}}
$$

Proof. As every vertex is included in $S_{j}$ with probability $1 / \gamma^{\mu(j)}$, we get:

$$
\mathbf{E}\left[d\left(S_{j}\right)\right]=\frac{\sum_{v \in V} d(v)}{\gamma^{\mu(j)}}=\frac{2 m}{\gamma^{\mu(j)}}
$$

Therefore, by Markov's Inequality, $\operatorname{Pr}\left[d\left(S_{j}\right) \geq m \cdot L / \epsilon \gamma^{\mu(j)}\right] \leq 2 \epsilon / L$. Taking a union bound over all the levels, with probability at least $1-2 \epsilon$,

$$
d\left(S_{j}\right) \leq m \cdot L / \epsilon \gamma^{\mu(j)} \leq m \cdot \log n / \epsilon \gamma^{\mu(j)} \text { for every level } j \in[L]
$$

By setting $\lambda=O\left(\epsilon^{-4} \log ^{2} n\right)$, a multiplicative factor of $1 / \epsilon$ more than that in section 5.6, we ensure that the exact guarantees hold with probability $1-\epsilon$. Combining Claim 5.7.6 and Lemma 5.7.5, for sufficiently large $n$, we have:

Corollary 5.7.7. The degree estimates returned by Algorithm 22 for each sampling level $j \in[L]$, satisfy the following with probability at least $1-\epsilon$ :

$$
(1-\epsilon) d(v) \leq \widehat{d}_{j}(v) \leq d(v)+\frac{c_{1} \epsilon^{3} m}{\gamma^{\mu(j)} \log n} \quad \forall v \in S_{j}
$$

For the remaining portion of this section, we will condition on the event that Corollary 5.7.7 is satisfied. In the proof of the main Theorem 5.7.10, we account for the failure probability of this event.

In the next lemma, we show that if a vertex is recovered at level $j$ (recall the threshold value for recovery from Section 5.6.3), the neighbor returned by Algorithm 22, given by $\mathcal{U}_{j}(v)$ is equal to any neighbor of $v$ with probability $1 / \widehat{d}(v)$. From Section 5.6.3, we know that approximate degree of $v$ obtained from the set $S$, denoted by $\widehat{d}_{j}(v)$, when $\ell(v)=j$ is a $(1 \pm \epsilon)$-approximation of $d(v)$, therefore, we have returned a neighbor of $v$ with probability $(1 \pm \epsilon) / d(v)$.

Lemma 5.7.8. Suppose $v \in S_{j}$ satisfies the following: $\widehat{d}(v) \geq \frac{m}{\gamma^{\mu(j)}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}$. Then, for every $w \in \Gamma(v)$, we have with probability $1-\epsilon$ :

$$
(1-\epsilon) \frac{1}{\widehat{d}(v)} \leq \operatorname{Pr}\left[\mathcal{U}_{j}(v)=w\right] \leq(1+\epsilon) \frac{1}{\hat{d}(v)}
$$

Proof. From Lemma 5.6.3, we know that:

$$
(1-\epsilon)\left|\Gamma\left(S^{t_{\min }(v) a}\right) \cap V \backslash S^{t_{\min }(v) a}\right| \leq \eta_{\mathrm{est}}\left(S^{t_{\min }(v) a}\right) \leq(1+\epsilon)\left|\Gamma\left(S^{t_{\min }(v) a}\right) \cap V \backslash S^{t_{\min }(v) a}\right|
$$

Moreover, our degree estimates in Algorithm 22 are obtained by $\widehat{d}(v)=\eta_{\text {est }}\left(S^{t_{\min }(v) a}\right)$.
Consider a vertex $w \in \Gamma(v)$. If $w \in \Gamma(v) \backslash S^{t_{\min }(v) a}$, we have:

$$
\begin{aligned}
& \operatorname{Pr}\left[\mathcal{U}_{j}(v)=w\right]=\frac{1}{\left|\Gamma\left(S^{t_{\min }(v) a}\right) \cap V \backslash S^{t_{\min }(v) a}\right|} \\
&(1-\epsilon) \cdot \frac{1}{\widehat{d}(v)} \leq \operatorname{Pr}\left[\mathcal{U}_{j}(v)=w\right] \leq(1+\epsilon) \cdot \frac{1}{\widehat{d}(v)}
\end{aligned}
$$

If $w \in \Gamma(v) \cap S^{t_{\min }(v) a}$, then, it is never returned. In iteration $t_{\min }(v) \in[T], w \in S$ is assigned to one of the $\lambda$ random partitions, we observe that such an event happens with probability:

$$
\operatorname{Pr}\left[w \in S^{t_{\min }(v) a} \cap \Gamma(v)\right]=\frac{1}{\lambda}=\frac{\epsilon^{4}}{c \log ^{2} n} \leq \epsilon, \text { for some constant } c>1
$$

It is possible that $\mathcal{U}_{j}(v) \notin \Gamma(v) \cap\left(V \backslash S^{t_{\min }(v) a}\right)$, which is a failure event for us, as no neighbor of $v$ will be returned. We will argue that probability for such an event occurring is small.

From the analysis in Lemma 5.6.4 and Corollary 5.7.7, with probability at least $1-1 / n^{3}$ and for an appropriate choice of $c_{2}$, we have:

$$
\left.d\left(S^{t_{\min }(v) a} \backslash\{v\}\right) \leq \frac{c_{1} m \cdot \epsilon^{3}}{\gamma^{\mu(j)} \log n} \leq \epsilon \widehat{d}(v) \quad \text { (as we are given } \widehat{d}(v) \geq \frac{m}{\gamma^{\mu(j)}} \cdot \frac{c_{2} \epsilon^{2}}{\log n}\right)
$$

$$
\begin{aligned}
\operatorname{Pr}\left[\mathcal{U}_{j}(v) \notin \Gamma(v) \cap\left(V \backslash S^{t_{\min }(v) a}\right)\right] & \leq \frac{\left|\Gamma\left(S^{t_{\min }(v) a} \backslash\{v\}\right) \cap V \backslash S^{t_{\min }(v) a}\right|}{\left|\Gamma\left(S^{t_{\min }(v) a}\right) \cap V \backslash S^{t_{\min }(v) a}\right|} \\
& \leq \frac{d\left(S^{t_{\min }(v) a} \backslash\{v\}\right)}{\left|\Gamma\left(S^{t_{\min }(v) a}\right) \cap V \backslash S^{t_{\min }(v) a}\right|} \\
& \leq(1+\epsilon) \cdot \frac{d\left(S^{t_{\min }(v) a} \backslash\{v\}\right)}{\widehat{d}(v)} \leq \epsilon(1+\epsilon)=2 \epsilon .
\end{aligned}
$$

By union bound, failure probability is at most $1 / n^{3}+\epsilon \leq 2 \epsilon$. Scaling $\epsilon$ appropriately, gives us the lemma.

In the next lemma, we show that if a vertex is not in $V_{\text {boundary }}$, then, it is recovered with the required probability of $\widehat{d}(v) / 2 m$ (upto $1 \pm \epsilon$ factor). Otherwise, we argue that the probability of returning it is not too large.

Lemma 5.7.9. For any vertex $v$, with probability at least $1-\epsilon$, we have:

1. $(1-\epsilon) \frac{\widehat{d}_{\widehat{\mathscr{C}}}(v)}{2 m} \leq \operatorname{Pr}\left[v_{\text {sampled }}=v\right] \leq(1+\epsilon) \frac{\widehat{d}_{\widehat{\ell}(v)}(v)}{2 m}$ if $v \notin V_{\text {boundary }}$.
2. $\operatorname{Pr}\left[v_{\text {sampled }}=v\right] \leq \frac{15(1+\epsilon) \widehat{d}_{\widehat{(v)}}(v)}{2 m}$ if $v \in V_{\text {boundary }}$.

Proof. We condition on the event that the $(1-\epsilon) 2 m \leq \sum_{v \in \mathcal{R}} \widehat{X}(v) \leq(1+\epsilon) 2 m$, which happens with probability at least $1-\epsilon$ (follows from Corollary 5.7.7, Lemma 5.6.21, and Theorem 5.6.5).

From Claim 5.6.12, we know that a vertex not lying at the boundary will be recovered at level $\ell(v)$, i.e., $\widehat{\ell}(v)=\ell(v)$. Consider a vertex $v \in V \backslash V_{\text {boundary }}$, we have:

$$
\operatorname{Pr}[v \in \mathcal{R}]=\operatorname{Pr}\left[v \in S_{\widehat{\ell}(v)}\right]=\frac{1}{\gamma^{\mu(\widehat{\ell}(v))}}
$$

From construction, for any vertex $v \in \mathcal{R}$, we have that

$$
\operatorname{Pr}\left[v_{\text {sampled }}=v \mid v \in \mathcal{R}\right]=\frac{\gamma^{\mu(\widehat{\ell}(v))} \widehat{d}_{\widehat{\ell}(v)}(v)}{\sum_{w \in \mathcal{R}} \gamma^{\mu(\widehat{\ell}(v))} \widehat{d}_{\widehat{\ell}(w)}(w)} \leq(1+2 \epsilon) \frac{\gamma^{\mu(\widehat{\ell}(v))} \widehat{d}_{\widehat{\ell}(v)}(v)}{2 m} .
$$

Similarly, we get:

$$
\operatorname{Pr}\left[v_{\text {sampled }}=v \mid v \in \mathcal{R}\right] \geq(1-\epsilon) \frac{\gamma^{\mu(\widehat{\ell}(v))} \widehat{d}_{\widehat{\ell}(v)}(v)}{2 m}
$$

Combining both the above statements and scaling $\epsilon=\epsilon / 2$, we get:

$$
(1-\epsilon) \frac{\widehat{d}_{\widehat{\ell}(v)}(v)}{2 m} \leq \operatorname{Pr}\left[v_{\text {sampled }}=v\right] \leq(1+\epsilon) \frac{\widehat{d}_{\widehat{\ell}(v)}(v)}{2 m}
$$

Now, consider a vertex $v \in V_{\text {boundary }}$. From Claim 5.6.14, if included in we know that $\widehat{\ell}(v) \in\{\ell(v)-1, \ell(v), \ell(v)+1\}$, provided it is included in their corresponding set $S_{\widehat{\ell}(v)}$.

$$
\begin{aligned}
\operatorname{Pr}[v \in \mathcal{R}] \leq \sum_{\widehat{\ell}(v) \in\{\ell(v)-1, \ell(v), \ell(v)+1\}} \operatorname{Pr}\left[v \in S_{\widehat{\ell}(v)}\right] & \leq \frac{3}{\gamma^{\mu(\ell(v)-1)}} \\
\operatorname{Pr}\left[v_{\text {sampled }}=v\right]=\operatorname{Pr}\left[v_{\text {sampled }}=v \mid v \in \mathcal{R}\right] \cdot \operatorname{Pr}[v \in \mathcal{R}] & \leq \frac{3(1+2 \epsilon) \gamma^{\mu(\widehat{\ell}(v))}}{\gamma^{\mu(\ell(v)-1)}} \cdot \frac{\widehat{d}_{\widehat{\ell}(v)}(v)}{2 m} \\
& \leq \frac{15(1+2 \epsilon) \widehat{d}_{\widehat{\ell}(v)}(v)}{2 m}
\end{aligned}
$$

Hence, the lemma.

Theorem 5.7.10. Given a graph $G$ with $n$ nodes, $m$ edges, and edge set $E$, there is an algorithm that makes $O\left(\epsilon^{-4} \log ^{6} n \log \left(\epsilon^{-1} \log n\right)+\epsilon^{-6} \log ^{5} n \log ^{6}(\log n) \log \left(\epsilon^{-1} \log n\right)\right)$ non-adaptive BIS queries which, with probability at least $1-\epsilon$, outputs an edge from a probability distribution $P$ satisfying $(1-\epsilon) / m \leq P(e) \leq(1+\epsilon) / m$ for every $e \in E$.

Proof. Consider an edge $e=(v, u)$. Then, the edge $e=(v, u)$ can be returned by Algorithm 23 if either $v$ or $u$ is the vertex sampled $v_{\text {sampled }}$ and the other vertex is the neighbor returned by Algorithm 22. From Lemmas 5.7.8 and 5.7.9, we have:
$\operatorname{Pr}[e$ is returned by Algorithm 23]

$$
\begin{aligned}
& =\operatorname{Pr}\left[v_{\text {sampled }}=v\right] \cdot \operatorname{Pr}[\mathcal{U}(v)=u]+\operatorname{Pr}\left[v_{\text {sampled }}=u\right] \cdot \operatorname{Pr}[\mathcal{U}(u)=v] \\
\Rightarrow \operatorname{Pr}\left[v_{\text {sampled }}=v\right] & =\operatorname{Pr}\left[v_{\text {sampled }}=v \mid v \in V \backslash V_{\text {boundary }}\right] \operatorname{Pr}\left[v \in V \backslash V_{\text {boundary }}\right] \\
& +\operatorname{Pr}\left[v_{\text {sampled }}=v \mid v \in V_{\text {boundary }}\right] \operatorname{Pr}\left[v \in V_{\text {boundary }}\right] \\
& \leq(1+\epsilon)^{2} \frac{\widehat{d}_{\widehat{\ell}(v)}(v)}{2 m}+\epsilon \cdot \frac{15(1+2 \epsilon) \widehat{d}_{\widehat{\ell}(v)}(v)}{2 m} \\
& \leq(1+O(\epsilon)) \cdot \frac{\widehat{d}_{\widehat{\ell}(v)}(v)}{2 m}
\end{aligned}
$$

Therefore, we have:
$\operatorname{Pr}[e$ is returned by Algorithm 23]

$$
\begin{aligned}
& \leq(1+O(\epsilon)) \cdot \frac{\widehat{d}_{\widehat{\ell}(v)}(v)}{2 m} \cdot \frac{1}{\widehat{d}_{\widehat{\ell}(v)}(v)}+(1+O(\epsilon)) \cdot \frac{\widehat{d}_{\widehat{\ell}(u)}(u)}{2 m} \cdot \frac{1}{\widehat{d}_{\widehat{\ell}(u)}(u)} \\
& \leq(1+O(\epsilon)) \cdot \frac{1}{m}
\end{aligned}
$$

The total number of additional (other than those used for edge estimation) BIS queries used is $O(\log n \cdot Q)$ where $Q$ is the queries used by Algorithm 22 to return a (near) uniform sample. From Claim 5.7.5, we have that $Q=O\left(\epsilon^{-4} \log ^{5} n \log \left(\epsilon^{-1} \log n\right)\right)$. In Algorithm 22, as we partition each sampled subset $S_{j}$, for every $j \in L$, into an additional $1 / \epsilon$ factor many partitions as compared to Algorithm 19. Therefore, we use a total of $O\left(\epsilon^{-4} \log ^{6} n \log \left(\epsilon^{-1} \log n\right)+\epsilon^{-6} \log ^{5} n \log ^{6}(\log n) \log \left(\epsilon^{-1} \log n\right)\right)$ BIS queries for edge estimation.

Using union bound, we have that the failure probability in Lemma 5.7.9 and Corollary 5.7.7 is at most $O(\epsilon)$. Scaling the $\epsilon$ appropriately, gives us a failure probability of $\epsilon$. Hence, the theorem.

### 5.8 Graph Connectivity

In this section, we present Algorithm Connectivity-BIS that uses 2-rounds of adaptivity to determine the connectivity of an input graph $G$. This improves upon on a prior three-round algorithm of [16]. In particular, the algorithm of [16] selects $O\left(\log ^{2} n\right)$ random neighbors per vertex, and contracts the connected components of this random graph into supernodes. This random sampling step can be performed using one round of $\widetilde{O}(n)$ BIS queries. They prove that in the contracted graph on the supernodes, there are at most $O(n \log n)$ edges. Using this fact, they then show how to identify whether all the supernodes are connected using $\widetilde{O}(n)$ BIS queries and two additional around of adaptivity.

We follow the same basic approach: using a first round of $\widetilde{O}(n)$ queries to randomly sample $O\left(\log ^{2} n\right)$ neighbors per vertex and contract the graph into supernodes. Once this is done, we observe that we have BIS query access to the contracted graph simply by always grouping together the set of nodes in each supernode. So, we can directly apply the non-adaptive sampling algorithm of Theorem 5.3.2 to sample edges from the contracted graph. By a coupon collecting argument, drawing $O\left(n \log ^{2} n\right)$ nearuniform edge samples (with replacement) from the contracted graph suffices to recover all $O(n \log n)$ edges in the graph, and thus determine connectivity of the contracted graph, and, in turn, the original graph.

## Algorithm Connectivity-BIS:

1. For every node $v \in V$, sample $O\left(\log ^{2} n\right)$ edges uniformly with replacement, from the neighborhood $\Gamma(v)$, using Lemma 5.7.3. Let the resulting set of edges sampled be denoted by $E^{\prime} \subseteq E$ and the connected components in the subgraph $G\left(V, E^{\prime}\right)$ be $S_{1}, S_{2}, \cdots S_{p}$.
2. Let $G^{\text {sup }}\left(V^{\text {sup }}, E^{\text {sup }}\right)$ where $E^{\text {sup }} \subseteq V^{\text {sup }} \times V^{\text {sup }}$ denotes the supergraph obtained from $G\left(V, E^{\prime}\right)$ by collapsing the connected components $S_{1}, S_{2}, \cdots S_{p}$ into single supernodes $s_{1}, s_{2}, \cdots s_{p}$ respectively, given by:

$$
\begin{aligned}
& V^{\text {sup }}=\left\{s_{i} \mid S_{i} \text { where } i \in[p] \text { is a connected component in } G\left(V, E^{\prime}\right)\right\} \\
& E^{\text {sup }}=\left\{\left(s_{i}, s_{j}\right) \mid \exists x \in S_{i}, y \in S_{j} \text { where } i \neq j \text { such that }(x, y) \in E\right\}
\end{aligned}
$$

3. Run Algorithm 23 (with any constant value for $\epsilon$ ) on $G^{\text {sup }}$ to draw $T=O\left(n \log ^{2} n\right)$ uniform superedge samples with replacement, from $E^{\text {sup }}$. If the resulting graph $G^{\text {sup }}$ is connected, output 'Yes'. Otherwise, output 'No'.

Theorem 5.8.1. Given a graph $G$ with $n$ nodes, there is a 2-round adaptive algorithm that determines if $G$ is connected with probability at least $1-1 / n$ using $\widetilde{O}\left(n \log ^{8} n\right)$ BIS queries, where $\widetilde{O}(\cdot)$ ignores the $\log ^{O(1)} \log n$ dependencies.

Proof. We have: $\left|E^{\text {sup }}\right|=O(n \log n)$ (see Lemma 6.5 in [16]). From Theorem 5.7.10, we have for constant $\epsilon<0.5$ :

$$
\begin{aligned}
\operatorname{Pr}\left[\left(s_{i}, s_{j}\right) \in E^{\text {sup }} \text { is returned }\right] & \geq(1-\epsilon) \cdot \frac{(1-\epsilon)}{\left|E^{\text {sup }}\right|} \geq(1-2 \epsilon) \cdot c \cdot \frac{1}{n \log n} \\
\Rightarrow \operatorname{Pr}\left[\left(s_{i}, s_{j}\right) \text { is not returned }\right] & =\left(1-\operatorname{Pr}\left[\left(s_{i}, s_{j}\right) \in E^{\text {sup }} \text { is returned }\right]\right)^{T} \\
& \leq e^{-\frac{2 c}{3} \cdot \frac{1}{n \log n} \cdot T} \leq \frac{1}{n^{4}} .
\end{aligned}
$$

By union bounding over at most $O(n \log n)$ many superedges, the total failure probability is at most $1 / n^{2}$. Similarly, union bounding over the failure probability of recovering $O\left(n \log ^{2} n\right)$ edges in the first step, we have that the failure probability is at most $1 / n^{2}$. Therefore, Algorithm Connectivity-BIS recovers all the edges in $E^{\text {sup }}$ with probability at least $1-1 / n$.

From Lemma 5.7.3, the total number of BIS queries required in the first round of our algorithm is $O\left(n \cdot \log ^{2} n \cdot \log ^{3} n\right)=O\left(n \log ^{5} n\right)$. Setting $\epsilon$ to be any constant value, from Theorem 5.7.10, the total number of BIS queries required is $O\left(n \log ^{5} n\right)+$ $\widetilde{O}\left(n \log ^{2} n \cdot \log ^{6} n\right)=\widetilde{O}\left(n \log ^{8} n\right)$, where $\widetilde{O}(\cdot)$ ignores the $\log \log n$ dependencies. Hence, the theorem.

### 5.9 Conclusion

In this chapter, we presented non-adaptive algorithms for edge estimation and sampling using BIS queries. It would be interesting to see if there is a better dependence on $\epsilon$ than that obtained by our algorithms, when we consider non-adaptive algorithms for edge estimation. Using Independent Set (IS) queries, adaptive algorithms for edge estimation with optimal query complexity $O(\min \{\sqrt{m}, n / \sqrt{m}\}$. poly $(\log n, 1 / \epsilon))$ were obtained only recently [40, 22]. It would be interesting to see if we can extend our techniques to study non-adaptive algorithms for edge estimation using IS queries or in the standard adjacency list model. We believe that adaptivity
plays a role similar to that of number of passes for streaming algorithms, and optimizing for the rounds of adaptivity could be a good future direction, even for problems that might already have query optimal adaptive sub-linear time algorithms.
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[^0]:    ${ }^{1}$ We note that the term ancestral graph has also been previously used in a different context, see e.g., [108].

[^1]:    ${ }^{2}$ Note by adjusting the constant 72 , we could have pushed this probability to any $1 / n^{c}$ for constant c.

[^2]:    ${ }^{1}$ In our proof, $\gamma=66$ but this can likely be decreased.

[^3]:    ${ }^{1}$ As is common in causal discovery, for the underlying conditional independence tests, the data is assumed to be i.i.d. samples from the interventional/observational distributions.

[^4]:    ${ }^{2}$ However, in the presence of latents, even with power of atomic interventions, the structure of a causal DAG is not uniquely identifiable. (see, e.g., In Figure 4.4 in section 4.6). Similarly, we can

[^5]:    ${ }^{4}$ Again this is not true for $(\alpha, \beta)$-clustering, as shown by our experiments results for that case, because now difference in PAGs between two entities does not automatically imply that those two entities must belong to different clusters.

[^6]:    ${ }^{1}$ Note that the success probability can be boosted in the standard way, by running multiple independent instantiations of the algorithm and taking their median estimate.

