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ABSTRACT 

This research presents the design and development of a novel wireless underground 

communication system for buried water pipe monitoring, using acoustic signal propagation 

along the pipe. One of the main challenges for wireless underground communication in buried 

water pipe monitoring is the limitation of reliable data communication range, between an 

underground transmitter and receiver, to less than 3 metres using radio signal propagation. In 

this work, an alternative means of enabling data communication within an underground soil 

environment was investigated by using the water pipe wall as an acoustic communication 

medium. With acoustic transducers carefully selected from an abundance of commercially 

available options, a digital communication transmitter was developed alongside a separate 

digital communication receiver according to the low cost (tens of pounds at most), low power 

supply requirement (in the order of 1 Watt-hour) and miniature (centimetre scale) size of a 

wireless communication node. Following the transmitter and receiver design, the developed 

system was tested in the laboratory along an above ground medium density polyethylene 

(MDPE) pipe as well as in the field along buried steel and MDPE pipes with reliable digital 

communication (i.e., 0% bit error rate) successfully achieved at 3.0 and 5.6 m along the buried 

steel and MDPE pipes respectively with these pipes buried in well or poorly graded SAND (SW 

or SP). 

To analyse acoustic signal attenuation along the water pipes (a key requirement for predicting 

maximum data transmission range within the proposed communication system), three separate 

approaches were employed, i.e., analytical, numerical, and experimental (laboratory and field) 

approaches. While the analytical model was based on fundamental acoustic propagation 

equations, the numerical model was developed using Abaqus software to simulate acoustic 

propagation along the pipe; and the experimental approach directly measured acoustic signal 
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attenuation along the pipes in the laboratory and field experiments. The analytical model and 

experimental results were used to validate the acoustic attenuation predictions of the numerical 

model. For the above ground MDPE pipe, the numerical model and laboratory experiments 

predicted a maximum data communication range of 18-42 m while for the buried MDPE and 

steel pipes, the field measurements predicted a maximum data communication range of 14-17 

m. The results for the buried water pipes are particularly important as they show the possibility 

of using low frequency (< 1 kHz) acoustic signal propagation along a buried water pipe for 

achieving reliable wireless underground communication in soil. 
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CHAPTER 1 

INTRODUCTION 
 

1.1 BACKGROUND AND MOTIVATION 

Water is essential for human existence. Regular access to water supply can therefore be viewed 

as integral to the survival and proliferation of humankind (Piratla et al., 2015; Thornton et al., 

2008). One of the main avenues for water delivery in many cities is the use of pipeline networks, 

which can cover large geographical areas. These pipeline networks provide water supply for 

domestic and industrial use as well as for fire protection within a community (Misiunas, 2008, 

2005).  

Water pipes, like any other civil infrastructure, are prone to failures which compromise their 

ability to provide regular service to a community. Water pipe failure can generally be described 

as the inability of a pipe to support internal fluid flow, resulting in a disruption of regular water 

supply through the pipe (Misiunas, 2008; Kokossalakis, 2006). A natural consequence of water 

pipe failure is therefore the unavoidable cost implication to a utility service owner. Such cost 

implications generally involve direct and indirect economic costs to the utility owner, as well 

as social and environmental costs to a community (Rajani & Kleiner, 2004; Makar & Kleiner, 

2000). Some of the cost implications of water pipe failure are further illustrated by the example 

of a burst underground water main shown in Figure 1.1. 
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Figure 1.1: Flooding due to burst underground water main in Selly Oak area, 

Birmingham (Richardson, 2016) 
 

As shown in Figure 1.1, a burst underground water main can result in severe road damage 

through flooding. In addition to the costs of pipe breakage as well as road damage repairs, there 

is also the risk of traffic disruption to commuter vehicles as well as health and safety risks to 

pedestrians. Water wastage within the supply network also represents another direct economic 

cost implication to a utility service owner. For example, between April 2019 and March 2020 

in England and Wales, approximately 3 Gl of water was lost daily due to leaks in the water 

supply and distribution network (Water UK, 2020). With 1 cubic metre (1000 l) of water costing 

around £1.30 (Severn Trent, 2019), this translates to a daily loss of over £3.9 million potential 

revenue. Apart from direct economic cost implications, indirect economic costs of water pipe 

failure comprise the loss of production for third party entities (due to water outage) as well as 

road closure fees and costs. In addition to these economic costs, social costs of water pipe failure 

include the loss of public confidence and trust in a water supply provider as well as a negative 

environmental sustainability record and image on the part of the utility provider. Although it is 

possible to quantify direct economic costs in monetary terms, it is more difficult to estimate 

indirect and social costs of buried water pipe failure (Rajani & Kleiner, 2004; Makar & Kleiner, 
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2000). To prevent or mitigate water pipe failure occurrences, it is therefore necessary for utility 

owners to frequently monitor the physical and operational conditions of buried water pipes.  

For buried water pipes, condition monitoring can be especially challenging due to the location 

of the water pipes within the underground environment (Makar & Kleiner, 2000). Condition 

monitoring techniques for buried water pipes therefore need to be deployable within an 

underground environment, in addition to being capable of relaying information pertaining to 

the buried pipe condition to a monitoring station. A plethora of buried water pipe monitoring 

technologies currently exists across the utility industry (e.g., Datta and Sarkar, 2016; Liu & 

Kleiner, 2012; Hao et al., 2012), with various benefits and drawbacks for their on-site 

deployment. Among the monitoring techniques, Wireless Sensor Networking (WSN) has 

emerged as a robust and cost-effective solution for the real-time condition monitoring of buried 

water pipes (BenSaleh et al., 2013; Whittle et al., 2013). This is largely due to the low power 

supply requirement (in the order of 1 Watt-hour), low cost (tens of pounds at most) and small 

size (centimetre scale) of wireless underground sensor nodes, which facilitate concealment, 

ease of deployment and long-term operation for pipeline monitoring operations (Sadeghioon et 

al., 2014; Akyildiz & Vuran 2010; Jahwar et al. 2007). Furthermore, the cost effectiveness of 

deploying individual wireless sensor nodes (due to modern advancements in integrated micro-

electronic circuits costing only tens of pounds or less) implies that multiple wireless sensor 

nodes can be deployed over large coverage areas at relatively low costs compared to other 

buried water pipe inspection techniques (Yick et al., 2008; Stoianov et al., 2008). 

One of the main challenges for WSN deployment, however, is the limited range of underground 

data communication between the wireless sensor nodes to less than 3 m (Sadeghioon, 2014; 

Silva & Vuran, 2010). The consequence of such limited communication range is an increase in 

the cost of deployment of the WSN for buried water pipe monitoring, by forcing a utility 
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operator to deploy multiple wireless underground sensors at relatively short spatial intervals 

(Akyildiz & Stuntebeck, 2006). A promising alternative for improving underground data 

communication range within a WSN is the use of acoustic signal propagation. Besides being 

wireless in nature, numerous studies on acoustic wave propagation along buried water pipes 

have shown the potential of acoustic waves to propagate at distances within tens to hundreds of 

metres in an underground soil environment (e.g., Muggleton & Yan, 2013; Long & Cawley, 

2006; Long et al., 2003; Muggleton et al., 2002; Hunaidi et al., 2000). This fact introduces the 

possibility of using acoustic wave propagation within a WSN for wireless underground 

communication. In view of taking this idea forward, this project work investigates, with the aim 

of developing a working proof-of-concept, the use of acoustic signal propagation as a means of 

enabling wireless underground communication within the framework of potential integration 

into a WSN for buried water pipe monitoring. 

1.2 AIM AND OBJECTIVES 

The aim of this research is to design and develop a novel acoustic based digital communication 

system capable of enabling reliable data transmission along a pipe commensurate with buried 

water pipe monitoring systems. To achieve this aim, the following objectives were identified: 

1. To conduct a critical review of wireless underground communication techniques, with 

emphasis on the physical communication medium, within a Wireless Sensor Network 

(WSN) for buried water pipe monitoring while discussing their limitations for practical 

deployment within the WSN.  

2. To select the most appropriate commercially available components for an acoustic based 

digital communication system based on a thorough review and laboratory-based 

investigation. 
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3. To design and develop a working prototype of an acoustic based digital communication 

transmitter and receiver, with low power supply requirement (in the order of 1 Watt-

hour), low cost (tens of pounds at most) and miniature (centimetre scale) hardware 

components.  

4. To conduct laboratory and field experiments on acoustic based digital communication 

along exposed and buried water pipes to validate the possibility of achieving digital 

communication along a buried water pipe. 

5. To analyse acoustic signal attenuation along exposed and buried water pipes within the 

communication system by conducting analytical and numerical based computations of 

acoustic wave propagation along the pipes.  

6. To evaluate the novel communication system in terms of the maximum ranges at which 

reliable digital communication can be achieved and make recommendations about its 

suitability for practical applications in buried water pipe monitoring.  

1.3 THESIS LAYOUT 

This thesis comprises five chapters detailing the design and development of a novel, acoustic 

based digital communication system for buried water pipe monitoring.  

Chapter 2 initially reviews the current state of the art in buried pipeline monitoring including 

the methods by which digital communication is enabled above and below the ground during 

pipeline monitoring operations. The chapter subsequently focuses on critically reviewing 

current wireless underground communication techniques for buried water pipe monitoring 

before reviewing acoustic signal propagation along a water pipe waveguide. It concludes by 

highlighting the main gaps in the literature. 

Chapter 3 details the methodology for the design and development of the novel communication 

system. The chapter begins by outlining the operational stages needed for successful data 



6 | P a g e  
 

transmission between a digital communication transmitter and receiver. The processes by which 

each operational stage was achieved at both ends of the digital communication system, in 

addition to final testing of the finished product along exposed and buried water pipes, are further 

detailed in this chapter. The chapter also describes experimental, analytical, and numerical 

modelling approaches undertaken for the examination of acoustic signal attenuation along 

exposed and buried water pipes within the communication system. 

Chapter 4 presents the results of data transmission within the communication system in addition 

to discussing its performance along exposed and buried water pipes using the experimental, 

analytical, and numerical modelling results for acoustic signal attenuation along the pipes.   

The thesis is finally concluded in Chapter 5, with recommendations for further work.   
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CHAPTER 2 

LITERATURE REVIEW 
 

2.1 INTRODUCTION 

This chapter begins by briefly describing the water supply network structure and common 

processes by which water pipes deteriorate. Following this discussion, the subject of buried 

pipeline monitoring is briefly discussed since this infrastructure is vital for the functioning of 

today’s society by transporting vital assets to private and commercial premises. Often, these 

pipelines have been buried in the ground for decades and have subsequently deteriorated over 

time. Little is often therefore known about the condition of these buried assets as they are out 

of sight and monitoring can be challenging. Section 2.3 briefly reviews available monitoring 

strategies for these utility assets in terms of their sensor deployment strategies (i.e., either 

inspection based or continuous monitoring) before drawing out the usefulness of wireless sensor 

networking for continuous pipeline monitoring.     

Considering its key role in enabling a remote operator to continuously monitor a buried pipe 

asset, Section 2.4 examines data communication strategies for continuous pipeline monitoring. 

The section critically reviews available data communication techniques for continuous pipeline 

monitoring while focusing on wireless underground to underground data communication. 

Within this section, current research into signal transmission techniques for wireless 

underground data communication is comprehensively reviewed while drawing out specific 

limitations within the framework of wireless sensor networking for buried pipeline monitoring. 

Acoustic communication is introduced in Section 2.5 as a possible solution for enabling 

underground to underground data communication by using the buried pipeline waveguide as an 

acoustic propagation medium. Two possible communication channels exist within the physical 

structure of a water pipe waveguide, i.e., the internal fluid medium and the pipe wall. The 
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physical mechanisms of acoustic wave propagation along each channel are briefly discussed 

while reviewing currently available research into acoustic data communication along water 

pipes. The chapter is finally concluded in Section 2.6 by identifying knowledge gaps upon 

which this research will build on. 

2.2 WATER SUPPLY NETWORK 

Generally, pipeline systems play a vital role in the national economy as they are widely used in 

energy storage and transportation. Businesses in this industry transport natural gas, petroleum, 

slurry, water and other liquids within communities and over long-distance distribution grids 

within and outside national borders. For potable water supply, the pipeline network can be 

categorised into transmission and distribution systems (Misiunas, 2008, 2005). A water 

transmission system is responsible for conveying water from a source (such as a water treatment 

plant) to a storage facility or reservoir over several kilometres (Misiunas, 2008; Al-Barqawi & 

Zayed, 2006). A transmission system also typically consists of water pipes with diameters 

greater than 300 mm (Sadeghioon, 2014; Misiunas, 2005). 

A water distribution system, on the other hand, conveys water from storage facilities to the end 

user located in residential and industrial areas. In contrast to water transmission pipes, water 

distribution pipe diameters are typically less than 300 mm (Al-Barqawi & Zayed, 2006; 

Misiunas, 2005). Water distribution systems can further be classified into distribution mains 

and service connections. Distribution mains are responsible for bridging the gap between water 

transmission systems and the end user while service connections enable water transportation 

from the distribution mains to private and commercial buildings (Misiunas, 2008, 2005). Water 

transmission and distribution systems, in terms of the materials which have been used for their 

construction, are briefly discussed next.   
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2.2.1 Water pipe materials  

A variety of materials and technologies have historically been employed for constructing water 

supply pipes. The material used for the water pipe construction also varies according to when 

the pipes were installed as well as its diameter, with larger pipes (transmission mains) consisting 

of steel, mild steel cement lined (MSCL) or prestressed concrete cylinder pipes (PCCP) 

(Misiunas, 2005). Older water distribution mains also typically consist of cast iron or asbestos 

cement pipes while newer mains are typically made of ductile iron and polyvinyl chloride 

(PVC) pipes (Rajani & Kleiner, 2004). Pipe material distribution within a water supply network 

also depends on the country within which the network exists (Sadeghioon, 2014; Misiunas, 

2005). In the UK, stricter regulations on the use of lead in pipes (Drinking Water Inspectorate, 

2020) have led to the replacement or relining of existing lead or asbestos cement pipes. While 

pipe material distribution data for other countries also exist in the literature (e.g., Pelletier et 

al., 2003; Weimer, 2001), Saul et al. (2003) summarised the percentage distribution of different 

water pipe materials in the UK, based on asset management information provided by a utility 

service provider over a seven-year period while Rajani & Kleiner (2004) also published a study 

of pipe material distribution in 13 different European countries. These findings are summarised 

in Table 2.1 and Figure 2.1, respectively. 

Table 2.1: Summary of pipe material distribution in the UK (Saul et al., 2003) 

Material type % of total pipe materials 

Cast iron 43.5 

Asbestos cement 30.3 

Plastics 11.3 

Unknown 11.5 

Others 3.4 
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Figure 2.1: Pipe material distribution in selected European countries (Rajani & Kleiner) 
 

From Table 2.1, cast iron constitutes the majority of pipe material distribution in the UK (with 

a known asset length of 43.5% of the total buried pipe network) based on analysis of a utility 

owner’s asset management database by Saul et al. (2003). This proportion is even higher 

according to Rajani & Kleiner (2004) who estimated the proportion of cast iron pipes in the UK 

to be approximately 80%. The distribution of Figure 2.1 is nevertheless shifting to a more 

plastic based network as plastic pipes are nearly exclusively used for replacing and expanding 

existing water pipe networks (Sadeghioon, 2014).  

Like any other civil infrastructure, water supply systems are subject to deterioration over time 

(Rogers & Grigg, 2009). This comes as no surprise especially when considering that the first 

urban water supply systems were built more than 500 years ago. In current water supply 

systems, the average pipe age is estimated to be around 50 years (Misiunas, 2005). The next 

section briefly discusses the processes by which such water pipes deteriorate and eventually 

fail.  
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2.2.2 Water pipe deterioration and failure 

Pipe failure can be described as a multistep infrastructure deterioration process which 

compromises the structural integrity of the pipe. A partial failure features leak development 

along the pipe but the pipe remains in service while a complete failure means the pipe hydraulic 

balance is compromised to an extent where pipe repair or replacement is necessary (Misiunas, 

2008, 2005). Pipe failure also constitutes exposure of potable water inside the buried pipe to 

contaminated ground water (ingress of water) due to pipe wall fracture. Both mechanisms (i.e., 

leak or ingress of water) constitute pipe failure. Pipe failure is therefore the consequence of 

deleterious processes which compromise the performance of a pipeline network. Such processes 

typically result in pipe deterioration which varies according to the pipe material as well as the 

environmental and operational conditions (Al-Barqawi & Zayed, 2006; Makar et al., 2001).  

According to Rajani & Kleiner (2004), pipe deterioration can be divided into two categories, 

i.e., structural, and internal deterioration. Structural deterioration reduces the structural 

resiliency of pipes and their ability to withstand external stress while internal deterioration 

compromises the pipe internal structure which in turn affects the hydraulic capacity and water 

quality (Al- Barqawi & Zayed, 2006; Rajani & Kleiner, 2004).  

The life cycle of a buried water pipe is also typically represented by a “bathtub” curve as shown 

in Figure 2.2 (Rajani & Kleiner, 2004). 
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Figure 2.2: Life cycle of a buried water pipe (Rajani & Kleiner, 2004) 

 

Figure 2.2 describes the hazard rate (risk of failure) with respect to time, for a buried water pipe 

over its operational lifetime. Three distinct phases can be readily observed from the figure. 

These are the “burn-in phase”, “in-usage phase” and the “wear-out phase”. The initial or “burn-

in” phase represents the duration of the pipe life cycle within which the pipe is freshly installed 

underground. Failures which occur during this period are usually attributable to manufacturing 

and installation errors (Rogers & Grigg, 2009; Rajani & Kleiner, 2004). The “in-usage” phase 

represents the longest period in the pipe life cycle where the pipe enjoys the lowest risk of 

failure. Failures which occur during this phase typically arise due to random external loading 

conditions or third-party interference. The final or “wear out” phase is characterised by an 

increased failure risk as the pipe approaches the end of its life cycle. Such failures are therefore 

commonly attributable to the ageing and deterioration of the buried pipe (Rogers & Grigg, 

2009; Rajani & Kleiner, 2004). 

Pipe material and geometry are also known to affect the chronological order of a pipe 

deterioration process. Cast iron pipes, for instance, typically break prior to leakage while plastic 

pipes either break before leaking or vice versa (Misiunas, 2005). Plastic pipe degradation 

mechanisms over time, however, remain to be studied in greater detail since they are likely 
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slower compared to cast iron pipes and have not been in use for as long as their cast iron 

counterparts (Sadeghioon, 2014; Misiunas, 2008; Rajani & Kleiner, 2004).  

The factors which contribute to pipe deterioration and eventual failure can also be categorised 

into static, dynamic and operational factors (Al-Barqawi & Zayed, 2006). Static factors are 

characterised by their unchanging nature with respect to time. Such factors include pipe 

geometry, material, and installation techniques. Dynamic factors, in contrast to static factors, 

change with time. Such factors include pipe age, soil moisture, soil electrochemical 

composition as well as temperature which represent dynamic influences that can contribute to 

pipe deterioration. Finally, operational factors refer to the contribution of regular pipeline 

operations such internal water pressure, pipeline replacement rate as well as pipe protection 

methods. 

Other causes of pipe failure, as identified by Makar & Kleiner (2000), are failure due to 

manufacturing flaws, excessive forces, and human errors. Porosity has also been identified by 

the same authors as the most common type of manufacturing flaw in cast iron pipes. Porosity 

arises due to air being trapped inside the cast iron pipe material during manufacture. Other 

manufacturing flaws include variations in pipe wall thickness and inclusions such as the 

presence of iron phosphide compounds within the pipe structure (Misiunas, 2005; Makar & 

Kleiner, 2000). The action of excessive forces on the pipe by the surrounding environment is 

another possible cause of pipe failure. Excessive forces are often produced by ground 

movements around the pipe or, in some cases, incorrect installation methods which unduly 

stress the pipe (Makar & Kleiner, 2000). Human errors can also contribute to an eventual pipe 

failure. These include errors in the pipe design as well as installation errors. 

In summary, pipe deterioration and failure can arise due to several factors which could be static, 

dynamic, or operational in nature. There are also other causes of pipe failure which do not 
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necessarily result from the gradual deterioration process, as noted in Makar & Kleiner (2000). 

As a result of the diversity of possible failure events, regular inspection of buried water pipes 

(especially during the wear out phase) is crucial to the maintenance of optimum pipe 

performance. Moreover, Misiunas (2005) noted the exponential increase of direct pipeline 

failure costs (which comprise pipeline repair costs, lost water, damaged infrastructure, and 

liabilities) with the time during which such failure is left unattended.  

As buried water pipes are invisible and difficult to access, condition monitoring is challenging. 

Different options exist from remote sensing from the ground surface and in-pipe monitoring to 

discrete sensors around the pipe. The choice of the most appropriate buried pipeline monitoring 

technique is however influenced by the stage of the pipe deterioration process. Where pipeline 

monitoring is carried out prior to pipe failure, the pipeline monitoring technique is proactive. 

Reactive pipeline monitoring, on the other hand, is only carried out after the pipe failure to 

detect an ongoing leak (Misiunas, 2005). Proactive pipeline monitoring, due to its preventive 

nature, is therefore advantageous for buried pipeline monitoring as it avoids the potential cost 

implications of a complete pipe failure. For the water industry however, due to the relatively 

low costs of water (£1.30 per cubic metre), proactive failure management techniques need to 

be economically justifiable for buried pipeline monitoring as generally, the earlier the stage of 

pipe deterioration monitored, the more complex and expensive is the pipeline monitoring 

technique to be applied (Sadeghioon, 2014; Misiunas, 2008, 2005). A potentially cost-effective 

approach would therefore be to continuously monitor the pipe for indicators which arise from 

changes in the baseline data, i.e., at a time when the pipe has not shown any deterioration or at 

least no leaks. This can subsequently alert a utility asset owner on the presence of buried 

pipeline failure mechanisms thus potentially reducing pipeline failure costs by proactively 

monitoring the buried pipeline network. 
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Key to the effectiveness of any pipe monitoring technique is also the communication of relevant 

information pertaining to the buried pipe conditions, to a data processing unit where further 

examination of the pipe failure can be carried out in addition to providing necessary tools for 

decision making by the utility owner (Makar & Kleiner, 2000). Considering these points, the 

next section briefly discusses common pipeline condition assessment and failure monitoring 

technologies. 

2.3 BURIED PIPELINE CONDITION ASSESSMENT AND FAILURE 

MONITORING  

As societies develop and technologies advance, it is crucial for civil infrastructure which form 

the bedrock of goods and services delivery to be frequently monitored to ensure continuous and 

optimal operation. The field of civil infrastructure health monitoring is broad and quite diverse, 

incorporating the disciplines of electronic, communication and mechanical engineering, among 

others.  

Buried utilities, with their complex and labyrinthine nature, have over the years played a 

significant role in the evolution of modern civilization. The proliferation of buried pipeline 

infrastructure has rapidly increased especially in the last century which has seen the advance of 

industrial technology (Costello et al, 2007). Effective location and health monitoring of this 

infrastructure however has more recently become a growing source of concern. This challenge 

has motivated extensive research and development with the aim of producing technological 

solutions which meet the need for increasingly effective solutions for buried pipeline location 

and condition assessment (Rogers et al., 2012; Hao et al., 2012; Costello et al., 2007).   

It is understandable that to assess the condition of a buried pipeline, the location of such 

infrastructure must be known a priori. The generation of detailed maps of buried pipeline 

infrastructure, for example, is a massive problem in many urban cities across the world where 
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existing and newly installed infrastructure co-exist in an ever-increasing labyrinth (Rogers et 

al. 2012; Costello et al., 2007). Even after locating such infrastructure, there exists a persistent 

need to develop cost-effective condition monitoring technology especially since these 

infrastructures are invisible and difficult to access (Metje et al., 2012; Costello et al., 2007). 

Depending on the sensor deployment approach, buried pipeline condition monitoring 

techniques can further be categorised as inspection based and real-time monitoring techniques.  

2.3.1 Buried pipeline inspection 

Inspection techniques are based on the non-destructive evaluation (NDE) of buried 

infrastructure were failure or damage is suspected. A plethora of techniques for buried pipeline 

inspection can be found in the literature with extensive reviews of such techniques including 

Lee (2017), Datta and Sarkar (2016), Liu and Kleiner (2013), Hao et al. (2012), Marlow et al. 

(2007) and Costello et al. (2007). According to Misiunas (2005), inspection techniques for the 

condition assessment of buried water pipes can be categorised as direct and indirect methods. 

Direct methods of pipe inspection encompass all techniques where the condition of the buried 

pipe is directly monitored for signs of pipe deterioration and failure. Indirect methods of pipe 

inspection, on the other hand, rely on secondary indicators such as soil resistivity in order to 

assess the condition of the buried pipe (Liu & Kleiner, 2013; Misiunas, 2005). Direct methods 

of pipe inspection can further be classified into visual and non-visual methods, the most 

common of which are briefly discussed next. 

2.3.1.1 Visual methods  

Visual inspection techniques rely on the use of vision for detecting structural anomalies along 

buried infrastructure. One of the most widely deployed visual inspection techniques for buried 

pipeline monitoring is the use of Closed-Circuit Television (CCTV) technology (Kumar et al., 
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2020; Selvakumar et al., 2014; Liu & Kleiner, 2013; Jo et al., 2010). Figure 2.3 shows the 

workflow of a typical CCTV inspection system. 

 
Figure 2.3: CCTV inspection workflow (Liu et al., 2012) 

 

As shown in Figure 2.3, the CCTV inspection workflow features a tracked CCTV vehicle within 

a buried pipeline using a tethered connection to an above ground vehicle where acquired 

information is stored and later processed. CCTV for buried pipeline monitoring is however 

more frequently deployed for sewer as opposed to potable water pipes mainly due to the 

commonly larger diameters of sewer pipes as well as the relative ease in taking them out of 

service for inspection purposes (Liu & Kleiner, 2013). Jo et. al (2010) and Laven et. al (2008) 

however reported a CCTV technique which was adapted for the in-service inspection of potable 

water pipes. This technique, known as the Sahara® CCTV inspection tool features a tethered 

camera and lighting system located within a pressure resistant housing. Several limitations have 

however been identified with the CCTV technique. Hao et al. (2012), for example noted that 

the images of an interior pipe wall can only be acquired above the water surface in the case of 

water and sewer pipes. Unsteady camera movement as the equipment traverses the pipe is also 

considered to be a problem with this technique (Hao et al., 2012; Kirkham et al., 2000). Other 

system challenges include lack of detail in capturing the extent of a damage within the pipe 

wall, speed of data acquisition and the need for human expertise in data interpretation (Lee, 

2017; Liu et al., 2012; Hao et al., 2012; Rajani & Kleiner, 2004; Duran et al., 2002; Misiunas, 
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2005). To improve the speed of data capture as well as level of data acquisition detail, scanning 

and laser profiling technologies such as those available from RapidView (2019) and Envirosight 

(2020) have been reported in the literature. These techniques however, and at potentially 

considerable expense to the utility owner, generally require the pipe to be emptied and cleaned 

before inspection operations can be carried out (Lee, 2017; Liu & Kleiner, 2013; Liu et al., 

2012).  

2.3.1.2 Non-visual methods  

There are several non-visual methods for buried pipeline inspection, some of the most prolific 

including the electromagnetic (EM) as well as acoustic and ultrasonic methods (Liu & Kleiner, 

2013; Liu et al., 2012). Among the EM techniques, Ground penetrating radar (GPR) is 

considered a proven method for buried utility inspection (Demirci et al., 2012; Hao et al., 2012; 

Misiunas, 2005; Duran et al.; 2002). With GPR, an electromagnetic pulse is transmitted from 

above the ground with the subsequent detection of the pulse reflection from various structural 

discontinuities providing pertinent information such as depth, location and condition of a buried 

utility asset (Metje et al., 2007; Maser, 1996). Two approaches employable for GPR sensing 

are the traditional and in-pipe methods (Hao et al., 2012; Duran et al., 2002). While the 

traditional GPR method involves both transmitter and receiver placed solely above the ground, 

the in-pipe method involves placing either the transmitter or both the transmitter and the 

receiver inside the buried pipe (e.g., Pennock et al., 2012; Pennock et al., 2007). Hao et al. 

(2012) also noted that in-pipe GPR techniques are advantageous to traditional methods as they 

enable a reduced path loss for the propagating EM wave in soil. GPR performance in general 

is however limited by signal attenuation in moist soils, especially those with high clay content 

(Liu et al., 2012; Metje et al., 2007). In addition, Liu et al., (2012) also noted that efficient use 

of this technology requires highly skilled operators especially for data interpretation. 
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The remote field eddy current (RFEC) technique is another common EM based inspection tool 

which uses exciter coils located within the pipe to generate a low frequency electromagnetic 

field subsequently detected by receiver coils also located within the pipe (Lee, 2017; Liu et al., 

2012). The strength of this received magnetic field provides the basis on which the pipe wall 

thickness is assessed (Kumar et al., 2020; Liu & Kleiner, 2013; Misiunas, 2005). Commercially 

available technologies such as the PipeDiver® (Pure Technologies, 2020) and See Snake 

(Garrett & Shatat, 2012) inspection tools employ the RFEC technique for inspecting PCCP and 

ferromagnetic pipes. As noted by Rajani & Kleiner (2004) however, this technique is only 

suitable for metallic pipes or pipes with ferromagnetic material (such as PCCP) and so cannot 

be used for non-metallic (e.g., plastic) pipes.  

Another inspection technique which can be applied to both metallic and non-metallic pipes is 

the acoustic or ultrasonic method for pipe inspection. Acoustic and ultrasonic methods rely on 

the use of sound waves for pipe inspection and several commercially available technologies 

based on this method have been reported in the literature (e.g., Kumar et al., 2020; Lee, 2017; 

Liu et al., 2012; Hao et al., 2012). Sonar technology, for example, relies on underwater sound 

propagation for inspecting the buried pipe interior by identifying pipe corrosion or debris using 

the time of flight between an excited sound wave at the sonar transmitter and the reflective 

target. Such information can be subsequently employed for constructing a sonar image of the 

pipe interior (White, 2020; Liu & Kleiner, 2013; Liu et al., 2012; Hao et al., 2012). The sonar 

technique can also operate in a high or low frequency mode with comparative advantages and 

disadvantages using either mode. With high sonic frequencies, more accurate detection of pipe 

defects is possible but at the expense of rapid signal attenuation along the pipe. Low 

frequencies, on the other hand enable greater penetration but lower image resolution of the pipe 

interior (Liu & Kleiner, 2013; Liu et al., 2012). Hao et al. (2012) also noted that the sonar 

technique can be operated in air or water but not simultaneously.  
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Compared to the sonar technique, a more portable, free-swimming acoustic device for buried 

pipeline inspection is the SmartBall® inspection tool (Figure 2.4a). During operation, the 

SmartBall® travels along the pipe, propelled by the internal pipe flow, while using on board 

acoustic sensors to identify leaks along the pipe (Pure Technologies, 2020; Ariaratnam & 

Chandrasekaran, 2010; Fletcher & Chandrasekaran, 2008). The SmartBall® device is deployed 

by insertion into an entry point such as a valve and subsequently retrieved at a separate valve 

downstream of the entry point. Acoustic data, acquired by the SmartBall® module as it travels 

within the pipe, is later analysed upon retrieval of the device for leak identification. In addition 

to the need for careful planning of the SmartBall® route along the pipe, Lee (2017) and Liu et 

al. (2012) also noted that the technique may not work in pipelines with water pressures above 

400 PSI. 

Another commercially available acoustic technique for the in-service inspection of buried 

pipelines is the Sahara® system which uses a tethered hydrophone moving along the pipe 

interior while recording leak noises (Figure 2.4b) (Liu & Kleiner, 2013; Costello et al., 2007; 

Bond et al., 2004). As described by Bond et al., (2004), the Sahara® system involves the 

insertion of a hydrophone (attached to a drogue) into the water pipe through a conventional 50 

mm (or larger) tap. A secondary operator, equipped with an extremely low frequency (ELF) 

transmitter is located above the ground to track the hydrophone progress through the pipe, thus 

pinpointing the leak. Although the Sahara® system can be used in pipes as small as 150 mm in 

diameter, the Sahara® system, like other technologies such as the SmartBall® and sonar systems, 

needs to be deployed within the pipe (Lee, 2017; Liu et al., 2012). As Pal (2008) however noted, 

invasive sensor deployment within a potable water pipe, for example, introduces the risk of 

water contamination which can introduce further maintenance costs to the utility owner.   
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Figure 2.4a): Smart ball and b) Sahara inspection systems (Kumar et al., 2020) 

 

Non-invasive acoustic techniques for buried pipeline inspection also exist in the literature and 

these include impact echo, Acoustic Pipe Wall Assessment (APWA), acoustic emission, leak 

noise detection and location as well as ultrasonic techniques. The impact echo technique uses 

impact generated stress waves (arising from a controlled impact such as a falling object or a 

pneumatic hammer) which propagate through and are reflected by the object under test (Liu & 

Kleiner, 2013; Hao et al., 2012; Markar & Chagnon, 1999). Based on the frequency, wave speed 

and penetration depth of the received acoustic wave, a mapping of this information to the buried 

pipe and surrounding soil conditions can subsequently be made. Markar & Chagnon (1999) 

however noted that at the time of writing, commercially available versions of this technology 

were manual in nature and required human entry into the pipe. To date, at least to the best of 

the author’s knowledge, no commercially available improvement to this process with 

automated access to smaller pipelines exists in the literature. 

A more recent technique using external acoustic impact for pipe condition assessment is the 

APWA. With APWA, acoustic signals are induced along a pipe (e.g., by striking a valve 

connection) and subsequently measuring the acoustic wave speed as it travels along various 

sections of the pipe using external sensors positioned along the pipe (Kumar et al., 2020; 

Echologics, 2020; Nestleroth et al., 2013). The average pipe wall thickness between adjacent 

sensors is further calculated by relating the acoustic wave speed to the pipe hoop stiffness, with 
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a weaker pipe wall showing greater flexing as the sound travels along the pipe (Kumar et al., 

2020). A commercially available application of the APWA technique is the ePulse® pipeline 

condition assessment tool developed by Echologics for the condition assessment of metallic, 

AC and PCCP pipes. The ePulse® tool features the installation of acoustic sensors along two 

separate hydrants or valves while a third hydrant/valve is acoustically induced by tapping it for 

example. Each acoustic sensor subsequently captures the acoustic signal as it propagates along 

the pipeline before the data is collected and analysed on site. The range of pipe materials for 

which the ePulse® technique is applicable does not however cover plastic pipes and moreover, 

the other APWA tools described in Nestleroth et al. (2013) feature invasive sensor deployment 

within the buried pipeline.  

An acoustic pipe inspection technique which does not require external pipe excitation is the 

acoustic emission technique. Acoustic emission is based on the detection of sound waves 

generated within the pipe wall during sudden events which compromise its structural integrity 

such as a leak or crack (Lee, 2017; Martini et al., 2017; Liu et al., 2012; Anastasopoulos et al., 

2009). For buried pipeline inspection, Anastasopoulos et al. (2009), for example, performed 

several case studies (for both new and in-service buried pipelines) on leak detection and location 

using portable acoustic emission sensors (PAC5120 from Physical Acoustics). Anastasopoulos 

et al. (2009) subsequently reported the successful detection and location of suspected leaks 

along the buried pipelines using the acoustic emission technique. Additional measurement 

access points however needed to be dug on several occasions, to narrow down the suspected 

leak area along the buried pipeline to within a few metres. More recently, the use of acoustic 

emission for buried pipeline condition assessment has been directed towards a more long-term 

approach where the buried pipe is continuously monitored for signs of failure (e.g., Pure 

technologies, 2020; Paulson et al., 2014) and will be discussed in Section 2.3.2. 
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A similar technique to acoustic emission, but without the need for multiple excavations, is the 

leak noise detection and location technique. With this technique, acoustic sensors such as 

accelerometers are mounted along valves or fire hydrants to detect leak induced vibration along 

the buried pipeline (Liu & Kleiner, 2013; Liu et al., 2012). A commercially available tool, the 

LeakFinderST (formerly known as LeakFinderRT) from Echologics features the deployment 

of easily detachable acoustic sensors at convenient access points along the pipe (e.g., valves or 

fire hydrants) to monitor a segment of the buried pipe (Kumar et al., 2020; Anguiano et al., 

2016; Echologics, 2020). The LeakFinderRT deployment set-up is shown in Figure 2.5. 

 
Figure 2.5: LeakFinderRT deployment along a buried water pipe (Kumar et al., 2020) 

 

As shown in Figure 2.5, during operation a pair of acoustic sensors are installed either side of 

a suspected leak with each of the sensors connected to a wireless radio frequency (RF) 

transmitter via a cabled connection. The RF transmitters are linked wirelessly to a cross-

correlator receiver where cross-correlation of the leak signal is performed on-site to locate the 

suspected leak. The main limitations of the LeakFinderRT include sensor spacing requirements 

(which are influenced by the pipe material and diameter due to acoustic signal attenuation along 

the pipe), need for the presence of pipe access points such as valves or fire hydrants (otherwise 

holes may need to be excavated to allow direct access to the pipe), limited information about 
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the leak size and susceptibility to low frequency vibrations from external sources such as pumps 

and vehicular traffic (Anguiano et al., 2016; Liu et al., 2012).  

To overcome the challenge of low frequency interference, a high frequency approach to the 

acoustic condition assessment of buried pipelines is the ultrasonic method of pipe inspection. 

Ultrasonic techniques involve ultrasound transmission (>20 kHz) into a target object before 

analysing the received echo for the detection of structural defects along the object (Liu et al., 

2012). Ultrasonic techniques for buried pipeline inspection include discrete and guided wave 

ultrasonic testing. Discrete ultrasonic testing for buried pipeline inspection involves ultrasonic 

transmission through a couplant into the pipe under test. The ultrasonic wave can be generated 

by piezoelectric ceramics, electromagnetic acoustic transducers, magnetostrictive transducers 

or laser and piezoelectric polymers (Liu & Kleiner, 2013; Liu et al., 2012). The transducer is 

placed normal to the pipe surface while inspection is carried out at discrete sections along the 

pipe. The ultrasonic wave travels through the pipe wall and is subsequently reflected along 

discontinuities within the wall. The reflections (echoes) of the ultrasonic wave, detected by the 

transducer, are further analysed to detect structural anomalies within the pipe wall (Liu & 

Kleiner, 2013; Liu et al., 2012). The external condition assessment tool (ECAT) from Advanced 

Engineering Solutions, Ltd. is an example of a pipeline inspection tool which was employed by 

Nestleroth et al. (2013) for testing short (1 m length) exposed sections of buried pipeline. With 

discrete ultrasonic testing however, the section of the pipeline under test needs to be exposed 

before testing can be carried out. This can become prohibitively expensive if long sections (e.g., 

several metres) of buried pipe need to be tested (Rose, 2014; Nestleroth et al., 2013). 

Guided Wave Testing (GWT) is an alternative ultrasonic inspection approach which allows 

longer sections of buried pipeline to be inspected without the need to expose the entire pipe 

length. GWT is based on the ability of guided acoustic waves to propagate long distances (tens 
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to hundreds of metres) along a pipeline waveguide (Rose, 2014; Rose et al., 2008). In GWT, 

the ultrasonic waves are excited by a transducer ring clamped around the pipe circumference. 

These transducers generate either longitudinal, flexural, or torsional waves which propagate 

along the pipeline (Liu & Kleiner, 2013; Liu et al., 2012). When the guided waves encounter a 

structural defect along the pipe wall, a reflection occurs which can be detected by the transducer 

ring, thus enabling the identification and location of such a defect (Lowe et al., 1998). One 

major challenge with GWT is the excitation of multiple wave propagation modes (coherent 

noise) along the buried pipe during inspection which complicates the accurate interpretation of 

results obtained at the transducers (Cawley, 2002). GWT thus requires a priori knowledge of 

the acoustic dispersion characteristics of the pipe under test to systematically excite the pipe 

with minimal dispersive noise interference (Lowe & Cawley, 2006; Cawley, 2002).  

A common drawback for pipeline inspection techniques in general, is the need for on-site 

technical personnel and equipment deployment to successfully run inspection operations. As 

noted by Liu et al. (2012), labour and equipment costs for the GWT technique, for example, 

can reach thousands of pounds for each inspection operation. Long-term continuous monitoring 

of the buried pipeline asset, without the need for constant personnel and equipment deployment 

is therefore an attractive proposition for potentially reducing pipeline monitoring costs. Some 

of the techniques currently deployed across the buried utility industry for real-time pipeline 

monitoring are reviewed next. 

2.3.2 Buried water pipe real-time monitoring 

Buried pipeline real-time monitoring techniques, in terms of sensor arrangement along the pipe, 

can be broadly categorized as discrete and continuous sensor techniques. While the discrete 

approach features sensor deployment at discrete points along the pipeline network, the 

continuous approach features the deployment of a continuous sensor stretching across the 
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network. A popular continuous sensor monitoring approach is the distributed fibre optic 

technique. A key feature of the distributed fibre optic technique is the ability to continuously 

monitor buried pipeline structures over large axial extents without the need for frequent access 

to the pipe (Rajeev et al., 2013; Frings, 2011; Inaudi & Glisic, 2010). A more extensive 

coverage of the pipeline is therefore made possible with fibre optic networks since every section 

of the pipe can potentially be monitored regardless of accessibility (Rajeev et al., 2013; Frings, 

2011). Furthermore, fibre optic sensing offers the capacity for both sensing and communication 

within the same physical cable (Fernandez-Vallejo & Lopez-Amo, 2012). Figure 2.6 shows one 

method of fibre optic deployment within an in-service buried water pipe (Paulson et al., 2014). 

 
Figure 2.6: Live deployment representation of fibre optic cable within buried water pipe 

(Paulson et al., 2014) 
 

As shown in Figure 2.6, a fibre optic cable can be deployed within a live water pipe by using 

drogues to tow a cord along the pipe. The drogues are then captured some miles downstream 

of the pipe before using the cord to pull in the fibre optic cable (Paulson et al., 2014). Pipe 

failure indicators resulting in temperature or strain anomalies along the pipe can subsequently 

be detected by the fibre optic cable before alerting a remote monitoring station above the 

ground. The SoundPrint® acoustic fibre optic (AFO) cable from Pure Technologies is an 

example of a commercially available fibre optic technology for the continuous monitoring of 

buried PCCP by sensing acoustic emission events along the pipe. One main limitation of 

distributed fibre optic sensors however, as noted by Sadeghioon (2014), is the inherent lack of 
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redundancy with this technique. For example, if a pipeline section needs to be replaced (due to 

damage or renewal) or the fibre optic sensor becomes damaged (due to third party interference), 

blind spots can be created in the distributed fibre optic network. 

Discrete or quasi-distributed fibre optic sensors, where localised areas along the buried pipeline 

are continuously monitored, also exist in the literature (Sadeghioon, 2014; Rajeev et al., 2013; 

Liu et al., 2012). With discrete sensors, unlike the distributed system, redundancy is introduced 

into the fibre optic network as other sensors can serve as back up in the event of an individual 

sensor failure within the network. An example of the discrete fibre optic sensing is the fibre 

optic sensor for corrosion monitoring which measures pipe wall strain indicative of changes in 

the wall thickness (Liu & Kleiner, 2013; Liu et al., 2012). Discrete fibre optic sensors however 

require sections of the buried pipe to be exposed for sensor installation (Liu et al., 2012) which 

can further contribute to increased deployment costs. 

Real-time monitoring techniques, where the sensors can be conveniently deployed at access 

points such as valves or fire hydrants (rather than digging holes), also exist in the literature 

where commercially available technologies include the Echowave® and EchoShore® systems 

(Echologics, 2020) as well as those listed in Anguiano et al. (2016) and Liu et al. (2012). These 

systems feature sensor installation at buried pipe access points before periodically transmitting 

acquired data to a remote monitoring station via a wireless (radio) communication network. 

Anguiano et al. (2016) however noted that capital equipment, maintenance, operational labour 

as well as contractor installation and set-up costs still need to be considered when deploying 

these techniques. 

With the advent of low-cost integrated circuit (IC) technology, wireless sensor networks (WSN) 

have emerged as a cost-effective solution for real-time pipeline monitoring (Whittle et al., 2013; 

Akyildiz & Vuran 2010; Akyildiz et al., 2002). Wireless Sensor Networks (WSN) feature the 
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deployment of cost-effective integrated signal processing platforms which embody physical 

sensing elements or transducers for the purpose of information gathering and communication 

within any environment (Yick et al., 2008; Lewis, 2004). The ubiquitous nature of WSN enables 

the highly pervasive deployment of this technology across numerous industries such as the 

utility as well as oil and gas sectors (Owojaiye & Sun 2013).   

A critical component of a WSN design is the choice of transmitter and receiver elements or 

nodes. In contrast to other networking paradigms, WSN involves the installation of nodes which 

have a distinctive feature of combining sensing, communication and signal processing on a 

single device or chip (Bulusu & Jha, 2005). Such devices are commonly known as “smart” 

sensors. A smart sensor, as defined by IEEE, is a physical sensor which incorporates functions 

beyond that of simply measuring a physical quantity. Such functions typically include signal 

processing, control, and communication (Frank, 2000).  

One of the earliest deployments of a WSN for real-time monitoring of buried water pipes is the 

PipeNet monitoring system proposed by Stoianov et al. (2007). The PipeNet monitoring 

architecture, designed to obtain hydraulic and water quality measurements from a buried water 

pipe, is shown in Figure 2.7. 
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Figure 2.7: PipeNet deployment architecture (Stoianov et al., 2007) 

 

As shown in Figure 2.7, the PipeNet deployment architecture consists of three monitoring tiers 

which represent the data flow path from the buried water pipe sensor to an above ground 

monitoring station. At the bottom tier (Tier 1), sensors are installed within the buried water pipe 

to collect pressure and pH data, respectively. Both sensors, which are battery operated, 

continuously record data at 100 samples per second (S/s) and at 5-minute intervals before 

transmitting the recorded data to a micro-computer (deployed on a nearby infrastructure such 

as a lamp post) located in the middle layer (Tier 2) of the PipeNet system. To transmit data 

from the in-pipe sensors to the above ground microcomputer (gateway), the in-pipe sensors are 

connected to a radio antenna which is embedded within the road surface (Figure 2.8) using 

underground cabling. 
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Figure 2.8: Antenna embedded within the road surface (Stoianov et al., 2008) 

 

According to Stoianov et al. (2008), a clear line of sight (within 10-100 m) between the 

embedded radio antenna and the above ground gateway is required to ensure reliable data 

communication between Tiers 1 and 2 of the PipeNet system. Upon reception of the pressure 

and pH data from the Tier 1 sensors, the gateway further transmits the acquired data to above 

ground monitoring stations (or backend servers, according to Figure 2.7) located in Tier 3 of 

the PipeNet system, where further data analysis can be carried out.  

A drawback for the PipeNet system is the need for a clear line of sight between the embedded 

radio antenna (Tier 1) and the above ground gateway (Tier 2) for reliable data communication. 

Since a clear line of sight may not always be possible in heavily built-up environments, this 

requirement can potentially pose a challenge for reliable data communication during system 

deployment. Another drawback with the PipeNet system is potential damage to the radio 

antenna embedded within the road surface. During the field trials conducted by Stoianov et al. 

(2008), it was discovered that a road re-surfacing operation destroyed the radio antenna, 

necessitating a relocation of the radio antenna to beneath a man-hole cover. Since this man-hole 

cover had a thickness of 4.5 cm, the overall data communication reliability was compromised 

(42% reduction) due to the influence of the man-hole cover in attenuating the transmitted radio 

signal (Stoianov et al., 2008). 
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A magnetic induction (MI)-based wireless underground sensor network (WSN) proposed by 

Sun et al. (2011), unlike the PipeNet system, can enable wireless underground communication 

between deployed sensors thus offering an alternative route for data communication (especially 

in the absence of a clear line of sight above the ground) within the WSN. This monitoring 

system, known as MISE-PIPE (Figure 2.9), features the deployment of both in-pipe and in-soil 

sensors which communicate with each other in an underground soil environment.   

 
Figure 2.9: MISE-PIPE deployment architecture (Sun et al., 2011) 

 

As shown in Figure 2.9, the MISE-PIPE system consists of a hub layer and an in-soil sensor 

layer. The hub layer comprises the in-pipe sensors which are deployed at specific access points 

(pipeline checkpoints) within the buried pipe network while the in-soil sensor layer consists of 

in-soil sensors which are deployed within the underground soil environment along the buried 

pipeline.  

According to Sun et al., (2011), the MISE-PIPE architecture divides a buried water pipe 

network into separate sections, bordered by the pipeline checkpoints within which the pressure 

and acoustic sensors are installed. The in-soil sensors are further deployed along the buried pipe 

between two pipeline checkpoints, while communicating wirelessly with the pressure and 

acoustic sensors. The combination of the hub and in-soil layer sensors thus operates as a cluster 
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of heterogeneous sensors with the hub layer sensors acting as cluster heads and the in-soil 

sensors acting as cluster members. The cluster heads in the MISE-PIPE monitoring system are 

further responsible for gathering data from cluster members before transmitting this data (wired 

or wirelessly) to an above ground gateway located within the same pipeline checkpoint. Like 

the PipeNet monitoring system, the above ground gateway in the MISE-PIPE system is 

responsible for transmitting acquired data to an above ground monitoring station, via a wireless 

terrestrial network, where further data processing operations can be carried out (Sun et al., 

2011).  

The main challenge with the MISE-PIPE system concerns the establishment of a wireless 

underground communication link using magnetic induction signal transmission. As shown in 

Figure 2.9, each in-pipe and in-soil sensor requires a set of electrical coils to be wrapped around 

the buried water pipe, based on the magnetic induction signal transmission requirements for the 

MISE-PIPE system. To install the magnetic induction signal transceivers along existing water 

pipes, multiple sections of the buried water pipe would need to be excavated which can quickly 

increase deployment costs. 

A separate WSN solution for buried water pipe monitoring, which does not require invasive 

pressure sensors or multiple electrical coils like the MISE-PIPE system, is the PipeTECT 

system proposed by Shinozuka et al. (2010) which employs micro-electromechanical (MEMS) 

sensors for acceleration measurements along a pipe surface. According to Mustafa & Chou 

(2012) and Shinozuka et al. (2010), a sharp change in the internal water pressure (caused by a 

leak event) along the pipe is always accompanied by a sharp change in pipe wall acceleration, 

hence MEMS acceleration sensors provide a more cost-effective solution (compared to invasive 

pressure sensors) for continuous pipe monitoring. For underground communication between 

the MEMS acceleration sensors, the PipeTECT system uses a Controller Area Network (CAN) 
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which, by definition, is a wired sensor network supporting data communication between sensors 

in a real-time monitoring application (Shinozuka et al., 2010). Although CAN enables 

underground data communication between the deployed sensors, the possibility of cable 

disconnections still presents a challenge for reliable data communication. Another challenge 

for wired underground communication is also the cost prohibitive nature of routing physical 

cables through a complex utility network (Sharma, 2012).  

To eliminate the use of underground cables, a non-invasive wireless underground sensor 

network (WUSN) concept for buried water pipe monitoring was proposed by Sadeghioon et. al 

(2014). The general schematic of this WUSN architecture is shown in Figure 2.10. 

 
Figure 2.10: WUSN deployment concept proposed by Sadeghioon et al. (2014) 

 

As shown in Figure 2.10, the WUSN concept proposed by Sadeghioon et al. (2014) features 

non-invasive sensor installation along the length of the buried water pipe. Each sensor node 

along the pipe communicates wirelessly with other sensor nodes in a multi-hop fashion via radio 

signal transmission within the underground soil environment. For every 4-5 sensor nodes (up 

to a maximum of 10 nodes), a master node operates as the wireless communication link between 

these underground sensors and an above ground monitoring station, using radio signal 

transmission both within the underground soil environment and above the ground (Sadeghioon 
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et al., 2014). Although this WUSN architecture was not specifically tested in the field, field 

trials were conducted by Sadeghioon (2014) on evaluating the performance of a non-invasive 

sensing technique (developed by the author) for integration within the proposed network. Data 

communication during the field trials was also implemented via radio signal transmission 

between a sensor node (to which the non-invasive sensors were connected) and a master node 

located in a nearby building. Like the PipeNet system however, the sensor node installations 

depended on the availability of a direct line-of-sight with an above ground master node. It is 

therefore apparent that key to successfully deploying a WSN for buried pipeline monitoring, is 

the availability of a reliable data communication link to facilitate the seamless operation of the 

WSN both above and below the ground. Three possible data communication channels therefore 

exist within a WSN, i.e., the above ground, underground to above ground as well as the 

underground-to-underground data communication channels. The next section briefly discusses 

above ground and underground to above ground data communication, before focusing on 

underground-to-underground data communication. 

2.4 DATA COMMUNICATION FOR BURIED WATER PIPE MONITORING 

2.4.1 Above ground communication 

With above ground digital communication, the communication channel exists solely above the 

ground. Radio waves possess the ability to propagate over large distances in space thus inspiring 

widespread application for numerous above ground communication applications including 

terrestrial and satellite communication (Molisch, 2011). For buried pipeline monitoring, radio 

waves are typically employed for above ground communication due to the low path loss (total 

attenuation) they experience as they propagate through the air (Raorane & Patil, 2014). Data 

communication between the gateway and backend server in the PipeNet system for example, is 

an example of above ground data communication. For buried pipeline monitoring however, 
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above ground communication is only useful once data has been collected below the ground and 

successfully transmitted to the gateway.  

2.4.2 Underground to above ground communication 

In this scenario, the communication channel cuts across the ground surface thus linking 

underground sensors to the above ground communication network through a gateway 

transceiver located above the ground (Silva, 2010). For real-time monitoring, underground to 

above ground communication can be wired or wireless. The PipeNet and MISE-PIPE systems 

for example, use a wired link for establishing digital communication between in-pipe sensors 

and an above ground transceiver (Sun et al., 2011; Stoianov et al., 2008). As previously 

mentioned however, wired communication systems introduce cabling problems (such as routing 

costs) for buried pipeline monitoring compared to their wireless counterparts.  

For wireless communication, Lin et al. (2008) proposed a technique for underground to above 

ground communication using radio signal propagation. With this approach, the radio transceiver 

is installed within a fire hydrant (FH) chamber (typically made of concrete and cast iron) below 

the ground as shown in Figure 2.11a. Figure 2.11b also shows the wireless communication path 

between the underground radio transmitter and the rest of the wireless communication network 

above the ground.  

 
Figure 2.11a: Radio transmitter installed within fire hydrant chamber and b) radio 

communication path from below the ground (Lin et al., 2008) 
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As shown in Figure 2.11b, the radio communication path from the below ground sensor crosses 

the chamber lid (made of cast or ductile iron) before reaching an above ground relay node and 

the rest of the communication network. From their field trials, Lin et al. (2008) reported signal 

propagation distances of 39-80 m between the underground radio transmitter and an above 

ground receiver. It is however important to note here that the radio communication path was 

still predominantly through air (within and outside the FH chamber) even with the presence of 

the chamber lid (which also had air gaps and spacings through which the radio waves could 

propagate). 

2.4.3 Underground to underground communication 

For underground-to-underground data communication, the communication channel exists 

entirely below the ground. An underground communication link must therefore be established 

between individual sensors located along the buried pipeline. Like the underground to above 

ground case, underground-to-underground data communication can also be wired or wireless. 

The PipeTECT system for example, uses wired communication in the form of an underground 

CAN for enabling pipe monitoring (Shinozuka et al., 2010). Again, network routing using wired 

systems (especially underground) can be cost prohibitive for buried pipeline monitoring 

applications.   

Wireless underground-to-underground communication using radio waves can exist through air 

(e.g., communication through tunnels) or through the soil (Akyildiz et al., 2009; Z. Sun & 

Akyildiz, 2010). For buried utility assets, the “hostile” nature of the underground soil 

environment poses a challenge for radio signal propagation (Akyldiz & Vuran, 2010; Akyildiz 

& Stuntebeck 2006). The term “hostile” in this context refers to the tendency of the underground 

soil environment to impede radio signal propagation. Since wireless communication (especially 

through air) is typically enabled by radio wave propagation, existing research for wireless 
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underground communication through soil has naturally focused on investigating radio signal 

performance in soil. Wireless communication through soil however presents a new set of 

challenges for radio waves. Radio waves, which are a class of electromagnetic (EM) waves tend 

to attenuate quickly in certain soil types due to path losses experienced by the radio wave in 

soil (Vuran & Akyildiz, 2008; Li et al., 2007; Akyildiz & Stuntebeck, 2006). Other causes of 

EM attenuation in soil include reflections at soil-air boundaries, multipath fading as well as 

diminished propagation velocities in the soil dielectric medium (Li et al., 2007; Akyildiz & 

Stuntebeck 2006).  

To experimentally investigate radio signal propagation in soil, Vuran & Silva (2009) first 

reported field trials conducted at the University of Nebraska-Lincoln city campus in Lincoln 

Nebraska, using MICA2 wireless sensor nodes, operating at 433 MHz. A soil analysis report of 

the field test site is shown in Table 2.2. 

Table 2.2: Soil analysis report of a field test site (Vuran & Silva, 2009) 

Sample depth 

(m) 

Texture %Sand %Silt %Clay 

0 – 0.15 Loam 27 45 28 

0.15 – 0.30 Clay loam 31 40 29 

0.30 – 0.45 Clay loam 35 35 30 

 

For the field experiments, the burial depths of the radio signal transmitter and receiver were 

fixed at 0.4 m, while the horizontal distance between the transmitter and receiver (horizontal 

inter-node distance) was varied between 0.1 and 1.0 m (Vuran & Silva, 2009). The results of 

the received signal strength (dBm) for different radio transmit powers (dBm), as the horizontal 

inter-node distance was increased, are shown in Figure 2.12. 
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Figure 2.12: Received radio signal strength against horizontal internode distance 

between a radio transmitter and receiver buried in soil (Vuran & Silva, 2009) 
 

A downward trend in received radio signal strength at increasing inter-node distances can be 

observed in Figure 2.12. The slight increase in received signal strength between 0.8 and 0.9 m 

was noted by Vuran & Silva (2009) to be likely due to radio signal reflections at the ground 

surface. Figure 2.13 also shows the radio signal strength to increase with radio transmitter 

power between 0.5 and 10.0 mW leading Vuran & Silva (2009) to suggest the use of radio 

transmit powers of at least 10 mW for wireless underground communication in soil. It should 

be noted here that although higher transmit powers will improve the receiver signal strength, 

there is still the constraint of limited radio transmit power available within a commercially 

available WSN node (e.g., the MICA2 wireless nodes used by Vuran & Silva (2009) were 

limited to 0.01 W). Figure 2.13 therefore suggests that the practical range of wireless 

underground communication with a commercially available WSN node is limited to less than 

1 m. 

Using a time domain reflectometry (TDR) method for measuring soil permittivity, (Sadeghioon, 

2014) also conducted separate field trials for radio signal propagation in soil at a test site 

adjacent to an agricultural farm in the Leighton Buzzard area (Location A) and in an open area 

of the Severn Trent Water, Lake house facility (Location B) both in the United Kingdom. The 



39 | P a g e  
 

soil permittivity and conductivity for both sites (measured with the TDR) along with the soil 

classification (BSI, 1990), are shown in Tables 2.3 and 2.4. 

Table 2.3: Soil properties for location “A” (Sadeghioon, 2014) 

Location Soil classification GWC 𝝐′ (F/m) 𝝐′′ (F/m) 𝝈 (mS/m) 

A Gravelly SAND 

(Cu = 2.00, Ck = 0.99) 

12.97% 7.14 1.31 2.32 

 

 

Table 2.4: Soil properties for location “B” (Sadeghioon, 2014) 

Location Soil classification GWC 𝝐′ (F/m) 𝝐′′ (F/m) 𝝈 (mS/m) 

A (0.5 m depth) Gravelly SAND 

(Cu = 9.43, Ck = 0.42) 

17.02% 11.78 1.96 3.74 

B (0.9 m depth) Gravelly SAND 

(Cu = 7.87, Ck = 0.51) 

20.18% 19.30 4.33 7.61 

 

Using an ultra-low power wireless sensor node with an average power consumption of 1.31-

5.25 µW, Sadeghioon (2014), like Vuran & Silva (2009), also transmitted radio signals at a 

maximum power of 0.01 W within the underground soil during the field trials. For location A, 

two separate sets of experiments involving radio signal transmission at 433 and 868 MHz were 

conducted by Sadeghioon (2014). During the experiments, the radio signal transmitter was 

placed (on separate occasions) at the bottom of three 300 mm diameter holes at depths of 200, 

400 and 600 mm. The holes were subsequently backfilled with the excavated soil before a 

handheld radio spectrum analyser was placed at the top of each backfilled hole prior to final 

covering by topsoil and grass (Sadeghioon, 2014). The results of the radio signal transmission 

experiments for each hole are shown in Figure 2.13. 



40 | P a g e  
 

 
Figure 2.13: Received signal strengths at increasing soil depths from the radio 

transmitter at Location A (Sadeghioon, 2014) 
 

According to Sadeghioon (2014), the radio signal transmit power at 434 and 868 MHz were 0 

dBm (1 mW) and +10 dBm (10 mW) respectively. The signal strength offset in Figure 2.14, 

between each transmission frequency, was therefore a result of the difference in the radio signal 

transmission powers at each frequency. Using a noise floor threshold of – 80 dBm (1 × 10−11 

W), below which a received wireless signal will be indistinguishable from background noise 

(Sun et al., 2011), Figure 2.13 implies a maximum radio signal transmission range of less than 

0.7 m.  

For location B, Table 2.4 shows the gravimetric water content (GWC), complex dielectric 

permittivity and electrical conductivity of the soil to increase at 90 cm depth compared to 50 

cm depth within the soil. The reason for this can be seen in the lower coefficient of uniformity 

(Cu) and higher coefficient of gradation (Ck) of the soil at 90 cm depth compared to the soil at 

50 cm depth meaning that the soil sample at 90 cm depth consisted of a higher cumulative 

percentage of finer particles compared to the soil at 50 cm depth. These values, according to 

Sadeghioon (2014), were responsible for a higher GWC as well as complex permittivity and 

electrical conductivity of the soil at 90 cm depth. For the location B field trials, two separate 

sets of experiments involving the radio signal transmitter and receiver installed at depths of 50 

and 90 cm were also conducted by Sadeghioon (2014). For each radio signal transmission 
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experiment at each depth, the radio signal receiver was transferred between six different holes 

(at 60 cm spacing) which were horizontally separated from the radio signal transmitter. The 

results of the radio signal transmission experiments for each depth at location B is shown in 

Figure 2.14. 

 
Figure 2.14: Received signal strengths at increasing distances between the radio 

transmitter and receiver for different soil depths at Location B (Sadeghioon, 2014) 
 

From Figure 2.14, the received signal strengths at the radio receiver for 90 cm depth was 

significantly lower than the received signal strengths for 50 cm depth. As noted by Sadeghioon 

(2014), this was due to the increased soil GWC and higher permittivity values at 90 cm depth. 

Using the same – 80 dBm threshold previously discussed, Figure 2.14 shows a maximum radio 

signal transmission range of less than 2 m for either receiver depth. Results of the field trials by 

Sadeghioon (2014) at both locations therefore showed that, based on the available radio transmit 

power from the wireless sensor nodes, reliable radio signal transmission was less than 2 m even 

at a relatively shallow (50 cm) transmitter and receiver depth. For the radio transmitter at 90 

cm, the reliable digital communication distance was predicted to be even shorter at less than 

1.5 m. Since buried water pipes are typically located within the subsoil region at depths between 

50-100 cm, reliable digital communication between wireless underground sensors at such 

depths, using radio signal transmission, is limited to less than 2 m.  
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Further investigation into radio signal transmission for variable soil mixtures, through 

controlled laboratory experiments, were conducted by Abdorahimi (2014). For the laboratory 

tests, the radio signal was transmitted at 434 MHz using the same wireless sensor nodes 

designed by Sadeghioon (2014). Both the radio transmitter and receiver antennas were placed 

in the soil contained within an aluminium container (60 cm length and 10 cm diameter) which 

was perforated at 10 cm intervals to allow variable positioning of the receiver antenna at 

increasing distances from the radio transmitter. Radio signal attenuation was subsequently 

measured using five different soil compositions and three different moisture contents shown in 

Table 2.5.  

Table 2.5: Soil compositions for laboratory-based radio propagation experiments in 

Abdorahimi (2014) 

Sand 

(%) 

Clay 

(%) 

10 90 

30 70 

50 50 

70 30 

90 10 

 

Laboratory results of radio signal transmission, conducted by Abdorahimi (2014), for the 

different soil mixtures in Table 2.5 and at 20% GWC and +10 dBm (10 mW) radio transmit 

power, are shown in Figure 2.15. 

 
Figure 2.15: Received signal strengths at increasing distances between the radio 

transmitter and receiver for different soil compositions (Abdorahimi, 2014) 
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Figure 2.15 shows, as expected, a reduction in the received signal strength at increasing 

distances of the radio receiver from the transmitter. The signal attenuation also increases with 

increasing clay content due to higher complex permittivity with increasing clay content 

(Abdorahimi, 2014). Using the – 80 dBm threshold for the 90% clay soil sample, the maximum 

radio transmission distance, as shown in the figure, is less than 0.5 m which further illustrates 

the limited radio propagation range in a soil sample with high clay content.  

The results presented in Vuran & Silva (2009), Sadeghioon (2014) and Abdorahimi (2014) 

show that for a buried pipeline monitoring application, the expected wireless underground 

communication range using radio signal propagation with commercially available wireless 

sensor nodes does not exceed 3 m (even in the best of cases). For pipelines where individual 

lengths of buried water pipes can extend for several kilometres, the cost of installing wireless 

sensor nodes at these short distances along the buried water pipe can quickly become prohibitive 

for a utility owner.  

In response to the challenge of limited radio signal propagation range within an underground 

soil environment, an alternative technique for wireless signal transmission was proposed by 

Sun & Akyldiz (2010) and Akyldiz et al., (2009). This wireless signal transmission technique 

relies on the principle of mutual magnetic induction between two electrical coils, for signal 

transmission within an underground soil environment. According to Sun & Akyldiz (2010) and 

Akyldiz et al., (2009), magnetic induction (MI)-based signal transmission presented a 

promising alternative to radio-based signal transmission because, unlike an electromagnetic 

field, a magnetic field shows little variation in air, water, or soil (due to the similar magnetic 

permeabilities of air, water, and most types of soil). It was therefore argued that MI-based signal 

transmission would be largely unaffected by the presence of soil or water within an underground 

soil environment (Sun & Akyldiz, 2010; Akyldiz et al., 2009).  
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As acknowledged by Sun et al. (2011) however, the performance of the MI signal transmission 

technique using field trials along buried water pipes, remains to be evaluated. At the time of 

conducting this review, there was still no evidence in the literature concerning the field 

development of the MI signal transmission technique. Furthermore, based on the fundamental 

equations for the MI signal transmission technique (Sun & Akyldiz, 2010; Akyldiz et al., 2009), 

MI signal path loss within an underground soil environment is affected by changes in the radius 

of electrical coils which need to be wrapped around the pipe to facilitate MI signal transmission. 

The implication of this requirement is that an electrical coil of specific parameters (such as coil 

resistance and capacitance) is only useful for a buried water pipe of specific diameter if a signal 

transmission range within tens of metres is to be achieved. Deploying the MI communication 

system along a complex buried pipeline network featuring multiple pipes of different diameters 

will therefore require the frequent re-design of the MI relay coils, which would inevitably result 

in increased deployment costs for a utility owner.  

A separate (non-EM or MI-based) approach for enabling wireless underground communication 

through soil, which has been considered in the literature (although to a comparatively limited 

extent), is by using the buried water pipe as an acoustic waveguide. The next section further 

discusses this possibility by reviewing previous research efforts which have been undertaken to 

achieve this purpose. 

2.5 ACOUSTIC COMMUNICATION ALONG A WATER PIPE WAVEGUIDE 

Unlike radio and MI signal transmission, acoustic signal transmission requires the presence of 

a material medium for wave propagation between a communication transmitter and receiver. 

An acoustic waveguide in the form of a water pipe consists of two channels through which 

acoustic communication is possible, i.e., the internal fluid medium of the pipe and the pipe wall. 
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Acoustic communication within the internal fluid medium of a water pipe is further reviewed 

next.  

2.5.1 Underwater acoustic communication within a pipe 

The earliest comprehensive study of acoustic based digital communication within a water pipe 

was conducted by Kokossalakis (2006). According to Kokossalakis (2006) and Kondis (2005), 

the general equation of motion for acoustic wave propagation within the internal fluid medium 

of a water pipe waveguide can be expressed as   

∇2∅ =
1

𝑐2

𝜕2∅

𝜕𝑡2
     (2.1) 

Where ∅ (m2/s) is the acoustic velocity potential, 𝑐 (m/s) is the acoustic wave velocity in the 

internal fluid medium and 𝑡 (s) is time. The solution to Equation (2.1) for an acoustic signal 

propagating outward from an internally located acoustic signal source within the water pipe, as 

derived from Kausel (2006), can be expressed as  

∅(𝑟, 𝜃, 𝑧) = (𝑐1 cos(𝑛𝜃) + 𝑐2sin⁡(𝑛𝜃))𝐽𝑛(𝑘𝑎𝑟)𝑒
−𝑖𝑘𝑧𝑧  (2.2) 

Where 𝑟 (m), 𝜃 (m) and 𝑧 (m) are the radial, circumferential and axial displacements 

respectively of the propagating acoustic wave, 𝐽𝑛 is a Bessel function of order 𝑛, 𝑘𝑎 and 𝑘𝑧 are 

radial and axial wavenumbers along the water pipe respectively and 𝑐1 and 𝑐2 are constants. 

Kokossalakis (2006), using numerical simulations, further investigated acoustic signal 

propagation along a cast iron pipe during excitation from an acoustic source located within the 

pipe. The main objective of the simulations was to examine acoustic dispersion along the pipe 

initially for the simplified case of a perfectly rigid pipe surrounded by vacuum and then for a 

flexible pipe buried in soil. Acoustic dispersion, for the purpose of definition, refers to the time, 

frequency, and phase changes of a transmitted acoustic signal along a water pipe waveguide, 
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due to the influence of the waveguide in distorting the spatial form of acoustic signal during 

propagation along the pipe (Kokossalakis, 2006).  

For the rigid pipe approximation, the water pipe radius was set as 𝑅 = 0.5 m, while the acoustic 

wave velocity, density and material damping of the internal fluid medium were set as 1500 m/s, 

1000 kg/m3 and 0.1% respectively. For acoustic excitation at 5 kHz, Figure 2.16 shows the 

simulation results at 10 m, 100 m and 500 m along the pipe (Kokossalakis, 2006). 

 
Figure 2.16: Frequency response spectrum for acoustic signal propagation at a) 10 m, b) 

100 m and c) 500 m (Kokossalakis, 2006) 
 

As shown in Figures 2.16a and b, the frequency response magnitude of the transmitted acoustic 

signal at 10 m and 100 m along the water pipe waveguide, peaked at 5 kHz. Figure 2.16c 

however showed a shift in the peak acoustic signal frequency at 500 m along the pipe towards 

frequencies less than 5 kHz. As noted by Kokossalakis (2006), acoustic signal reverberation 

within the water pipe waveguide results in the rapid decay of high frequency acoustic waves 

exemplified by the low-pass filter behaviour of the pipe at increasing distances. 

For the same pipeline waveguide and at a transmitter-receiver distance of 10 m, the author also 

observed that for increasing acoustic excitation frequencies (1 kHz, 5 kHz, and 10 kHz), an 

increasing number of acoustic propagation modes (which contributed to increased reverberation 

along the pipe) was excited along the pipe. Furthermore, increasing the pipe diameter also 
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showed increased reverberation within the pipe due to the excitation of more acoustic 

propagation modes for the larger pipes. 

Kokossalakis (2006) further investigated the effect of pipe wall flexibility and surrounding soil 

properties on acoustic signal propagation along a buried water pipe. As noted by the author, a 

buried flexible water pipe will transmit acoustic energy through the pipe wall into the 

surrounding soil, further contributing to acoustic signal attenuation (through radiation damping) 

along the pipe. The simulation results for separate acoustic signal propagation distances of 10 

and 100 metres along a buried cast iron pipe and for a signal transmission frequency of 1 kHz, 

pipe wall thickness of 2 cm and surrounding soil acoustic wave velocity of 200 m/s, are shown 

in Figure 2.17.  

 
Figure 2.17: Simulation results for acoustic signal propagation along a buried water 

pipe at a) 10 m and b) 100 m (Kokossalakis, 2006) 
 

From Figure 2.17a, for single squared pulse excitation of 1 kHz at the acoustic signal 

transmitter, most of the acoustic signal energy at 10 m along the buried water pipe was 

concentrated below 500 Hz. This low pass filter behaviour of the buried water pipe was 

significantly more prominent at 100 m (Figure 2.18b), where most of the acoustic signal energy 

was concentrated below 250 Hz. The key observation from these results, as noted by 

Kokossalakis (2006), was therefore the increased low-pass filtering of high frequency acoustic 
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signals (due to radiation into the surrounding soil) compared to the rigid pipe in space. The 

author also interestingly observed that this low-pass filtering effect was more pronounced for 

larger pipes due to a reduced pipe wall stiffness with increasing radius which allowed more 

high frequency acoustic waves to radiate into the surrounding soil. For increasing pipe wall 

thickness between 10 mm and 10 cm, the author also noted a reduction in acoustic wave 

radiation into the surrounding soil for thicker pipes due to a correspondingly increased pipe 

wall stiffness which prevented the acoustic waves from escaping into the soil. 

The influence on surrounding soil stiffness on acoustic wave propagation along the buried pipe 

was also examined by considering two extreme cases of soil acoustic wave velocities of 0 m/s 

(corresponding to no surrounding medium) and 2000 m/s (corresponding to soil with high 

mechanical stiffness, i.e., “stiff” soil) in addition to the default case of 200 m/s (corresponding 

to soil with low mechanical stiffness, i.e., “soft” soil). The results showed that while (as 

expected) no acoustic radiation occurred for the case of the pipe with no surrounding medium, 

less radiation occurred from the pipe into the hard soil compared to the soft soil indicating the 

contribution of the hard soil in increasing the pipe wall stiffness thus reducing acoustic radiation 

into the soil (Kokossalakis, 2006). The influence of pipe material on acoustic signal propagation 

was also examined by the author with the results showing an increased low-pass filter behaviour 

as well as signal attenuation (due to radiation into the surrounding soil) for a polyvinyl chloride 

(PVC) pipe compared to the cast iron pipe.  

To experimentally examine acoustic communication along a water pipe, Kokossalakis (2006) 

further designed the laboratory set-up shown in Figure 2.18. 
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Figure 2.18: Experimental set-up for an acoustic communication system (Kokossalakis, 

2006) 
 

As shown in Figure 2.18, the laboratory set-up comprised an in-pipe speaker (acoustic 

transmitter) and microphone (acoustic receiver) installed at either end of the pipe for acoustic 

wave generation and detection, respectively. The pipeline waveguide employed by the author 

was an empty polyvinyl chloride (PVC) pipe of 100 mm diameter and 9 m length. Both the 

speaker and the microphone were connected to a laptop station which was responsible for signal 

processing of the acoustic signal. To enable digital communication, the speaker was connected 

to the laptop via a digital to analogue converter (DAC) and power amplifier while the 

microphone was connected to the laptop via a signal pre-amplifier and analogue to digital 

converter (ADC). While the DAC was responsible for converting digital information into a 

continuous signal at the communication system transmitter, the ADC was responsible for 

converting the continuous signal (detected by the microphone) back into a digital format 

(Kokossalakis, 2006).  

To examine the performance of the digital communication system, Kokossalakis (2006) 

investigated three separate digital modulation techniques for data transmission at 1-7 kilobits 

per second (kbps) along the pipe. These modulation techniques were the frequency shift keying 

(FSK), amplitude shift keying (ASK) and quadrature amplitude modulation (QAM) methods. 

With FSK modulation, very high bit error rates (BER) of 32%, 30% and 34% at 1, 4 and 7 kbps 
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respectively were recorded along the pipe (Kokossalakis, 2006). As observed by the author, this 

high BER was mainly due to the dispersive nature of the pipe waveguide. Such dispersion 

resulted in the time spreading and frequency shifting (multipath propagation) of the acoustic 

signal causing erroneous digital information recovery at the receiver. Like FSK modulation, 

ASK modulation also showed very high BER of 36%, 35% and 38% 1, 4 and 7 kbps, 

respectively. Digital communication performance was even worse with the QAM technique 

with recorded BER of 76%, 80% and 68% at 1, 4 and 7 kbps, respectively. As noted by the 

author, these poor performances were mainly due to channel-imposed corruption of the 

transmitted digital information due to acoustic dispersion along the pipe. 

It was therefore concluded by Kokossalakis (2006) that, to achieve reliable digital 

communication along the water pipe structure, additional signal processing components were 

needed to complement the already existing signal processing components of the digital 

communication system. The additional components included channel encoding, stacking and 

equalisation. Following their implementation, the author reported a BER performance of 0% at 

1, 4 and 7 kbps. Although digital communication was completely reliable in this case (BER of 

0%), two challenges arise for practical deployment within a WSN for buried water pipe 

monitoring. Firstly, an increase in signal processing complexity inevitably results in increased 

power demands at the digital communication transmitter and receiver (Kokossalakis, 2006). 

Such power consumption requirements may therefore result in the need to regularly replace the 

power sources of the digital communication system which is likely to become costly for long 

term buried water pipe monitoring. Secondly, increased signal processing complexity often 

necessitates a corresponding increase in size of the circuit hardware responsible for conducting 

the signal processing functions (for example, where more than one acoustic signal receiver was 

needed within the water pipe to improve data communication reliability in Kokossalakis 

(2006)). For buried water pipe monitoring where access to the pipe is limited, this hardware 
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increase be challenging since access to the entire circumference of the pipe is often needed 

especially for receiver installation. It should also be noted here that the Kokossalakis (2006) 

experiments were limited to an exposed, empty pipe in the laboratory without further practical 

examination of digital communication in fluid filled pipes (either in the lab or in the field). 

Another attempt at in-pipe acoustic communication was also conducted by Kantaris & Makris 

(2015) using FSK digital modulation along a water filled pipe 5 m length. For the system, digital 

communication was achieved along the pipe at 21 bps using 6.25 W at the digital 

communication nodes. Like Kokossalakis (2006) however, these experiments were also limited 

to laboratory tests with no further validation in the field. 

A common drawback for in-pipe acoustic communication is the invasive nature of the acoustic 

transducers, i.e., the transducers need to be installed within the pipe. As previously mentioned 

in Section 2.3, invasive transducer deployment (particularly for potable water pipes) can pose 

health and safety risks customers (due to potential water contamination) in addition to the 

potential costs of creating access points within the pipe. To eliminate the need for invasive 

acoustic transducer deployment, a non-invasive acoustic communication system was proposed 

by Joseph et al. (2017). In this work, a pair of piezoelectric transducers was employed for 

acoustic signal transmission along a buried water pipe as shown in Figure 2.19.  
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Figure 2.19: Acoustic communication system design for a buried potable water pipe 

(Joseph et al., 2017) 
 

As shown in Figure 2.19, the acoustic communication system designed by Joseph et al. (2017) 

featured the installation of separate piezoelectric transducers along a metallic (mild steel) pipe 

using magnetic resonators to couple acoustic energy between the transducers and the pipe. The 

piezoelectric transducers employed for the system design were macro fibre composite (MFC) 

transducers developed by Smart Materials (2015). The choice of piezoelectric transducers and 

installation method enabled quick and convenient deployment of the acoustic transducers along 

the pipe, a necessary requirement for long-term wireless underground communication in buried 

water pipe monitoring (Joseph et al., 2017).  

With the digital communication transmitter and receiver placed 40 m apart, digital information 

was transmitted using an acoustic wave propagating at 500 Hz within the internal fluid medium 

of the pipe (Joseph et al., 2017). Although the BER results for the digital communication 

experiments were not explicitly stated, a data transmission success rate of 70% was reported 

using amplitude and frequency modulation (AM and FM) for data transmission at 100 kbps 

along the pipe. This corresponded to a BER of 30% which is still relatively high considering 

that 0% BER was achieved by Kokossalakis (2006) albeit only in the laboratory. Although the 

experiment reported by Joseph et al. (2017) was the only practical investigation into acoustic 
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communication along a buried water pipe, the experiment relied on a potable water pipe of 

metallic nature where the acoustic communication channel was the internal fluid medium. It is 

still therefore unclear if reliable wireless underground digital communication is possible at 

similar distances using acoustic wave propagation along not only buried non-metallic pipes but 

also along empty or partially filled water pipes.  

As previously mentioned at the beginning of this section, acoustic communication along the 

pipe wall represents another approach to enabling data communication along a pipe. The next 

section further reviews previous research efforts into acoustic based data communication along 

the pipe wall.  

2.5.2 Acoustic communication along the pipe wall 

Acoustic communication along a pipe wall is based on three-dimensional elastic wave 

propagation along the pipe, the fundamental equation of which can be expressed as (Rose, 2014) 

𝜇∇2𝑈⃗⃗ + (𝜆 + 𝜇)∇∇. 𝑈⃗⃗ = 𝜌 [𝜕
2𝑈⃗⃗ 

𝜕𝑡2⁄ ]   (2.5) 

Where 𝑈⃗⃗  is the displacement field, which is a function of the three cylindrical coordinates 

(axial, radial and circumferential) 𝑡 (s) is time, 𝜌 (Kg/m3) is the pipe material density and 𝜆 and 

𝜇 are the Lamé constants. Based on the theory of elasticity and by applying traction free 

boundary conditions to the pipe inner and outer surfaces, the general solutions to Equation (2.5) 

lead to a set of eigenvalues which produce dispersion curves (i.e., graphs of acoustic phase 

velocity against frequency) such as that shown in Figure 2.20 for an empty plastic pipe.  



54 | P a g e  
 

 
Figure 2.20: Sample dispersion curves for an empty plastic pipe at 0-50 kHz acoustic 

excitation (Wockel et al., 2015) 
 

From Figure 2.20, the sample dispersion curves for an empty plastic pipe within the frequency 

range of 0-50 kHz consist of multiple acoustic wave propagation modes of separate phase 

velocity (𝑐𝑝ℎ) per unit frequency. The acoustic propagation modes can further be categorised 

as longitudinal (L), flexural (F) and torsional (T) acoustic wave modes. While the longitudinal 

wave modes have dominant particle motions in either the axial or radial directions, the torsional 

wave modes have dominant particle motions in the circumferential direction. The flexural wave 

modes, on the other hand, have negligible particle motion in the axial direction (Wockel et al., 

2015). 

Furthermore, each acoustic wave mode can be characterised as either axisymmetric or non-

axisymmetric. For an axisymmetric acoustic wave mode, there is no circumferential variation 

around the pipe circumference while the opposite is the case for a non-axisymmetric mode. For 

convenience, each propagating acoustic wave mode along the pipe is nominally represented as 

either L, T or F (m, n). According to this notational convention, m represents the circumferential 

order (where 0 denotes an axisymmetric wave) of the acoustic wave mode while n represents 
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the group order (i.e., a number which classifies the wave modes according to their group 

velocities) of the same acoustic wave mode. Using this knowledge, Figure 2.20 therefore shows 

that the longitudinal and torsional wave modes are axially symmetric along the water pipe 

waveguide while the flexural wave modes are non-axisymmetric. 

For acoustic communication along a pipe wall, the most notable attempt (at least to the best of 

the author’s knowledge) in the literature was reported by Jin et al. (2013). In this work, a time 

reversal pulse position modulation (TR-PPM) technique was proposed in view of minimizing 

the signal processing requirements which, as previously argued by Kokossalakis (2006), is 

needed for ensuring reliable digital communication along a water pipe.  With the TR-PPM 

technique, an acoustic pulse of 250 kHz centre frequency was initially transmitted along the 

pipe to record the dispersive influence of the pipe on the pulse. This information was 

subsequently employed for mitigating acoustic dispersion along the pipe by time reversing the 

received pulse before re-transmitting it back to the acoustic transmitter, thus eliminating the 

dispersive effects of the pipe on the pulse (evidenced by a sharp peak of the re-transmitted 

signal, with a high signal to noise ratio at the acoustic transmitter). The time reversed pulse was 

subsequently modulated (using PPM) at the acoustic transmitter before re-transmitting it along 

the pipe for final digital information recovery at the acoustic receiver.   

Two sets of experiments were conducted along exposed water pipes of different materials and 

lengths to examine this communication system’s performance. The first set of experiments were 

conducted along a carbon steel pipe of 1833 mm length and 70 mm diameter, while the second 

set of experiments were conducted along a stainless-steel pipe of 1500 mm length and 115 mm 

outside diameter. The physical layout for each experiment is shown in Figure 2.21. 
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Figure 2.21: Experimental set-up for acoustic communication along a) carbon steel pipe 

b) stainless steel pipe (Jin et al., 2013) 
 

As shown in Figure 2.21a, a pair of piezoelectric zirconate titanate (PZT) transducers (PSI-

5A4E, Piezo Systems, Inc.) were installed along a carbon steel pipe (70 mm outer diameter and 

4 mm wall thickness) at 1.5 m apart. Each PZT transducer, 12 m long and 6 mm wide, was 

installed along the pipe using cyanoacrylate adhesive (Jin et al., 2013). The transducers were 

further connected to signal National Instruments (NI PXI) system, which consisted of an 

arbitrary waveform generator, digital oscilloscope, and an internal controller. A similar 

arrangement was also employed along the stainless-steel pipe (Figure 2.21b) where the PZT 

transducers (10 mm long and 10 mm wide) were installed at 690 mm apart. The stainless-steel 

pipe was further filled with water and installed in a vertical arrangement to allow the pipe to 

hold the water (Jin et al., 2013).  For each experiment, the waveform generator (in combination 

with one of the PZT transducers) was employed for transmitting digitally encoded information 
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(using TR-PPM) along the exposed water pipe. The digital oscilloscope (in combination with 

the other PZT transducer) was employed at the other end of the pipe for receiving the digitally 

encoded information. The results of the digital communication experiments along the carbon 

steel pipe are summarized in Table 2.6 (Jin et al., 2013).  

 

Table 2.6: Results of digital communication experiments along carbon steel pipe (Jin et 

al., 2013) 

Data rate (kbps) Average bit error rate (%) 

10 0  

20  0.06 

50  1.10 

100  5.01 

 

Table 2.6 shows the average BER recorded along the carbon steel pipe for data rates between 

10 and 100 kbps. As shown in the results, the BER gradually increased with increasing data 

rate which, according to Jin et al. (2013) was due to inter-symbol interference at the digital 

communication receiver (which became more pronounced at shorter time intervals, i.e., higher 

data rates, between each digital information pulse. Similarly, the digital communication results 

along the stainless-steel pipe are summarized in Table 2.7. 

Table 2.7: Results of digital communication experiments along stainless-steel pipe (Jin et 

al., 2013) 
Data rate (kbps) Average bit error rate for 

empty pipe (%) 

Average bit error rate 

for water-filled pipe 

(%) 

10 1.195 0.290 

20 4.202 3.890 

50 13.700 7.212 

100 19.000 12.900 

 

From Table 2.7, the average BER recorded along the stainless-steel pipe was higher for the 

empty pipe, compared to the water-filled pipe. These results suggested the influence of the 

internal water medium in dampening the propagating acoustic wave modes which, for an empty 

pipe, would have presented a noisier medium (i.e., coherent noise) for acoustic wave 
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propagation thus increasing the measured BER (Jin et al., 2013). Nevertheless, as with the 

carbon steel pipe, the BER for the stainless-steel pipe also increased with increasing data 

communication rate.  

Although acoustic communication along the pipe wall was reported by Jin et al. (2013), the 

digital communication distance along the exposed water pipes was limited to less than 2 m. 

Moreover, the digital communication experiments were only conducted along exposed water 

pipes (of metallic nature) within a laboratory environment without further examination along 

buried water pipes. Furthermore, the increased BER for the exposed stainless-steel pipe implied 

increased acoustic dispersion along the water pipe for which the time reversal algorithm could 

not adequately compensate (Jin et al., 2013). For plastic pipes, which have been shown to be 

significantly more dispersive compared to metallic pipes (e.g., Muggleton et al., 2002), the 

digital communication performance may be unreliable even at less than 2 metres.  

Chakraborty & Saulnier (2015) also examined ultrasonic based acoustic communication along 

a 4.8 m metallic pipe (0.25 m diameter and 17.78 mm wall thickness) both in air and submerged 

in water within the laboratory, using a chirp on-off-keying OOK digital modulation technique 

to successfully transmit data along the pipe at 100 bps with less than 10 mW transmit power. 

Like Jin et al. (2013) however, the success of these experiments relied on the relatively lower 

acoustic dispersion along metallic compared to plastic pipes which allowed successful 

demodulation of the transmitted digital information at a limited distance of 4.8 m along the 

exposed pipe. There is therefore currently no evidence of the validity of this approach along 

buried and especially plastic pipes which are prone to higher acoustic dispersion compared to 

metallic pipes. 

One option for minimising acoustic dispersion along a pipe is through selective excitation of 

specific acoustic propagation modes along the pipe, which are non-dispersive at certain 
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excitation frequencies. This is the method employed by the GWT inspection technique 

previously discussed in Section 2.3.1.2. As noted in the section however, buried pipe access 

limitations along with personnel and equipment deployment costs make this technique 

challenging for a continuous monitoring application. Another option for minimising acoustic 

dispersion along the pipe is to reduce the acoustic excitation frequency. As previously shown 

in Figure 2.20, the number of excited acoustic propagation modes along the pipe is less at lower 

acoustic frequencies with only three acoustic modes present below 1 kHz. The distinction 

between low and high frequencies along a water pipe, as noted by Pan et al. (2009), is typically 

defined by the ring frequency of the pipe which can be expressed as  

𝑓𝑟𝑖𝑛𝑔 =
𝑐𝑙

2𝜋𝑎
     (2.9) 

Where 𝑓𝑟𝑖𝑛𝑔 (Hz) is the pipe ring frequency, 𝑐𝑙 (m/s) is the longitudinal acoustic wave speed 

along the pipe and 𝑎 (m) is the pipe diameter. For most buried water pipes where diameters are 

less than 1 metre, the ring frequencies would generally exist above 1 kHz (Finnveden, 1997; 

Pinnington & Briscoe, 1994). This implies that low frequency acoustic wave propagation along 

a pipe can be classified as frequencies which exist below 1 kHz for most buried water pipes. At 

such low frequencies (where the pipe dimensions are small compared to the acoustic 

wavelength), acoustic wave propagation (in the form of a longitudinal acoustic wave along the 

pipe wall) can be modelled in one dimensional (1D) form, the governing equation which can 

be expressed as (Santamarina, 2001; Kinsler et al., 1999) 

𝜕2𝑢

𝜕𝑥2 =
1

𝑐2

𝜕2𝑢

𝜕𝑡2     (2.10) 
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Where 𝑢 (m) is the particle displacement in the axial (x) direction of the pipe, 𝑐 (m/s) is the 

acoustic wave speed and 𝑡 (s) is time. The solution to Equation (2.10) can further be expressed 

as  

𝑢(𝑥, 𝑡) = 𝐴𝑒𝑗(𝜔𝑡−𝑘𝑥) + 𝐵𝑒𝑗(𝜔𝑡+𝑘𝑥)   (2.11)  

Where A and B are complex amplitude constants of travelling acoustic waves along the pipe, 

𝜔 (rads/s) is the acoustic angular frequency and 𝑘 = 𝜔 𝑐⁄  is the acoustic wavenumber along the 

pipe.  Considering material losses along an infinitely long pipe, a solution to longitudinal wave 

motion along the pipe is (Santamarina, 2001) 

𝑢(𝑥, 𝑡) = 𝐴𝑒𝑗(𝜔𝑡−𝛾∗𝑥) = 𝐴𝑒−𝛼𝑥𝑒𝑗(𝜔𝑡−𝑘𝑥)  (2.12) 

Where 𝛾∗ = 𝑘 − 𝑗𝛼 is the complex propagation constant with the real part (𝑘) representing the 

acoustic wavenumber and the imaginary part (𝛼) representing the attenuation coefficient (i.e., 

decay in acoustic amplitude with increasing axial distance (x) along the pipe as shown in Figure 

2.22).  

 
Figure 2.22: Acoustic signal attenuation along an infinitely long pipe 

 

Within a buried water pipe network however, the presence of pipe wall discontinuities at pipe 

junctions and bends creates interfaces at which the travelling acoustic waves reflect and 
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subsequently superpose on travelling incident waves along the pipe. As the incident travelling 

wave along the pipe is reflected at the pipe wall discontinuity, a right-going travelling wave is 

superposed on a left-going reflected wave resulting in a standing wave which neither moves 

right or left but oscillates up and down along the pipe. Points on the pipe that do not move 

(where the amplitude is zero) are called nodes and points where the standing wave pattern has 

a maximum amplitude are called anti-nodes (Kinsler et al., 1999).   

An example of a standing acoustic wave is along a finite length pipe which is mounted on fixed 

supports but free at each end (i.e., free-free). The standing acoustic wave generated along the 

pipe can be expressed as (Kinsler et al., 1999) 

𝑢𝑛(𝑥, 𝑡) = 2𝐴𝑛𝑒
𝑗𝜔𝑛𝑡𝑐𝑜𝑠𝑘𝑛𝑥   (2.13) 

Where 𝑢𝑛 (m) is the complex displacement corresponding to an nth vibration mode (where 𝑛 is 

a positive integer), 𝐴𝑛 is the amplitude constant for the nth vibration mode, 𝜔𝑛 (rads/s) is the 

angular frequency of the nth vibration mode and 𝑘𝑛 is the acoustic wavenumber of the nth 

vibration mode. A full wavelength standing acoustic wave profile for the second vibration mode 

(n=2) along a finite length pipe is shown in Figure 2.23. 
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Figure 2.23: Standing acoustic wave profile along a finite length pipe mounted on fixed 

supports and with both ends free 
 

Low frequency acoustic wave propagation along a pipe wall is also modal in nature (as 

previously shown by the dispersion curves in Figure 2.20), consisting of longitudinal, flexural, 

and torsional acoustic wave modes. At increasing acoustic excitation frequencies, an increasing 

number of acoustic wave modes are also excited along the pipe. The lower the acoustic 

excitation frequency however, the smaller the number of modes is excited and in such cases the 

modes corresponding to higher acoustic frequencies generate acoustic wave fields (near-field 

evanescent waves) which exponentially decay at increasing axial distances from the acoustic 

source (Kokossalakis, 2006).  

For practical application in buried water pipe monitoring, Long et al. (2003) showed the 

possibility of generating a low frequency longitudinal acoustic wave along a buried ductile iron 

pipe of 150 mm diameter a test site with the soil properties in Table 2.8.  

Table 2.8: Soil material properties measured at a test site in Long et al. (2003) 

Soil density (kg/m3) Soil longitudinal acoustic 

wave speed (m/s) 

Soil shear acoustic wave 

speed (m/s) 

1950 900 80 
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In the work by Long et al. (2003), it was observed that during acoustic excitation of the buried 

pipe (using a solenoid activated tapper with a steel tip) between 0-5 kHz, the fundamental 

longitudinal acoustic wave mode L(0,1) was detected at approximately 10 m along the buried 

ductile iron pipe. The flexural acoustic wave mode, by comparison, was undetectable at this 

distance due to acoustic dispersion experienced by this wave mode along the pipe. Furthermore, 

there was no evidence of a torsional acoustic wave due to the nature of acoustic excitation along 

the pipe (i.e., mechanically tapping the pipe at a single location) since torsional acoustic waves 

require an acoustic transducer ring to be installed around a pipe circumference (Jackson, 2019; 

Bareille, 2012) which is impractical for implementation within a wireless sensor network for 

continuous pipeline monitoring. In addition to only conducting field experiments along a buried 

metallic pipe, the experiments conducted by Long et al. (2003) were however focused the 

applicability of low frequency acoustic wave propagation along the buried pipe for condition 

assessment purposes. The possibility of enabling reliable wireless underground communication 

using low frequency longitudinal acoustic wave propagation along a buried water pipe therefore 

remained unexplored.     

2.6 SUMMARY AND IDENTIFICATION OF KEY GAPS IN KNOWLEDGE 

Buried pipeline monitoring, depending on the sensor deployment approach, can be categorised 

as either inspection-based or real-time monitoring. While the inspection-based approach also 

requires the presence of on-site technical personnel and equipment deployment for pipe 

monitoring operations (thus contributing to increased inspection costs), the real-time 

monitoring approach offers a more cost-effective solution to buried water pipe monitoring by 

affording real-time and long-term buried water pipe monitoring capabilities using permanently 

deployed sensors. With the rise of low-cost integrated circuit technology, WSNs have presented 

an avenue for further reducing the costs of buried water pipe monitoring while delivering the 
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real-time objective for continuous pipeline monitoring. One of the main challenges for WSN 

deployment in buried water pipe monitoring is however the establishment of a reliable wireless 

communication link within the underground soil environment. Traditionally, radio waves have 

proven successful for wireless communication through air (above the ground and below the 

ground within tunnels) but research has shown that within an underground soil environment, 

radio signal transmission is limited to less than 3 m (and even as low as a few centimetres in 

soils with high clay content) using commercially available wireless sensor nodes. Another 

approach which has been investigated in the literature is the use of magnetic induction 

communication. In addition to no field trials of this technique reported in the literature, multiple 

electrical coils of specific parameters (such as coil resistance and capacitance) which vary 

according to the pipe diameter would need to be wrapped around the buried pipe to improve 

signal transmission range to within tens of metres. 

A separate approach for enabling wireless underground communication through soil is by using 

the buried water pipe as an acoustic waveguide. Although acoustic signal propagation along 

buried water pipes has been used for pipe inspection and condition assessment (e.g., leak 

detection and location), relatively limited research has been conducted on using this technique 

for enabling reliable digital communication within an underground soil environment. The 

earliest study of acoustic based digital communication along a water pipe by Kokossalakis 

(2006) showed the possibility of achieving acoustic data communication along a PVC pipe 

(albeit empty and exposed in the laboratory) at 9 m along the pipe. The study focused on using 

the internal fluid medium of the pipe for acoustic communication using acoustic transducers 

deployed inside the pipe. Rather than use invasive acoustic transducers (which can potentially 

contaminate water inside the pipe), another approach to acoustic data communication along the 

pipe is by using the pipe wall as the acoustic propagation medium. The most notable study of 

this approach was by Jin et al. (2013) but, due to acoustic signal dispersion along the pipe, the 
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results showed very limited acoustic communication range (less than 2 m) along exposed 

metallic pipes in the laboratory (with no field tests conducted for the communication system).  

Although the problem of acoustic dispersion along a pipe can be tackled by selectively exciting 

acoustic propagation modes along the pipe (such as is done with the guided wave technique), 

this technique requires costly and bulky equipment as well as trained personnel deployment 

which is not feasible for a real-time monitoring solution. Another approach to tackling acoustic 

dispersion along the pipe is by reducing the acoustic excitation frequency below 1 kHz (for 

water distribution pipes) where only a few acoustic propagation modes can propagate along the 

pipe. Field tests using this technique, such as that conducted by Long et al. (2003) have however 

only focused on low frequency acoustic propagation along a buried water pipe for condition 

assessment purposes.  

Finally, regarding their feasibility for enabling reliable wireless underground communication 

within a real-time buried water pipe monitoring application, the data communication range and 

bit error rates (BER) as well as cost, size, and power supply requirements of individual data 

communication nodes within the wireless underground communication techniques reviewed in 

this chapter are summarised in Table 2.9. Deployment limitations, specific to each data 

communication system are also included in the table. 
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Table 2.9: Comparison of wireless underground communication techniques applicable for real-time buried water pipe monitoring 

Data communication 

technique 

Data 

transmission 

range (m) 

Bit error 

rate (%) 

Typical 

hardware cost 

per data 

communication 

node (£) 

Typical 

physical 

dimensions per 

data 

communication 

node (mm) 

Typical power 

supply 

requirement 

(Watt-hour) 

Deployment limitations 

for the communication 

technique 

Radio-based 

communication 

(Sadeghioon, 2014; 

Vuran & Silva, 2010; 

Silva & Vuran, 2009; 

Johnson et al., 2009)  

1-3 0-100 100 Length: 57 

Width:32 

Height: 6 

< 10 Reliable communication 

depends on antenna 

orientation and burial 

depth of the 

communication nodes. 

Data communication is 

also limited to less than 

1 m in soils with high 

clay content. 

Magnetic induction-

based communication 

(Sun et al., 2011; 

Akyildiz & Sun, 

2010; Akyildiz & Sun, 

2009) 

10 (inter-coil 

distance along a 

non-metallic 

pipe) 

0-50 N/A Dependent on 

pipe diameter 

since the coils 

need to be 

wrapped around 

the pipe 

N/A Multiple relay coils need 

to be installed along 

non-metallic pipes 

(typically at 3 metre 

intervals) to ensure 

reliable underground 

communication. To 

install these coils, access 

is also needed around 

the entire circumference 

of the buried water pipe, 

which may not be 

feasible.  

Underwater acoustic  

communication along a 

pipe 

3-9 0-80 > 300 *Length: 30 

*Width: 30 

*Height: 2 

N/A Acoustic transducers for 

digital communication 

are invasive (i.e., inside 
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(Kokossalakis, 2006) the pipe) which can pose 

health and safety risks 

for implementation 

along water distribution 

pipes. 

Underwater acoustic 

communication along a 

pipe 

(Joseph et al., 2017) 

40 30 70 *Length: 37 

*Width: 18 

 

< 10 This technique also 

relies on underwater 

acoustic propagation 

within metallic pipes. 

There is currently no 

evidence of the 

applicability of this 

technique to buried non-

metallic pipes.  

Acoustic (ultrasonic) 

communication along a 

pipe wall 

(Jin et al., 2013) 

< 2 0-5 > 1000 *Length: 10-12 

*Width: 6-10 

 

N/A Communication distance 

is limited to less than 2 

metres along exposed 

metallic pipes. No 

evidence of this 

technique along buried 

water pipes in soil.  

Acoustic (ultrasonic) 

communication along a 

pipe wall 

Chakraborty & Saulnier 

(2015) 

< 5 0 40 *Length: 15 

*Width: 15 

*Height: 1 

N/A Communication distance 

is limited to less than 5 

metres along metallic 

pipe submerged in 

water. No evidence of 

this technique along 

buried water pipes in 

soil. 

*Acoustic transducer dimensions   
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The key research gaps identified in the literature review are therefore: 

I. Radio signal propagation, which is traditionally employed for digital communication in 

WSN for continuous pipeline monitoring, has a limited signal propagation range (less 

than 3 m) in an underground soil environment. Such limited radio communication range 

can render the WSN deployment costly due to the need to deploy sensors at very short 

distances. There is therefore the need to research new techniques for enabling reliable 

wireless underground communication within the framework of potential integration into 

a WSN for buried water pipe monitoring. 

II. Acoustic signal transmission has the potential to enable wireless underground 

communication by using the buried water pipe as an acoustic waveguide. There is 

however comparatively little research on using acoustic data communication along a 

buried water pipe especially using wireless sensors which can be installed non-invasively 

along the pipe. Research is also required to better understand the impact of different pipe 

materials, wall thicknesses, pipe diameters and surrounding soil condition on acoustic 

signal propagation along the pipe. 

III. Ultrasonic wave propagation for non-invasive acoustic communication along the pipe 

wall has been investigated in the literature (Chackraborty & Saulnier, 2014; Jin et al., 

2013). With this technique however, digital communication is limited to less than 5 

metres along exposed and metallic pipes. There remains therefore, the opportunity for 

further research into acoustic data communication along water pipes (of metallic and non-

metallic material) at distances of greater than 5 m especially in an underground soil 

environment. 

IV. Low frequency (< 1 kHz) acoustic wave propagation along the pipe wall, as opposed to 

its ultrasonic counterpart, is less prone to acoustic signal dispersion along the pipe due to 

the limited number of acoustic propagation modes which are excited along the pipe for 
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this bandwidth. Field tests reported in the literature have however only focused on low 

frequency acoustic propagation along buried water pipe for condition assessment 

purposes and so there still exists the opportunity for researching low frequency acoustic 

propagation along a buried water pipe for enabling reliable wireless underground 

communication. 
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CHAPTER 3 

METHODOLOGY 
 

3.1 INTRODUCTION 

A key gap identified from the literature review is the absence of long range (at least 3 m) and 

reliable wireless underground communication in soil for the real-time condition monitoring of 

buried water pipes. It was shown in the later part of the review that the use of acoustic wave 

propagation (specifically the longitudinal acoustic wave mode) along the pipe wall at 

frequencies below 1 kHz can potentially fill this gap. The longitudinal acoustic wave, compared 

to other possible acoustic wave propagation modes along the pipe wall, as shown by Long et 

al. (2003) for example, can be generated at a single location along a buried cast iron pipe (using 

a non-invasive acoustic transducer) and detected along the same pipe beyond 3 m. Within the 

context of real-time buried water pipe monitoring and based on the possibility of using the pipe 

wall acoustic channel for non-invasive acoustic data communication, this chapter therefore 

proposes a solution for reliable wireless underground communication in buried water pipe 

monitoring using longitudinal acoustic wave propagation along the pipe. Based on the literature 

review outcome and to address the issue of cost-effective and real-time buried water pipe 

monitoring, such a solution must be able to: 

I. Operate at a data communication range beyond 3 m to reduce deployment costs for 

individual data communication nodes (at approximately £100 per node), compared 

to a traditional radio-based alternative, for distributed monitoring across a buried 

water pipe network; 

II. Enable reliable (0% BER) wireless underground data communication with a data 

transmission rate of at least 1 bit per second (bps) which is the minimum requirement 

for real-time data communication. 
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III. Operate with a maximum power supply requirement of less than 10 Watt-hour such 

as is available from an off-the-shelf single cell battery with maximum physical 

dimensions in tens of millimetres. As noted by Sadeghioon (2014), power 

availability is one of the main issues for continuous buried pipeline monitoring due 

to the large scale and long operational life of buried pipe networks as well as the 

lack of long-term and easily accessible power sources below the ground. Besides 

possible energy harvesting solutions such as vibration, thermal or fluid flow (within 

the buried pipe) energy harvesting (e.g., Shukla et al., 2018; Keddis & Schwesinger, 

2016; Walton et al., 2011; Kokossalakis, 2006), a single cell battery of millimetre 

dimensions can be integrated within the wireless underground communication node 

for continuous pipeline monitoring. Compared to energy harvesting solutions, the 

battery cell approach is more flexible in terms of node installation location along the 

buried pipeline network (especially in cases where wireless underground 

communication nodes are retrofitted to existing pipes), non-invasive and can also 

enable long-term buried pipeline monitoring through efficient power management 

(Metje et al., 2012; Walton et al., 2011). For example, using a 9 V commercially 

available Lithium battery with a typical power supply capacity of 7 Watt-hour 

(Battery Station, 2021) a single data transmission every 24 hours can potentially 

enable continuous system operation beyond 1 year (before replacing the battery) if 

the power consumption is less than 0.02 W per data transmission. It is therefore 

advantageous for the proposed communication system to prioritise power 

conservation over data transmission capacity to prolong battery lifetime.    

Based on the outlined system requirements, the design and performance testing of a prototype 

low cost, low power miniaturized digital communication system using low frequency (less than 

1 kHz) acoustic wave propagation along exposed and buried water pipes is presented in this 
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chapter. The chapter begins by presenting the stepwise operational stages of the prototype 

system, with minimal signal processing requirements, in Section 3.2 while Section 3.3 further 

describes the hardware layout to achieve the step-by-step functions of each stage of the 

communication system.   

Section 3.4 reports the basis of selection of acoustic transducers for acoustic wave generation 

and detection within the communication system while Sections 3.5 and 3.6 describe the 

coupling of the component hardware units as well as the embedded system design to achieve a 

functional digital communication transmitter and receiver. The system deployment for 

performance tests along exposed pipes in the laboratory and buried water pipes in the field is 

reported in Section 3.7. Following the communication system deployment, acoustic signal 

attenuation is examined along exposed and buried water pipes using analytical and numerical 

modelling in addition to conducting laboratory and field trials along exposed and buried water 

pipes, respectively. A short summary of the chapter is presented in Section 3.9. 

3.2 OPERATIONAL STAGES OF THE PROPOSED COMMUNICATION 

SYSTEM 

The prototype communication system proposed in this work is digital in nature due to the 

unique advantage of the possibility of transmitting digitally compressed information which can 

potentially minimise power consumption at a digital communication node. The prototype 

system, which can be divided into the digital transmitter and receiver sections, involves the core 

elements of a standard digital communication system, i.e., message generation, message 

encoding, digital modulation, signal transmission (in this case acoustic wave transmission along 

a pipe), digital demodulation, message decoding and message reception. These stages are 

shown in the block diagram in Figure 3.1, which also shows the stages that must be 

synchronized. Each of these stages, with respect to the communication transmitter and receiver 
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development, will be described in further detail in Sections 3.5 and 3.6. Even though additional 

elements representing higher complexity signal processing techniques can be added to the core 

communication components in Figure 3.1, the proposed system (at the expense of achievable 

bit rate) uses a more fundamental and robust approach which guarantees reliable data 

transmission while avoiding the inevitable rise in power consumption associated with increased 

signal processing complexity.  

 
Figure 3.1: Operational stages of the digital communication system 

 

3.3 HARDWARE LAYOUT OF THE PROPOSED COMMUNICATION SYSTEM 

As already reviewed in Chapter 2, many underground water pipeline monitoring sensors have 

evolved over time, each one offering its own unique advantage especially in terms of cost, size, 

and power requirements. The communication system developed in this work was therefore 

designed and constructed based on minimising the overall cost, physical size, and power 

implications of each node within a pipeline monitoring network.  
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The costing criterion was based on the guideline set by Akyildiz & Vuran (2010), that a 

distributed and wireless underground sensor network can only be economically viable for 

buried water pipe monitoring if the cost of deploying the individual wireless underground nodes 

is cheaper than the alternative of deploying traditional pipe inspection and monitoring sensors. 

From Table 2.9, the typical hardware cost per data communication node of a radio based 

wireless underground communication system (with data communication range of less than 3 m) 

is approximately £100. To enable a more cost-effective solution for buried pipeline monitoring 

using the proposed communication system (where the data communication range is at least 3 m 

thus reducing the spatial density of distributed communication nodes along the buried pipe 

network), a design criterion stipulating a maximum cost of £100 per digital communication 

node was adopted and targeted for this work. 

The eventual size of the finished product was guided by the criterion that each digital 

communication node should be small enough to be easily deployed along a buried water pipe 

with minimal intrusion to the pipeline network. Considering the typical dimensions of ground 

access points (such as valve covers which are either 300-1200 mm in length and 300-1200 mm 

in breadth for rectangular access points or 450-600 mm in diameter for circular access points) 

to buried water distribution pipes, conservative upper limits of 200 mm length, 100 mm breadth 

and 50 mm height were chosen as the maximum dimensions for the proposed digital 

communication node. These dimensions were also chosen to ensure convenient installation of 

the digital communication nodes directly along buried water distribution pipes (with outer 

diameters as low as 90 mm) without any significant change to the mechanical integrity of such 

pipes.   

According to Akyildiz & Stuntebeck (2006), a distributed wireless underground sensor network 

for continuous pipe monitoring should also be able to last several years with minimal routine 
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maintenance costs including change of power source. The lifetime of the power source must 

therefore be long enough to meet this requirement and its size must be easily integrable within 

each communication system node described in this work. Therefore, a commercially available, 

off-the-shelf power supply (such as the 9 V Lithium battery previously described in Section 

3.1) was employed as a power source within the proposed communication system. The system 

specifications for each digital communication node are summarised in Table 3.1.  

Table 3.1: System specifications for each digital communication node within the 

proposed communication system  

Maximum cost  

(£) 

Maximum physical 

dimensions 

 (mm) 

Power supply requirement 

(Watt-hour) 

100 Length: 200 

Width: 100 

Height: 50 

< 10 

 

Based on the cost, physical size and power supply requirements targeted for this hardware 

design, an embedded systems design approach was adopted for the communication system 

development. An embedded system can be defined as an electronic system consisting of one or 

more microcontrollers configured to perform a specific task within a given physical 

environment. A microcontroller in turn is a programmable integrated circuit (IC) which allows 

the embedded system to interact with its physical environment through the microcontroller 

input and output ports (Valvano, 2012). At the heart of any embedded system design is therefore 

a microcontroller responsible for executing a software algorithm aimed at achieving a 

predetermined objective within a given physical environment. To develop the embedded system 

design for the proposed communication system in the laboratory, the hardware layout to achieve 

the stepwise functions outlined in Figure 3.1 is presented in Figure 3.2.  
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Figure 3.2: Hardware layout of the proposed communication system 
 

Figure 3.2 shows a generalised schematic of the hardware layout of the proposed 

communication system, with the presence of the power supplies implied but not shown. As 

shown in Figure 3.2, the first hardware stage is a personal computer (PC) where the message to 

be transmitted is input and encoded. The second hardware stage, as shown in Figure 3.2, is the 

modulating microcontroller within which the digital modulation algorithm is executed. 

Following this microcontroller stage is the digital to analogue converter (DAC) which 

transforms the discrete-time digitally modulated signal into a continuous signal. This signal is 

further amplified and transmitted along the water pipe waveguide by a signal amplifier and 

transmitting acoustic transducer, respectively.  

At the receiver section, the receiving acoustic transducer captures the transmitted signal before 

the signal pre-amplification stage. As noted by Kokossalakis (2006), a signal pre-amplification 
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stage is necessary in a communication system to adjust the amplitude of a received signal to 

match the input power threshold of an analogue to digital converter (ADC) present at the digital 

communication receiver. The ADC of Figure 3.2 subsequently converts the amplified signal 

into a discrete-time signal before the demodulating microcontroller extracts the digital 

information from the signal in the same sequence with which it was transmitted. The extracted 

digital information is subsequently fed into a separate PC which decodes and presents the 

originally transmitted message to an observer.  

From the perspective of an embedded system design, Figure 3.2 can be functionally described 

as a microcontroller module, external interface circuit and acoustic transducers. In Figure 3.2, 

although it is obvious that the modulating/demodulating microcontroller fulfils the role of the 

microcontroller module, the PC can also be regarded as an extension of this microcontroller 

module as it is itself a collection of multiple microcontrollers connected, through the 

output/input ports of the PC, to the modulating/demodulating microcontroller. The DAC/ADC 

and signal amplifiers of Figure 3.2 can further be regarded as external interface circuits between 

the microcontroller modules and the acoustic transducers. This embedded system design is 

summarised in Figure 3.3. 
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Figure 3.3: Hardware layout of the proposed communication system in terms of an 

embedded system design 
 

As shown in Figure 3.3, the embedded system design at the digital communication transmitter 

or receiver comprises a microcontroller module, an external interface circuit as well as the 

acoustic transducer which converts electrical into acoustic energy (and vice versa). Among the 

plethora of potential candidates for the role of acoustic transducer, a choice needed to be made 

for the best-fit option which satisfies the design objectives introduced at the beginning of this 

section. Section 3.4 reports the method by which this choice was made. 

3.4 SELECTION OF ACOUSTIC TRANSDUCERS FOR INTEGRATION WITHIN 

THE COMMUNICATION SYSTEM 

In this section, the process by which the best-fit choices of acoustic transducers, for integration 

within the proposed communication system, were selected from an abundance of commercially 

available options (at the time of conducting this research) is described. A qualitative comparison 

of the acoustic transducers was initially undertaken to filter out a selection of commercially 
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available options which were later compared in the laboratory before making a final choice for 

implementation within the communication system.  

3.4.1 Qualitative comparison of acoustic transducers 

An acoustic transducer, for the purpose of definition, is an acoustic actuator or sensor which 

can be employed for generating or detecting acoustic waves. Before comparing acoustic 

transducers, it is necessary to note that among the plethora of acoustic transducer technologies 

which can potentially be employed for generating or detecting acoustic waves along a pipe (e.g., 

Pons, 2005), transducers featuring electrical to mechanical energy conversion (and vice versa) 

present two key advantages: 

I. Most vibration motion control systems are designed using integrated electronic 

circuits. This is due to the high pervasion of digital logic circuit design in vibration 

actuation and sensing systems (Lee, 2011; Pons, 2005). The opportunity for digital 

logic circuit design also presents an important avenue for reducing the physical size 

of an electronic circuit featuring an acoustic transducer, which ties in with the small 

(in tens of millimetres) size requirement of the digital communication nodes within 

the proposed communication system.  

II. Due to the high pervasion of digital logic circuitry, the availability of electronic 

components is greater for electrical to mechanical energy conversion (and vice 

versa) in acoustic transducer circuits, than it is for other types of acoustic transducer 

circuits featuring non-electrical to mechanical energy conversion. This is largely due 

to the relatively cheaper costs of transducer fabrication and readily available off-the 

shelf electronic components which can be integrated within such an acoustic 

transducer circuit (Pons, 2005).  
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Considering these advantages, Table 3.2 presents a qualitative summary of all the 

electromechanical transducers which were considered for this project. The transducer list of 

Table 3.2 was achieved by filtering out key acoustic transducers from the multitude of 

commercially available options using the following requirements: 

I. Only acoustic transducers with operational frequencies below 1 kHz were considered. 

II. Only acoustic transducers which cost less than £100 were considered. 

III. Only acoustic transducers with physical dimensions which were a fraction of the 

maximum size of a digital communication node (based on the requirements of Section 

3.3) were considered. 

IV. Only acoustic transducers designed for directly coupling acoustic energy into solids 

(i.e., vibration transducers) were considered. Thus, acoustic transducers designed for 

directly coupling acoustic energy into fluids such as air or water (e.g., traditional 

acoustic speakers) were not considered.  

V. The power requirement of each acoustic transducer must be low enough to be supplied 

by a power source which is compact enough to be integrated within the digital 

communication nodes. In other words, only acoustic transducers with potential power 

sources of dimensions within tens of millimetres were considered. 

It should also be noted that only “active” acoustic sensors (i.e., sensors which, by themselves, 

do not require an external power supply to operate) were considered. An active sensor as 

opposed to its passive (i.e., requiring an external power supply to operate) counterpart presented 

a more attractive choice for the communication system since it could potentially reduce the 

overall power demand at the digital communication receiver by allowing limited power 

resources to be diverted to other signal processing operations at the receiver.  
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Table 3.2: Comparison of state of the art, commercially available acoustic transducers 

considered for the proposed communication system 

 

Manufacturer 

 

Transducer Type 

 

Typical 

Cost (£) 

 

Typical Physical 

Dimension (mm) 

Typical 

power input 

(W) 

 

 

 

 

 

Stem Inc. 

 

Mini piezo stack 

26 Length: 2.0  

Width: 2.0 

Thickness: 2.0 

 

1.1 

 

Stack piezo 

30 Length; 3.0 

Width: 3.0 

Thickness: 5.0 

 

8.5 

 

Piezo bimorph 

7 Length: 25.0 

Width: 7.1 

Thickness: 0.5 

 

1.1 

Piezo round bimorph 5 Outer Diameter: 27.0 

Thickness: 0.5 

3.3 

Piezo ceramic 

bimorph 

15 Length: 32 

Width: 2.2 

Thickness: 0.7 

 

1.1 

 

 

 

 

 

 

 

 

 

 

Piezodrive 

Piezoelectric bender 

(BA4902) 

10 Length: 49.0 

Width: 2.1 

Thickness: 0.75 

 

0.2 

Piezoelectric bender 

(BA43502) 

10 Length: 3.5 

Width: 2.1 

Thickness: 0.6 

 

0.2 

Piezoelectric bender 

(BA6020) 

35 Length: 60.0 

Width: 20.0 

Thickness: 0.8 

 

0.7 

Piezoelectric bender 

(BA4510) 

15 Length: 45.0 

Width: 10.0 

Thickness: 0.5 

 

2.8 

Piezo stack 

(SB050510) 

30 Length: 5.0 

Width: 5.0 

Thickness: 10 

 

11.3 

Piezo stack 

(SB050520) 

63 Length: 5.0 

Width: 5.0 

Thickness: 20.0 

 

22.6 

Piezo tube (TB1005) 42 Length: 10.0 

Diameter: 5.0 

Thickness: 0.7 

 

0.1 

Piezo tube (TB2005) 68 Length: 20.0 

Diameter: 5.0 

Thickness: 0.7 

 

0.6 

 Brass reinforced 

Piezoelectric bending 

actuators 

69 – 83  Length: 31.8-63.5 

Width: 3.2-31.8  

Thickness: 0.4-0.7  

 

2.4 

 

 

 

High performance 

benders 

8 – 54  Length: 31.8-63.5 

Width: 3.2-31.8 

Thickness: 0.4-0.9  

 

5.2 
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Piezo Systems 

High performance 

benders 

9 – 55  Length: 31.8-63.5 

Width: 3.2-31.8 

Thickness: 0.4-0.7 

 

10.4 

Piezo bending discs 90 Outer Diameter: 3.2-

63.5 

Thickness: 0.4 

 

25.3 

Standard brass 

reinforced extension 

sensors 

69 – 83  Length: 31.8 – 63.5 

Width: 3.2 – 31.8 

Thickness: 0.4  

 

Details not 

available  

Brass reinforced 

piezoelectric bending 

sensors 

69 – 83  Length: 31.8-63.5 

Width: 3.2-31.8 

Thickness: 0.4 

 

Details not 

available 

Physik 

Instrumente 

(PI) 

Dura-act patch 

transducer 

60 – 97  Length: 16.0-61.0  

Width: 13.0-35.0  

Thickness: 0.4-0.8  

 

1.3 

Measurement 

Specialties 

PVDF film 

transducers 

3 – 4  Length: 25.0-40.0   

Width: 13.0-35.0  

Thickness: 0.04-0.23 

 

6 

 

 

 

Smart Material 

Macro fibre 

composite transducers 

(MFC P1/F1) 

30 – 243  Length: 38.0-160.0    

Width: 10.0-64.0   

Thickness: 0.3 

 

0.5 

Macro fibre 

composite transducers 

(MFC P2/P3) 

35 – 111  Length: 16.0-186.0     

Width: 8.0-88.0    

Thickness: 0.3 

 

0.9 

Sparkun 

Electronics 

Rectangular and 

circular type surface 

transducers 

7 – 15  Length: 215.0    

Width: 14.5 

Thickness: 7.9 

Outer Diameter: 28.0-

50.0 

Height: 27.0 – 30.0  

 

 

1.0-3.0  

 

 

 

Precision 

Microdrives 

 

Linear resonant 

actuators (LRA) 

6 – 9  Body Diameter: 8.0-

10.0 

Body Length: 2.6-3.7  

0.03-0.14 

Internal eccentric 

rotating mass (ERM) 

vibration motors 

4 – 6 Body Diameter: 7.0-

10.0 

Body Length: 2.1-4.0 

 

 

0.06-0.20 

External eccentric 

rotating mass (ERM) 

vibration motors 

4 – 15  Body Diameter: 3.2-

34.0 

Body Length: 3.4-

32.3 

 

0.03-3.00  

 

Table 3.2 is a qualitative comparison of over 130 individual acoustic transducers which can be 

broadly categorised as piezoelectric and electromagnetic transducers. While an electromagnetic 

transducer uses the force from a current carrying conductor within a magnetic field to operate 
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(Lee, 2011), a piezoelectric transducer uses the “piezoelectric effect” for its operation (Physik 

Instrumente, 2016). In Table 3.2, the transducers from Sparkfun Electronics and Precision 

Microdrives are electromagnetic in nature while the transducers from the other manufacturers 

are piezoelectric. The next sections further describe the process of selecting specific acoustic 

transducers from Table 3.2, which represent the best-fit compromise of cost, power, and size, 

for integration within the communication system. 

3.4.1.1 Selection of best-fit electromagnetic transducer 

Using cost as a selection criterion, the survey of the electromagnetic transducers from Precision 

Microdrives (Table 3.2) yielded the specific transducer models listed in Table 3.3 as two of the 

cheapest options which were commercially available. 

Table 3.3: Qualitative summary of the selected vibration motors  

Vibration 

motor 

Manufacturer 

model 

Physical size 

and form 

factor 

Typical power 

supply 

requirement 

(W) 

Cost 

(£) 

Internal 

eccentric 

rotating mass 

motor 

308-100 

(Precision 

Microdrives, 

2015) 

Coin type 

vibration motor 

with 8mm 

diameter 

0.2 4 

External 

eccentric 

rotating mass 

motor 

308-103 

(Precision 

Microdrives, 

2015) 

Cylindrical 

vibration motor 

with 8mm 

diameter and 

20mm length 

0.7 4 

 

As shown in Table 3.3, the vibration motors considered for further examination were the 308-

100 and the 308-103 vibration motors manufactured by Precision Microdrives. The 308-100 

vibration motor is a coin type vibration motor with 8 mm diameter, the schematic of which is 

shown in Figure 3.4a (Precision Microdrives, 2015a). 
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Figure 3.4: 308-100 vibration motor (Precision Microdrives, 2015 and b) 308-103 

vibration motor (Precision Microdrives, 2015 
 

As shown in Figure 3.4a, the coin type (308-100) vibration motor consists of a motor body (8 

mm diameter) attached to a pair of electrical cables for power supply. The motor body 

encapsulates an eccentric rotating mass (ERM), which is responsible for the vibrational motion 

of the motor during operation. Another key quality of the coin vibration motor is the typical 

power consumption requirement of 0.21 W (Precision Microdrives, 2015a), which is well 

within the supply range of off-the-shelf power sources that can be conveniently integrated at 

the digital communication nodes of the proposed communication system.  

The cylindrical (308-103) vibration motor, on the other hand, is an external ERM vibration 

motor with 8 mm diameter and 20 mm length, the schematic of which is shown in Figure 3.4b. 

As shown in the figure, this external ERM vibration motor consists of a motor body attached to 

a pair of electrical cables for power supply. The motor body, in this case, is separately attached 

to the ERM (through a rotating shaft), which is responsible for the vibrational motion of the 

motor. Another key feature of the external ERM motor is the typical power consumption of 

0.72 W (Precision Microdrives, 2015b). Although the power consumption of the external ERM 

motor is slightly higher than that of the coin motor, this value is still well within the supply 

range of typical off-the-shelf batteries.  
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For the Sparkfun Electronics transducers, only two models were commercially available at the 

time of this research, i.e., the rectangular and circular surface transducers. The rectangular 

surface transducer, shown in Figure 3.5a, consists of electrical coil windings located within a 

rectangular metallic housing of 21.5 mm length, 14.5 mm width and 7.9 mm height. The circular 

surface transducer on the other hand, shown in Figure 3.5b, consists of electrical coil windings 

located within a circular metallic housing of base diameter and height of 30 mm 20 mm 

respectively. Like the vibration motors, power supply requirements of the surface transducers 

(1-3 W) are well within the supply range of typical off-the-shelf batteries. 

 
Figure 3.5: Figure 3.5: Rectangular type surface transducer and b) circular type surface 

transducer 
 

The selected electromagnetic transducers described in this section were further compared in the 

laboratory, the procedure for which will be described in Section 3.4.3. 

 

3.4.1.2 Selection of best-fit piezoelectric transducer 

The piezoelectric transducers in Table 3.2 can be broadly categorised as single layer, multilayer, 

or fibre composite transducers. A special category of single or multilayer transducer considered 

for this research was the piezoelectric bender. A piezoelectric bender consists of either one 

(“unimorph”) or two (“bimorph”) piezoelectric layers which are bonded to a non-piezoelectric 

substrate (Wang et al. 1999). In the case of a unimorph arrangement for electrical to mechanical 
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energy conversion for example, the single piezoelectric material is polarised such that the 

application of an electric field results in a contraction of the material. This contraction 

movement is opposed by the non-piezoelectric substrate, resulting in a bending motion of the 

actuator. For a bimorph arrangement, both piezoelectric materials are oppositely polarised 

resulting in a contraction movement in one material and an expansion movement in the other. 

This separate contraction and expansion of each piezoelectric material also results in the 

bending motion of the bimorph actuator (Wang et al. 1999). The main disadvantage of the 

piezoelectric bender however, compared to other piezoelectric transducers, is its poor 

electromechanical coupling which result in a weaker power output for such transducers (Wang 

et al. 1999). In addition, Wang et al. (1999) also noted that the presence of internal stresses 

within the actuator resulting from the bending motion also contributes to internal energy losses 

within the transducer.  

Another category of multilayer transducer considered for this research was the piezoelectric 

stack. Unlike the piezoelectric benders, piezoelectric stacks are physically rigid in nature and 

thus immune to the bending stresses which contribute to mechanical energy losses within the 

actuator. The rigid nature of the piezoelectric stacks however presented a disadvantage for 

integration within the communication system as the desired structural flexibility for efficient 

installation along a water pipe was lost in this case. Yet another category of piezoelectric 

actuators, which offered a useful compromise between structural flexibility and 

electromechanical conversion efficiency was the piezoelectric patch, an example of which is 

shown in Figure 3.6 (Physik Instrumente, 2016). 
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Figure 3.6: Piezoelectric patch transducer (Physik Instrumente, 2016) 

 

As shown in Figure 3.6, the piezoelectric patch consists of a rectangular surface to which a pair 

of electrical terminals can be connected for power supply. Within the active area of the 

rectangular surface there are piezo ceramic plates responsible for the conversion of electrical to 

mechanical energy or vice versa (Physik Instrumente, 2016). The flexibility of the piezoelectric 

patch presented a key advantage over the piezoelectric bender or stack, as it provided a more 

flexible and energy efficient installation option. Despite this advantage, however, the minimum 

cost of commercially available piezoelectric patches, at the time of conducting this research, 

was £60 which was considerably higher than the minimum cost of the piezoelectric bender, for 

example, at £10. 

A cheaper alternative to the piezoelectric patch, discovered during the research, was the 

piezoelectric fibre composite. The specific brand of piezoelectric fibre composite considered 

was the macro fibre composite (MFC). The MFC consists of multiple rectangular piezo ceramic 

fibres sandwiched between layers of adhesive epoxy and polyimide material as illustrated 

schematically in Figure 3.7.  
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Figure 3.7: Macro-Fibre-Composite (Smart-Material, 2015) 
 

As shown in Figure 3.7, the main components of the MFC are the interdigitated electrodes, 

structural epoxy, and the rectangular piezo ceramic fibres. This interdigitated electrode pattern 

of the MFC improves the electromechanical conversion efficiency of the transducer compared 

to traditional monolithic (such as the piezoelectric patch or bender) options (Sodano 2003; 

Williams et al. 2002). The structural epoxy material of the MFC further enables effective 

bonding of the piezo ceramic fibres to the protective polyimide film. In addition to high 

efficiency, the piezo ceramic fibre structure of the MFC also provides better crack resistance to 

its monolithic counterparts due to its fibrous nature. For these advantages, the MFC was 

selected in preference to the other commercially available piezoelectric transducers listed in 

Table 3.2. The specific brand of MFC transducer from Smart Material (M-2814-P2), offering 

good compromise of cost, size and power requirement, is shown in Figure 3.8. 

 
Figure 3.8: M-2814-P2 piezoelectric transducer 
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For acoustic signal generation along the pipe, the M-2814-P2 was further compared with the 

vibration motors and surface transducers within a laboratory environment (Section 3.4.3). For 

acoustic sensing on the other hand, the M-2814-P2 automatically qualified as the best-fit choice 

since the electromagnetic transducers, by nature of their construction, could not be used for 

acoustic sensing along the pipe. Before comparing the acoustic transducers, these transducers 

first needed to be installed along the pipe surface. The next section justifies the methodology 

by which the acoustic transducers were installed along a pipe in the laboratory. 

3.4.2 Acoustic transducer installation along the pipe 

A transmission line analogy, as shown in Figure 3.9, can be employed for modelling the 

acoustic energy flow between an installed acoustic transducer and the water pipe. 

 

Figure 3.9: Transmission line analogy for installing the acoustic transducers 
 

From Figure 3.9, the seamless flow of acoustic energy between the transmitting and receiving 

acoustic transducers depends on the path continuity (ideally an impedance match between the 

acoustic transducer and water pipe) enabled by the connectors. To ensure this continuity, the 

acoustic transducers and the water pipe need to be maintained in constant contact during 

transducer operation for which there exists two main techniques which can potentially be 
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employed for fulfilling this purpose. These techniques are the adhesive and non-adhesive 

contact methods.  

While adhesive contact methods feature the use of an adhesive material for bonding the acoustic 

transducer to the pipe, non-adhesive contact methods do not involve the use of an adhesive 

layer. An example of a non-adhesive contact method for acoustic transducer installation was 

described by Joseph et al., (2018), where a magnetic contact method was employed for 

installing acoustic transducers along a buried water pipe. The magnetic installation technique, 

however, is only appropriate for metallic water pipes. Since the communication system 

described in this thesis was designed to operate on both metallic and non-metallic pipes, the 

magnetic contact method was inadequate as a means of acoustic transducer installation.  

Another option for non-adhesive contact installation is the use of mechanical fasteners such as 

Jubilee clips or cable ties. However, in addition to requiring access to the entire pipe 

circumference (which may not always be possible for a buried water pipe), the mechanical 

fastening method requires precise tightening of the fastening mechanism to ensure rigidity of 

the transducer installation without over-dampening the generated acoustic wave. Such precision 

setting procedures, which will vary according to the material properties of the mechanical 

fastener as well as the water pipe, would be time consuming and difficult to control in the field.  

In contrast to the non-adhesive contact methods, the adhesive contact method presents the 

advantages of quick installation as well as versatility for buried pipes of different materials and 

dimensions. For example, a commercially available cyanoacrylate adhesive can be easily 

applied along the pipe surface for quick and convenient bonding of the acoustic transducers, 

over an area equal to the base area if the transducer. For these reasons, the adhesive contact 

method was subsequently chosen, in preference to the non-adhesive option, for installing the 

acoustic transducers. The next section further describes the process by which installed acoustic 
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transducers (from the selection in Section 3.4.1) were compared along a water pipe, for final 

implementation within the communication system. 

3.4.3 Laboratory comparison of the acoustic transducers  

The objective of the laboratory experiments described in this section was to select the best-fit 

acoustic transducer for generating an acoustic wave within the proposed communication 

system. For acoustic wave sensing on the other hand, as previously mentioned in Section 

3.4.1.2, the M-2814-P2 was already selected at this point to fulfil that purpose.  

Since a key objective of the communication system design was to achieve acoustic signal 

transmission along a buried water pipe at a distance of at least 3 metres, the selection of the 

most appropriate acoustic transducer depended on which transducer produced the highest 

acoustic amplitude along the pipe. The laboratory methodology described in this section thus 

compared the relative acoustic amplitudes of the vibration motors, the surface transducers and 

the MFC (also the M-2814-P2 model but as an actuator) during operation along the pipe.  

3.4.3.1 Pipe set-up in the laboratory 

Besides the acoustic transducers, the laboratory apparatus featured a medium density 

polyethylene (MDPE) pipe of 90.6 mm diameter pipe and an overall length of 6 m, as shown 

schematically in Figure 3.10. 

 
Figure 3.10: Schematic of the plastic (MDPE) pipe 
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For the first set of laboratory experiments, the external ERM vibration motor was installed 

along the plastic pipe by attaching steel blocks between the base of the vibration motor and the 

surface of the pipe using a commercially available cyanoacrylate adhesive. This set-up was 

chosen to elevate the vibration motor’s external rotating mass above the pipe surface (thus 

ensuring free rotation of the mass), while providing a stable support for the vibration motor 

during its operation.  

To generate the longitudinal acoustic wave along the pipe wall, the external ERM vibration 

motor was aligned with its motor shaft parallel to the MDPE pipe axis with another possible 

orientation being with the motor shaft perpendicular to the pipe axis (both methods of vibration 

motor alignment are further discussed in Section 3.8.3.3). The internal ERM vibration motor 

was also aligned in a similar manner (with its internal motor shaft parallel to the MDPE pipe 

axis) while the surface acoustic transducers did not require any specific orientation for 

installation along the pipe. The MFC piezoelectric sensor (M-2814-P2) on the other hand, for 

acoustic sensing, was directly bonded to the pipe at 5.6 m from the vibration motor as shown 

in Figure 3.11. The M-2814-P2, according to Smart-Material (2015), operates by generating an 

electrical signal through longitudinal mechanical contraction of the piezoelectric material and 

so the M-2814-P2 was aligned with its longitudinal axis parallel to the MDPE pipe axis for 

longitudinal acoustic wave detection along the pipe. The same MFC orientation was also 

employed for longitudinal acoustic wave generation (using the reverse piezoelectric effect) 

along the pipe during comparison with the other vibration actuators. 
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Figure 3.11: Schematic of the external ERM vibration motor and MFC sensor 

installations along the plastic pipe 
 

Following the installation of the external ERM vibration motor and the MFC sensor, the 

experimental arrangement was set-up in the laboratory as shown in Figure 3.12. 

 
Figure 3.12: Laboratory arrangement of the plastic pipe showing wooden block support 

with sound insulating material (polystyrene foam) 
 

As shown in Figure 3.12, the plastic pipe was supported above the laboratory floor by three 

wooden blocks with a 10 mm layer of polystyrene foam between the wooden blocks and the 

pipe. The wooden blocks were employed for preventing direct contact between the pipe and the 

laboratory floor which could otherwise create a path for unwanted acoustic noise from the 
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laboratory surroundings. The polystyrene foams were further employed for creating an 

additional sound buffer between the wooden blocks and the pipe. The wooden blocks chosen 

for the pipe supports were also constructed with V-shaped cuts to constrain the pipe while 

minimising acoustic radiation from the pipe into the wood. As shown in Figure 3.13, compared 

to a circular cut for example, the V-shaped cut minimised contact area between the pipe and the 

wood which was beneficial for reducing acoustic signal leakage into the wood. 

 
Figure 3.13: Cross-sectional diagrams of plastic pipe illustrating the difference between 

V-shaped and circular cut wooden block supports 
 

It is important to also note the possibility of generating a standing acoustic wave (previously 

described in Section 2.5.2) along the pipe set-up in Figure 3.12 due to the finite pipe length in 

addition to the pipe boundary conditions (i.e., free at both ends). The resonant frequencies of 

this standing acoustic wave can be expressed as (Kinsler et al., 1999)  

𝑓𝑛 = (𝑛 2⁄ )(𝑐 𝐿⁄ )     (3.1) 

Where 𝑓𝑛 (Hz) is the frequency of the nth vibration mode, c (m/s) is the acoustic wave speed 

along the pipe and L is the pipe length. For an MDPE pipe material with acoustic wave speed 

of 1455 m/s (Muggleton & Yan, 2013) and pipe length of 6 m, the resonant frequencies below 

1 kHz are summarised in Table 3.4. Knowledge of the pipe resonant frequencies in Table 3.4 

was useful (as will be shown in Section 3.4.3.3) in understanding the degree to which the 
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presence of standing acoustic waves along the exposed MDPE pipes may have influenced the 

quality of results obtained from the acoustic transducer comparison experiments.  

Table 3.4: Resonant frequencies below 1 kHz for the 6 m MDPE pipe  

Vibration mode number Frequency (Hz) 

1 121 

2 243 

3 364 

4 485 

5 606 

6 728 

7 849 

8 970 
 

3.4.3.2 Instrumentation for the transducer comparison experiments   

This section describes the instrumentation necessary for executing the acoustic transducer 

comparison experiments in the laboratory. For signal transmission, a microcontroller based 

acoustic signal transmitter was designed to control the acoustic actuators during operation along 

the pipe. With a microcontroller based acoustic transmitter, being consistent with the overall 

methodology for the communication system design, the acoustic transmitter circuit could later 

be upgraded into a full digital communication transmitter (Section 3.5) while saving design 

costs. The microcontroller employed at the acoustic transmitter was the LPC1768 

microcontroller manufactured by NXP semiconductors (NXP, 2016; NXP, 2009) which was 

chosen for its low cost (less than £50), small size (55 mm length and 26 mm width) and low 

power (0.46 W).  

For the ERM vibration motor, the acoustic transmitter circuit consisted of the microcontroller 

and an n-channel metal oxide field effect transistor (MOSFET) for interfacing the vibration 

motor and the microcontroller as shown in Figure 3.14. 
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Figure 3.14: Acoustic transmitter circuit using the vibration motor 

 

Figure 3.14 shows the circuit schematic for controlling the ERM vibration motor during the 

acoustic transmission experiments. As shown in the figure, the microcontroller was connected 

to the n-channel MOSFET through the transistor gate thereby switching the vibration motor 

(labelled M in the diagram) according to a binary information signal from the microcontroller. 

A fly back diode was also connected to the vibration motor to prevent sudden voltage spikes 

across the motor during switching operations. The microcontroller was further programmed to 

sequentially transmit repeated binary pulses (of 1 s duration) according to the flowchart in 

Figure 3.15. 
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Figure 3.15: Flowchart for controlling the ERM vibration motor 
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From Figure 3.15, the algorithm for controlling the ERM vibration motor began with a digital 

output pin assignment to interface the microcontroller and the MOSFET. Following this 

procedure, the MOSFET was activated for 1 s before subsequent de-activation thereby allowing 

the transmission of 1 s acoustic pulse by the vibration motor. A pulse duration of 1 s was chosen 

for the acoustic transmission experiments to maximise the transmitted acoustic power while 

maintaining the objective of real-time data communication of at least 1 bit per second along the 

pipe. 

To operate the surface transducers, the microcontroller was directly connected to the surface 

transducers while activating them at a desired excitation frequency using pulse width 

modulation (PWM). The programme flowchart for this process is shown in Figure 3.16. 
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Figure 3.16: Flowchart for controlling the surface transducer 
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From Figure 3.16, the algorithm for controlling the surface transducer began with an inclusion 

of the necessary microcontroller libraries for executing the PWM command. A PWM output 

pin was further assigned to interface the microcontroller and the surface transducer. Following 

this pin assignment, separate PWM pulses (each of 1 s duration) at increasing frequencies 

between 0 and 1 kHz were generated at the microcontroller with a 1 s spacing between each 

pulse. With this method, the water pipe was therefore repeatedly excited between 0 and 1 kHz 

to cover the communication channel bandwidth.  

Regarding the flowchart of Figure 3.16, the MFC transducer was also activated in a similar 

manner to the surface transducers. For the hardware design however, a piezoelectric transducer 

interface was introduced between the microcontroller and the MFC. This transducer interface, 

the DRV 8662 evaluation board from Texas Instruments, is shown in Figure 3.17. 

 
Figure 3.17: DRV 8662 Evaluation board (Texas Instruments, 2016) for driving the 

MFC 
 

From Figure 3.17, the main components of the DRV 8662 evaluation board for driving the MFC 

were the signal input terminal (from the microcontroller), the signal output terminal (connected 

to the MFC), a power input terminal (3.3 V), the DRV 8662 integrated circuit (IC) and an 

external inductor. The DRV 8662 IC is a high voltage piezoelectric driver with an integrated 

boost converter and voltage amplifier, located within a single package of 4.15mm x 4.15mm 

surface area (Texas Instruments, 2014). With the help of the external inductor, the DRV 8662 
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IC provided the necessary amplification of the input PWM signal for driving the MFC 

transducer. 

Following the acoustic transmitter set-up, a National Instruments (NI-USB 6211) digital 

acquisition device (DAQ) was connected to a separate MFC (M-2814-P2) sensor (which was 

installed along the pipe) before connecting the DAQ to a PC. The complete laboratory set-up 

for the acoustic signal transmission experiments is shown in Figure 3.18. 

 
Figure 3.18: Laboratory set-up for comparing the acoustic transducers 

 

Figure 3.18 shows the laboratory set-up for the acoustic signal transmission experiments 

featuring the test actuator installed along the MDPE pipe. The signal flow path from the 

microcontroller to the transducer driver interface and from the piezoelectric (MFC) sensor to 

the data acquisition device and PC is also shown in the diagram. 

To capture the transmitted acoustic signal along the pipe, the MFC converted the mechanical 

vibrations along the pipe into corresponding electrical signals which were digitally sampled by 

the DAQ at a rate of at least twice the acoustic bandwidth (i.e., at least 2 kHz for the 

experiments) to obtain an accurate copy of the transmitted acoustic signal according to the 

Nyquist sampling criterion. Once the acoustic signals were recorded at the PC, a single side 

band (SSB) fast Fourier transform (FFT) technique was applied to the recorded waveforms to 
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convert the signals from the time into the frequency domain. The x-axis of the FFT spectrum 

was further created according to Equation (3.1) 

𝑓 =
𝑓𝑠

𝑁⁄      (3.1) 

Where 𝑓 (Hz) represents each frequency point along the x-axis, 𝑓𝑠 (Hz) is the DAQ sampling 

frequency and 𝑁 is the total number of samples (FFT points) collected at the DAQ. To enhance 

the frequency resolution of the FFT, a 50000-point FFT with a sampling frequency of 10 kHz 

was used for creating each frequency bin along the x-axis. The FFT amplitude per unit sample 

of the acquired acoustic signal was subsequently plotted against frequency with the results 

presented in the next section while the Matlab code for implementing the FFT is provided in 

Appendix B. 

3.4.3.3 Acoustic signal transmission results  

For the acoustic signal generated by the external ERM vibration motor, the FFT spectrum is 

shown in Figure 3.19. 

 
Figure 3.19: Acoustic signal spectra for external ERM vibration motor operation along 

the MDPE pipe 
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As shown in Figure 3.19, acoustic signal peaks between 0.04 and 0.06 V can be observed around 

180 Hz for separate acoustic transmissions by the external ERM vibration motor. The external 

ERM vibration motor was subsequently replaced by the internal ERM vibration motor with the 

experiment repeated and results shown in Figure 3.20.  

 
Figure 3.20: Acoustic spectra for internal ERM vibration motor operation along the 

MDPE pipe 

 

From Figure 3.20, the acoustic signal peak amplitudes for the internal ERM vibration motor 

generated acoustic signals are between 0.01 and 0.03 V. Figures 3.19 and 3.20 therefore show 

that the external ERM vibration motor was a better option for acoustic signal generation due to 

its higher acoustic amplitude (approximately twice the amplitude of the coin motor).  

Furthermore, in Figures 3.19 and 3.20, the peak acoustic signal amplitudes (indicating the 

operating frequencies of the vibration motors) measured along the pipe were located at 180 Hz 

and 400 Hz, respectively. These frequencies are outside the pipe resonant frequencies listed in 

Table 3.4 thus confirming the measurement of travelling as opposed to standing acoustic waves 

along the pipe set-up in Figure 3.12. The external ERM vibration motor also showed a relatively 

stable steady state frequency (indicated by the narrow band acoustic signal peak in Figure 3.19 
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compared to Figure 3.20) which was also advantageous for digital communication reliability 

within the proposed communication system. 

The acoustic transmission experiments were further repeated by replacing the vibration motors 

initially with the surface transducers followed by the MFC transducer, while exciting the 

acoustic transducers at 180 Hz (to directly compare with the external ERM vibration motor). 

While the acoustic signals generated by the surface acoustic transducers were undetectable 

along the MDPE pipe, the acoustic signals detected for the MFC transducer are shown in Figure 

3.21. 

 
Figure 3.21: Acoustic spectra for MFC operation along the MDPE pipe 

 

As shown in Figure 3.21, the transmitted acoustic signal amplitude for the MFC operating along 

the exposed MDPE pipe is significantly lower (by two orders of magnitude) than the acoustic 

amplitude using the external ERM vibration motor along the pipe. The external ERM vibration 

motor was therefore selected as the final choice for acoustic signal generation while the MFC, 

as previously discussed in Section 3.4.1.2, remained the acoustic sensor of choice. The 

procedure for integrating the vibration motor and MFC sensor at the digital communication 
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transmitter and receiver respectively, along with the methodology by which these 

communication nodes were designed, are further described in Sections 3.5 and 3.6. 

3.5 DEVELOPMENT OF THE DIGITAL COMMUNICATION TRANSMITTER 

Figure 3.1 outlined the operational stages at the digital communication transmitter as the 

message to be transmitted, message encoding, digital modulation as well as the message 

synchronisation (with the digital communication receiver) processes.  

3.5.1 Message encoding 

The first operational stage of the digital communication transmitter was the message encoding 

process. Message encoding transforms an acquired message at the input of a digital 

communication system into its corresponding binary format for further transmission across the 

communication system (Mutagi, 2013; Proakis & Salehi, 2008; Kokossalakis, 2006). If the 

message to be transmitted is analogue in nature, the message must be initially sampled at a rate 

which obeys the Nyquist sampling criterion to obtain an accurate copy of an analogue message 

in digital format (Nguyen & Shwedyk, 2009). On the other hand, for a message which is already 

digital in nature, the digital to analogue conversion process is not required. Such information 

however needs to be formatted according to some specified standard (e.g., American Standard 

for Information Interchange (ASCII), Binary Coded Decimal, Morse code, etc.) before further 

transmission across the digital communication system (Kokossalakis, 2006; Sklar, 2001). For 

the proposed communication system, the ASCII encoding format was employed for 

transforming a digital message at the PC in Figure 3.2 into binary form.  

3.5.2 Digital modulation  

Following the message encoding stage in Figure 3.1 was the digital modulation stage. Digital 

modulation refers to the process of manipulating the physical characteristics of a signal 

according to a pre-defined set of data symbols representing the message to be transmitted 
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(Mutagi, 2012; Kokossalakis, 2006; Sklar, 2001). The need to modulate a digital information 

signal becomes apparent, with the presence of an external medium (such as air, water, electrical 

cables etc.) representing a physical discontinuity between the digital communication transmitter 

and receiver. Such an external medium (which can extend in range from a few millimetres to 

several kilometres) typically poses challenges, in terms of power and bandwidth limitations, to 

the transmission of digital information across the digital communication system (Mutagi, 2012). 

Digital modulation therefore serves the specific purpose of mapping digital information to a 

waveform (digital information carrier) with the appropriate power and bandwidth 

characteristics to enable propagation across the external medium (Sklar, 2001). When this 

mapping process is undertaken with the constraint that a transmitted waveform depends on one 

or more previously transmitted waveforms, the digital modulator is said to have memory. On 

the other hand, when a transmitted waveform does not depend on previously transmitted 

waveforms (only depending on the data sequence under consideration), the modulator is said to 

be memoryless (Kokossalakis, 2006). With a memoryless modulator therefore, potential errors 

from previously transmitted waveforms are not carried forward to subsequent digital 

transmissions and so for digital communication reliability, this choice of digital modulation 

technique was advantageous. 

In general, two categories of digital modulation techniques exist, i.e., baseband and passband 

modulation. With digital baseband modulation, a sequence of discrete pulse signals is 

responsible for digital information transmission. In contrast, digital passband modulation 

features the variation of the amplitude, frequency, or phase of a sinusoidal signal (carrier wave) 

to transmit digital information (Mutagi, 2012; Nguyen & Shwedyk, 2009). Since the ERM 

vibration motor was chosen for acoustic signal generation at the digital communication 

transmitter, the resonant frequency of the ERM during operation (i.e., the maximum acoustic 

peaks in Figure 3.19) represented the carrier wave which was to be modulated according to the 



107 | P a g e  
 

digital information to be transmitted. This carrier wave can further be expressed mathematically 

as 

𝑠(𝑡) = 𝑎(𝑡)cos⁡[𝜔𝑐(𝑡) + ∅𝑐(𝑡)]  (3.2) 

Where 𝑠(𝑡) is the carrier wave function, 𝑡 (s) is time, 𝑎(𝑡) is the carrier wave amplitude, 𝜔𝑐 

(rads/s) is the angular frequency of the carrier wave and ∅𝑐 (rads) is the carrier wave phase. 

Depending on the property of the carrier wave (i.e., 𝑎(𝑡), 𝜔𝑐 or ∅𝑐) to be modulated, passband 

modulation can be fundamentally categorised as amplitude shift keying (ASK), frequency shift 

keying (FSK) and phase shift keying (PSK). With ASK, the amplitude of the carrier wave is 

modulated while with FSK and PSK, the frequency and phase of the carrier wave are modulated 

respectively (Proakis, 2001).  

Other digital modulation techniques applicable across the digital communications industry 

generally include (but are not limited to) quadrature amplitude modulation (QAM), differential 

phase shift keying (DPSK) and pulse amplitude modulation (PAM). Variations of these digital 

modulation techniques also exist based on the number of discrete symbols, M, which can be 

mapped on to a carrier wave. Such modulation techniques include 64 QAM (M = 64), 16 QAM 

(M = 16), 4 PSK (M = 4) and so forth. These techniques however, compared to a binary 

modulation approach, require increasingly complex signal processing circuitry within the 

digital communication system to reduce ambiguity of symbol detection at the digital 

communication receiver (Kokossalakis, 2006). A binary modulation technique was therefore 

considered advantageous for the proposed communication system due to its inherent reliability 

(compared to other M-ary modulation techniques) with minimal signal processing complexity.   

The eventual choice of binary modulation technique was further based on a compromise 

between power and bandwidth considerations for the communication system. While on the one 

hand modulation techniques such as amplitude shift keying (ASK) and phase shift keying (PSK) 
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are more suitable for bandwidth limited channels (such as that presented by the ERM motor 

operating between 0 and 200 Hz), the frequency shift keying (FSK) technique is more suitable 

for power limited channels (e.g., in an underground environment where power sources are 

limited). The FSK technique is however disadvantageous for bandwidth limited channels due 

to its poor bandwidth efficiency (Kokossalakis, 2006; Proakis, 2001). Considering these 

challenges (i.e., limited bandwidth and power supply), a specialised form of ASK known as on-

off-keying (OOK) which combined the benefits of bandwidth efficiency (1 bit/Hz) and power 

conservation (through data transmission by intermittently activating and de-activating the 

digital communication transmitter) was adopted for the communication system design. 

For the modulating microcontroller role in Figure 3.2, the same LPC1768 microcontroller 

introduced in Section 3.4.3.2 was employed due to (as previously mentioned in the section) its 

low cost, small size, and low power. Furthermore, to implement the OOK modulation 

algorithm, the microcontroller needed to be interfaced with the vibration motor. An external 

interface circuit which comprised the electronic hardware responsible for interfacing the 

microcontroller to the vibration motor was subsequently designed with OOK modulation in 

mind. This external interface circuit was thus designed to systematically switch the vibration 

motor between full power (“on” state) and no power (“off” state) during digital transmission. 

To achieve this objective, an L293D integrated circuit (IC) from Texas Instruments was 

integrated at the communication transmitter. This L293D is a low cost (less than £5), small size 

(38 mm length and 17 mm width) and low power (as low as 0.04 W) electronic device capable 

of driving a direct current (DC) motor with currents approaching 600mA in both forward and 

reverse directions (Texas Instruments, 2016). Furthermore, as shown in Figure 3.22, the L293D 

consists of four separate amplifiers (numerically labelled in the figure) each of which could 

drive the DC rotor of the vibration motor in either forward or reverse direction.  
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Figure 3.22: Schematic diagram of the L293D integrated circuit showing separate 

amplifiers (numerically labelled in the figure) for driving the vibration motor 
 

Also shown in Figure 3.22 are the input logic and motor output pins, connected to each amplifier 

within the L293D. Depending on the amplifier in use, the input logic pin connected the 

amplifier to the microcontroller while the motor output pin connected the same amplifier to the 

vibration motor. During operation, binary signals representing the digitally modulated signal at 

the microcontroller determined the state (i.e., logic HIGH or LOW) of an input logic pin at the 

L293D. Depending on this input logic state, the vibration motor connected to the corresponding 

output of the input logic pin was subsequently activated or de-activated. A logic HIGH thus 

activated the motor while a logic LOW de-activated the motor. In this manner, the OOK 

modulation algorithm was employed for digitally modulating the acoustic signal generated by 

the vibration motor.  

Although each amplifier in Figure 3.22 could individually be employed for driving the vibration 

motor, two amplifiers were combined for driving the vibration motor. The reason for this was 

the difference in performance between two modes of motor control, i.e., non-active and active 
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braking techniques. With non-active braking the DC rotor of the vibration motor was operated 

according to the logic input of one amplifier (i.e., HIGH, or LOW logic input), allowing the 

rotor to either rotate or come to rest. Due to the rotational inertia of the DC rotor however, the 

rotor did not immediately come to rest during a logic LOW input thus resulting in a slightly 

extended period of motor activity. This delay in motor response was overcome by employing 

the active braking technique according to Table 3.5. 

Table 3.5: Logic control for actively braking the vibration motor 

Logic inputs at separate 

amplifiers 

DC rotor movement 

 

LOW & LOW 
 

Off 
 

LOW & HIGH 
Either forward or reverse 

direction 
 

HIGH & LOW 
Either forward or reverse 

direction 
 

HIGH & HIGH 
 

Motor stop 

 

As shown in Table 3.5, four input logic combinations were possible for controlling the DC rotor 

of the vibration motor with the active braking technique. The key difference between the active 

and non-active braking technique was in the method by which the DC rotor was stopped. In the 

last row of Table 3.5, a simultaneous input HIGH logic at both amplifiers de-activated the DC 

rotor by attempting to rotate the rotor simultaneously in the forward and reverse directions. 

Equal and opposite forces were thus generated within the DC rotor thus preventing rotor 

movement and eliminating inertial effects during motor de-activation. In such a way, a quicker 

response time was achieved at the vibration motor by replacing the LOW command of the non-

active braking technique with the simultaneous HIGH-HIGH command of the active braking 

technique. The algorithm flowchart for implementing the active and non – active braking 

techniques at the digital communication transmitter is shown in Figure 3.23. 
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Figure 3.23: Flowchart for active and non-active braking at the digital communication 

transmitter 
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As shown in Figure 3.23, the algorithm for implementing non-active and active braking 

techniques at the digital communication transmitter began with the inclusion of the necessary 

software libraries for interfacing the microcontroller with an external peripheral device (in this 

case the H-bridge circuit) as well as declaration of the output digital pins to interface the 

microcontroller and the H-bridge circuit. Following this initialization, separate programme sub-

routines were written to run the vibration motor in the forward and reverse directions as well as 

for stopping the vibration motor. The remaining stages of the algorithm further implemented 

these sub-routines procedurally by running the vibration motor and stopping it using non-active 

braking before re-activating the vibration motor and subsequently stopping it with the active 

braking technique. 

The results of separate digital transmissions with the non-active and active braking techniques 

along the exposed MDPE pipe (Figure 3.10) are shown by the time domain plots of Figures 

3.24a and b. An illustration of the difference between active and non-active braking is also 

shown in Figure 3.25.   
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Figure 3.24a: Non-active and b) active braking with the ERM vibration motor 

 
Figure 3.25: Pulse shapes for non-active and active braking with the vibration motor 

 

As shown in Figures 3.24 and 3.25, an acoustic pulse generated with active braking decayed 

relatively instantaneously compared to a pulse generated with the non-active braking technique 

(which decayed gradually). This was crucial for maximizing the digital communication 

bandwidth since the presence (or absence) of an acoustic pulse within an allocated time 

window, T, signified one bit of digital information. With the non-active braking technique, the 

acoustic pulse extended beyond T (Figure 3.25), with a time window of T + t thus implying a 
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potentially lower data transmission rate compared to a pulse generated using the active braking 

technique. The active braking technique was therefore selected in preference to the non-active 

braking option for digital modulation at the communication transmitter.  

3.5.3 Message synchronisation 

Common to both transmitter and receiver sections in Figure 3.1 is the synchronisation 

component (shown in dashed lines). To ensure reliable digital communication, the message 

encoding and digital modulation stages must be synchronised with the message decoding and 

digital demodulation stages respectively thus ensuring the sequential flow of digital information 

across the communication system. Message synchronisation can generally be categorised into 

carrier, symbol, and frame synchronisation (Proakis & Salehi, 2008; Kokossalakis, 2006; 

Proakis, 2001; Sklar, 2001). With carrier synchronisation, the digital communication 

transmitter notifies the receiver of an incoming digital information signal, by initially 

transmitting a separate carrier wave pulse (pilot signal) before the digital demodulation process 

(otherwise known as coherent demodulation) can begin. With symbol synchronisation, the 

digital communication transmitter provides information of the start and end times of each digital 

symbol (in addition to the digital information itself) to ensure reliable demodulation at the 

receiver. To ensure accurate symbol detection, a clock timing signal is therefore required at the 

digital communication receiver (Kokossalakis, 2006; Sklar, 2001; Proakis, 2001). Lastly frame 

synchronisation involves the addition of an extra length of digital information to a block of 

codes during transmission across the digital communication system. This extra length of digital 

information must however be known a priori by the digital communication receiver to ensure 

successful synchronisation of digital information within the communication system 

(Kokossalakis, 2006; Sklar, 2001; Proakis, 2001).  
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Considering the three options for message synchronisation within the proposed communication 

system, the carrier synchronisation method involved the least signal processing complexity 

(which, importantly, reduces the power and physical size requirements of the digital 

communication node) as it only required the separate transmission of a carrier wave pulse to 

notify the digital communication receiver of an incoming digital transmission. The carrier wave 

synchronisation method was therefore employed for message synchronisation between the 

digital communication transmitter and receiver. The next section further describes the 

procedure for digital information transmission which incorporates all the transmitter 

operational stages. 

3.5.4 Procedure for digital information transmission  

For digital information transmission, the PC was first connected, through a serial port, to the 

modulating microcontroller within which the transmitter operational stages (bar message 

encoding) were executed. The serial connection between the PC and the microcontroller was 

programmed to transmit information at 300 bauds/second which was well above the data rate 

requirement of the digital communication system (thus avoiding the risk of any data 

communication bottleneck between the PC and the digital communication transmitter). 

Furthermore, the PC at the digital communication transmitter enabled message input (via the 

PC keyboard) and encoding before the transmitting the encoded message (via the serial 

connection) to the modulating microcontroller for OOK modulation.  

Following the serial connection set-up, the modulating microcontroller was connected to the 

ERM vibration motor (which was already installed along the exposed MDPE pipe) via the H-

bridge circuit. For the first digital transmission experiments, a digitally modulated binary 

information stream was programmed at the modulating microcontroller, the flowchart of which 

is shown in Figure 3.26 while the C programme is provided in Appendix A.  
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Figure 3.26: Flowchart for binary transmission at the digital communication transmitter 
 

After the start of the algorithm, the first three programme elements of Figure 3.26 included 

standard programme initialization and declaration steps which prepared the microcontroller for 

serial interfacing with the PC as well as peripheral interfacing with the H-bridge circuit. 

Following programme initialization, separate sub-routines were written to rotate the ERM 

motor in the forward and reverse directions before setting a baud rate of 300 bauds/second. The 
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microcontroller was subsequently programmed to read an input character from the PC with the 

condition of running the vibration motor for 1 s in the forward direction if the input character 

was “1”. With this technique, a pilot signal of 1 s was initially transmitted by the ERM vibration 

motor before it was de-activated (for 1 s) using active braking. This de-activated period (which 

represented a binary “0”) was followed by activating the vibration motor again in the forward 

direction (representing a binary “1”) with the process repeating itself until manually stopped. 

With this procedure, a binary information stream (representing an alternating sequence of zeros 

and ones) was successfully generated at the digital communication transmitter. 

The generation of a more complex sequence of digital information, such as the ASCII 

representation of an alphabetic character, was also implemented at the digital communication 

transmitter with the flowchart for this process shown in Figure 3.27 (the corresponding C 

programme is also provided in Appendix A). 
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Figure 3.27: Flowchart for ASCII encoded data transmission at the digital 

communication transmitter 
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For ASCII transmission, the first seven blocks of Figure 3.27 are the same as the corresponding 

blocks in Figure 3.26 for binary transmission. The main difference between the ASCII and 

binary transmission was the nature of the input character to be read by the microcontroller from 

the PC. For the ASCII transmission example in Figure 3.27, the ASCII code for an alphabetic 

character “A” (i.e., “01000001”) was to be generated at the digital communication transmitter. 

Once the symbol entered at the PC was recognized by the microcontroller as its binary 

equivalent, a pilot signal was generated at the ERM vibration motor before individual bits of 

the ASCII character were generated by sequentially activating and de-activating the vibration 

motor to represent “1” and “0” respectively.  

3.5.5 Printed circuit board design of the digital communication transmitter 

The final hardware design of the digital communication transmitter was in the form of a printed 

circuit board (PCB) (Figure 3.28), the circuit layout for which was designed using the DipTrace 

software package. The circuit schematic of the digital communication transmitter (provided in 

Appendix C) was printed on a PCB layout with FR4 substrate using a commercially available 

PCB manufacturer (PCBWay Ltd). Figure 3.28 shows the final product complete with 

microcontroller, serial port (for PC communication) and H-bridge (L293D) circuit for 

interfacing with the ERM vibration motor.  
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Figure 3.28: Printed circuit board of the digital communication transmitter 

 

The digital communication transmitter development described in this section represented one 

half of the proposed communication system. At this stage, digitally modulated information 

could be generated at the communication transmitter. The second half of the communication 

system development comprised a digital communication receiver designed to successfully 

demodulate and extract this information, which was transmitted along the exposed MDPE pipe. 

The method by which this was achieved is described next. 

3.6 DEVELOPMENT OF THE DIGITAL COMMUNICATION RECEIVER 

Based on Figure 3.1, the operational stages at the digital communication receiver after the 

acoustic propagation channel (i.e., the water pipe waveguide) are digital demodulation, message 

decoding (as well as synchronisation with the transmitter) and message presentation to an 

observer. These stages, within the context of developing the digital communication receiver, 

are described next. 
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3.6.1 Digital demodulation  

As discussed in Section 3.4.1.2, the MFC transducer was selected as the best-fit choice for 

acoustic sensing at the digital communication receiver. Once the acoustic signal was therefore 

detected along the pipe by the MFC sensor and before digital demodulation could take place, 

the standard practice of amplifying the detected signal (which, like in any wireless 

communication system, was expected to have experienced some degree of attenuation between 

the transmitter and receiver) was initially implemented. A signal pre-amplifier circuit, shown 

in Figure 3.29, was therefore designed to interface the MFC sensor with the rest of the digital 

communication receiver.  

 

 

Figure 3.29: Signal pre-amplifier circuit at the front-end of the digital communication 

receiver 
 

As shown in Figure 3.29, a two-stage amplifier was designed where the inverting (negative) 

input of amplifier A1 was connected to terminal B of the MFC (labelled “Piezo”), while the 

non-inverting (positive) input of amplifier A2 was connected to terminal A of the MFC. A1 

was further isolated from the ground (GND) terminal of the signal pre-amplifier circuit through 
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a voltage divider network (𝑉𝑐𝑐, R1 and R2). Amplifier A1 thus served as a buffer network for 

protecting the MFC from GND noise. 

The second amplifier (A2) on the other hand (which was key to the amplifier design), amplified 

the MFC acquired signal according to Equation (3.3) (Horowitz & Hill, 2016).  

𝑉𝑜𝑢𝑡

𝑉𝑖𝑛
= 1 +

𝑅4

𝑅5
    (3.3) 

Where 𝑉𝑖𝑛 and 𝑉𝑜𝑢𝑡 (V) are the input and output voltages respectively of amplifier A2, 𝑅4 (Ω) 

is the feedback resistor of amplifier A2 while 𝑅5 (Ω) is the input resistor of amplifier A2. For 

signal amplification, operational amplifiers are generally preferable to single transistor 

amplifiers due to their relatively higher power gains (Horowitz & Hill, 2016). Low cost (£5), 

small size (10 mm length and 7 mm width) and low power (tens of milliwatts) operational 

amplifiers (LT1001 from Linear Technology, 1983) were subsequently employed for amplifiers 

A1 and A2. Since the maximum voltage output of the LT1001 amplifier is 4 V (with a 5 V 

supply) (Linear Technology, 1983), R4 and R5 were chosen so as not to saturate A2. Using the 

average voltage detected at the MFC sensor for the external ERM vibration motor test along 

the exposed MDPE pipe (i.e., 0.05 V in Figure 3.19) as 𝑉𝑖𝑛 and with 𝑉𝑜𝑢𝑡 = 4 V, R4 and R5 

were subsequently chosen, using Equation (3.3), as 79 kΩ and 1 kΩ respectively.   

Following signal amplification at the front-end of the digital communication receiver, a non-

coherent demodulation approach was adopted as opposed to a coherent demodulation 

alternative. A receiver is said to be coherent if it requires knowledge of the absolute phase of 

an incoming carrier signal whereas the opposite is the case for a non-coherent receiver (Proakis 

& Salehi, 2008; Kokossalakis, 2006). Coherent receivers therefore possess copies of all possible 

waveforms expected at the receiver before matching them with the incoming signal, a 

requirement which consequently increases the signal processing complexity of the receiver 
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compared to a non-coherent alternative. Due to the reduced signal processing complexity 

offered by non-coherent demodulation therefore, this research employed non-coherent 

demodulation for the digital communication receiver design. To further guarantee digital 

communication reliability with the non-coherent demodulator, a phase locked loop (PLL) was 

implemented as part of the digital communication receiver. With a PLL, the digital 

communication receiver was synchronised with the digital communication transmitter using the 

pilot signal approach previously described in Section 3.5.3. Once the receiver detected a pilot 

signal (in the form of an incoming acoustic wave) therefore, it was phase locked to this signal 

while the rest of the digital demodulation process was carried out at the digital communication 

receiver thus guaranteeing reliable digital communication. 

To demodulate the amplified signal, the PLL circuit was designed as the first step in the digital 

demodulation process. The internal block diagram of the PLL integrated circuit (IC) 

implemented at this stage is shown in Figure 3.30. 

 
Figure 3.30: Internal block diagram of the PLL IC (Texas Instruments, 2014) 

 

The PLL IC in Figure 3.30 (LM567 from Texas Instruments) is a low cost (£1), small size (9.8 

mm length and 6.4 mm width) and low power (0.1 W) device consisting of two separate phase 

detectors (in-phase and quadrature-phase detectors), a voltage-controlled oscillator (VCO) and 

a signal comparator (connected to pin 8 of the PLL IC in the figure). Furthermore, the phase 

detectors and the VCO operate within a feedback loop as shown in Figure 3.31. 



129 | P a g e  
 

 
Figure 3.31: Feedback loop showing the phase detectors and the voltage-controlled 

oscillator of the PLL 
 

As shown in Figure 3.31, the LM567 feedback loop comprises the phase detectors, the VCO 

and a low-pass filter. During operation, the phase detectors compared the AC input from the 

signal pre-amplifier with a VCO generated signal. The phase offset between these signals was 

subsequently fed through a low-pass filter back into the VCO to adjust its frequency. The VCO 

frequency was thus continuously adjusted through this feedback loop until a constant phase 

offset was generated, resulting in the “phase locking” of the loop. Once phase locking was 

achieved, a DC signal was produced at the output of the phase detectors, signifying a lock 

condition of the PLL where the VCO frequency matched the frequency of the input AC signal. 

For the non-coherent demodulator, achievement of this lock condition was a crucial step in 

recovering the transmitted digital information signal.  

The initial VCO frequency was configured using an external resistor and capacitor combination 

according to Equation (3.4) (Texas Instruments, 2014). 

     𝑓 =
1.1

𝑅𝐶
     (3.4) 

Where 𝑓 (Hz) is the VCO frequency, 𝑅 (k) is the external resistor value and 𝐶 is the external 

capacitor value (𝜇𝐹). Since the acoustic carrier signal (represented by the resonant frequency 

of the ERM vibration motor) detected by the MFC sensor was between 100 and 200 Hz, a 
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capacitance of 1µF and variable resistance between 5 kΩ and 11 kΩ were implemented at the 

PLL to set the VCO to operate within this bandwidth. Furthermore, the low-pass filter was 

implemented according to Equation (3.5) (Texas Instruments, 2014).  

𝐵𝑊 = 𝑓 × 𝐶    (3.5) 

Where 𝐵𝑊 (% of VCO frequency) is the bandwidth sensitivity of the PLL, 𝑓 (Hz) is the VCO 

frequency and 𝐶 (µF) is the low-pass filter capacitance. By setting the low-pass filter 

capacitance to 1µF, the bandwidth sensitivity of the VCO was set to within 14% of the VCO 

frequency. Thus, if the VCO frequency was set as 150 Hz for example, the PLL could detect 

and lock on to an incoming carrier signal within 21−
+ ⁡Hz of this frequency.  

Once the incoming acoustic signal was locked by the PLL, a DC output signal was subsequently 

generated by the PLL. To visually confirm this phase locking, a light emitting diode (LED) 

which activated upon phase locking was incorporated at the digital communication receiver and 

is shown in Figure 3.32. 

 
Figure 3.32: Digital communication receiver showing activated LED (signifying phase 

locking) 
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As shown in Figure 3.32, a LED was activated at the digital communication receiver upon phase 

locking while the opposite was the case, i.e., the LED was de-activated, outside of phase 

locking. Two possibilities therefore existed at the output of the PLL, i.e., the presence (logic 

HIGH state) or absence (logic LOW state) of a DC signal which corresponded to the “on” and 

“off” states of OOK demodulation at the digital communication receiver. It is also important to 

note here that this output DC signal was an “active low” signal meaning that a 0 V output at the 

PLL IC (pin 8 in Figure 3.30) corresponded to a logic HIGH state while conversely, a 5 V 

output corresponded to a logic LOW state. This information, as will be shown in Section 3.6.3, 

was key to successful message synchronisation and subsequent recovery at the demodulating 

microcontroller.    

3.6.2 Message decoding 

For message decoding, the same ASCII encoding/decoding scheme employed at the digital 

communication transmitter was also employed at the digital communication receiver to 

correctly decode the originally transmitted message. 

3.6.3 Message synchronisation 

Key to synchronising the operational stages of the digital communication receiver (using carrier 

synchronisation) with the digital communication transmitter was the creation of an interrupt 

service routine (interrupt handler) which was triggered at the demodulating microcontroller 

upon the arrival of an incoming pilot signal. Two types of interrupt handlers were programmed 

at the digital communication receiver: 

I. Binary message interrupt handler; 

II. ASCII message interrupt handler 

The flowchart for the binary message interrupt handler is shown in Figure 3.33. 
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Figure 3.33: Flow chart for the binary message interrupt handler at the digital 

communication receiver 
 



133 | P a g e  
 

At the start of the flowchart in Figure 3.33 was an initial 1.5 s delay at the demodulating 

microcontroller once it was triggered by the arrival of the pilot signal. The importance of this 

time delay is further illustrated in Figure 3.34. 

 
Figure 3.34: Time delay technique for synchronising the digital communication 

transmitter and receiver 
 

As shown in Figure 3.34, although the pilot signal duration was 1 s, the receiver was delayed 

by a further 0.5 s after the end of the pilot signal. With this delay, the receiver clock constantly 

lagged the transmitter clock by 0.5 s for subsequent digital transmissions between the 

transmitter and receiver. The benefit of this approach was to set the time at which the receiver 

detected a transmitted pulse to the pulse midpoint (as shown in Figure 3.34) rather than at the 

pulse edge thus further guaranteeing reliable pulse detection at the receiver. 

Following the pilot signal delay in the flowchart of Figure 3.33, a decision was repeatedly made 

(every 1 s) at the input ADC of the demodulating microcontroller on the voltage level of the 

incoming DC signal which was output from the PLL as described in Section 3.6.1. With this 

ADC, the input voltage range for detecting a binary “1” was set as < 2.5 V while the voltage 

range for a binary “0” was set as ≥ 2.5 V based on the active LOW nature of the incoming DC 

signal. This 2.5 V threshold was incorporated to further reduce the possibility of random noise 
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interference with the correct recovery of the transmitted binary information at the digital 

communication receiver. DC signals below 2.5 V were thus classified as binary “1” while those 

at 2.5 V and above were classified as binary “0”.  

For the ASCII message interrupt handler, the flowchart is shown in Figure 3.35. 
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Figure 3.35: Flow chart for the ASCII message interrupt handler at the digital 

communication receiver 
 

For the ASCII interrupt handler, an 8-element array was initially declared to store the 8-bit 

ASCII message before presentation at the PC monitor. Following the pilot signal detection, a 

loop counter, which successively populated each array element based on the input signal at the 

ADC, was implemented. Once the 8-element array was fully populated, the array value was 
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compared to an already existing copy of the message to be decoded (in this case “01000001” 

which represents “A” according to the ASCII encoding scheme). If both copies matched, the 

decoded message was subsequently presented at the PC monitor. 

 

3.6.4 Procedure for digital information recovery 

The general procedure for digital information recovery, incorporating the interrupt handlers 

described in the previous section, is presented in this section. For digital information recovery, 

the PC was first connected, through a serial port, to the demodulating microcontroller. Like the 

digital communication transmitter, the serial connection between the PC and the 

microcontroller was programmed to transmit information at 300 bauds/second. Following the 

serial connection set-up, the microcontroller was connected to the signal pre-amplifier and PLL 

circuits with the signal pre-amplifier circuit further connected to the MFC sensor which was 

already installed along the exposed MDPE pipe. The detailed circuit schematic of the digital 

communication receiver is provided in Appendix C of this thesis. 

For the first digital communication experiments, the digital communication receiver was tested 

for its ability to reliably recover the binary information stream previously described in Section 

3.5.4 while the second set of experiments tested the digital communication receiver for ASCII 

message recovery. The flowchart for both procedures, which were the same (except for their 

individual interrupt handlers), is shown in Figure 3.36. 
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Figure 3.36: Flowchart for binary and ASCII information recovery at the digital 

communication receiver 
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As shown in Figure 3.36, after the start of the algorithm, the first four elements of the flowchart 

consisted of initialisation procedures which included the declaration of a serial communication 

link between the PC and demodulating microcontroller, declaration of an analogue input pin to 

interface the PLL and microcontroller as well as the declaration of a separate interrupt pin to 

trigger the microcontroller upon arrival of an incoming pilot signal. Following the initialisation 

steps, an interrupt handler was created for either binary or ASCII message recovery at the 

receiver. The baud rate for serial communication between the microcontroller and PC was 

subsequently set before a status message (“Waiting for signal…”) was programmed to 

repeatedly display at the PC monitor to signify the idle state of the digital communication 

receiver. Once a pilot signal was detected however, the digital communication receiver was 

removed from this idle state by running either of the interrupt handlers previously described in 

Section 3.6.3. 

3.6.5 Printed circuit board implementation of the digital communication receiver 

Like the digital communication transmitter, the final hardware design of the digital 

communication receiver was also in the form of a printed circuit board (PCB), the circuit layout 

for which was also designed using the DipTrace software package. The circuit schematic of the 

digital communication receiver was also printed on a PCB layout with FR4 substrate using a 

commercially available PCB manufacturer (PCBWay Ltd). Figure 3.37 shows the final product 

complete with microcontroller, serial port (for PC communication), PLL circuit, LED indicator 

as well as the signal pre-amplifiers which interfaced the MFC with the rest of the digital 

communication receiver.    
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Figure 3.37: PCB design of the digital communication receiver 

 

3.7 COMMMUNICATION SYSTEM DEPLOYMENT 

Following the communication transmitter and receiver development, the communication 

system was further tested along exposed and buried water pipes within the laboratory and field, 

respectively. Figure 3.38 shows the communication transmitter and receiver deployed along the 

exposed MDPE pipe previously described in Section 3.4.3. 

 
Figure 3.38: Digital communication transmitter and receiver deployed along exposed 

MDPE pipe 
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For the field trials, two separate opportunities for deploying the communication system within 

the University of Birmingham main campus were exploited. The first opportunity was to deploy 

the communication system along a 150 mm diameter buried steel pipe along which a leak repair 

was being conducted. Figure 3.39 shows the schematic of the communication system 

deployment.  

 
Figure 3.39: Schematic of the communication system deployment 

 

As shown in Figure 3.39, the vibration motor was installed along the pipe valve while the MFC 

sensors were installed directly along the pipe surface. Although it would have been preferable 

to install the vibration motor directly along the buried pipe, the timing of the transducer 

installations with the pipe burial only allowed the MFC sensors to be installed directly along 

the pipe while the vibration motor had to be installed along the connecting valve as shown in 

Figure 3.40.  
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Figure 3.40: Vibration motor installation along the pipe valve 
 

Figure 3.41 shows the final deployment of the communication system along the buried steel 

pipe. 

 
Figure 3.41: Communication system deployed along a buried steel pipe 

 

The second opportunity for field trials arose as part of a separate multidisciplinary project on 

buried infrastructure condition assessment at the University of Birmingham main campus. For 

these trials, two trenches (nominally identified as Trench 1 and Trench 2) each of 8 m length 

and 0.8 m depth were dug before an MDPE pipe (6 m length and 90 mm outer diameter), filled 
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with water prior to deployment, was deployed in each trench. For Trench 1, the soil backfill 

around the buried plastic pipe was un-compacted, while for Trench 2, the soil backfill around 

the buried plastic pipe was compacted. Further details of the soil composition for each trench 

are provided in Section 3.8.2. One vibration motor and two MFC sensors were also installed 

along each pipe as shown in Figure 3.42. 

 
Figure 3.42: Schematic of the communication system deployment for a buried plastic 

pipe 
 

While the installation distance of MFC sensor 1 was chosen to reflect the minimum distance 

threshold (3 m) of wireless underground communication for the tests, MFC sensor 2 was 

installed at the other extreme end of the pipe to test data communication at the maximum 

available distance along the pipe. Both the vibration motor and sensors were further enclosed 

within plastic casings to ensure protection against soil debris and are shown along one of the 

buried plastic pipes, before soil backfilling, in Figure 3.43. 
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Figure 3.43: Buried plastic pipe before and after soil backfilling 

 

Results of digital communication along the exposed and buried water pipes will be presented 

in Chapter 4. It was however evident from the tests that successful operation of the digital 

communication system depended on the acoustic signal strength upon arrival at the digital 

communication receiver. Furthermore, this acoustic signal strength was expected to vary based 

on the pipe material as well as its surrounding media (e.g., soil) properties due to acoustic signal 

attenuation along the pipe. The reliability of digital communication at increasing distances 

between the communication transmitter and receiver therefore depended on knowledge of 

acoustic signal attenuation along the water pipe. It was thus important to examine acoustic 

signal attenuation along the exposed and buried water pipes, the methodology of which is 

presented next.  

3.8 EXAMINATION OF ACOUSTIC SIGNAL ATTENUATION ALONG A 

WATER PIPE 

This section describes the methodology by which acoustic signal attenuation was examined 

along exposed and buried water pipes. Three separate approaches were employed for the 

analysis, i.e., analytical, experimental, and numerical methods. 
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3.8.1 Analytical examination of acoustic attenuation along the water pipe 

The analytical examination of acoustic attenuation along an exposed water pipe is first 

discussed in this section before treating the case of a buried water pipe. 

3.8.1.1 Analytical examination of acoustic attenuation along an exposed water pipe 

According to Muggleton & Yan (2013), Muggleton et al (2004), Muggleton et al. (2002) and 

Pinnington & Briscoe (1994), low frequency (< 1 kHz) acoustic wave propagation along a water 

pipe structure can be described in terms of an axisymmetric wave propagating along the pipe 

wall material, as well as within the internal fluid medium of the pipe. For an exposed water 

pipe, the pipe wall propagating acoustic wavenumber can theoretically be expressed as 

(Muggleton & Yan, 2013; Muggleton et al., 2004; Muggleton et al., 2002)    

  𝑘2
2 = 𝑘𝐿

2 (1 +
𝜈𝑝

2

1−𝜈𝑝
2

𝐸𝑝(1+𝑖𝜂)ℎ 𝑎2⁄

(𝐸𝑝(1+𝑖𝜂)ℎ 𝑎2⁄ )+(2𝐵𝑓 𝑎⁄ )−𝜔2ℎ𝜌𝑝
)           (3.6) 

Where 𝑘2 is the pipe wall propagating acoustic wavenumber, 𝑘𝐿 is the wavenumber of a 

compressional wave in a plate, 𝐵𝑓 (N/m2) is the bulk modulus of the internal fluid, 𝐸𝑝 (N/m2) is the 

elastic modulus of the pipe wall material, 𝜌𝑝 (kg/m3) is the density of the pipe wall material, 𝜈𝑝 is 

the Poisson’s ratio of the pipe wall material, 𝜂 is the material loss factor of the pipe wall and 𝑎 (m) 

and ℎ (m) are the water pipe inner radius and wall thickness respectively. 

According to Muggleton & Yan (2013), the pipe wall acoustic wavenumber is a complex number, 

the real part of which represents acoustic wave speed along the pipe while the imaginary part 

represents acoustic wave attenuation along the pipe. For the digital communication system 

described in this thesis, the imaginary part of the acoustic wavenumber forms the theoretical basis 

of predicting acoustic signal attenuation along the pipe. The acoustic signal attenuation, in 

decibels/metre (dB/m), is further expressed as (Muggleton & Yan, 2013; Muggleton et al., 2004; 

Muggleton et al., 2002) 
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    𝐿𝑜𝑠𝑠 = 20
𝐼𝑚{𝑘𝑎}

ln(10)
                 (3.7) 

Where 𝐿𝑜𝑠𝑠 (dB/m) is the acoustic attenuation, 𝐼𝑚{𝑘𝑎} is the imaginary part of the pipe wall 

acoustic wavenumber and 𝑎 is the water pipe inner radius. Results of acoustic attenuation 

prediction using the analytical model (for the exposed MDPE pipe with material and geometric 

properties listed in Table 3.4) are further presented and discussed in Chapter 4. The MDPE pipe 

material properties shown in Table 3.6 were obtained from a similar pipe in Muggleton & Yan 

(2013). 

Table 3.6: Geometric and material properties of the MDPE pipe 

Pipe inner radius (m) 0.0361 

Pipe wall thickness (m) 0.0092 

Elastic modulus (N/m2) 1.6 × 109 

Poisson’s ratio 0.4 

Density (kg/m3) 900 

Material loss factor 0.06 

Longitudinal wave speed (m/s) 1455 

Bulk modulus of water (N/m2) 2.25 × 109 

 

Parametric analyses of acoustic signal attenuation along the exposed MDPE pipe, with respect 

to changes in the pipe inner radius, wall thickness, elastic modulus and Poisson’s ratio were 

also conducted using the analytical model with the results presented in Chapter 4. Acoustic 

signal attenuation along other pipe materials (Table 3.7), with the same geometric dimensions 

as the exposed MDPE pipe, was also computed using the analytical model with the results (and 

how they compare with MDPE pipe results) also presented in Chapter 4. The Matlab 

programme for executing the analytical computations of acoustic attenuation along the exposed 

MDPE pipe is also provided in Appendix B. 
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Table 3.7: Material properties of PVC, cast iron and steel pipes 

Properties PVC Cast iron Steel  

Density (kg/m3) 2000 7100 7800 

Elastic modulus (N/m2) 5.00 × 109 1.00 × 1011 0.21 × 1011 

Poisson’s ratio 0.400 0.290 0.310 

Material loss factor 0.065 0.001 0.002 

 

3.8.1.2 Analytical examination of acoustic attenuation along a buried water pipe 

For low frequency acoustic excitation of a buried water pipe, the pipe wall acoustic 

wavenumber can be expressed as (Muggleton et al., 2004; Muggleton et al., 2002) 

𝑘2
2 = 𝑘𝐿

2 (1 +
𝜈𝑝

2

1−𝜈𝑝
2

𝐸𝑝(1+𝑖𝜂)ℎ 𝑎2⁄

(𝐸𝑝ℎ 𝑎2⁄ )+(2𝐵𝑓 𝑎⁄ )−𝜔2ℎ𝜌𝑝+𝑖𝜔(𝑍𝑑2+𝑍𝑟2)
)             (3.8) 

The additional terms in Equation (3.8), compared to Equation (3.6), are 𝑍𝑑2 and 𝑍𝑟2 which 

represent bulk and shear acoustic wave impedances in the surrounding soil medium. These 

acoustic wave impedances can further be expressed, in terms of Hankel functions of the second 

kind, as (Muggleton et al., 2004; Muggleton et al., 2002)  

𝑍𝑑2 ≈ −𝑖𝜌𝑚𝑐𝑑
𝐻0(𝑘𝑑𝑎)

𝐻0
′(𝑘𝑑𝑎)

    (3.9a) 

𝑍𝑟2 ≈ −𝑖𝜌𝑚𝑐𝑟
𝐻0(𝑘𝑟𝑎)

𝐻0
′(𝑘𝑟𝑎)

    (3.9b) 

Where 𝜌𝑚 (kg/m3) is the surrounding soil density, 𝑘𝑑 and 𝑘𝑟 are the wavenumbers of the soil 

bulk and shear acoustic waves respectively, 𝑐𝑑 and 𝑐𝑟 (m/s) are the acoustic wave speeds of the 

soil bulk and shear acoustic waves and 𝑎 (m) is the water pipe inner radius. The general 

relationship between acoustic wavenumber and wave speed can also be expressed as (Pal, 2008; 

Santamarina et al., 2001) 

𝑘 =
𝑐

𝜔
     (3.10) 
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Where 𝑐 (m/s) is the acoustic wave speed of the bulk or shear acoustic wave propagating within   

the surrounding soil. It is evident so far, that knowledge of the acoustic wave speed in the 

surrounding soil is essential to the prediction of acoustic wave attenuation along the buried pipe 

in soil. To obtain this information, a general description of the surrounding soil within which 

the pipes described in Section 3.7 (for the communication system field deployment) were buried 

was necessary. Soil samples surrounding the buried pipes were therefore collected and 

classified according to British Standards Institution (1990). The soil classification results for 

the soil surrounding the buried steel pipe are summarised in Figure 3.44 as well as in Tables 

3.8 and 3.9. 

 
Figure 3.44: Particle size distribution curve for the soil surrounding the buried steel pipe 
 

Table 3.8: Approximate proportions of particle sizes within the soil surrounding the 

buried steel pipe 

% Gravel % Sand % Fines % < 425 

microns 

Depth (m) 

38.1 61.5 0.4 22.1 0.6 
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Table 3.9: Material properties of the soil surrounding the buried steel pipe 

Sample Depth (m) Gravimetric water 

content (%) 

Bulk density 

(kg/m3) 

1 0.6 12.2 1680 

2 0.6 13.6 1650 

3 0.6 13.0 1660 

  Average: 12.9 Average: 1663 

 

The coefficients of uniformity and curvature of the soil were further calculated according to 

Equations (3.11) & (3.12). 

𝐶𝑢 = 𝐷60 𝐷10⁄     (3.11) 

𝐶𝑐 =
𝐷30

2

𝐷10×𝐷60
     (3.12) 

 

Where 𝐶𝑢 and 𝐶𝑐 are the coefficients of uniformity and curvature respectively, 𝐷10 is the 

maximum size of the smallest 10% of the sample, 𝐷30 is the maximum size of the smallest 30% 

of the sample and 𝐷60 is the maximum size of the smallest 60% of the sample. Based on 𝐶𝑢 and 

𝐶𝑐 (7.9 and 0.5 respectively) as well as Table 3.9, the soil surrounding the buried steel pipe was 

classified as poorly graded SAND (SP). For the buried plastic pipe, the soil classification results 

Trench 1 is summarised in Figure 3.45, Tables 3.10 and 3.11 while the results for Trench 2 are 

summarised in Figure 3.46, Tables 3.12 and 3.13.  
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Figure 3.45: Particle size distribution curve for the soil surrounding the buried MDPE 

pipe (Trench 1) 

 

Table 3.10: Approximate proportions of particle sizes within the soil surrounding the 

buried MDPE pipe (Trench 1) 

% Gravel % Sand % Fines % < 425 

microns 

Depth (m) 

8 87 5 75 0.6 

 
 

Table 3.11: Material properties of the soil surrounding the buried MDPE pipe (Trench 

1) 

Sample Depth (m) Gravimetric water 

content (%) 

Bulk density 

(kg/m3) 

1 0.6 4.8 1750 

2 0.6 5.8 1740 

3 0.6 5.3 1700 

  Average: 5.3 Average: 1730 
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Figure 3.46: Particle size distribution curve for the soil surrounding the buried MDPE 

pipe (Trench 2) 

 

Table 3.12: Approximate proportions of particle sizes within the soil surrounding the 

buried MDPE pipe (Trench 2) 

% Gravel % Sand % Fines % < 425 

microns 

Depth (m) 

13 71 16 16 0.6 

 

 

Table 3.13: Material properties of the soil surrounding the buried MDPE pipe (Trench 

2) 

Sample Depth (m) Gravimetric water 

content (%) 

Bulk density 

(kg/m3) 

1 0.6 3.5 2400 

2 0.6 4.5 2000 

3 0.6 4.4 1970 

  Average: 4.1 Average: 2123 

 

For Trench 1, 𝐶𝑢 and 𝐶𝑐 were calculated as 4 and 2 respectively while the same coefficients 

for Trench 2 were calculated as 3.4 and 0.4, respectively. Based on these uniformity and 

curvature coefficients, as well as the information provided in Tables 3.11 and 3.13, the soil in 

Trench 1 was classified as well graded SAND (SW) while the soil in Trench 2 was classified 

as poorly graded SAND (SW). Further discussion on the influence of acoustic wave speed 
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within these soil types on the analytical prediction of acoustic signal attenuation within the soil 

is presented in Chapter 4. The Matlab programme for executing the analytical computations of 

acoustic signal attenuation along the buried pipes are also provided in Appendix B. For now, 

the next section describes laboratory and field experiments for validating the analytical model 

predictions by measuring acoustic signal attenuation along exposed and buried water pipes. 

3.8.2 Measurement of acoustic signal attenuation along water pipes 

The laboratory and field experiments for measuring acoustic signal attenuation along exposed 

and buried water pipes respectively are described in this section.  

3.8.2.1 Laboratory experiments along an exposed water pipe 

The laboratory set-up for acoustic attenuation measurements along an exposed water pipe 

comprised an MDPE pipe with the same cross-sectional dimensions as the pipe described in 

Section 3.4.3 but of 40 m length. This length was chosen to accommodate only single path 

acoustic propagation along the pipe (i.e., without acoustic signal reflection at the pipe ends) 

according to Equation (3.13). 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒⁡(𝑚) = 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦⁡(𝑚 𝑠⁄ ) × 𝑡𝑖𝑚𝑒⁡(𝑠)   (3.13) 

With an acoustic velocity of 1455 m/s (Muggleton & Yan, 2013) and by installing the acoustic 

transmitter (ERM vibration motor) mid-way along the pipe (and at 90 degrees according to the 

circumferential configuration of Figure 3.47), an acoustic pulse of 0.01 s was chosen to excite 

the pipe as it was short enough to only allow single path acoustic propagation along the pipe. 

The vibration motor frequency is however time dependent, only achieving a relatively stable 

frequency within 100-200 Hz after 0.08 s (Precision Microdrives, 2015b). The detected acoustic 

signals along the pipe, during acoustic excitation, were therefore expected to be outside the 
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100-200 Hz bandwidth as will be shown by the corresponding results in Chapter 4. The 

schematic layout and picture of the experimental set-up are shown in Figures 3.48 and 3.49. 

 
Figure 3.47: Pipe cross-section showing the acoustic transmitter location 

 

 
Figure 3.48: Schematic of the exposed MDPE pipe set-up 
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Figure 3.49: Experimental set-up of the exposed MDPE pipe outside the laboratory 

        

As shown in Figures 3.48 and 3.49, the pipe was supported by a combination of 2 separate 

wooden blocks and support jacks to elevate the pipe above the ground (thus preventing any 

contact with the ground). The support mechanisms were also placed greater than 6 metres apart, 

allowing the section of the pipe along which the acoustic transducers were installed to be 

supported without any need for extra supports which could have presented a path for acoustic 

signal leakage from the pipe. Unlike the experiments described in Section 3.4.3, the choice of 

wooden block and insulating material was irrelevant in this case as the support mechanisms in 

Figures 3.48 and 3.49 were intentionally placed outside the pipe section along which acoustic 

signal measurements were taken.   

For acoustic excitation, the ERM vibration motor (which was driven at 12 V using the acoustic 

transmitter circuit in Figure 3.28) was programmed to repeatedly transmit a single pulse of 0.01 

s along the pipe. The choice of 12 V was made to maximise acoustic power input into the pipe. 

To capture the axial motion of the propagating acoustic wave, small (3 mm length, 3 mm width 

and 1.5 mm thickness), low power (0.9 mW) and low cost (£8) triaxial accelerometers (ADXL 

337 from Analog Devices) were installed at 0, 90, 180 and 270 degrees around the pipe 

(according to the configuration in Figure 3.47) by adhering them to a plastic casing before 
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placing the sensors in direct contact with the pipe. Four sets of these accelerometers were further 

installed at 0, 2, 4 and 6 m from the ERM vibration motor. The accelerometers were 

subsequently connected to a digital acquisition device (NI USB 6211 from National 

Instruments) which was also connected to a PC to store the acoustic signals acquired during the 

experiments. The acoustic signals were subsequently captured by repeatedly exciting the pipe 

with the ERM vibration motor once every five seconds thus allowing adequate time spacing 

between each acoustic pulse transmission. 

To record the pipe wall temperature, a DS18B20 temperature sensor from Maxim Integrated 

was also taped directly to the pipe surface. Temperature measurements were taken along the 

pipe to adjust any temperature dependent pipe wall parameters within the analytical model 

when comparing with the experiment results.  

The acoustic attenuation experiments were also repeated along a water-filled pipe by filling the 

MDPE pipe with water (as shown in Figure 3.50) using a hosepipe connected to a tap inside the 

laboratory, before repeating the experiments. 
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Figure 3.50: Exposed MDPE pipe being filled with water 

 

3.8.2.2 Field trials along buried water pipes 

For the field trials, the same buried pipes employed for the communication system deployment 

were also used for measuring acoustic signal attenuation along the pipes. For the buried steel 

pipe, the acoustic signal amplitude was measured at the two separate sensor locations either 

side of the valve (Figure 3.39) before calculating the attenuation. A similar procedure was also 

employed for the buried MDPE pipes where the acoustic signal amplitude was measured at the 

two MFC sensor locations (Figure 3.42). As with the laboratory experiments, the results of the 

field trials along the buried water pipes will be presented in Chapter 4. 

3.8.3 Numerical examination of acoustic attenuation along the water pipe 

A key difference between the analytical model and the laboratory and field experiments is the 

nature of acoustic excitation along the pipe. While the analytical model assumes a centralised 

acoustic source within the pipe, with axisymmetric distribution of acoustic energy, the 

experiments featured a non-axisymmetric acoustic source (the ERM vibration motor) located 
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at the pipe crown (or 90 degrees according to Figure 3.47). To incorporate this feature into the 

acoustic attenuation prediction, a numerical model was developed.  

For the numerical modelling, a finite element analysis (FEA) approach was chosen as it offered 

a computationally efficient approach for numerically computing the amplitude distribution of a 

propagating acoustic wave along a water pipe waveguide due to external excitation of the pipe. 

Furthermore, the FEA method is a widely used numerical solution approach for solving wave 

propagation and structural vibration problems (Rose, 2014). Since acoustic wave propagation 

is a dynamic problem, the governing equation of motion for an FEA model involving guided 

acoustic wave propagation along a hollow cylinder is (Rose, 2014; Drozdz, 2008): 

[𝑀]𝑢̈ + [𝐶]𝑢̇ + [𝑘]𝑢 = [𝐹]   (3.14)  

Where [𝑀] is a diagonal lumped mass matrix whose values are determined by the material 

density of the cylinder, [𝑘] is the static stiffness matrix whose values are determined by the 

Young’s modulus and Poisson’s ratio of the cylinder, [𝐶] is the viscous damping matrix which 

is determined by the Rayleigh damping of the cylinder, [𝐹] is the external acoustic excitation 

force applied to the hollow cylinder and 𝑢̈, 𝑢̇ and 𝑢 are the cylinder acceleration (m/s), velocity 

(m/s) and displacement (m) respectively. 

For the FEA model, wave propagation occurs along the cylinder when the initial equilibrium 

condition is disturbed by the application of force or displacement constraints. To solve Equation 

(3.14), thereby computing the dynamic response of the cylinder, numerical calculations in the 

time domain are needed. A popular technique for calculating this dynamic response is the direct 

integration method, i.e., a finite difference method which obtains a derivation of time, 𝑡 from 

Taylor’s polynomial (Rose, 2014). For this research, an explicit dynamic analysis technique 

using direct integration method in the form of a central difference operator, was employed for 
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modelling acoustic wave propagation along the cylindrical hollow cylinder. The main reason 

for adopting the explicit dynamic analysis approach was the advantage of computational 

efficiency offered by this approach (Drodz, 2008), over other techniques for computing the 

dynamic response of a physical structure.  

For the explicit dynamic analysis, a commercially available FEA package was employed. 

According to Drozdz (2008), a commercially available FEA package not only offers a robust 

and memory efficient solver but also reduces the highly complex and time-consuming necessity 

of developing and maintaining specialist FE code. Commercially available FE packages also 

offer user-friendly interfaces for pre- and post-processing operations, which significantly 

increases their flexibility and ease of use. The commercially available FE package chosen for 

the explicit dynamic analysis was the ABAQUS/Explicit (Dassault Systemes, 2011) software 

package, which remains a widely available and well supported software choice for FEA within 

the academia and engineering industry. The procedure for modelling acoustic wave propagation 

along the MDPE water pipe waveguide, using ABAQUS/Explicit, is further described next.  

3.8.3.1 Pipe geometry and material set-up 

To begin the FEA, a two-dimensional (2-D) cross-section of the water pipe waveguide, with 

outer diameter of 90.6 mm and wall thickness of 9.2 mm was constructed and subsequently 

extruded into a three-dimensional (3-D) cylinder. Following the geometry extrusion, the 

material properties for the MDPE water pipe (Table 3.6) were applied to the FEA model. 

Following the material property definitions, boundary conditions stipulating no rotational 

degree of freedom while keeping the boundaries fixed (i.e., no translational motion) were also 

applied at the pipe edges. The pipe was subsequently meshed into finite elements using first 

order hexahedral elements with reduced integration (C3D8R). Infinite element (CIN3D8) 

meshing was also applied to the pipe edges to prevent acoustic wave reflections at the edges. 
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To determine the optimum mesh density for the model which minimised computational time 

while maintaining modelling accuracy, a convergence analysis was performed. 

3.8.3.2 Convergence analysis 

For the convergence analysis, the pipe was excited at 200 Hz in the axial direction (as shown 

in Figure 3.51) while measuring the pipe wall acceleration at four separate locations at 90 

degrees around the pipe circumference. To measure the pipe wall acceleration at the acoustic 

excitation frequency, the time domain acoustic signal in the numerical results was converted 

into frequency domain using the SSB-FFT approach previously described in Section 3.4.3.2. 

This same FFT procedure was also employed for analysing the numerical modelling results for 

the exposed and buried water pipes which will be presented in Chapter 4. 

During the convergence analysis, the first acoustic measurement location was at the point of 

acoustic excitation while the other three locations were 1, 2 and 3 m away from the acoustic 

transmitter. Tables 3.14-3.17 show the results of the convergence analysis. 

 
Figure 3.51: Pipe numerical model showing the acoustic excitation direction 

 

 

 

 

 



161 | P a g e  
 

Table 3.14: Convergence analysis at 0 m from the acoustic transmitter 

Mesh length (m) Number of 

elements 

Computational 

time (hrs) 

Pipe wall acceleration 

(m/s2) 

1.500 116 0.18 0.41 

1.000 168 0.18 0.36 

0.500 656 0.18 0.26 

0.100 3200 0.18 0.30 

0.020 32000 0.21 0.43 

0.010 96000 0.52 0.61 

0.008 140028 0.79  0.66 

0.007 205704 1.12 0.79 

 
 

Table 3.15: Convergence analysis at 1 m from the acoustic transmitter 

Mesh length (m) Number of 

elements 

Computational 

time (hrs) 

Pipe wall acceleration 

(m/s2) 

1.500 116 0.18 0.34 

1.00 168 0.18 0.32 

0.500 656 0.18 0.23 

0.100 3200 0.18 0.22 

0.020 32000 0.21 0.22 

0.010 96000 0.52 0.22 

0.008 140028 0.79  0.22 

0.007 205704 1.12 0.22 
 

 

Table 3.16: Convergence analysis results at 2 m from the acoustic transmitter 

Mesh length (m) Number of 

elements 

Computational 

time (hrs) 

Pipe wall acceleration 

(m/s2) 

1.500 116 0.18 0.34 

1.000 168 0.18 0.32 

0.500 656 0.18 0.22 

0.100 3200 0.18 0.20 

0.020 32000 0.21 0.18 

0.010 96000 0.52 0.18 

0.008 140028 0.79  0.18 

0.007 205704 1.12 0.18 
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Table 3.17: Convergence analysis results at 3 m from the acoustic transmitter 

Mesh length (m) Number of 

elements 

Computational 

time (hrs) 

Pipe wall acceleration 

(m/s2) 

1.500 116 0.18 0.34 

1.000 168 0.18 0.29 

0.500 656 0.18 0.21 

0.100 3200 0.18 0.21 

0.020 32000 0.21 0.17 

0.010 96000 0.52 0.17 

0.008 140028 0.79  0.17 

0.007 205704 1.12 0.17 

 

While the results in Tables 3.15-3.17 show convergence in the pipe wall acceleration for mesh 

sizes of 0.02 m and below, the results in Table 3.14 did not. It was therefore decided to 

separately re-mesh this region (i.e., 0-1 m from the acoustic transmitter) while keeping the mesh 

density along the rest of the pipe constant. The results of the repeated analysis are shown in 

Table 3.18. 

Table 3.18: Repeated convergence analysis at 0 m from the acoustic transmitter 

Mesh length (m) Number of 

elements 

Computational 

time (hrs) 

Pipe wall acceleration 

(m/s2) 

1.500 3152 0.18 0.28 

0.100 3200 0.18 0.30 

0.020 7040 0.18 0.32 

0.010 13720 0.18 0.34 

0.009 16032 0.20 0.35 

0.008 18540 0.23 0.35 

0.007 21320 0.28 0.35 

0.006 26736 0.50 0.35 

 

In Table 3.18, the results indeed converged for mesh sizes of 0.009 m and below showing that 

the pipe needed to be finely meshed between 0 and 1 m from the acoustic transmitter while the 

region beyond 1 m could be more coarsely meshed as shown in Figure 3.52. 
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Figure 3.52: Pipe section showing the finely and coarsely meshed regions 

 

Following the convergence analysis, further acoustic measurement points were positioned 

around the pipe circumference (at 0, 90, 180 and 270 degrees) between 0 m and 10 m from the 

acoustic transmitter with 1 m axial spacing between the measurement points before separately 

modelling acoustic signal propagation along exposed and buried water pipes as described next. 

3.8.3.3 Numerical model for acoustic signal attenuation along an exposed water pipe 

To model the exposed MDPE pipe in Section 3.8.2.1, the acoustic excitation direction due to 

the positioning of the ERM vibration motor needed to be incorporated within the model. The 

ERM vibration motor, during its operation, is characterised by oscillatory motion in two 

primary directions as shown in Figure 3.53 (Precision Microdrives, n.d.).  

 
Figure 3.53: Vibration directions of the ERM vibration motor (from Precision 

Microdrives, n.d.) 
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As shown in Figure 3.53, the vibration motor, during operation, vibrates in two directions which 

are orthogonal to the motor shaft. Two types of geometric orientations were therefore possible 

with the ERM vibration motor for installation along the pipe. The first orientation featured the 

vibration motor shaft parallel to the pipe axis, with the subsequent acoustic excitation directions 

shown, within the numerical model, in Figure 3.54.  

 
Figure 3.54: Acoustic excitation of the exposed MDPE pipe in the radial and 

circumferential directions 
 

In Figure 3.54, acoustic excitation along the pipe (for the vibration motor installed with its shaft 

parallel to the pipe axis) was in the radial and circumferential directions of the pipe. The second 

orientation method of the vibration motor featured the vibration motor shaft installed 

perpendicular to the pipe axis, with the subsequent acoustic excitation directions shown in the 

numerical model in Figure 3.55.  
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Figure 3.55: Acoustic excitation of the exposed MDPE pipe in the radial and axial 

directions 
 

In Figure 3.55, acoustic excitation along the pipe (for the vibration motor installed with its shaft 

perpendicular to the pipe axis) was in the radial and axial directions of the pipe. The ERM 

vibration motor in the experiments described in Section 3.8.2.1 was however installed with its 

shaft parallel to the pipe axis and so the numerical model was initially run with acoustic 

excitation in the radial and circumferential directions before comparing the results with acoustic 

excitation in the radial and axial directions. 

For the water-filled pipe in Section 3.8.2.1, an acoustic medium with bulk modulus and density 

of 2.25 × 109 N/m2 and 997 Kg/m3 respectively was incorporated within the pipe before 

meshing this medium with the AC3D8R (8-node linear acoustic brick) element. The model was 

subsequently run with acoustic excitation in the radial and circumferential directions (to 

replicate the experiments) before comparing the results with those of the empty pipe numerical 

model. Both numerical modelling predictions and laboratory experiment results for the exposed 

MDPE pipe will be presented and discussed in Chapter 4. Like the analytical model, parametric 

analysis of acoustic signal attenuation along the exposed MDPE pipe, with respect to the pipe 

inner radius, wall thickness, elastic modulus and Poisson’s ratio were also conducted with the 

results also presented in Chapter 4.  
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3.8.3.4 Numerical model for acoustic signal attenuation along a buried water pipe 

For the buried water pipe, a surrounding soil medium was added to the pipe model as shown in 

Figure 3.56. 

 
Figure 3.56: Numerical model for buried water-filled pipe 

 

Figure 3.56 shows a surrounding soil medium around the section of the exposed pipe where 

acoustic measurements were to be taken in the numerical model. The soil medium, which was 

meshed using the AC3D8R (8-node linear acoustic brick) element, was only added to the 

relevant section of the pipe model (where acoustic measurements were to be taken) to save 

computational resources during the FEA.  

To directly compare the numerical model predictions with the field trials, soil material 

properties were assigned to the buried pipe model according to the soil properties sampled from 

the field trials. Separate numerical models were therefore conducted for: 

I. The buried steel pipe with steel pipe material properties (Table 3.7) assigned to the 

pipe while soil properties from the buried steel pipe field trials (Table 3.9) were 

assigned to the surrounding soil. 
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II. The buried MDPE pipe in Trench 1 with the MDPE material properties (Table 3.6) 

assigned to the pipe while soil properties from the buried MDPE pipe field trials 

(Table 3.11) were assigned to the surrounding soil.  

III. The buried MDPE pipe in Trench 2 with the MDPE material properties (Table 3.6) 

assigned to the pipe while soil properties from the buried MDPE pipe field trials 

(Table 3.13) were assigned to the surrounding soil.  

Since the pipe length employed for the buried MDPE pipe field trial was 6 m (rather than an 

infinitely long pipe), a separate numerical model, using this shorter pipe length, was also 

developed for the buried MDPE pipe before comparing the results with the field trials. 
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3.9 SUMMARY 

This chapter presented the methodology by which the proposed communication system 

described in this thesis was developed. An outline of the operational stages of the 

communication system was initially laid out before the system hardware arrangement was 

described. Following the description of the hardware layout, the method by which commercially 

available acoustic signal transducers were selected and evaluated for integration at the digital 

communication nodes was presented. The acoustic transducer selection process, which also 

included laboratory testing, yielded the selection of the external ERM vibration motor and MFC 

piezoelectric sensor for acoustic transmission and detection respectively along a water pipe. 

The development of the digital communication transmitter and receiver, including the 

algorithms for enabling reliable digital communication using the selected acoustic transducers, 

was also discussed in the chapter.  

To be able to predict the communication system performance, an understanding of the physical 

mechanisms by which an acoustic signal attenuated along an exposed or buried pipe needed to 

be achieved. To this end, analytical and numerical models in addition to laboratory and field 

trials were conducted to evaluate acoustic signal attenuation along exposed and buried water 

pipes.  
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CHAPTER 4 

RESULTS AND DISCUSSION 
 

4.1 INTRODUCTION 

Results of acoustic signal attenuation along exposed and buried water pipes as well as their 

implications for reliable data communication along the pipes are presented and discussed in this 

chapter. Section 4.2 initially presents the results of data communication trials along exposed 

and buried water pipes using the communication system developed in Chapter 3. It was also put 

forward in the chapter that key to predicting data communication reliability along a water pipe 

is the quantification of acoustic signal attenuation along the pipe. Sections 4.3 and 4.4 present 

the results of three separate approaches, i.e., analytical, numerical, and experimental, for 

examining acoustic signal attenuation along exposed and buried water pipes and how these 

results compare with each another. Section 4.5 further uses the acoustic attenuation predictions 

to evaluate data communication reliability along the pipes while Section 4.6 discusses a possible 

application of the proposed communication system for buried water pipe monitoring. A short 

summary of the chapter is presented in Section 4.7.   

4.2 DIGITAL COMMUNICATION RESULTS ALONG EXPOSED AND BURIED 

WATER PIPES 

This section presents digital communication results along the exposed and buried water pipes 

described in Chapter 3 using the system developed in the same chapter. Figure 4.1 shows the 

idle status message programmed at the digital communication receiver (Section 3.6.4) and 

subsequently displayed at the output monitor of the receiver PC prior to data transmission along 

the pipe. 
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Figure 4.1: Idle status message at digital communication receiver before data 

transmission 
 

Following successful pilot signal detection (which, as described in Section 3.6.3, synchronised 

the digital communication transmitter and receiver), Figures 4.2a and b show the digital 

communication results along the exposed and buried water pipes.  

 
 

 
Figure 4.2: Binary and b) ASCII data transmission along exposed and buried water 

pipes 
 

Shown in Figures 4.2a and b is the repeated transmission of binary as well as ASCII encoded 

digital information, without any bit error, using the digital communication transmitter and 

receiver described in Chapter 3. The results of Figure 4.2 a and b are therefore evidence of the 

successful deployment of the proposed communication system, for repeated data transmission 

(without any bit error) especially along a buried water pipe. To the best of the author’s 

knowledge, this is the first time the pipe wall of either a metallic or non-metallic pipe has been 
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successfully employed for enabling reliable, non-invasive digital communication along an 

exposed or buried water pipe. Using the communication system, with a data transmission rate 

of 2 bps for example, a 2-bit number would require 1 s for data transmission while 4 and 8-bit 

numbers/characters would require 2 and 4 s respectively (and so on). For a non-data intensive 

pipeline monitoring application (where less emphasis is on real-time data throughput), this 

latency may be tolerated if, as is the objective of the communication system, longer ranges of 

wireless underground data communication can be achieved compared to existing solutions 

based on radio signal propagation (which, as discussed in Section 2.4.3 are currently limited to 

less than 3 m). The results presented so far show that reliable digital communication is possible 

along an exposed or buried water pipe (especially of non-metallic material) using acoustic 

signal propagation along the pipe wall. To predict the ranges at which such communication is 

possible using the system developed in Chapter 3, the next sections present the results of 

analytical and numerical models as well as experimental trials designed to evaluate acoustic 

signal attenuation along the exposed and buried water pipes.  

4.3 ACOUSTIC SIGNAL ATTENUATION ALONG AN EXPOSED WATER PIPE 

4.3.1 Analytical model predictions for an exposed pipe 

It was shown in Section 3.8.1 that acoustic signal attenuation (dB/m) along a pipe wall, using 

analytical computations, depends on certain pipe geometric (pipe inner radius and wall 

thickness) and mechanical (pipe wall elastic modulus and Poisson’s ratio) properties. For the 

MDPE pipe described in Section 3.4.3 and with the material properties in Table 3.4, Figure 4.3 

shows the frequency dependency of acoustic attenuation along the pipe, within the bandwidth 

of the proposed communication system, using analytical computations. 



172 | P a g e  
 

 
Figure 4.3: Analytical predictions of the frequency dependency of acoustic signal 

attenuation along an exposed MDPE pipe 
 

According to Figure 4.3, acoustic attenuation along an exposed MDPE pipe increases with 

acoustic excitation frequency, which is in line with Equation (3.4) (which shows that acoustic 

wavenumber along the pipe is directly proportional to the acoustic excitation frequency) and 

Equation (3.5) which shows that acoustic attenuation is also directly proportional to the 

imaginary part of the acoustic wavenumber. For a water-filled pipe, Figure 4.4 also shows the 

frequency dependency of acoustic attenuation compared to an empty pipe.  

 
Figure 4.4: Analytical predictions of the frequency dependency of acoustic attenuation 

along (exposed) water-filled and empty MDPE pipes 
 

As shown in Figure 4.4, a slight reduction (maximum of 0.02 dB/m) in acoustic attenuation 

occurs along the pipe at excitation frequencies above 60 Hz. This is understandable when, as 
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noted by Muggleton et al. (2002), considering the effect of water within the pipe in stiffening 

the pipe wall (especially at higher frequencies) thus slightly reducing acoustic attenuation (by 

reducing the acoustic wave number) along the pipe wall.  

Using the pipe inner radius, wall thickness, elastic modulus and Poisson’s ratio as independent 

variables, parametric analysis of acoustic signal attenuation along the exposed MDPE pipe, 

based on the analytical calculations, is further discussed. The base case, around which the 

parametric analyses are implemented, are the geometric and material properties of the MDPE 

pipe in Table 3.4. The parametric analysis also focuses on acoustic excitation frequencies 

between 100 and 200 Hz since it is advantageous for the digital communication system, in 

practice, to operate within this bandwidth as it avoids background acoustic noise interference 

which, in the field, is typically concentrated below 100 Hz (e.g., Hunaidi & Chu, 1999).  

To examine the influence of pipe inner radius on acoustic attenuation, Table 4.1 shows the 

predicted acoustic attenuation (at 150 Hz acoustic excitation) for a range of pipe inner radii 

typical of water distribution pipes. 

Table 4.1: Analytically predicted acoustic attenuation along exposed MDPE pipe with 

respect to change in pipe inner radius 

Pipe inner 

radius  

(mm)  

Acoustic 

attenuation 

(dB) 

15.8 0.18 

36.1 0.18 

140.8 0.18 

 

Table 4.1 shows that the analytically predicted acoustic attenuation along the exposed MDPE 

pipe is independent of the pipe inner radius. With the analytical model therefore, changes in the 

pipe inner radius (at least within the limits of typical water distribution pipes) do not influence 

acoustic signal attenuation along the pipe.  
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For pipe wall thickness variation, Table 4.2 shows the acoustic attenuation predictions for 

separate pipe wall thicknesses. 

Table 4.2: Analytically predicted acoustic attenuation along exposed MDPE pipe with 

respect to change in pipe wall thickness 

Pipe wall 

thickness  

(mm)  

Acoustic 

attenuation 

(dB) 

9.2 0.18 

14.0 0.18 

17.0 0.18 

 

Again, like Table 4.1, acoustic attenuation along the exposed MDPE pipe is insensitive to pipe 

wall thickness variation according to the analytical model. The results presented so far have 

thus shown that based on the analytical model predictions, acoustic attenuation along the MDPE 

pipe is insensitive to the pipe geometric properties. This insensitivity can be traced to the low 

frequency approximations (Muggleton et al., 2004; Muggleton et al., 2002; Pinnington and 

Briscoe, 1994) for acoustic wave motion along a thin cylindrical shell, inherent in the analytical 

derivations for acoustic wave attenuation along a water pipe waveguide. 

Regarding the pipe mechanical properties, Bilgin et al. (2007) noted that the mechanical 

properties of polyethylene do not remain constant within the range of temperatures typically 

found in civil engineering applications. For the pipe wall elastic modulus, this functional 

relationship with temperature can be expressed as (Bilgin et al., 2007) 

𝐸 = 1050𝑒−0.018𝑇       (4.1) 

Where 𝐸  (MPa) and 𝑇 (°C) are the pipe wall elastic modulus and temperature, respectively. 

For temperatures between -25 and 50 °C (which encompasses the maximum expected 

temperature range for water distribution pipes), the corresponding elastic modulus of the MPDE 

pipe was calculated using Equation (4.1) before analytically predicting acoustic attenuation 

along the pipe (for separate pipe wall elastic moduli in N/m2) as shown in Table 4.3. 
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Table 4.3: Analytically predicted acoustic attenuation along exposed MDPE pipe with 

respect to change in pipe wall elastic modulus 

Pipe wall 

elastic 

modulus 

(N/m2)  

Acoustic 

attenuation 

(dB)  

1.6⁡ × 109 0.18 

8.8⁡ × 108 0.25 

4.3⁡ × 108 0.36 

 

Table 4.3 shows the analytically predicted acoustic attenuation along the exposed MDPE pipe 

to increase with decreasing pipe wall elastic modulus. It is therefore clear from the table that 

unlike Tables 4.1 and 4.2, the analytical prediction of acoustic attenuation along the MDPE 

pipe is sensitive to changes in the pipe wall elastic modulus. Using the MDPE pipe wall elastic 

modulus in Table 3.6 as a base value, accurate analytical prediction (to within 2 decimal places) 

of acoustic attenuation along the exposed MDPE pipe (based on a 14.9 × 10−11 dB/m increase 

in acoustic attenuation per N/m2 decrease in pipe wall elastic modulus) would require a choice 

of pipe wall elastic modulus within ±2% of the base value of the MDPE pipe wall elastic 

modulus in Table 3.6.  

Like the elastic modulus, the functional relationship between the pipe wall Poisson’s ratio and 

temperature can also be expressed as (Bilgin et al., 2007) 

𝜐 = 0.433 + 10.73 × 10−4𝑇   (4.2) 

Where 𝜐 is the pipe wall Poisson’s ratio. For the same temperature range previously described 

(i.e., between -25 and 50 °C), the corresponding Poisson’s ratio of the MPDE pipe was 

calculated using Equation (4.2) before predicting acoustic signal attenuation along the pipe as 

shown in Table 4.4. 
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Table 4.4: Analytically predicted acoustic attenuation along exposed MDPE pipe with 

respect to change in pipe wall Poisson’s ratio 

Pipe wall 

Poisson’s 

ratio  

Acoustic 

attenuation 

(dB)  

0.16 0.18 

0.43 0.18 

0.97 0.18 

 

Like Tables 4.1 and 4.2, analytical predictions of acoustic attenuation along the exposed MDPE 

pipe for varying Poisson’s ratio is constant. According to the analytical model therefore, 

acoustic attenuation along the MDPE pipe is only sensitive to changes in the pipe wall elastic 

modulus.  

Acoustic attenuation predictions for other pipe materials (Table 3.7) of the same physical 

dimensions as the MDPE pipe (Table 3.6) are also shown in Figure 4.5 and Table 4.5.  

 
Figure 4.5: Analytical predictions of the frequency dependence of acoustic attenuation 

along exposed MDPE, PVC, cast iron and steel pipes 
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Table 4.5: Acoustic attenuation predictions (analytical model) along exposed MDPE, 

PVC, cast iron and steel pipes 

Frequency (Hz) MDPE 

attenuation 

(dB/m) 

PVC 

attenuation 

(dB/m) 

Cast iron 

attenuation 

(dB/m) 

Steel 

attenuation 

(dB/m) 

0 0 0 0 0 

20 0.02 0.02 1.45 × 10−4 6.65 × 10−4 

40 0.05 0.04 2.91 × 10−4 1.30 × 10−3 

60 0.07 0.07 4.36 × 10−4 2.00 × 10−3 

80 0.10 0.09 5.82 × 10−4 3.00 × 10−3 

100 0.12 0.11 7.27 × 10−4 3.30 × 10−3 

120 0.15 0.13 8.73 × 10−4 4.00 × 10−3 

140 0.17 0.16 1.00 × 10−3 4.70 × 10−3 

160 0.20 0.18 1.20 × 10−3 5.00 × 10−3 

180 0.22 0.20 1.30 × 10−3 6.00 × 10−3 

200 0.25 0.22 1.50 × 10−3 6.70 × 10−3 

 

From Table 4.5, acoustic attenuation along the non-metallic pipes is significantly greater (by 2 

orders of magnitude) than for the metallic pipes. This is understandable as the metallic pipe 

elastic moduli in Table 3.7 are significantly higher (also 2 orders of magnitude) than the elastic 

moduli of the non-metallic pipes. Further validation of the analytical model predictions using 

the results of the experiments conducted along the bespoke laboratory set-up described in 

Section 3.8.2.1 is presented next. 

4.3.2 Results of acoustic attenuation experiments along an exposed pipe 

Results of the experiments described in Section 3.8.2.1 are presented in this section. To directly 

compare with the analytical model results, these results focus on axial particle motion along the 

pipe wall. Furthermore, predominantly axial particle motion at less than 1 kHz, as previously 

discussed in Section 2.5.2, is indicative of longitudinal acoustic wave propagation along the 

pipe wall. For the accelerometers located at 0 degrees around the pipe circumference for 

example, Figures 4.6 and 4.7 show the acoustic signals in the time and frequency domains when 

separate acoustic measurements were taken at 0, 2, 4 and 6 m along the pipe. It should be noted 

that the acoustic measurements at each distance were taken independently, hence the acoustic 
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pulse locations (within the 5 s window of each plot) are not dependent on the measurement 

distances.  
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Figure 4.6: Acoustic signals (time domain) measured along the exposed (empty) MDPE 

pipe at 0 degrees around the pipe and at a) 0 b) 2 c) 4 and d) 6 m from the acoustic 

transmitter 
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Figure 4.7: Acoustic signals (frequency domain) measured along the exposed (empty) 

MDPE pipe at 0 degrees around the pipe and at a) 0 b) 2 c) 4 and d) 6 m from the 

acoustic transmitter 
 



181 | P a g e  
 

From Figure 4.7, as expected due to the reasons previously described in Section 3.8.2.1, the 

acoustic signals measured along the pipe (during acoustic excitation of the pipe) were outside 

the 100-200 Hz bandwidth (as shown by the peak acoustic signal amplitudes at approximately 

38 Hz in Figure 4.7). Figure 4.6a also shows more prominent acoustic signal peaks closest to 

the actuator but the corresponding frequency domain signal (Figure 4.7a) shows a lower 

acoustic amplitude at 38 Hz compared to the rest of the pipe. A significant portion of the 

acoustic energy closest to the actuator therefore constitutes coherent noise representing higher 

order acoustic wave modes (as noted, for example, in Rose (2014)) generated at the point of 

acoustic excitation. As shown in Figure 4.6b, these high frequency peaks significantly diminish 

in amplitude between at 2 m also validating the pipe response as a low-pass acoustic filter as 

also reported separately by Kokossalakis (2006) and Jin et al. (2013). Table 4.6 and Figure 4.8 

further summarise the average peak acoustic amplitudes (in terms of measured voltages at the 

accelerometers) for repeated acoustic transmissions at the other circumferential positions of the 

pipe and at increasing distances from the acoustic transmitter. 

Table 4.6: Average peak acoustic signal amplitudes at each circumferential location 

along the exposed (empty) MDPE pipe 

Axial distance 

from acoustic 

transmitter 

(m) 

Average peak 

acoustic 

amplitude at 0 

degrees around 

pipe (V) 

Average peak 

acoustic 

amplitude at 

90 degrees 

around pipe 

(V) 

Average peak 

acoustic 

amplitude at 

180 degrees 

around pipe 

(V) 

Average peak 

acoustic 

amplitude at 

270 degrees 

around pipe 

(V) 

0 2.04 × 10−4 2.26 × 10−4 2.42 × 10−4 2.37 × 10−4 

2 3.13 × 10−4 2.55 × 10−4 2.90 × 10−4 3.32 × 10−4 

4 2.96 × 10−4 2.31 × 10−4 2.50 × 10−4 2.83 × 10−4 

6 2.47 × 10−4 2.37 × 10−4 2.65 × 10−4 2.05 × 10−4 
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Figure 4.8: Acoustic amplitudes at the four circumferential locations and at increasing 

distances along the exposed (empty) MDPE pipe 
 

The error bars in Figure 4.8 indicate the variability in vibration motor speed during repeated 

acoustic transmission along the pipe. As shown in Table 4.6 and Figure 4.8, the acoustic 

amplitude closest to the transmitter (not only for the acoustic receivers at 0 degrees but for all 

other circumferential positions) is relatively lower than at 2 m along the pipe. This is unlike the 

analytical model prediction where the acoustic amplitude is strongest closest to the transmitter, 

with linear attenuation at increasing distances along the pipe. As noted in Section 3.8.3, the 

analytical model assumes the acoustic source to be centrally located within the pipe with 

axisymmetric distribution of acoustic energy around the pipe. The experimental results however 

show that the same assumption cannot be held for accurately predicting acoustic signal 

attenuation along the pipe due to the non-axisymmetric location of the acoustic source (ERM 

vibration motor) along the pipe wall.  

The acoustic signal amplitude at each sensor relative to the sensor closest to the acoustic 

transmitter can further be calculated as  

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒⁡𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒⁡(𝑑𝐵) = 20 × 𝑙𝑜𝑔10
𝐴𝑥

𝐴0
⁡  (4.3) 
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Where 𝐴0 (V) and 𝐴𝑥 (V) are the acoustic signal amplitudes at 0 and 𝑥 metres respectively 

from the acoustic transmitter. Using Equation (4.3), Figure 4.9 shows the relative amplitudes 

as well as attenuation of the transmitted acoustic signal at 0 degrees around the pipe 

circumference and at increasing distances along the pipe. 

 

 
Figure 4.9: Relative acoustic amplitudes and b) attenuation of the acoustic signal along 

the exposed (empty) MDPE pipe at 0 degrees around the pipe and at increasing 

distances along the pipe 
 

Figure 4.9a shows the acoustic amplitude distribution at increasing distances along the pipe, 

relative to the acoustic sensor closest to the transmitter. As expected, an initial increase in 

acoustic amplitude can be seen between 0 and 2 m (due to the dispersion of high frequency 

acoustic waves in this region) before a negative trend in the acoustic amplitude beyond 2 m. 

The region between 0 and 2 m, nominally identifiable as the transmitter near-field, thus featured 
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a positive gain in low frequency acoustic signal amplitude before gradual attenuation beyond 2 

m (or in the region nominally identifiable as the acoustic far-field). As shown in Figure 4.9b, 

acoustic signal attenuation in the far-field was estimated as 0.5 dB/m while for the other 

circumferential positions around the pipe, this estimate ranged between 0.2 and 1.1 dB/m as 

shown in Table 4.7.  

Table 4.7: Experimental results for acoustic signal attenuation along the exposed 

(empty) MDPE pipe 

Circumferential position of acoustic 

receivers 

Measured acoustic attenuation (dB/m) 

0 degrees 0.5 

90 degrees  0.3 

180 degrees  0.2 

270 degrees  1.1 

Average acoustic attenuation 0.5±0.4 dB/m 

 

From Table 4.7, the average acoustic attenuation measured along the pipe wall was estimated 

at 0.5±0.4 dB/m. One possible reason for the variance in acoustic signal attenuation 

measurements around the pipe circumference was the curved nature of the pipe along its 40 m 

length (as opposed to a perfectly straight pipe in theory) due to the flexible nature of the MDPE 

pipe material especially for that length. The experimentally obtained results however, by 

distinguishing between near and far-field regions of acoustic signal propagation along the pipe 

wall, reveal a previously undiscovered feature of low frequency acoustic wave propagation 

along an MDPE pipe. This finding will be further validated against numerical modelling results 

in Section 4.3.3.  

Using pipe surface temperature readings (Figure 4.10) which were taken over the duration of 

the acoustic experiments, the average pipe wall temperature was calculated as 12.67 ± 0.67 

°C. The corresponding pipe wall elastic modulus for this temperature (according to Equation 

(4.1)) was further calculated as (8.36 ± 0.10) × 108 N/m2. Based on this elastic modulus, the 

analytical model predicted 0.06 dB/m attenuation at 38 Hz along the exposed MDPE pipe, a 
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lower value than the experimentally obtained average of⁡0.5 ± 0.4⁡dB/m. The analytical model 

result, compared to the experimentally measured average, therefore underestimates acoustic 

signal attenuation along the exposed MDPE pipe. This is understandable as the analytical model 

only considers the pipe wall material loss factor as responsible for acoustic attenuation along 

the pipe. The experimental result on the other hand, due to its higher acoustic attenuation 

estimate, suggests additional mechanisms by the which the acoustic signal attenuates along the 

exposed MDPE pipe. Numerical modelling results to validate this hypothesis will be further 

presented and discussed in Section 4.3.3.  

 
Figure 4.10: Pipe surface temperature readings along the exposed MDPE pipe 

 

For the water-filled MDPE pipe, Table 4.8 and Figure 4.11 show the measured acoustic signal 

amplitudes at the four circumferential locations around the pipe.  
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Table 4.8: Peak acoustic signal amplitudes for each circumferential location along the 

exposed (water-filled) MDPE pipe 

Axial distance 

from acoustic 

transmitter 

(m) 

Average peak 

acoustic 

amplitude at 0 

degrees around 

pipe (V) 

Average peak 

acoustic 

amplitude at 

90 degrees 

around pipe 

(V) 

Average peak 

acoustic 

amplitude at 

180 degrees 

around pipe 

(V) 

Average peak 

acoustic 

amplitude at 

270 degrees 

around pipe 

(V) 

0 1.08 × 10−4 0.98 × 10−4 1.03 × 10−4 0.92 × 10−4 

2 1.55 × 10−4 1.35 × 10−4 1.20 × 10−4 1.27 × 10−4 

4 1.10 × 10−4 1.11 × 10−4 1.00 × 10−4 0.88 × 10−4 

6 1.02 × 10−4 1.05 × 10−4 1.02 × 10−4 1.07 × 10−4 

 

 
Figure 4.11: Acoustic amplitudes at the four circumferential locations and at increasing 

distances along the exposed (water-filled) MDPE pipe 
 

Like Figure 4.8, Figure 4.11 also shows the acoustic amplitude closest to the transmitter (i.e., 0 

m) to be lower than the acoustic amplitude at 2 m from the acoustic transmitter due to the non-

axisymmetric nature of acoustic excitation along the pipe. Compared to Figure 4.8 however, 

the acoustic signal amplitudes in Figure 4.11 (0.088-0.155 mV) are lower than the amplitudes 

in Figure 4.8 (0.204-0.332 mV). This is interesting as it suggests additional acoustic energy loss 

from the pipe wall into the internal fluid medium. The numerical modelling results in Section 

4.3.3 further discuss the validity of this finding.  
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For now, Figure 4.12 shows the relative amplitudes as well as attenuation of the acoustic signal 

along the water-filled pipe at 0 degrees around the pipe circumference and at increasing 

distances along the pipe. 

 
 

 
Figure 4.12: Relative acoustic amplitudes and b) attenuation of the acoustic signal along 

the exposed (water-filled) MDPE pipe at 0 degrees around the pipe and at increasing 

distances along the pipe 
 

Like the empty pipe (Figure 4.9a), Figure 4.12a also implies the presence of near and far-field 

acoustic signal propagation along the water-filled pipe. As further shown in Figure 4.12b, far-

field acoustic attenuation along the water-filled pipe at 0 degrees around the pipe circumference 

was calculated as 0.9 dB/m. For the other circumferential positions around the pipe, this 

estimate ranged between 0.3 and 0.9 dB/m as shown in Table 4.9.  
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Table 4.9: Experimental results for acoustic signal attenuation along the exposed (water-

filled) MDPE pipe 

Circumferential position of acoustic 

receivers 

Measured acoustic attenuation (dB/m) 

0 degrees  0.9 

90 degrees  0.6 

180 degrees  0.3 

270 degrees  0.4 

Average acoustic attenuation 0.6±0.3 dB/m 

 

Compared to acoustic attenuation along the empty pipe (0.5±0.4 dB/m), average acoustic 

attenuation along the water-filled pipe is slightly higher but nonetheless suggests a minimal 

impact of the internal fluid medium on acoustic signal attenuation along the pipe. This also 

broadly agrees with the analytical model results in Figure 4.4 where acoustic attenuation along 

both empty and water-filled MDPE pipes are approximately the same (especially below 60 Hz).  

To further validate the experimental results (for both the empty and water-filled pipes), the next 

section discusses numerical modelling results for acoustic attenuation along the exposed MDPE 

pipe. 

4.3.3 Numerical model predictions for an exposed water pipe 

Using the geometric and material properties of the exposed MDPE pipe and at 38 Hz acoustic 

excitation (to directly compare with the experiment results), Figures 4.13a, b and c show the 

time domain acoustic signals at selected distances along the pipe in response to acoustic 

excitation in the radial and circumferential directions (Figure 3.54 in Section 3.8.3.3). The 38 

Hz period (0.026 s) is also shown in each plot.  
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Figure 4.13: Time domain acoustic signals at increasing distances along the exposed 

MDPE pipe, for radial and circumferential excitation at 38 Hz and with acoustic 

receivers at a) 0 and 180, b) 90 and c) 270 degrees around the pipe 
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Figure 4.13 shows the predicted acoustic wave propagation profile along the exposed MDPE 

pipe, using the numerical model, for acoustic receivers placed at the same circumferential 

positions and at the same distances as with the experiments. The figures also show the acoustic 

signal at 0 m from the acoustic transmitter to be significantly weaker than the signals at 

increased distances along the pipe. This result agrees with the experimental findings regarding 

the significant presence of high frequency acoustic signals in the immediate vicinity (0-1 m) of 

the acoustic transmitter (i.e., the acoustic near-field) followed by their diminished presence at 

further distances along the pipe (where the low frequency, i.e., 38 Hz, acoustic signal dominates 

the acoustic wave profile).  

Figure 4.14 shows the corresponding frequency domain signals of Figure 4.13. 
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Figure 4.14: Frequency domain acoustic signals at increasing distances along the 

exposed MDPE pipe, due to radial and circumferential excitation at 38 Hz and for 

acoustic receivers at a) 0 and 180, b) 90 and c) 270 degrees around the pipe 
 

As shown in Figure 4.14, the acoustic amplitudes are the same across all circumferential 

positions for each measurement distance, thus confirming the presence of axisymmetric 

longitudinal wave propagation along the pipe. This acoustic wave mode has been identified as 

the axisymmetric pipe wall dominated acoustic wave by Muggleton et al. (2002) and also as 

the longitudinal L(0,1) wave by Long et al. (2003). Figure 4.14 also confirms the weaker 

acoustic signal amplitude at 0 m, observed in Figure 4.13, compared to the other distances along 

the MDPE pipe. Using Equation (4.3), Figure 4.15 further shows the far-field acoustic 

attenuation at finer distance increments of 1 m along the pipe. 
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Figure 4.15: Acoustic attenuation at 38 Hz along exposed MDPE pipe, using numerical 

model, at the four circumferential locations around the pipe 
 

From Figure 4.15, acoustic signal attenuation along the exposed MPDE pipe was calculated as 

1.2 dB/m for all circumferential positions around the pipe. Compared to the analytical model 

prediction of 0.06 dB/m at the same frequency, the numerical model prediction is significantly 

higher. The reason for this discrepancy can be traced to a fundamental theoretical assumption 

of the analytical model where the pipe wall is modelled as a thin shell along which a one-

dimensional acoustic wave propagates in the axial direction. Acoustic signal attenuation 

prediction with the analytical model is thus determined solely by the pipe wall material losses. 

The numerical model, on the other hand, considers the pipe wall as a three-dimensional acoustic 

propagation medium thereby combining the contribution of acoustic dispersion within the pipe 

wall, in addition to pipe wall material losses, to the overall acoustic signal attenuation prediction 

along the pipe.  

For a water-filled pipe, Figures 4.16 and 4.17 show the acoustic amplitudes at the same 

distances used for the experiments as well as the acoustic attenuation (at 1 m distance 

increments) along the exposed MDPE pipe. 
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Figure 4.16: Frequency domain acoustic signals at increasing distances along the 

exposed (water-filled) MDPE pipe, with acoustic receivers at a) 0 and 180, b) 90 and c) 

270 degrees around the pipe 
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Figure 4.17: Acoustic attenuation at 38 Hz along exposed (water-filled) MDPE pipe, 

using numerical model, at the four circumferential locations around the pipe 
 

Like Figure 4.14 the acoustic amplitudes are the same across the pipe circumferential positions 

for each axial distance along the pipe, also confirming the presence of axisymmetric 

longitudinal wave propagation along the water-filled pipe. Compared to Figure 4.14 however, 

the acoustic amplitudes at each axial distance along the water-filled pipe are less than the 

corresponding amplitudes along the empty pipe. This agrees with the experimental findings in 

Section 4.3.2, where some of the propagating acoustic energy was suspected to couple into the 

internal fluid medium of the water-filled pipe. A similar observation was made by Long et al. 

(2002) where, for a buried cast iron pipe, a separate acoustic wave was shown to propagate 

within the internal fluid medium of the pipe (in addition to the longitudinal acoustic wave along 

the pipe wall) due to external acoustic excitation of the pipe.  

The numerically predicted pipe wall acoustic attenuation for the water-filled pipe was further 

calculated as 1 dB/m (Figure 4.17). This estimate is slightly less than the corresponding 

prediction for the empty pipe (1.2 dB/m) suggesting, like the analytical model, the influence of 

the internal fluid in increasing the pipe wall stiffness thus reducing acoustic attenuation along 

the pipe.  
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Like the analytical model, numerical predictions of acoustic attenuation along the exposed 

MDPE pipe is also frequency dependent as shown in Figure 4.18. 

 
Figure 4.18: Numerical model predictions of acoustic attenuation vs excitation 

frequency along the exposed MDPE pipe 
 

As shown in Figure 4.18, acoustic attenuation increases linearly along the exposed MDPE pipe 

with increasing acoustic excitation frequency along the pipe, agreeing with the analytical model 

prediction of Figure 4.3.  

For the separate vibration motor orientations previously described in Section 3.8.3.3, Figures 

4.19 and 4.20 show the relative acoustic amplitudes along the exposed MDPE pipe at 150 Hz 

acoustic excitation. 
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Figure 4.19: Relative acoustic amplitudes and b) acoustic attenuation at the four 

circumferential locations around the exposed MDPE pipe for 150 Hz acoustic excitation 

in the radial and circumferential directions 
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Figure 4.20: Relative acoustic amplitudes at 0 and 180 degrees, b) 90 degrees and c) 270 

degrees around the exposed MDPE pipe for 150 Hz acoustic excitation in the radial and 

axial directions 
 

From Figure 4.19, the relative acoustic amplitudes along the exposed MDPE pipe are the same 

at the four circumferential locations and with a constant attenuation of 1.5 dB/m at increasing 

distances along the pipe. This is not the case for the results in Figure 4.20 where acoustic 

excitation was in the radial and axial directions. In this case, the relative amplitudes at 

increasing distances along the pipe are particularly non-linear at 90 and 270 degrees around the 

pipe circumference. The acoustic attenuation (0.2 dB/m) is however relatively linear and 

predictable at 0 and 180 degrees closely matching the analytical model prediction of 0.18 dB/m 

at the same frequency. This close similarity can be explained by the axial component of the 

pipe excitation, which, in the case of the analytical model, is the sole acoustic excitation 

mechanism along the pipe. For the numerical model however, acoustic amplitude distribution 

at 90 and 270 degrees around the pipe is non-linear showing a pattern of peaks and throughs 

(indicative of coherent noise) which tend obscure the transmitted acoustic signal at increasing 

distances along the pipe. These results, interestingly, therefore show the strong presence of 

flexural acoustic wave propagation which is non-axisymmetric in nature (this is the F(1,0) 

acoustic wave mode identified, for example, by Wockel et al. (2015)) and the attenuation of 

which is relatively unpredictable compared to the longitudinal acoustic wave. Since acoustic 



198 | P a g e  
 

attenuation must be predictable to ensure data communication reliability along the pipe, a key 

finding from these results is the importance of orienting the vibration motor in such a way as to 

suppress this flexural acoustic wave propagation along the pipe as much as possible. As shown 

from the results in Figure 4.19 (as well as the method described in Section 3.8.3.3), this can be 

achieved by aligning the vibration motor with its shaft parallel to the pipe axis thus exciting the 

pipe in only the circumferential and radial directions.  

Parametric analyses of acoustic signal attenuation along the exposed MDPE pipes using the 

numerical modelling results for radial and circumferential acoustic excitation of the pipe are 

further discussed. Like the analytical model, the base case for the parametric analyses are the 

geometric and material properties of the MDPE pipe in Table 3.6.  

To examine the influence of pipe inner radius on acoustic attenuation, Table 4.10 summarises 

the numerically predicted acoustic attenuation for a range of pipe inner radii. 

Table 4.10: Numerically predicted acoustic attenuation along exposed MDPE pipe with 

respect to change in pipe inner radius 

Pipe inner 

radius  

(mm)  

Acoustic 

attenuation 

(dB) 

15.8 2.93 

36.1 1.48 

140.8 1.16 

 

Unlike the analytical model prediction (Table 4.1), Table 4.10 shows that the numerically 

predicted acoustic signal attenuation along the exposed MDPE pipe decreases with increasing 

pipe inner radius. Numerical prediction of acoustic attenuation along the MDPE pipe is 

therefore sensitive to changes in the pipe inner radius. Using the MDPE pipe inner radius in 

Table 3.6 as a base value, accurate numerical prediction (to within 2 decimal places) of acoustic 

attenuation along the exposed MDPE pipe (based on a 0.01 dB/m change in acoustic attenuation 
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per mm change in pipe inner radius) would require a choice of pipe inner radius within ±1% 

of the base value of the MDPE pipe inner radius in Table 3.6.   

For pipe wall thickness variation, Table 4.11 summarises the acoustic attenuation predictions 

for a range of pipe wall thicknesses. 

Table 4.11: Numerically predicted acoustic attenuation along exposed MDPE pipe with 

respect to change in pipe wall thickness 

Pipe wall 

thickness  

(mm)  

Acoustic 

attenuation 

(dB) 

9.2 1.48 

14.0 1.69 

17.0 1.88 

 

From Table 4.11, acoustic attenuation increases with increasing pipe wall thickness thus 

showing that numerical prediction of acoustic attenuation along the MDPE pipe is sensitive to 

pipe wall thickness variation. Using the MDPE pipe wall thickness in Table 3.6 as a base value, 

accurate numerical prediction (to within 2 decimal places) of acoustic attenuation along the 

exposed MDPE pipe (based on a 0.05 dB/m change in acoustic attenuation per mm change in 

the pipe wall thickness) would require a choice of pipe wall thickness within ±1% of the base 

value of the MDPE pipe wall thickness in Table 3.6.    

For changes in the pipe wall elastic modulus, Table 4.12 summarises the predicted acoustic 

attenuation along the exposed MDPE pipe. 

Table 4.12: Numerically predicted acoustic attenuation along exposed MDPE pipe with 

respect to change in pipe wall elastic modulus 

Pipe wall 

elastic 

modulus 

(N/m2)  

Acoustic 

attenuation 

(dB) 

1.6 × 109 1.48 

7.3 × 108 1.83 

4.3 × 108 2.44 
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Like the analytical model prediction (Table 4.3), the numerically predicted acoustic attenuation 

along the exposed MDPE pipe increases with decreasing pipe wall elastic modulus. Using the 

MDPE pipe wall elastic modulus in Table 3.6 as a base value, accurate numerical prediction (to 

within 2 decimal places) of acoustic attenuation along the exposed MDPE pipe (based on a 

67.4 × 10−11 dB/m change in acoustic attenuation per N/m2 change in the pipe wall elastic 

modulus) would require a choice of pipe wall elastic modulus within ±0.4% of the base value 

of the MDPE pipe wall elastic modulus in Table 3.6. 

For changes in the pipe wall Poisson’s ratio, Table 4.13 summarises the numerically predicted 

acoustic attenuation’s sensitivity to the pipe wall Poisson’s ratio. 

Table 4.13: Numerically predicted acoustic attenuation along exposed MDPE pipe with 

respect to change in pipe wall Poisson’s ratio 

Pipe wall 

Poisson’s 

ratio  

Acoustic 

attenuation 

(dB) 

0.16 1.38 

0.25 1.39 

0.40 1.48 

 

Again, unlike the analytical model results which predicted constant acoustic signal attenuation 

with respect to change in Poisson’s ratio, the numerical model predicted increasing acoustic 

signal attenuation with increasing pipe wall Poisson’s ratio. Using the MDPE pipe wall 

Poisson’s ratio in Table 3.6 as a base value, accurate numerical prediction (to within 2 decimal 

places) of acoustic attenuation along the exposed MDPE pipe (based on a 0.42 dB/m change in 

acoustic attenuation per unit change in the pipe wall Poisson’s ratio) would require a choice of 

pipe wall Poisson’s ratio within ±0.2% of the base value of the MDPE pipe wall Poisson’s ratio 

in Table 3.6.   
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Following the treatment of acoustic signal attenuation along an exposed MDPE pipe, the next 

section presents and discusses analytical and numerical modelling results, in addition to results 

obtained from field trials, for acoustic attenuation along buried water pipes. 

4.4 ACOUSTIC SIGNAL ATTENUATION ALONG A BURIED WATER PIPE 

4.4.1 Analytical model predictions for a buried water pipe 

In Section 3.8.1.2, it was shown that the attenuation of an acoustic wave along a buried pipe 

depends the properties of the surrounding soil within which the pipe is buried, particularly the 

real and imaginary parts of the soil acoustic wave impedance (which in turn depend on a 

knowledge of the bulk and shear acoustic wave speeds within the soil). In the same section, soil 

classification tests performed during the communication system field trials showed the soil 

surrounding the buried pipes to be either well or poorly graded SAND (SP or SW). To determine 

the acoustic wave speeds in these soils, reference is made to Oelze et al. (2002). In the work, 

the authors described extensive (a total of 231) experimental evaluations of the acoustic bulk 

wave speed in six different soil types, as a function of soil moisture content and compaction 

level. The soil types were specifically chosen to represent a wide range of soil properties 

expected to influence acoustic wave speed within a soil medium. The soil samples examined 

by Oelze et al. (2002), closest in particle size distribution to those obtained from the field trials 

described in Section 3.8.2.2, are summarised in Table 4.14. 

Table 4.14: Soil classification results from Oelze et al. (2002) 

Soil series Sample depth (m) % Sand  % Silt % Clay 

Adrian 0 – 0.2 72 18 10 

Plainfield 0 – 0.2 97 1 2 

 

Using 41 different experimental combinations, the soil samples in Oezle et al. (2002) were 

further prepared for acoustic experiments according to their nominal moisture content, ranging 

from “air-dry” to “fully saturated”, and compaction levels, classified as either “loose” or 
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“compact”. Results of the acoustic experiments were subsequently presented according to the 

mean bulk density, mean gravimetric water content, mean porosity, and mean acoustic wave 

speed for each soil type tested. These results, for the two representative soil samples in Table 

4.14, are shown in Table 4.15.  

Table 4.15: Soil sample results from Oelze et al. (2002) 

Soil series Mean bulk 

density (kg/m3) 

Mean gravimetric 

water content (%) 

Mean 

porosity 

Mean Acoustic 

wave speed (m/s) 

Adrian  830 15.9 0.2 89 

Plainfield  1450 9.1 0.3 138 

  

As shown Table 4.15, the acoustic wave speeds for Adrian and Plainfield soils were reported 

by Oelze et al. (2002) as 89 and 138 m/s respectively. Acoustic wave speed can be further 

expressed in terms of the soil density as (Santamarina, 2001; Head & Jardine, 1992)  

𝑉𝑏 = √
𝐾

𝜌
     (4.4) 

𝑉𝑠 = √
𝐺

𝜌
     (4.5) 

Where 𝑉𝑏 (m/s) and 𝑉𝑠 (m/s) are the bulk and shear acoustic wave speeds in the surrounding 

soil, 𝜌 (Kg/m3) is the density of the surrounding soil and 𝐾 (N/m2) and 𝐺 (N/m2) are the bulk 

and shear moduli of the surrounding soil. For the Adrian and Plainfield soils, since the bulk and 

shear acoustic wave speeds were replaced by mean acoustic wave speeds of 89 and 138 m/s 

respectively the bulk and shear moduli for a given soil density would be the same.  

For the buried steel pipe with material properties in Table 3.7 and surrounding soil properties 

in Table 3.9, the bulk and shear moduli, using 89 m/s acoustic wave speed, were both calculated 

as 1.3 × 107 N/m2. Using the other acoustic wave speed of 138 m/s, the bulk and shear moduli 

of the soil surrounding the buried steel pipe were calculated as 3.2 × 107 N/m2. Using this 



203 | P a g e  
 

information, Figure 4.21 shows the predicted acoustic attenuation (for soil acoustic wave speeds 

of 89 and 138 m/s) along the buried steel pipe, with respect to increasing acoustic excitation 

frequency.   

 
Figure 4.21: Analytical predictions of acoustic attenuation along the buried steel pipes 

(using acoustic wave speeds of 89 and 138 m/s) 
 

Figure 4.21 shows the analytically predicted acoustic attenuation along the buried steel pipe to 

be approximately the same for both acoustic wave speeds. This is most likely due to the 

assumption of a mean soil acoustic wave speeds as opposed separate bulk and shear acoustic 

wave speeds. Results of acoustic signal attenuation using separate bulk and shear acoustic wave 

speeds within the soil will be presented later in this section. Another observation from Figure 

4.21 is the initially sharp increase in acoustic attenuation, at lower acoustic excitation 

frequencies (< 50 Hz), before a more gradual increase in acoustic attenuation at increasing 

acoustic excitation frequencies. As noted in Muggleton et al. (2002), pipe wall losses dominate 

the analytical prediction of acoustic attenuation along a buried pipe at lower acoustic excitation 

frequencies while radiation losses dominate acoustic attenuation at higher frequencies. Figure 

4.21 therefore suggests that, at relatively higher acoustic excitation frequencies, acoustic energy 

radiation from the buried steel pipe into the surrounding soil is almost constant regardless of 

the acoustic excitation frequency. 
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For the buried MDPE pipe in Trench 1 (and with the surrounding soil properties listed in Table 

3.11), Figure 4.22a shows the predicted acoustic attenuation along the pipe (for acoustic wave 

speeds of 89 and 138 m/s) while Figure 4.22b shows the predicted acoustic attenuation along 

the buried MDPE pipe in Trench 2 (using the soil properties in Table 3.13) at increasing acoustic 

excitation frequencies.   

 

 
Figure 4.22: Analytical predictions of acoustic attenuation along the buried MDPE pipe 

(using acoustic wave speeds of 89 and 138 m/s) in a) Trench 1 and b) Trench 2 
 

Figure 4.22 like the exposed MDPE pipe in Figure 4.4, shows increasing acoustic attenuation 

with increasing acoustic excitation frequency along both pipes in Trenches 1 and 2. Compared 

to Figure 4.21 however, acoustic attenuation along the buried MDPE pipe is not only greater 

but also steadily increases with increasing acoustic excitation frequency. Acoustic energy 
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radiation into the surrounding soil is therefore significantly higher for the buried MDPE pipe 

(as well as constantly increasing with increasing acoustic excitation frequency) compared to the 

buried steel pipe.  

The higher acoustic attenuation along the buried MDPE compared to the buried steel pipe is 

understandable considering the specific acoustic impedances of the buried steel and MDPE 

pipes as well as the surrounding soil which can be expressed as (Santamarina, 2001) 

𝑍 = 𝜌𝑐     (4.6) 

Where 𝑍 (Pa·s/m) is the specific acoustic impedance of the pipe or soil, 𝜌 (Kg/m3) is pipe/soil 

density and 𝑐 (m/s) is the pipe/soil acoustic wave speed. Using Equation (4.6), the specific 

acoustic impedances of the buried steel and MDPE pipes are as 4.6 × 107 Pa·s/m and 1.3 × 106 

Pa·s/m. Using a soil sample from Table 4.15 (e.g., the “Plainfield” soil sample described by 

Oezle et al. (2002)), the acoustic impedance of this soil sample was calculated as 2.0 × 105 

Pa·s/m. Comparing the acoustic impedance of the soil to each pipe, the acoustic impedance of 

the MDPE pipe is closer to the soil acoustic impedance (although still higher by a factor of 10) 

than the acoustic impedance of the steel pipe is to the same soil (which is higher by a factor of 

100). Due to a closer acoustic impedance match with the soil, acoustic radiation from the buried 

MDPE pipe into the soil will therefore be higher than acoustic radiation from the buried steel 

pipe into the same soil since more acoustic energy will be coupled between the buried MDPE 

pipe and soil.  

Another observation from Figure 4.22 is the reduced acoustic attenuation for both trenches 

when a higher acoustic wave speed was employed for the analytical computations. Since a 

higher acoustic wave speed is indicative of higher bulk and shear moduli (Equations 4.4 and 

4.5), the results in Figure 4.22 suggest a lower acoustic attenuation for surrounding soil with 
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higher bulk and shear moduli. Like the case of the water-filled pipe (Figure 4.4) compared to 

an empty pipe, the surrounding soil stiffens the pipe wall which reduces acoustic wave number 

along the pipe thus lowering the predicted acoustic attenuation along the buried pipe. A closer 

observation of Figure 4.22 also shows that the acoustic attenuation prediction for Trench 2 is 

lower than that of Trench 1. From Tables 3.11 and 3.13, the average soil bulk density measured 

for Trench 2 (2123 kg/m3) was greater than the average soil density of Trench 1 (1730 kg/m3). 

The results of Figure 4.22 therefore also suggest that a more compact soil reduces acoustic 

attenuation along the buried MDPE pipe which is understandable as an increased surrounding 

soil density also stiffens the pipe wall which in turn reduces acoustic signal attenuation along 

the pipe.  

The analytical model predictions so far have assumed equal bulk and shear acoustic wave 

speeds within the surrounding soil of the buried pipe. According to Equations (4.4) and (4.5), 

these values depend on the bulk and shear moduli of the soil. Extensive investigation into the 

determination of these properties for sandy soils can be found in the literature (e.g., Seed et al., 

1986; Hardin & Drnevich, 1972; Silver & Seed, 1971; Richart et al., 1962). These experiments 

however showed that determination of the shear modulus of a given soil sample, for example, 

depends on the knowledge of the void ratio of the sample, the strain amplitude of motions within 

the soil sample as well as the confining pressure on the soil sample (which is not a trivial 

exercise). Typical values of in-situ separate bulk and shear acoustic wave speeds for loose, 

medium, and dense unsaturated sand can however be found in Head & Jardine (1992) and are 

summarized in Table 4.16. 
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Table 4.16: Typical values for in-situ bulk and shear acoustic wave speeds (Head & 

Jardine, 1992) 

Soil material In-situ acoustic bulk 

wave speed (m/s) 

In-situ acoustic shear 

wave speed (m/s) 

Loose 

unsaturated sand 

185 - 450 100 - 250 

Medium 

unsaturated sand 

325 - 650 200 - 350 

Dense 

unsaturated sand 

550 - 1300 350 - 700 

 

Using the average acoustic bulk and shear wave speeds for loose, medium, and dense 

unsaturated sand while focusing on the buried MDPE pipes, Figures 4.23a and b show the 

acoustic attenuation predictions for the buried MDPE pipes in Trenches 1 and 2.  

 

  
Figure 4.23: Analytical predictions of acoustic attenuation along the buried MDPE pipe 

(using acoustic separate bulk and shear acoustic wave speeds) in a) Trench 1 and b) 

Trench 2 
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Figures 4.23a and b show the acoustic attenuation predictions for the buried MDPE pipe in 

Trenches 1 and 2 for separate bulk and shear acoustic wave speeds (the error bars in the figure 

indicate the predicted attenuation at maximum and minimum acoustic wave speeds for each 

soil type). For both trenches, the average attenuation is even less than the predictions in Figure 

4.22 since the average bulk or shear acoustic wave speeds for each soil type in Table 4.15 is 

higher than 138 m/s. Figures 4.23a and b also show, individually, the reduction of acoustic 

signal attenuation along the pipe with increasing soil compaction (i.e., from loose to dense 

unsaturated sand). To compare with these analytical model predictions, the next section further 

presents the results of field trials which examined acoustic signal attenuation along buried steel 

and MDPE pipes. 

4.4.2 Results of field trials along buried water pipes 

Results of field trials examining acoustic signal attenuation along the buried water pipes are 

presented in this section. For the buried steel pipe in Figure 3.39 of Section 3.7, Figures 4.24a 

and b show the measured acoustic amplitudes along the pipe as detected by the MFC sensors 1 

and 2 m away from the ERM vibration motor during repeated acoustic transmissions.  
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Figure 4.24: Acoustic signals detected along the buried steel pipe at a) 1 m and b) 2 m 

 

From Figure 4.24, the average peak acoustic amplitudes (during acoustic excitation) recorded 

at each sensor are further summarised in Table 4.17.  

Table 4.17: Measured acoustic signal amplitudes along the buried steel pipe 

Distance (m) Average amplitude 

(V) 

Standard deviation 

(V) 

1 1.0 × 10−4 5.5 × 10−6 

2 0.5 × 10−4 3.8 × 10−6 

 

The relative acoustic amplitude between both sensors, from Table 4.17 and using Equation 

(4.3), was calculated as -5.8 dB. Using the sensor spacing (i.e., 1 m), acoustic attenuation along 

the buried steel pipe was subsequently calculated as 5.8 dB/m. The analytical model, on the 

other hand, predicts acoustic signal attenuation along the buried steel pipe (using the acoustic 

wave speeds in Tables 4.15 and 4.16) according to Table 4.18. 

Table 4.18: Analytical predictions of acoustic signal attenuation at 80 Hz along the 

buried steel pipe 

Mean bulk 

acoustic wave 

speed 

(m/s) 

Mean shear 

acoustic wave 

speed 

(m/s) 

Predicted acoustic 

attenuation 

(dB/m) 

89.0 89.0 0.07 

138.0 138.0 0.06 

317.5 175.0 0.04 

487.5 275.0 0.03 

925.0 525.0 0.02 
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From Table 4.18, acoustic attenuation prediction along the buried steel pipe is between 0.02 

and 0.07 dB/m which is significantly less than the experimental measurement of 5.8 dB/m. It is 

however worth mentioning that in addition to the limited number of acoustic measurement 

points along the buried steel pipe, the presence of a valve connection along the pipe (Figure 

3.39) also introduced pipe wall discontinuities which presented an avenue for acoustic wave 

scattering along the pipe and likely contributing to the higher acoustic wave attenuation 

measurement.  

For the buried MDPE pipe, the acoustic signal attenuation experiments were only conducted in 

Trench 2 due to the unfortunate tampering with the sensor cabling in the other trench by the site 

contractors during soil backfilling. Figures 4.25a and b show the measured acoustic signal 

amplitudes along the pipe, using the MFC sensors 3.0 and 5.6 m away from the ERM vibration 

motor during repeated acoustic transmissions.  
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Figure 4.25: Acoustic signals along the buried MDPE pipe at a) 3 m and b) 5.6 m 

 

From Figure 4.25, the average peak acoustic amplitudes recorded at each sensor during acoustic 

excitation along of buried MDPE pipe are further summarised in Table 4.19.  

Table 4.19: Measured acoustic signal amplitudes along the buried MDPE pipe 

Distance (m) Average amplitude 

(V) 

Standard deviation 

(V) 

3.0 1.9 × 10−4 7.3 × 10−6 

5.6 0.8 × 10−4 7.1 × 10−6 

 

From Table 4.19 and using Equation (4.3), the relative acoustic amplitude between both sensors 

was calculated as -7.5 dB. With the sensor spacing of 2.6 m, acoustic attenuation along the 

buried MDPE pipe was therefore calculated as 2.9 dB/m. With the analytical model on the other 

hand, Table 4.20 summarises the acoustic attenuation predictions using the soil acoustic wave 

speeds in Tables 4.15 and 4.16. 
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Table 4.20: Analytical predictions of acoustic signal attenuation at 130 Hz along the 

buried MDPE pipe 

Mean bulk 

acoustic wave 

speed 

(m/s) 

Mean shear 

acoustic wave 

speed 

(m/s) 

Predicted acoustic 

attenuation 

(dB/m) 

89.0 89.0 0.6 

138.0 138.0 0.5 

317.5 175.0 0.4 

487.5 275.0 0.3 

925.0 525.0 0.2 

 

The acoustic attenuation predictions in Table 4.20 are, as expected, higher than the predictions 

for the buried steel pipe due to a closer acoustic impedance match between the buried MDPE 

pipe and soil compared to the buried steel pipe and soil. The analytically derived acoustic 

attenuation predictions (0.2-0.6 dB/m) for the buried MDPE pipe are also significantly less than 

the experimentally derived acoustic attenuation (i.e., 2.9 dB/m) along the buried MDPE pipe. 

A likely reason for this discrepancy is the limited prediction accuracy of the analytical model 

which as previously stated in Section 3.8.3, assumes a centralised acoustic source within the 

pipe which was not the case for the field trials. The next section further presents numerical 

modelling results for acoustic attenuation along buried steel and MDPE pipes during non-

axisymmetric excitation of the pipes.  

4.4.3 Numerical model predictions for a buried water pipe 

The numerical modelling results presented in this section, focus on the buried steel pipe as well 

as the buried MDPE pipe in Trench 2. As previously described in Section 3.8.3.4, the 

surrounding soil medium of the buried pipe model was acoustic in nature thus supporting only 

bulk acoustic wave propagation. To generate the numerical modelling results, the average bulk 

acoustic wave speeds in Table 4.15 for each soil type listed in the table was employed for the 

FEA by calculating their corresponding bulk moduli (as shown in Tables 4.21 and 4.22) before 

inputting these values into the FEA model.  
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Table 4.21: Bulk moduli of the soil surrounding the buried steel pipe in the numerical 

model 

Soil type Average bulk acoustic 

wave speed (m/s) 

Bulk modulus (N/m2) 

Loose unsaturated sand 317.5 1.7 × 108 

Medium unsaturated sand 487.5 4.0 × 108 

Dense unsaturated sand 925.0 1.4 × 109 

 

Table 4.22: Bulk moduli of the soil surrounding the buried MDPE pipe in Trench 2 in 

the numerical model 

Soil type Average bulk acoustic 

wave speed (m/s) 

Bulk modulus (N/m2) 

Loose unsaturated sand 317.5 2.1 × 108 

Medium unsaturated sand 487.5 5.0 × 108 

Dense unsaturated sand 925.0 1.8 × 109 

 

Using the bulk moduli in Tables 4.21 and 4.22, Figures 4.26a and b show the numerically 

predicted acoustic signal attenuation along the buried steel and MDPE pipes (at 80 and 130 Hz 

acoustic excitation respectively) for loose, medium and dense unsaturated sand.  
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Figure 4.26: Numerical predictions of acoustic attenuation along a) buried steel pipe 

(acoustic excitation at 80 Hz) and b) buried MDPE pipe (acoustic excitation at 130 Hz) 
 

Figure 4.26 shows that regardless of the surrounding soil type (i.e., loose, medium, or dense 

unsaturated sand), acoustic attenuation along the buried steel or MDPE pipe is the same. The 

numerical modelling results therefore suggest that the influence of acoustic signal dispersion 

along the pipe wall significantly outweighs any contribution of the surrounding soil stiffness 

on acoustic attenuation along the buried water pipe. For the buried steel pipe, Figure 4.26a 

shows a significantly higher acoustic attenuation prediction (1.3 dB/m) by the numerical model 

compared to the corresponding analytical model prediction of 0.02-0.07 dB/m. Like the 

exposed pipes, this difference in results can be attributed to the contribution of acoustic 

dispersion along the pipe wall (due to the non-axisymmetric pipe excitation) to the overall 

acoustic signal attenuation along the pipe. For the same reasons, the numerically predicted 

acoustic attenuation along the buried MDPE pipe (1.5 dB/m) is significantly greater than the 

analytically predicted values of 0.2-0.6 dB/m.  

Compared to the results from the field trials, the numerical prediction of acoustic attenuation 

along the buried MDPE pipe is still significantly lower than the measured acoustic attenuation 

(2.9 dB/m) along the buried MDPE pipe. As described in Section 3.8.3.4, a shorter pipe length 

(6 m) was also designed in the numerical model to directly compare its acoustic attenuation 
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predictions with the results from the field trials. Figure 4.27 shows the numerically predicted 

acoustic attenuation for the 6 m length buried MDPE pipe. 

 
Figure 4.27: Numerical prediction of acoustic attenuation along the 5.6 m length buried 

MDPE pipe 
 

From Figure 4.27, numerical prediction of acoustic attenuation along the buried MDPE pipe of 

6 m length is 2.1 dB/m which is closer to the field trial estimate of 2.9 dB/m thus suggesting 

the influence of acoustic signal reflection at the pipe wall discontinuities at each pipe end in 

contributing to increased acoustic attenuation along the pipe. 

Based on the acoustic attenuation results for the exposed and buried water pipes presented so 

far, the next section further discusses the distances at which reliable digital communication can 

be achieved along the pipes.  

4.5 ACOUSTIC DATA COMMUNICATION RELIABILITY ALONG A WATER 

PIPE  

This section analyses data communication reliability along the exposed and buried water pipes 

and includes predictions of the maximum distances at which reliable digital communication can 

be achieved along the pipes. Data communication reliability, in this context, refers to the bit 

error ratio (BER) of a digital information signal during data transmission along the pipe. BER, 

for the purpose of definition, is the probability of incorrectly decoding a previously transmitted 
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digital information signal at a digital communication receiver (Mutagi, 2012; Kokossolakis, 

2006).  

As discussed in Chapter 3, the proposed communication system employed OOK modulation 

for digital transmission along a pipe. BER, using OOK modulation, can be expressed as 

(Proakis & Salehi, 2008)  

𝐵𝐸𝑅 =
1

2
𝑒𝑟𝑓𝑐 (√1

2⁄ 𝑆𝑁𝑅)   (4.8) 

Where 𝐵𝐸𝑅 is the bit error ratio of the digital information signal, 𝑆𝑁𝑅 is the signal to noise 

ratio of the digital information signal and 𝑒𝑟𝑓𝑐(𝑥) is the complementary error function 

(𝑒𝑟𝑓𝑐(0) = 1). Equation (4.8) shows that BER depends on the SNR of a transmitted signal (in 

this case the transmitted acoustic signal along the water pipe). Due to acoustic signal attenuation 

along the pipe, this SNR will reduce at increasing distances along the pipe. The objective of 

this section is therefore to use Equation (4.8) to examine data communication reliability along 

a pipe thus predicting of the maximum distances at which reliable digital communication can 

be achieved along the exposed and buried water pipes described in Chapter 3.  

As described in Section 3.6.1, the front-end of the digital communication receiver featured a 

signal pre-amplifier followed by a PLL circuit. This PLL circuit, with an input signal threshold 

of 200 mV (Texas Instruments, 2014), was responsible for converting the incoming acoustic 

signal into a binary signal before further signal processing operations were carried out at the 

receiver. Below the PLL input threshold therefore, the incoming acoustic signal would be 

undetectable at the digital communication receiver. The relative amplitude (in dB) between the 

signal pre-amplifier output and the input threshold of the PLL can further be expressed as  

𝑆𝑁𝑅 = ⁡20𝑙𝑜𝑔10
𝑉𝑜𝑢𝑡

𝑉𝑖𝑛
    (4.9)  
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Where 𝑆𝑁𝑅 (dB) is the relative amplitude between the signal pre-amplifier output and the PLL 

input threshold, 𝑉𝑜𝑢𝑡 (V) is the signal pre-amplifier output voltage and 𝑉𝑖𝑛 (V) is the PLL input 

threshold. As noted in Section 3.6.1, the maximum output voltage of the signal pre-amplifier is 

4 V. Using Equation (4.9) therefore, the maximum SNR between 𝑉𝑜𝑢𝑡 and 𝑉𝑖𝑛 was calculated 

as 26 dB. This can also be considered as the starting SNR for Equation (4.8). It therefore follows 

that for a constant acoustic transmitter power, this SNR will continue to diminish as the digital 

communication receiver is moved away from the transmitter due to acoustic attenuation along 

the pipe. Using this information as well as the theoretically predicted and experimentally 

measured acoustic attenuation along the exposed and buried water pipes, the next section further 

discusses the maximum ranges at which reliable digital communication can be achieved along 

the pipes.  

4.5.1 Data communication reliability along an exposed water pipe 

This section discusses the data communication reliability along the exposed MDPE pipe 

described in Section 3.8.2.1, for acoustic excitation at 38 Hz (based on the recorded peak 

acoustic signals Figure 4.7). With a maximum SNR of 26 dB between the signal pre-amplifier 

output and the PLL input and with the analytical and numerical predictions (in addition to the 

experimental measurements) of acoustic attenuation along empty and water-filled MDPE pipes, 

Figures 4.28 shows the BER predictions along each pipe.  
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Figure 4.28: Acoustic data communication reliability along a) the exposed (empty) 

MDPE pipe and b) the exposed (water-filled) MDPE pipe 
 

From Figure 4.28, the maximum distances at which digital communication is theoretically 

possible along the exposed (empty and water-filled) MDPE pipes vary depending on the 

acoustic attenuation prediction along the pipe. To predict the maximum distance, a BER of 0.01 

(or 1%) is recommended as the minimum threshold below which digital communication can be 

safely assumed to be reliable. This minimum threshold for reliable digital communication 

threshold has also been suggested for radio based wireless underground communication by 

Akyildiz et al. (2009). A BER above 0.01 therefore implies an increasingly unreliable digital 

communication system. Using this minimum reliability threshold, the maximum digital 

communication distances in Figures 4.28a and b are similar, since (as previously discussed in 
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Section 4.3) acoustic attenuation along the empty and water-filled pipes are approximately the 

same.   

It can also be seen in Figure 4.28 that the maximum data communication distance, using the 

analytically predicted acoustic attenuation along the exposed MDPE pipe, is significantly 

greater than the maximum digital communication distance with the numerically modelled and 

experimentally measured results. This can be considered an overestimation of the data 

communication distance since, as previously discussed in Section 4.3.3, the analytical model 

does not consider the contribution of pipe wall dispersive losses to acoustic attenuation along 

the pipe. The numerically predicted and experimentally measured acoustic attenuation-based 

digital communication reliability calculations thus provide a more realistic projection of the 

maximum distances at which reliable digital communication can be achieved along the pipe. 

The next section further discusses digital communication reliability along buried water pipes 

while focusing on the numerically predicted and experimentally measured acoustic attenuation 

estimates for the BER calculations. 

4.5.2 Data communication reliability along a buried water pipe 

Data communication reliability along the buried steel and MDPE pipes (described in Section 

3.7) is discussed in this section. For the buried steel pipe, Figure 4.29 shows the expected BER 

along the pipe. 
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Figure 4.29: Acoustic data communication reliability along the buried steel pipe 

 

From Figure 4.29, the maximum data communication distance (4 m) based on the 

experimentally measured acoustic attenuation is significantly shorter than the maximum 

communication distance (17 m) based on the numerically predicted acoustic attenuation. As 

previously mentioned in Section 4.4.2, the presence of a valve connection between the acoustic 

measurement points along the buried steel pipe is likely to have contributed to the increased 

attenuation measured along the pipe. Consequently, the maximum communication distance 

achievable for such a high acoustic attenuation estimate is significantly shorter than the 

numerical prediction which does not consider any pipe wall discontinuity. Without the 

impediment of a valve connection along the pipe, Figure 4.29 nevertheless shows that reliable 

digital communication can be achieved along the pipe at distances approaching 17 m. This is 

significant when considering that existing approaches for achieving wireless underground 

communication for real-time water pipe monitoring such as in Vuran & Silva (2010) and 

Akyildiz et al. (2009) are limited to less than 3 m. The results presented in Figure 4.29 (in 

addition to the result presented next) therefore show the possibility of achieving even greater 

communication distances, using acoustic signal propagation within an underground soil 

environment, for real-time buried water pipe monitoring. This finding is particularly important 
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for the cost-effective monitoring of buried water pipes as will be shown in Section 4.6. For 

now, Figure 4.30 shows the expected BER along the buried MDPE pipe in Trench 2.  

 
Figure 4.30: Acoustic data communication reliability along the buried MDPE pipe in 

Trench 2 
 

From Figure 4.30, the maximum communication distances along the buried MDPE pipe, based 

on the numerically predicted and experimentally measured acoustic attenuation along the pipe, 

are closer compared to Figure 4.29. This is expected since the numerically predicted acoustic 

attenuation (i.e., 1.5 dB/m) is closer to the experimentally measured acoustic attenuation (i.e., 

2.9 dB/m) along the buried MDPE pipe than it is for the buried steel pipe. As mentioned in 

Section 4.4.3 however, the numerical model predicted acoustic attenuation along an infinitely 

long pipe rather than a pipe of finite length (6 m) as used in the field trials. Using the 6 m pipe 

for the numerical model, Figure 4.31 shows the adjusted BER along the buried MDPE pipe. 
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Figure 4.31: Acoustic data communication reliability along the buried MDPE pipe in 

Trench 2 using adjusted numerical model attenuation 
 

From Figure 4.31, the maximum data communication distance along the buried MDPE pipe, 

based on the numerically predicted acoustic attenuation, is closer to the maximum distance 

based on the experimentally measured acoustic attenuation than it is in Figure 4.30. As 

previously discussed in Section 4.4.3, the numerically predicted acoustic attenuation is higher 

(i.e., 2.1 dB/m compared to 1.5 dB/m) for the 6 m pipe than it is for the infinitely long pipe due 

to the influence of acoustic signal reflections at the pipe edges in contributing to an increased 

acoustic attenuation along the pipe. Figures 4.30 and 4.31 therefore show that for a buried pipe 

of finite length (i.e., is terminated by pipe wall discontinuities) the maximum data 

communication distance along such a pipe will be reduced (compared to an infinitely long pipe) 

due to the influence of acoustic signal reflections at the pipe wall discontinuities.   

In addition to the presence of pipe wall discontinuities, the complexity of a buried pipeline 

network, in terms of material constitution of the individual pipes, will influence the distances 

at which reliable wireless underground data communication can be achieved using the proposed 

communication system. As noted by Rogers et al (2012), accurate knowledge of pipe material 

distribution within water supply networks in the UK is challenging due to variations in type and 

quality of materials employed over the years since these networks were originally constructed. 
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As previously mentioned in the literature review (Table 2.1 and Figure 2.1), cast iron pipes are 

estimated to constitute the majority of buried pipe material distribution in the UK although 

newer pipe installations for replacing and expanding existing water pipe networks are 

exclusively plastic in nature. Based on analytical model predictions, acoustic attenuation is 

theoretically higher along non-metallic compared to metallic pipes (due to increased acoustic 

energy radiation into the surrounding soil in the case of non-metallic pipes) and so the expected 

data communication range along buried plastic pipes will be comparatively shorter than metallic 

pipes of the same pipe diameter and wall thickness. Numerical modelling predictions however 

suggested only a slight difference in acoustic attenuation (0.2 dB/m difference according to 

Figure 4.26) and subsequent data communication range (2 m difference according to Figures 

4.29 and 4.30) between non-metallic and metallic pipes. The reason for the slight difference in 

acoustic attenuation along buried metallic and non-metallic pipes according to the numerical 

model (compared to the analytical model) is the increased influence of acoustic dispersion 

within the pipe wall in the case of the steel pipe where (due to the high acoustic impedance 

mismatch between the buried steel pipe and soil) acoustic energy is trapped within the pipe wall 

thus contributing to the overall acoustic attenuation along the pipe. It is nevertheless 

advantageous to conservatively deploy wireless underground communication nodes at distances 

which are based on the predicted data communication range for buried non-metallic pipes (as 

opposed to their metallic counterparts), which for example, is approximately 10 m for the buried 

MDPE pipe employed for this research.  

The bond between a pipe wall and the surrounding soil is also important since this can couple 

acoustic energy between the pipe wall and soil by creating an acoustic matching interface 

between both materials. This is particularly important for buried cast iron pipes where one of 

the main contributing factors to pipe deterioration is pipe wall corrosion (Rajeev et al., 2014). 

Cast iron corrosion occurs in soil due to electrochemical reactions resulting in the formation of 



224 | P a g e  
 

pitting, converting metal substrates into oxides, hydroxides, and aqueous salts (Abed et al., 

2020).  Electrochemical reactions between the cast iron and chemically aggressive soils such 

as clay will thus create a closer acoustic impedance match between the buried pipe and soil 

resulting in increased acoustic attenuation along the pipe since greater acoustic energy will be 

coupled between the pipe wall and the surrounding soil. This is especially relevant for aged cast 

iron pipes buried in clay soils where, as noted by Abed et al. (2020), electrochemical corrosion 

of the cast iron pipe alters the chemical composition of the surrounding soil in the immediate 

vicinity of the pipe by releasing ferrous ions into the soil. The closer acoustic impedance match 

between the cast iron pipe and the affected soil will thus result in increased acoustic energy 

radiation into the soil and by implication, acoustic attenuation along the buried pipe. The 

increased acoustic attenuation will subsequently reduce the acoustic data communication range 

along the pipe depending on the degree to which acoustic energy is radiated from the buried 

pipe into the soil (which in turn depends on the strength of chemical bonding between the pipe 

wall and surrounding soil).  

Regarding long term material properties of a buried MDPE pipe, Stewart & Bilgin (2020) noted 

that the temperature along a buried polyethylene pipe due to seasonal variations in ground 

temperature fluctuates between -7 °C and 21 °C (representing a 28°C change buried pipe 

temperature). Based on the parametric analysis of Table 4.12, the expected difference in 

acoustic attenuation along the buried MDPE pipe due to the impact of ground temperature 

fluctuations on the pipe wall elastic modulus will be 0.3 dB/m. With the BER calculations of 

Section 4.5, this implies that the maximum expected data communication range along a buried 

MDPE pipe would vary between 11-13 m due to the impact of seasonal variations in ground 

temperature on the pipe wall elastic modulus. For the pipe wall Poisson’s ratio, the range of 

buried MDPE pipe Poisson’s ratio for ground temperature variations between -7 °C and 21 °C 

is between 0.43 and 0.46 (Using Equation (4.2)). Based on the parametric analysis of Table 
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4.13, the expected difference in acoustic attenuation along the buried MDPE pipe due to the 

impact of ground temperature fluctuations on the pipe wall Poisson’s ratio will be 0.01 dB/m 

With the BER calculations of Section 4.5, this change in acoustic attenuation due to the impact 

of ground temperature fluctuations on the pipe wall Poisson’s ratio would have minimal effect 

on the maximum predicted data communication range along the buried MDPE pipe.  

The presence of electro-fusion as well as butt fusion joints can also introduce variations in the 

MDPE pipe wall thickness. For good quality pipe joints, pipe wall pipe thickness variations 

should not exceed 10% (MAB, 2017) and so with a 9.2 mm pipe wall thickness for example, 

the maximum variation in pipe wall thickness will be 0.9 mm. Using Table 4.11, this difference 

in pipe wall thickness translates to an acoustic attenuation difference of 0.05 dB/m which 

implies a less than 1 m difference in predicted data communication range along the buried 

MDPE pipe due to pipe wall thickness variation.  

Regarding soil bedding material, pipe embedment material should be a coarse-grained soil such 

as gravel or sand (or a coarse-grained soil containing silt or clay) due to their stiffness thus 

minimising pipe deflections due to external loading (PPI, 2008). A key objective of 

underground polyethylene (PE) pipe installation is to limit or control pipe deflection (which is 

a change in pipe diameter due to external loading) after burial. The stiffer the embedment 

material therefore, the less pipe deflection occurs. As noted by Yimsiri & Ratananikom (2021), 

pipe deflection can develop over time due to creep of pipe, backfill soil structure rearrangement 

and in-situ soil consolidation. Pipe deflection also typically varies along a buried pipe length 

due to variations in construction technique, soil type and loading with a typical range of ±2% 

of the pipe diameter (PPI, 2008). For a 90 mm diameter MDPE pipe for example, this represents 

a deflection of ±1% (0.9 mm) of the pipe wall inner radius. Using Table 4.10, the variation in 
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acoustic attenuation due to this pipe deflection will be ±9 × 10−3 dB/m which has minimal 

effect on the acoustic data communication range along the buried MDPE pipe.  

4.6 POTENTIAL APPLICATION OF THE PROPOSED COMMUNICATION 

SYSTEM 

As mentioned in Chapter 1, the occurrence of leaks and bursts are an inescapable reality for 

buried water distribution networks and are responsible for significant water loss within such 

networks if left unattended for long periods. In many instances, the presence of leaks within 

underground pipe networks often goes unnoticed and in more severe cases, can lead to 

catastrophic failures such as pipe bursts which impose further economic consequences on the 

affected communities. 

In Chapter 2, a real-time monitoring approach based on wireless sensor networks for buried 

water pipe monitoring was argued as the way forward in managing pipe leaks. Key to the cost-

effective deployment of wireless sensor networks for buried water pipe monitoring is reliable 

wireless underground communication between sensors deployed (non-invasively) along the 

pipe. These sensors should also be deployable in a manner that is effective both spatially and 

temporally (Stioanov et al., 2007). With radio based wireless underground communication, the 

spatial distribution of wireless underground sensors is limited to less than 3 metres due to the 

limited range of radio signal propagation within an underground soil environment using 

commercially available wireless sensor nodes (e.g., Sadeghioon, 2014; Vuran & Akyildiz, 

2010; Akyildiz & Stuntebeck, 2006). This high sensor deployment density can become cost 

prohibitive for a utility owner especially for covering vast areas of buried water distribution 

networks. The proposed communication system described in this research can potentially 

overcome the issue of high sensor deployment density by offering an improved wireless 

underground communication range (beyond 3 m) between a pair of wireless sensor nodes, while 
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maintaining the low cost (tens of pounds at most), low power supply (in the order of 1 Watt-

hour) and small size (centimetre scale) requirements of a typical wireless sensor node.  

As an example, the proposed communication system can be employed as part of a continuous 

leak detection and location scheme using cross-correlation. The cross-correlation technique 

uses the time difference in arrival of a leak signal between two adjacent acoustic sensors for the 

detection and subsequent location of a leak (Stoianov et al., 2007; Hunaidi et al., 2000; Hunaidi 

& Chu, 1999). Moreover, this technique is generally deployed on site only after a problematic 

section in the network has been initially identified (e.g. Kumar et al. 2020). The communication 

system developed in this research can facilitate a new approach for continuously monitoring 

buried water pipes using the cross-correlation technique, where a direct underground 

communication link is established between low cost, low power and small size wireless sensor 

nodes which are conveniently deployed at pipe access points (e.g. valves). 

For a pair of adjacent acoustic sensors installed along the buried water pipe, the presence of a 

leak can be determined by detecting an acoustic signature within a specific bandwidth typical 

of a leak noise (e.g. 200-250 Hz in Stoianov et al. (2007)). To accurately determine the presence 

of a leak, these acoustic sensors can initially periodically obtain digital samples of background 

acoustic noise along the buried water pipe during periods of low environmental activity (e.g. 

the early morning hours of 2.00 to 4.00 am). Since analysis of leaks is not time critical, leak 

detection and location procedures can be carried out by the wireless sensor network during 

hours of low background noise for short periods of time (i.e. within minutes) (Stoianov et al., 

2007). During the occurrence of a leak, increased energy in the leak signal bandwidth of the 

acoustic power spectrum (as measured by the acoustic sensors) which exceeds a previously set 

threshold (below which the acoustic signal is classified as background noise) activates the 

nearest acoustic sensor to the leak. This acoustic sensor subsequently generates an alarm which, 
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accompanied by a sensor identifier (in the form of a digitally encoded marker unique to each 

acoustic sensor), can be further relayed, using the underground communication system to an 

above ground gateway with direct terrestrial access to a central server (i.e. monitoring station) 

which is then notified of the suspected presence of a leak.  

Once the central server is notified of the suspected presence of a leak, it transmits an instruction 

to the gateway stipulating the specific time at which the acoustic sensors adjacent to the 

suspected leak should begin the process of recording the leak signal. This information is 

subsequently transmitted to the acoustic sensors before the leak recording process is initiated 

(by acoustic sensors which are adjacent to the suspected leak) at the allocated time. To conserve 

power, the leak recording process can be limited to within seconds before the recorded leak 

signal is digitized, compressed (to minimise its bandwidth) and relayed back to the above-

ground gateway and eventually the central server. At the central server, cross-correlation of the 

digitised leak signal can be performed to locate the maximum peak of the cross-correlated 

signal. If this peak exceeds a prescribed threshold, the location of the leak can be computed 

using the axial distances (in metres) of its adjacent acoustic sensors, the time lag of the peak of 

the cross-correlated signal (in seconds) as well as the acoustic propagation velocity of the leak 

signal (in metres/second). This leak detection and location procedure, using direct underground 

communication between acoustic sensors, thus represents a potential application of the 

proposed communication system for buried water pipe monitoring.   

4.7 SUMMARY 

This chapter began by presenting the results of digital communication along exposed and buried 

water pipes, using the novel communication system described in this thesis. The results showed, 

for the first time, that reliable digital communication is possible along an exposed or buried 

water pipe (of either metallic or non-metallic material) using low frequency (less than 1 kHz) 
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acoustic propagation along the pipe wall. Regarding acoustic signal propagation along the pipe, 

results of analytical and numerical modelling in addition to laboratory and field trials for 

evaluating acoustic signal attenuation along exposed and buried water pipes were presented and 

discussed. From the results, it was evident that the analytical model, in not considering the 

contribution of pipe wall acoustic dispersion, underestimates acoustic attenuation along the 

exposed or buried water pipe. It was also evident from the numerical as well as laboratory 

results, that acoustic attenuation along the pipe consists of near- and far-field regions due to the 

non-axisymmetric nature of acoustic excitation along the pipe. While the near-field region 

(between 0 m and 1 m from the acoustic transmitter) is characterised by a rise in acoustic signal 

amplitude, the far-field region (beyond 1 m from the acoustic transmitter) is characterised by a 

linear drop in acoustic signal amplitude along the pipe.  

For a buried water pipe, the analytical model showed the effect of the surrounding soil in 

increasing acoustic attenuation along the pipe (through acoustic wave radiation from the pipe 

into the soil) compared to its exposed counterpart. The analytical model also interestingly 

showed the effect of increasing soil bulk and shear moduli as well as density in reducing 

acoustic attenuation along the buried pipe due to the soil’s role in stiffening the pipe wall. With 

the numerical results no difference was observed in acoustic attenuation along the buried steel 

or MDPE pipe when the soil bulk or shear moduli was increased suggesting the greater 

influence of acoustic signal dispersion along the pipe wall (compared to any radiative loss) on 

the overall acoustic attenuation along the buried pipe. While the acoustic attenuation 

measurement for the buried steel pipe (5.8 dB/m) showed significant discrepancy with the 

numerical modelling result (1.3 dB/m), the measured acoustic attenuation along the buried 

MDPE pipe (2.9 dB/m) was closer to the numerical modelling results of 1.5 dB/m. For a finite 

pipe length equal to the pipe length employed for the field trials (i.e., 5.6 m), the numerical 

modelling result for the buried MDPE pipe (i.e., 2.1 dB/m) showed even closer agreement to 
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the field trial result suggesting the influence of acoustic signal reflection at the pipe extremities 

in contributing to increased attenuation along the pipe. 

Finally, analysis of data communication reliability along exposed and buried pipes showed that 

reliable digital communication is possible along an exposed MDPE pipe at distances of at least 

18 m while for buried steel and MDPE pipes the reliable communication distances ranged from 

4 m to 17 m. Compared to the currently achievable range of wireless underground 

communication for real-time buried water pipeline monitoring, which is less than 3 m, the 

results presented in this chapter show notable promise. A potential application of the proposed 

communication system for real-time leak detection and location was also discussed in this 

chapter, showing the practicality of the communication system deployment for cost-effective 

and real-time buried water pipe monitoring.  
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CHAPTER 5 

CONCLUSIONS AND RECOMMENDATIONS FOR FURTHER WORK 
 

 5.1 INTRODUCTION 

This thesis presented the design and development of a novel wireless underground 

communication system for buried water pipe monitoring, using low frequency (< 1 kHz) 

acoustic propagation along the pipe. A new data communication algorithm (using an embedded 

systems approach) was designed and culminated in the development of separate low cost (tens 

of pounds at most), low power supply requirement (in the order of 1 Watt-hour) and miniature 

(centimetre scale) working prototypes of a digital communication transmitter and receiver 

(which also addressed the third research objective in Chapter 1). The digital communication 

system design focused not only on enabling wireless underground communication at distances 

beyond 3 m in an underground soil environment, but also on ensuring that such data 

communication is reliable (i.e., with no bit error). In this regard, results of laboratory and field 

testing of the prototype communication system showed promise as reliable data communication 

was achieved at 5.6 m along both exposed and buried MDPE pipes.  

Key to predicting the reliability of this communication system was the quantification of acoustic 

signal attenuation along a water pipe waveguide. To this end, separate analytical, numerical, 

and experimental models were developed to comparatively examine acoustic signal attenuation 

along exposed and buried water pipes before using the results to predict the maximum ranges 

at which reliable digital communication can be achieved using the proposed communication 

system. The next section further presents the key findings of this research. 

5.2 CONCLUSIONS  

The key findings of this research are summarised below: 
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• From the first research objective, based on a review of wireless underground 

communication techniques for buried water pipe monitoring, it was evident that unlike 

traditional radio-based communication, low frequency (< 1 kHz) acoustic propagation 

along a water pipe waveguide can enable digital communication at distances beyond 3 

m within an underground soil environment. The literature review also showed that while 

the subject of acoustic communication along water pipes has traditionally exploited the 

internal fluid medium for long range (i.e., tens of metres) communication, the use of the 

pipe wall itself for achieving similar ranges of wireless underground communication 

remained relatively unexplored. The main contribution of this research is therefore the 

demonstration of the possibility of achieving reliable wireless underground digital 

communication along a buried water pipe (especially of non-metallic material) using 

low frequency acoustic propagation along the pipe wall. 

• Based on a thorough review of state-of-the-art commercially available acoustic 

transducers as well as laboratory-based examination of these transducers (the second 

objective of this research), this research, for the first time, has shown that a selection of 

low cost (tens of pounds at most), low power (in the order of 1 W) and miniature 

(centimetre scale) commercially available acoustic transducers can be employed for 

acoustic based digital communication along a water pipe. These transducers, discovered 

among plethora of commercially available options (over 130 different models) through 

careful selection and laboratory testing, are the ERM vibration motor and the MFC 

piezoelectric sensor. A new window of opportunity has therefore been opened by this 

research by applying these traditionally haptic transducers to the area of buried water 

pipe monitoring through integration within a novel wireless underground 

communication system for buried water pipe monitoring. Related to this finding are: 
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- Considering the cost, physical size, and power limitations of a wireless underground 

communication node, an ERM vibration motor was shown to generate the highest 

vibration amplitude of any commercially available acoustic transducer for 

transmitting acoustic waves along a water pipe surface. This is due to its relatively 

large form factor (enabled by an eccentric rotating mass located outside the motor 

body) which offered the possibility of an increased acoustic communication range 

compared to smaller acoustic transducers which, although may have the same 

operating principle, have a smaller form factor (due to, for example, an internally 

located eccentric mass within the motor body).  

- It is possible to increase the data transmission rate for acoustic communication along 

a water pipe by rapidly deactivating the ERM vibration motor. Traditionally, this 

technique has been applied for haptic control applications where the vibration motor 

is rapidly deactivated to improve haptic feedback. This research has however opened 

a new avenue for using this active braking technique for acoustic data 

communication by showing how the technique can be employed for improving 

acoustic data transmission throughput along an exposed or buried water pipe.   

- An active (i.e., generating its own power) commercially available sensor, 

specifically the MFC piezoelectric sensor, has for the first time been shown to not 

only detect acoustic waves along a non-metallic (MDPE) pipe by direct attachment 

to the pipe but also to successfully do so within a low cost, low power, and miniature 

digital communication receiver.  

- For the low cost, low power and miniature acoustic communication receiver, this 

research has also shown the possibility of integrating a single chip coherent 

demodulator within the acoustic communication receiver to achieve reliable digital 

communication along an exposed or buried water pipe. This finding is especially 
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key to the application of low-cost wireless underground communication nodes for 

dependable and real-time pipeline monitoring as it shows that reliable digital 

communication can still be achieved along a buried water pipe while pushing the 

boundaries of low cost, low power, and smaller size hardware components for 

wireless underground communication.  

• Reliable digital communication (albeit at 1 bps data transmission rate), for the first time, 

has been shown to be possible along the surface of a metallic (steel) and (especially) 

non-metallic (MDPE) pipe buried in well or poorly graded SAND (SP or SW). This is 

in line with the fourth objective of this research. As highlighted in the literature review, 

other wireless communication techniques for buried pipeline monitoring have 

individual shortcomings such as limited range (in the case of radio) or the need to install 

the digital communication transmitter and receiver within the pipe (in the case of 

underwater acoustic communication). This finding however shows that reliable wireless 

underground communication, where the acoustic communication transmitter and 

receiver are non-invasively (i.e., on the outer pipe surface) installed along the buried 

water pipe (especially a non-metallic pipe), can still be achieved while still offering 

greater communication distance compared to underground radio communication. 

Furthermore, the limited data rate of the novel communication system may not be an 

issue for certain pipeline monitoring applications (e.g., leak monitoring) where data can 

be collected and transmitted from the pipe at hourly or even daily intervals thus placing 

less emphasis on the quantity, as opposed to the quality of data transmission.  

• Addressing the fifth research objective, separate analytical and numerical models were 

developed as part of this research for examining acoustic signal attenuation along 

exposed and buried water pipes. Comparison of the numerical and analytical models for 

acoustic signal attenuation along the MDPE pipe showed that the numerical model, 
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unlike the analytical model, predicted a near- and far-field region of acoustic signal 

attenuation based on the proximity of the acoustic receiver to the transmitter. While the 

near-field was dominated by non-propagating high frequency (> 1 kHz) acoustic 

signals, the far-field was dominated by low frequency (< 1 kHz) acoustic signal 

propagation. This near- and far-field effect was similarly observed in laboratory 

experiments for acoustic signal attenuation along an exposed MDPE pipe. For the far-

field acoustic attenuation, the numerical model also predicted a notably higher acoustic 

attenuation of 1.2 dB/m compared to the analytical model prediction of 0.06 dB/m at 

the same acoustic excitation frequency, which indicated that, in addition to pipe wall 

material losses, acoustic dispersion also contributes to the overall acoustic attenuation 

along the pipe. Like the analytical model, the numerical model also predicted 

significantly higher acoustic attenuation (by 2 orders of magnitude) along non-metallic 

compared to metallic pipes. Related findings for acoustic attenuation along the exposed 

and buried water pipes include: 

- Based on analytical calculations, acoustic attenuation was shown to increase linearly 

along an exposed MDPE pipe with increasing acoustic excitation frequency between 

0 and 200 Hz. Parametric studies of acoustic signal attenuation along the pipe, using 

the analytical model, also showed that the acoustic attenuation prediction is 

insensitive to uncertainties/variations in the pipe inner radius, wall thickness or 

Poisson’s ratio (within the limits typical of water distribution pipes) but sensitive to 

changes in elastic modulus. To accurately predict (to within 2 decimal places) 

acoustic attenuation along the MDPE pipe using the analytical model therefore, the 

chosen pipe wall elastic modulus must be within ±2% of the parametric base value 

for MDPE pipe wall elastic modulus. 
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- Unlike the analytical model parametric studies, parametric studies for the numerical 

model results showed that acoustic attenuation (far-field) along the MDPE pipe is 

sensitive to changes in the pipe inner radius, wall thickness and Poisson’s ratio in 

addition to sensitivity to the pipe wall elastic modulus. To accurately predict (to 

within 2 decimal places) acoustic attenuation along the MDPE pipe using the 

numerical model therefore, the chosen values for pipe inner radius, wall thickness, 

elastic modulus and Poisson’s ratio must therefore be within ±1%, ±1%, ±0.4% 

and ±2% respectively of their parametric base values. 

- To ensure the predictability of acoustic attenuation along the MDPE pipe, it is 

important to align the ERM vibration motor in such a way as to suppress the 

generation of flexural acoustic wave propagation in favour of a longitudinal acoustic 

wave along the pipe. As shown during this research, this can be achieved by aligning 

the ERM vibration motor shaft parallel (instead of perpendicular) to the pipe axial 

axis. 

- For the buried water pipes, according to the analytical model, acoustic signal 

attenuation along the buried MDPE pipe is greater compared to acoustic attenuation 

along the buried steel pipe due to increased acoustic energy radiation between the 

buried MDPE pipe and the surrounding soil compared to the buried steel pipe. The 

analytical model findings also indicated that factors such as increasing the bulk or 

shear acoustic wave speed in soil as well as well as the soil density (which are 

indicative of a more compact soil) reduce acoustic attenuation along the buried 

MDPE by further stiffening the pipe wall and lowering the propagating acoustic 

wave number. 

- The numerical modelling results for acoustic signal attenuation along the buried 

water pipe, unlike the analytical, revealed no difference in the acoustic attenuation 
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prediction along the buried water pipes for loose, medium, or dense unsaturated 

sand. The results therefore suggested that the influence of acoustic signal dispersion 

along the pipe wall significantly outweigh any contribution of the surrounding soil 

stiffness on acoustic attenuation along the buried water pipe.   

- Comparisons between the measured acoustic attenuation along the buried MDPE 

pipe and the numerical modelling predictions for a pipe of the same length showed 

reasonably close agreement (i.e., 2.1 dB/m numerical model prediction compared to 

2.9 dB/m obtained from the field trials). This is important as the numerical model 

was able to show increased acoustic attenuation along a buried pipe of limited length 

(i.e., 6 m) compared to an infinitely long pipe due to acoustic signal reflections at 

the pipe edges. A key finding from the numerical and experimental results is 

therefore the significant contribution of pipe wall discontinuities to acoustic 

attenuation along a buried water pipe.  

• According to the final research objective and based on theoretical BER predictions for 

the communication system, it is estimated that reliable digital communication can 

realistically be achieved at maximum distances of between 35 m and 42 m for an 

exposed MDPE pipe and 15 m along a buried MDPE pipe (in the absence of acoustic 

reflections along the pipe). Even with a significant presence of acoustic reflections 

which increase acoustic attenuation along the pipe, maximum data communication 

distances at 11 m can still be achieved along the buried MDPE pipe. Particularly for the 

buried MDPE pipe, these results are a significant improvement to the currently 

achievable ranges (less than 3 m) of reliable wireless underground communication 

(using commercially available radio-based data communication nodes) for real-time 

buried water pipe monitoring. The solution described in this thesis thus presents a new 

acoustic-based technique for cost-effective and real-time buried water pipe monitoring 
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by improving wireless underground communication range at minimum deployment 

costs to the utility owner.  

5.3 RECOMMENDATIONS FOR FURTHER WORK 

From the research described in this thesis, some recommendations for further work have been 

identified.  

• While some field trials along buried water pipes were conducted during this research, 

the findings suggest that there is still some uncertainty with respect to the impact of the 

surrounding ground on the results indicated by the discrepancies between the analytical 

and numerical models with the experimental results. Thus, more extensive field trials 

along buried water pipes are needed to experimentally examine the communication 

system’s performance (in terms of its predicted range).  

• Theoretical and experimental work conducted during this research focused on acoustic 

signal propagation along pipes without discontinuities. While this is an important first 

step for successful system deployment, more research is needed to analyse the system’s 

performance in the presence of pipe joints and fittings. Such an undertaking can provide 

valuable information on the achievable ranges of reliable digital communication within 

a complex water pipe distribution network. 

• The influence of the adhesive coupling, between the acoustic transducer and the pipe, 

on the acoustic signal attenuation should also be further investigated. Examination of 

the mechanical properties (such as stiffness and damping factor) of a chosen adhesive 

can reveal the influence of acoustic signal attenuation within the coupling material on 

the overall signal attenuation along the pipe. Furthermore, such investigation can enable 

efficient acoustic transducer coupling, which combine versatility along different types 



239 | P a g e  
 

of pipes as well as offering minimal acoustic impedance to the propagating acoustic 

wave, to be deployed along the pipes potentially enabling even greater distances of 

acoustic data communication along the pipe. 
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APPENDICES 

Appendix A: C programmes 

 

 

Figure A.1: C programme for binary information transmission at the digital 

communication transmitter 
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Figure A.2: C programme for binary information recovery at the digital communication 

receiver 
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Figure A.3: C programme for ASCII information transmission at the digital 

communication transmitter 
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Figure A.4: C programme for ASCII information recovery at the digital communication 

receiver 
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Appendix B: Matlab programmes 

 

Figure B.1: FFT script in Matlab 
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Figure B.2: Matlab programme for analytical computation of acoustic signal attenuation 

along exposed MDPE pipe 
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Figure B.3: Matlab programme for analytical computation of acoustic signal attenuation 

along buried MDPE pipe 
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Appendix C: Circuit diagrams 

 

Figure C.1: Digital communication transmitter circuit layout 
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Figure C.2: Digital communication receiver circuit layout 

  


