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Abstract 
 

Purpose 

The purpose of this doctoral thesis sets out to explore and elaborate on the impact of 
artificial intelligence (AI) and blockchain adoption in corporate governance from ethical 
perspectives.  Positioned within the corporate governance domain, this study adopts 
an explicit business perspective to study corporate governance change with emerging 
AI and blockchain technological tools in general and focuses on the ethical use of 
technologies specifically. As such, this empirical investigation aims to help 
organizations understand the ethical benefits and ethical dilemmas of using AI and 
blockchain in businesses and draw plans on how to govern these technologies 
ethically for the benefit of the business and society.  

Design/Methodology/Approach:  

This study adopts specific techniques and a pragmatic, step-by-step netnography 
approach to investigate online traces from social media sites and extends these online 
explorations with online semi-structured interviews. The research design of this 
investigation follows step-by-step procedures that are methodologically sound to 
ensure rigor in this investigation to enhance the trustworthiness of this study. In total, 
this research collects an abundance of data: 34 LinkedIn Posts with Comments; 12 
Webinars; 22 YouTube Videos; 19 Videos; 10 Podcasts, and 17 semi-structured 
interview videos. The video, audio, and interview data have been transcribed into 
textual data total of 453065 words for thematic analysis using NVivo software.  Enough 
time has been allocated to the iterative process of data collection and data analysis. 
The analysis moves back and forth to the point when theoretical saturation is achieved. 
The data structure extracts from data in this study illustrate the analytic claims that 
match the analysis and data together, to ensure a good fit between described method 
and reported analysis are consistent. 

Findings:  

This study develops a thematic framework that constitutes the corporate governance 
transformation with the ethical use of AI and blockchain technology. This framework 
provides a holistic understanding of why corporate governance needs to change, 
especially with the emergence of blockchain and AI technologies, what changes will 
corporate governance encounter, and how corporate governance can imperatively 
respond to the ethical use of these technologies. Specifically, it explicitly provides 
comprehensive understanding of the ethical benefits and ethical concerns of using AI 
and blockchain technologies in corporate governance, and reveals how companies 
can govern the use of these technologies ethically.  

In general terms, the findings of this study support the notion of corporate governance 
change to transform business models and processes to leverage the new capabilities 
of AI and blockchain technologies, to priories creativity, speed, and accountability, to 
replace the old business model, to foster agile or collaborative governance to deal with 
uncertainty, agility, adaptiveness, and cooperation in the digital world, to foster a 
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network and platform strategies to drive success. This study goes beyond the extant 
corporate governance scholarship to assess the technological impact to capture 
values for companies in ethical ways to sustain future growth. 

Additionally, the notion of corporate governance is further specified and significantly 
expanded by this study to assess the adoption of AI and blockchain as new corporate 
governance tools or mechanisms, to enhance ethical benefits when used properly, 
and mitigate ethical dilemmas with proper checks and balances, safeguards in place, 
to help organizations stay relevant in this digital transformation and be ethical and 
sustainable. 

This study empirically corroborates that in theory, the use of blockchain and AI can 
enhance ethical practice by detecting fraud and anomaly activities, due to the unique 
capabilities of blockchain and AI technologies. Further, this research adds depth and 
specificity by identifying the ethical concerns of using blockchain and AI in corporate 
governance.  The study empirically reveals the ethical concerns of privacy issues, 
unethical use of data, job transformation and replacement, and algorithm bias that 
companies will encounter when they use these technologies. In addition, the findings 
of this study suggest how companies can ethically govern the use of these 
technologies in socially responsible ways as they transform digitally.  

Originality/Value:  

The emergent thematic framework is constructed from the empirical and analytical 
procedures specifically and purposely designed for this study. This study makes 
theoretical contributions to knowledge and enriches the extant works of literature, and 
also provides practical contributions to the ethical use of disruptive technologies, future 
workforce, and regulations. However, the study was conducted within certain 
theoretical, methodological, empirical, and pragmatic conditions, which might 
constitute particular limitations and constraints. Therefore, the last section of this 
thesis elucidates and suggests the directions for future research. 

 

Keywords: Corporate Governance. Artificial Intelligence, Blockchain Technology, 
Ethics, Technology Adoption 
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Chapter 1 Introduction 
 

This opening chapter provides an overview and synthesis of this doctoral thesis. This 

chapter outlines the structure of the study, and details the overview of motivation, 

purpose, research focus, empirical context, research methodology as well as 

theoretical and practical contributions.  In particular, it introduces the background and 

context of the study and articulates the rationale for the study. It outlines various gaps 

in extant scholarly literature in corporate governance, AI and Blockchain technology 

adoption, and ethics, which are relevant for the general purpose of this study. Next, 

the chapter justifies the significance of the study to analyze the phenomenon from a 

business perspective rather than the technology itself. The rationale behind this 

justification is to generate a comprehensive understanding of how companies can 

leverage the new capabilities of AI and blockchain to promote better business practice 

and how companies can govern the use of AI and blockchain to move the business 

forward and benefit the whole society for the future.  AI and Blockchain are among 

many other technologies companies can choose to adopt. However, the extant 

literature indicates they are the technologies that possess the most transformative 

value for future businesses. Artificial intelligence is everywhere in our lives, 

transforming how humanity works and lives. Machine learning enables machines to 

think like humans, stimulate the human process, and perform tasks such as reasoning, 

image recognition, predictive analytics, problem-solving, language processing, etc. 

Organizations are increasingly using AI to augment decision-making and improve 

business operational efficiency. AI has been used to reduce fraud in payment 

transactions, diagnose and treat patients, manage health care, etc. (Sharron and 

Serwin, 2018). Blockchain has captured the attention of the business world as a new 

protocol for creating, exchanging and tracking financial asset ownership (Yermack, 

2017). Blockchain technology can digitally record every agreement, every process, 

every task, and every payment (Tapscott and Tapscott, 2016, 2017), provide 

immutable transaction records shared across network participants, and reduce the 

number of intermediaries. It offers a novel way of enhancing transparency and trust.  

When information asymmetry exists, there will be a lack of transparency. Blockchain 

can offer a solution to enhance transparency and improve business practices. AI can 

effectively detect any anomaly. AI and blockchain have the salient benefits in 

corporate governance context to improve trust, enhance transparency, and mitigate 
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information asymmetry, and enhance control and monitoring to enable companies 

better comply with legal requirements, only if companies understand these 

technologies and know how to use these technologies in an ethical and socially 

responsible way. Based on that understanding, the chapter presents the general 

motivation, the more specific purpose, and the particular general research questions 

for this empirical study.  It further provides an overview of the research design and 

justification for the empirical context chosen for this study. Finally, it states the main 

contributions of the study and outlines the structures of the thesis by detailing the focus 

of each chapter of this thesis. 

 

1.1 Research background and problem statement of the study 
 

Technology has been embedded in our lives and organizations for many decades. It 

drives the most fascinating social changes, from water and steam-powered 

mechanical manufacturing to electrically powered mass production to automate 

manufacturing. The modern world is largely defined and constructed by the scientific 

and industrial revolutions since the 17th and 18th centuries, reflecting the external 

influences over science and technology (Mitcham, 1999) that revolutionize every 

aspect of our lives in transportation, communication, health care, national security, and 

consumer products (Fisher et al., 2006). In the mid-20th century, academic scholars 

have started to develop technology assessments (Schot and Rip, 1997; Guston, 2002; 

Fisher et al., 2006) to address the societal, ethical, and moral concerns of scientific 

and technological changes (Shrader-Frechette, 1995). Scholars, policymakers, and 

scientists have advocated the design, development, and deployment of 

nanotechnology, biotechnology, information technology, and cognitive technology 

must be undertaken with due consideration to societal and ethical concerns (Fisher et 

al., 2006; Lucivero et al., 2011) over their implications on the environment, quality of 

life and human dignity (Gasmelseid, 2009).  

Today, the abundance of data, advanced computing power, the emergence of pattern 

recognition, machine learning, digital sensing tools, and integration systems are the 

embodiment of the new industrial revolution. Technologies such as cloud computing, 

big data, AI, blockchain, Internet of things, lead the 4th industrial revolution with cyber-

physical systems. These technologies lead to prominent changes in individuals and 
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organizations (Benlian et al., 2018). From laptops, tablets, smartphones, biometric 

devices, social media, and video conferencing to network sensors, machine learning, 

and autonomous vehicles, our lives have been transformed by those remarkable 

technological innovations (Pancake, 2018). For businesses, technologies are 

transforming business models and processes (Gomber et al., 2018). Companies such 

as Google, Amazon, and Facebook adopting smart business models that leverage 

new capabilities in network coordination and data intelligence, and are the most highly 

successful and valued businesses today (Zeng, 2018). Many scholars are exploring 

the opportunities and new capabilities of the emerging technologies such as AI, 

Blockchain, Internet of Things, Cloud computing, etc. for businesses (Hinings et al., 

2018; Biais et al., 2019; Brennan et al., 2019; Goldstein et al.,2019; Moll and 

Yigitbasioglu, 2019; Zachariadis et al., 2019). Simultaneously, many scholars have 

addressed the ethical and social considerations of using these technologies 

(Dierksmeier and Seele, 2018; Kumaraswamy et al., 2018; Martin, 2018; Ullah et al., 

2019; Wesche and Sonderegger, 2019; Lima and Delen, 2019; Lobschat et al., 2021; 

Mansell et al., 2019; Moore, 2019; Paterson and Huang, 2019; Shank et al., 2019; 

Sousa et al., 2019).  

For businesses, the bar on organizational innovation will rise in response to the 4th 

industrial revolution. Organizations need to be agile, adaptive, and resilient to the 

changing business environment. However, a recent McKinsey report indicates the old 

business model built on uniformity and bureaucracy cannot fit the purpose in today’s 

business environment (De Smet et al., 2021). In addition, many extant scholars have 

found some invisible barriers in modern companies, such as information asymmetry, 

lack of transparency (Arrow, 1985; Nowak and McCabe, 2003; Liu and Lai, 2012; 

Wiseman et al., 2012), and lack of trust (Caldwell and Karri, 2005; Cuevas-Rodríguez 

et al., 2012). Many of us are familiar with stories about top managers “cooking the 

books” in one way or another (Shi et al., 2017). Mindful of many corporate scandals 

corroborate financial professionals such as accountants, auditors, bankers, and 

financial advisors can fail to detect managerial suspicious actions (Gill, 2009) in 

deliberately creating fabricated financial statements to mislead creditors or investors 

to gain an unfair advantage (Dong et al., 2018).  The major surge in corporate 

governance research over the past decades was accelerated by the increased call for 

greater accountability and responsibility from the board and senior management of 
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corporations (Christopher, 2010) to seek the most effective corporate governance 

model.  The existing studies on corporate governance have focused on internal and 

external monitory and control mechanisms to align the diverse interests of those 

involved in corporate governance. The main internal governance mechanisms 

investigated are board of directors and ownership structures (Fama and Jensen, 1983; 

Daily et al., 2003; Anderson et al., 2007; Clarysse et al., 2007; Elsayed, 2010; Horner, 

2010; Grove et al., 2011; Filatotchev et al., 2013; Elbadry et al., 2015; Bao and 

Lewellyn, 2017; Lai et al.,2017), CEO compensations (Coles et al., 2001; Brandes et 

al.,2006; van Essen et al., 2015; Kovermann and Velte, 2019; Till and Yount, 2019). 

The external governance mechanisms examined are the takeover market, the CEO’s 

external advice network, market power, and the legal systems (Ryan and Schneider, 

2003; McDonald et al., 2008; Grove et al., 2011; Cuomo et al., 2016).  

1.1.1 Research motivation 

As such, this study is motivated to explore how companies can leverage the new 

capabilities of new technological tools ethically to enhance transparency and 

accountability in corporate governance to help companies combat the problems faced 

by contemporary businesses due to information asymmetry, lack of transparency and 

trust.  As we all know, the worldwide financial scandals have become perpetual 

(Awolowo et al., 2018), leading to corporate failure and massive shareholder losses 

(Minkes et al., 1999; Bonn and Fisher, 2005; Palazzo and Scherer, 2006; Claessens 

and Yurtoglu, 2013). Many companies such as Enron, WorldCom, Tyco, HealthSouth, 

Adelphia, Parmalat, Palmer, Harvey, etc. have hit the headlines, causing shock among 

the general public (Hogan et al., 2008; Hail et al., 2018). It is estimated Enron scandal 

cost shareholders $74 billion, and the WorldCom fraud lead to $180 billion and cost 

30,000 jobs (Dong et al., 2018). The latest Carillion and Wirecard scandals are 

pushing the reform in the audit. Recently, UK Financial Reporting Council has 

launched a consultation on the government’s proposal to restore trust in audit and 

corporate governance (FRC, 2021). The financial scandals have revealed how 

accounting and auditing failures, together with the abuses of managers can create 

major problems (Uyar et al., 2017), causing a major loss to shareholders and investors, 

eroding trust in financial markets, increasing overall cost of financing in an economy 

(Ullah et al., 2019). The scandals have also lead to the questions about the role of 
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professional auditors and audit firms (Roy and Saha, 2018), and the accountability 

and responsibility of the governing systems.   

 

The societal implications of financial reporting fraud have surged calling for a re-

examination of corporate governance and regulation (Ndofor et al., 2015). Laws and 

regulations remain insufficient to act as proper prevention for illegal or unethical 

behaviour for many managers (Adam and Schwartz, 2009). Many extant scholars 

have investigated the antecedents of the wrongdoings (unethical or illegal behaviours) 

in financial scandals (Schnatterly et al., 2018; Ullah et al., 2019; Akaah, 1996; Desai 

et al., 2006; O’Connor et al., 2006; Davis et al., 2007; Dionne et al., 2009; Liu et al., 

2015). Gill has found the process of making accounting decisions is contested and not 

transparent based on his interviews with chartered accountants in the largest 

accountancy practices in London (Gill, 2009). Schnatterly et al. (2018) have found 

CEOs have more internal opportunities to misbehave by overruling the board or 

ignoring organizational control when they have more power. Grant and Visconti used 

case studies of 12 US and European companies involved in major accounting 

scandals during 2001-3 to reveal some factors (such as the pursuit of inappropriate 

strategies, unethical behaviour among executives (moral failure), incentives for 

personal financial gains, and weak systems of monitoring and control) contributing to 

accounting scandals (Grant and Visconti, 2006). Ndofor et al. (2015) have found that 

industry-level complexities of information asymmetry increase the likelihood of 

wrongdoing.  Schnatterly et al. (2018) identify industry culture and norms regarding 

pay-back periods, and investment horizons set the tone for the industry players that 

provide opportunities for CEOs to commit or facilitate wrongdoing. The unethical 

behaviours or moral hazard problems largely depend on the internal and external 

opportunity available to commit wrongdoing, a motive for doing so, and the ability and 

willingness to rationalize misbehavior and challenge legal boundaries (Greve et al., 

2010).  

 

Atkin (1999) believes ethics is the best choice for business practice. Every time big 

financial fraud happens, there will be additional corporate governance mechanisms 

and new regulations proposed and introduced to restore trust. However, rules and 

laws are not adequate therefore ethics in corporate governance is paramount 

important (Carroll, 2004). “Ethics deals with values related to human conduct, 
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concerning the meaning of right or wrong of certain actions and motives that provoke 

these actions” (Halter et al.,2009:376). Adam and Schwartz (2009) suggest a more 

positive empowering approach based on ethics may also be necessary to guide the 

ethical behaviour of directors. They outline the core values of corporate governance 

used to guide the ethical behaviour of directors: transparency, accountability, integrity, 

and public responsibility. These values embody the fundamental ethical values of 

transparency, accountability, responsibility, and probity (Rossouw, 2005). These 

values can promote company integrity, empower companies and executives to “do the 

right thing”  (Roman, 2019), enhance directors’ moral & ethical obligations for better 

decision making (Carroll, 2004), foster long term success, enhance company 

reputation (OECD, 2004), contribute to corporate legitimacy and accountability 

(Purcell, 1982), establish credibility and trust (Gilbert and Behnam, 2009), a better 

approach to all stakeholders (Claessens and Yurtoglu, 2013), increase truthful 

disclosure (Gaa, 2009), enhance credibility and integrity (Potts and Matuszewski, 

2004).  

 

However, Bonn and Fisher (2005) indicate bureaucratic & formalized approaches, lack 

of implementation, and lack of integration throughout the organizations are the 3 areas 

of potential weaknesses in incorporating ethics into corporate governance. It is 

estimated the front-line workers are buried under an average of eight levels of 

management in more than a third of US firms with more than 5,000 employees (Hamel 

and Zanini, 2018). Information asymmetries and lack of transparency between top 

managers and their diverse shareholders offer the opportunity for unethical behaviour 

(Ndofor et al., 2015).  

 

As such, this study sets to explore how the adoption of AI and blockchain technologies 

in corporate governance as new technological tools can help to mitigate information 

asymmetry and improve transparency to enhance ethical business practice and build 

resilience and be adaptive. Among the emerging technologies, this study is particularly 

interested in AI and Blockchain. These two technologies are the most prominent, 

trending, and disruptive technologies. They are believed to be able to generate the 

most transformative value for future businesses (Cong and He, 2019). PWC predicted 

global investment in AI technology will be as much as $15.7 trillion by 2030 (PWC, 

2017). Mckinsey estimated AI could potentially increase global GDP by approximately 
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1.2% (Fox et al., 2019). World Economic Forum predicted that 10% of global GDP will 

be stored on blockchain by 2027 (WorldEconomicForum, 2015). EU has pledged 

about $110 million to set up an investment fund to push AI and blockchain in 2019 

(PaymentsSource, 2019). According to the European Investment Fund, based on the 

International Data Corporation, AI spending in Western Europe is expected to hit 

$5.2bn and blockchain to reach $674m in 2019. The figures only reveal the funding 

directed at the research and proof-of-concept stage. They do not cover the spending 

on development at a larger scale, which could be more substantial (EIF, 2019).  

 

1.1.2 Brief review of literature  

 

In recent years, scholarly literature addressing Artificial Intelligence  (Arntz et al.,  2017; 

Barnett and Treleaven, 2018; Carter, 2018; Davenport and Ronanki, 2018; 

Androutsopoulou et al., 2019; Sun and Medaglia, 2019; Engin and Treleaven, 2019; 

Hartley and Sawaya, 2019; Hoffmann and Dahlinger, 2019; Seeber et al., 2019; Singh 

et al., 2019) and blockchain (Cohen, 2017; Dai and Vasarhelyi, 2017; Ølnes et al., 

2017; Yermack, 2017; Gomber et al., 2018; Hinings et al., 2018; Biais et al., 2019; 

Zachariadis et al., 2019; Cong and He, 2019; Du et al., 2019; Goldstein et al., 2019) 

are developing.  AI and blockchain together make a more secure ecosystem for 

transactions and data exchange. The lasted trends in AI applications such as 

explainable AI, Digital Twins, Automated Machine Learning, Hybrid learning Models, 

and Augmented Data Learning can draw support from the main benefits of trust, 

provenance, and reliability from the blockchain (Salah et al., 2019).  The integration of 

AI and blockchain can enhance blockchain’s underlying architecture and boost AI’s 

potential. Their applications are evolving in different areas of the businesses, for 

example, accounting, auditing, finance, supply chain, medical records, stock 

exchange, etc. (Dai and Vasarhelyi, 2017; Moll and Yigitbasioglu, 2019).  Leaders from 

different industries are starting to envision a future shaped by these technologies 

(Bérubé et al., 2018). The insurance sector is starting to think of auto insurance claims 

and approval on autonomous vehicles. The retail sector is beginning to offer 

personalized products based on AI predictive capabilities to transform customer 

acquisition and retention.  The financial industries are transforming to branchless 

banking, real-time transactions, credit monitoring, credit scoring, and approval, cross-
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border payments, global remittances, and foreign exchange are all real-time with fewer 

intermediates (Gomber et al., 2018). They are the pioneers in embracing blockchain 

technology to leverage fintech innovation (KPMG, 2017; Kelly, 2019).  Bank of 

America, JPMorgan, the New York Stock Exchange, Fidelity Investments, and 

Standard Chartered are testing blockchain technology as a replacement for paper-

based and manual transaction processing in such areas as trade finance, foreign 

exchange, and cross-border settlement, and securities settlement. The Bank of 

Canada is testing a digital currency called CAD-coin for interbank transfers (Iansiti and 

Lakhani, 2017). A recent report published by Santander and Financial Times predicts 

only 20% of heritage financial services firms will have survived by 2030. Everyday 

banking experience could be entirely virtual with money-changing hands virtually in 

real-time. The financial service firms will be facilitated by digital banks on digital 

platforms, fuelled by data stored and shared on the cloud, and made faster and safer 

by blockchain technology (Santander, 2020). Coinbase has created a bitcoin debit 

card using blockchain protocols. Goldman Sachs invested in Circle Internet Financial 

powered by blockchain technology (Fanning and Centers, 2016). Ripple, a San 

Francisco-based blockchain company, offers the most developed financial services 

using a blockchain system. It has partnered with over a hundred banks around the 

globe to transfer money anywhere in the world in a highly efficient, secure way at a 

very low cost (Murray, 2018). NASDAQ has tested voting at shareholders’ meetings 

using blockchain technology on the Tallinn Stock Exchange in Estonia (Nasdaq, 2017). 

Blockchain-based Know Your Customer (KYC) can reduce administrative burdens and 

costs and save substantial duplication efforts between financial institutions (Shumsky, 

2019).  

With the arrival of AI and blockchain technology, corporate governance will change in 

many ways (Yermack, 2017; Mergel et al., 2018; Bindu et al., 2019; Brennan et al., 

2019; Zachariadis et al., 2019). Companies need to think seriously about their 

corporate governance practices. After decades of talks, a new AI era is finally arriving 

to transform businesses (Falk, 2019).  Lord Clement-Jones (2020) addresses AI will 

have a significant impact on and implications for corporate governance.  Yermack 

(2017) predicts blockchain innovations will potentially change corporate governance 

far more profoundly compared to the 1933 and 1934 Securities Acts in the USA. AI 

and Blockchain will be the key developments for future boardrooms. It is critical for 
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every organization and every profession to keep pace with these technological 

changes to stay relevant.  Zachariadis et al. (2019) explore how to govern blockchain 

in financial services.  Moll and Yigitbasioglu (2019) explicate concerns about the 

profession’s legitimacy in the digital era with new technologies such as AI and 

blockchain. Fenwick et al. (2019) elucidate businesses need platform governance to 

leverage digital technologies to create more community-driven forms of organizations 

to build an open and accessible platform culture. Daniels  (2018) illuminates some 

legitimacy of corporate governance would be restored using blockchain as the 

technology provides new tools and offers networks to eliminate structural obstacles 

and encourage shareholder involvement in corporate governance. Smart contract built 

on blockchain automates contracts when preconditions are met and can mitigate moral 

hazards (Yermack, 2017).   

In November 2018, the European corporate governance Institute (ECGI) held a 

roundtable discussion on AI and blockchain in a corporate governance context. The 

EU Directive 2007/36/EC (has amended to EU Directive 2017/828) and UK corporate 

governance code 2018 have all required listed companies to identify their 

shareholders and encourage long-term shareholder engagement. Blockchain could 

help organizations to better comply with these legal requirements and enable better 

shareholder engagement. Additionally, the board could use AI tools for risk 

management and internal control oversight to better comply with directors’ duty of care 

under section 174 of the company Act 2006 (Fu, 2018). Board can use AI to assist 

shareholders, investors, directors, and auditors with corporate control and monitoring, 

investment, and management decisions. Australian boards start to think about using 

AI and machine learning to improve the quality of their decision-making (Fox et al., 

2019). VITAL is an AI system appointed to the board by Deep Knowledge Ventures 

and has saved the firm from multiple bad investments (Sands, 2019). Salesforce has 

introduced Einstein AI as a smart assistant to increase productivity. Blockchain can be 

used to record stock ownership, which could solve many longstanding problems 

related to companies’ inability to keep accurate and timely records of ownership 

(Kahan and Rock, 2008). The decentralized governance (Brennan et al., 2019; Yin et 

al., 2019; Zachariadis et al., 2019) facilitated by blockchain technology improves the 

transparency of ownership and transaction information, changes the relative power 

between directors, managers, and shareholders, and whose who involved in the 
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corporate governance ecosystem (Yermack, 2017). Decisions are made more 

collaborative through consensus mechanisms in a non-hierarchical fashion (Brennan 

et al., 2019). Corporate governance must respond to those changes. It argues that 

blockchain technology will be a new “foundational technology” (Iansiti and Lakhani, 

2017), with vast promises for every business and all of us individually, and eventually 

change our society with prosperity (Tapscott and Tapscott, 2016, 2017). In addition, 

AI experts have predicted AI could potentially run corporations in 20-30 years with 

highly advanced machine intelligence (Petrin, 2019).   

As indicated above, the overall business environment is experiencing unprecedented 

changes with the advancement in technological innovation, especially with AI and 

blockchain technologies. As such, organizations with traditional hierarchies or matrix 

structures are no longer fit for today’s business environment (De Smet, et al., 2021). 

Businesses are transforming their business models and processes to leverage new 

capabilities of emerging new technologies in every industry (Gomber et al., 2018). 

Corporate governance determines a company’s ability to move and undertake 

structural changes. Investors are willing to pay a premium for well-governed firms (IFC, 

2019). To survive and grow, all businesses need to be properly governed. “If 

management is about running a business, governance is about seeing that it is run 

properly. All companies need governing as well as managing” (Tricker, 1984). 

Corporate governance will change in many ways with the adoption of AI and 

blockchain technologies. Artificial intelligence will assist and augment boards to make 

better decisions using the trusted information on blockchain technology. Blockchain 

technology will fundamentally change transparency and trust in corporate governance 

by offering a new way of recording, sharing, and validating transaction information 

through a consensus mechanism. As we all know, internationally, the current 

regulatory systems rely principally on transparency as a mechanism for governing the 

global financial market crisis (Mehrpouya and Salles-Djelic, 2019). Transparency is a 

regime value linked with ethics (Piotrowski, 2014). Previous studies such as Roberts 

(2009); Mehrpouya and Salles-Djelic (2019) support that transparency can be used as 

a tool to reduce corruption and enhance ethical behaviour and improve company 

image (Halter et al., 2009). Corporate governance promotes ethics in corporations to 

enhance their responsibility for their impact on societies and on their stakeholders 

(Rossouw, 2005). Particularly, the adoption of new technologies like AI and blockchain 
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will offer new ways of working and learning, new products and services, and new 

industry standards. Businesses need to be adaptive and innovative, proper corporate 

governance needs to be in place to ensure the digital transformation is beneficial to 

the company and our society in general.  

 

1.2 Research gaps addressed by the study  

 

In light of the literature review in the fields of corporate governance, artificial 

intelligence, blockchain, and ethics in corporate governance, this study reveals three 

research gaps addressed by this investigation.  

Research gap one:  The major surge in corporate governance research over the past 

decades was accelerated by the increased call for greater accountability and 

responsibility considering the societal implications of worldwide financial scandals. 

The extant scholarly works on corporate governance have not covered much on the 

transition from a centralized, vertical hierarchy to a decentralized, horizontal, 

unmediated organization, initiated and accelerated by rapid technological changes 

(Fenwick et al., 2017). The extant study on the impact of technology applications on 

corporate governance is slight (Scott et al., 2017). Currently, organizations and their 

operations are undergoing a fundamental transformation in this digital era (Fenwick et 

al., 2019) due to the advancement in technologies. Decisions making process is 

moving from top-down to consensus (PEGA, 2020). Specifically, current scholarly 

studies on corporate governance have not covered much on digital transformation 

accelerated by AI and Blockchain, and the disruption of corporate governance by 

networks and platforms enabled by these technologies is still at a nascent stage (Scott 

et al., 2017).  The new features of AI and blockchain represent inherent benefits of 

transparency and trust, which have much broader instrumental & analytical relevance 

in corporate governance to help enhance ethical practice. As such, it is relevant and 

appropriate for this study to explore the ethical benefits of using AI and blockchain in 

the context of corporate governance. 

 

Research gap two: Increasingly, many scholars are exploring the opportunities and 

new capabilities of using AI and blockchain to improve business operational efficiency 
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and enhance decision-making (Hinings et al., 2018; Biais et al., 2019; Brennan et al., 

2019). Simultaneously, many scholars have addressed the ethical and social 

considerations of using these technologies (Kumaraswamy et al., 2018; Martin, 2018; 

Ullah et al., 2019), indicating ethics matters when businesses transform to be tech-

enabled companies (Sniderman, 2020) and ethics must be addressed at this critical 

moment in history (WorldEconomicForum, 2018). This is because many companies 

have already suffered reputational risks and real damage when their algorithms 

encounter problems, for example, Goldman Sachs was under investigation because 

its AI sets credit limits lower for women than for men (Blackman, 2022). Therefore, 

when technology enters the corporate governance agenda, the board must pay more 

attention to the ethical issues in their decision-making using and involving AI and 

blockchain technology, especially, they need to understand what ethical dilemmas will 

encounter when they use AI and blockchain in their business operations and decision-

making.  

 

Research gap three:  Theoretical development is needed to help businesses 

understand how their corporate governance can transform to leverage the new 

capabilities of AI and blockchain (Brennan et al., 2019) as new governance 

mechanisms to mitigate agency problems, empower people, encourage stakeholder 

collaboration, and establish new institutional standards. Business leaders are eager 

to explore the opportunities that AI and blockchain can deliver. At the same time, 

businesses still have a lot to learn, to be familiar with these technologies and 

understand the ethical benefits and ethical concerns of the technological impacts to 

know how to govern the use of these technologies in an ethical and socially 

responsible way to mitigate misuses and unwanted consequences.  

 

Therefore, this empirical investigation is situated within the field of corporate 

governance, examining the impact of adopting AI and blockchain technologies within 

corporate governance, focusing on the ethical issues of using AI and blockchain 

technological tools within the corporate governance ecosystem to deliver growth.  The 

interrelated fields of corporate governance, AI and blockchain adoption, and ethics 

represent the general research framework of this research.  This study examines the 

ethical benefits and ethical concerns of using AI and blockchain within corporate 
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governance and further elucidates how businesses can govern the use of these 

emerging technologies in a socially responsible and ethical way.  

 
1.3 Main perspective of the study 
 

Following on the justifications of situating this investigation in the domain of corporate 

governance. This section explicates the main business perspective of this study to 

incorporate advanced AI and blockchain technologies in businesses to leverage new 

technological capabilities to drive growth. This investigation emphasizes the ethical 

perspective of the impact of AI and blockchain technology adoption in the context of 

corporate governance.  This is because in the 4th industrial revolution the world is at 

crossroads between ethics and technology (Altshuler, 2019). Businesses must deal 

with ethical dilemmas in developing, distributing, implementing, and using disruptive 

technologies within their ecosystems properly so that they can further enhance ethical 

benefits by leveraging the new capabilities of these technologies to deliver growth 

(Bannister, et al., 2020). 

As indicated in the previous section 1.2, the fundamental difference today is the 

advancement in technologies. These innovative technologies like AI and blockchain 

are profoundly transforming the way we work and interact with each other. Businesses 

must anticipate and respond to these technological changes to build resilience and 

stay robust.  The benefits of technology adoption will become even more apparent as 

our society incorporates new perspectives toward the digital future of work.   

Recently, Pegasystems Inc. traded as PEGA, surveyed over 3000 senior managers 

and frontline IT staff, indicating organizations are motivated by the state of the world 

to adopt new technologies to serve their customers and employee better. However, 

around 50% of the respondents think senior leaders need to improve their 

understanding of how technologies will change their business processes and affect 

jobs (PEGA, 2020). In addition, the latest McKinsey report further indicates the old 

business model built on uniformity and bureaucracy cannot fit the purpose in today’s 

business environment. The report suggests radically changing the old model to rethink 

how companies will be directed and controlled in response to the technological 

changes in terms of who they are, and how the companies operate and grow (De Smet 

et al.,2021). 
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However, the challenges are only beginning for boards, managers, shareholders, 

institutional investors, accountants and auditors, employees, customers, creditors, etc. 

to understand the changing business environment, what technology can and cannot 

do, and which technology fits their overall business strategy, what governance protocol 

needed in place to ensure AI and blockchain use incorporate technical and societal 

elements to be ethical and sustainable. As such, this investigation aims to study the 

adoption of AI and blockchain in the context of corporate governance to ensure the 

social-technical nature of AI and blockchain use to balance human and technical 

demands created by rapidly shifting waves of technologies and societal needs (Ølnes 

et al., 2017; Gomber et al., 2018; Brennan, et al., 2019; Fleming, 2019; Moore, 2019; 

Shank et al., 2019; Sun and Medaglia, 2019). Boards and senior management need 

to have a real understanding and genuine engagement (Falk, 2019; Sands, 2019) to 

leverage the immense capability of AI and blockchain to support ethical practice to 

enhance transparency and accountability in corporate governance. And at the same 

time, they need to ensure the ethical design, deployment, and use of AI and blockchain 

because machines cannot make moral judgments and the technologies have not 

matured to the point where AI can replace human directors yet (Sands, 2019). 

Therefore, the main perspective of this study is to investigate the impact of adopting 

AI and blockchain in the context of corporate governance in general terms and the 

ethical perspective of adopting AI and blockchain in particular. This investigation 

argues that the unique features of AI and blockchain technologies can bring ethical 

benefits to corporate governance practice to enhance transparency and mitigate 

information asymmetry. Simultaneously, this research further argues that appropriate 

controls, checks and balances, and safeguards need to be in place in corporate 

governance systems to mitigate the ethical dilemmas of using these technologies to 

transform businesses and offer new products and services. The justifications for 

choosing an ethical perspective to investigate the impact of AI and blockchain in the 

context of corporate governance fall into three observations.  

First, most corporate failure is associated with financial fraud. The worldwide financial 

scandals call for reforms in corporate governance to bring more transparency and 

accountability to companies’ governing systems. Back in May 1991, the Financial 

Reporting Council (FRC), the London Stock Exchange (LSE), and the accountancy 

profession set up a committee to address the financial aspects of corporate 
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governance due to some unexpected failures of major companies. The committee has 

focused on the control and reporting functions of boards and the role of auditors. It 

was formed to address “the concerns at the perceived low level of confidence both in 

financial reporting and in the ability of auditors to provide safeguards which the users 

of company reports sought and expected” (Cadbury 1992: para2.1). Auditing is one of 

the cornerstones of corporate governance, dealing with the financial aspects of 

corporate governance (Cadbury, 1992). Auditors provide checks and assurance on 

every part of the business. Auditors report on directors’ statements in the reports and 

account for the effectiveness of their internal control system.  Audit matters with those 

charged with corporate governance: (a) corporate trustee(s) with responsibility for 

overseeing the strategic direction of the entity and obligations related to the 

accountability of the entity; or (b) management- the person(s) with executive 

responsibility for the conduct of the entity’s operations (FRC, 2020: para10). The most 

direct method of ensuring that companies are accountable for their actions is through 

open disclosure by boards and audits carried out against strict accounting standards 

(Cadbury, 1992: para5.2). Auditors are the guardians of various interests from 

shareholders, investors, creditors, etc who have financial interests in companies 

(Woolf, 1997). The role of auditors is to provide an objective check and reassurance 

on companies’ financial statements to help raise the level of confidence in financial 

reporting and the standards of corporate governance.  Although auditors serve the 

purpose of assurance on the accuracy of financial statements, the delays in reporting 

under the current accounting and auditing process offer room for the age-old problem 

of “cooking the books” for some managers to create fabricated transactions to 

manipulate financial information (Dong et al., 2018). Auditors can fail to detect those 

fabricated transactions (Gill, 2009). This is because different organizations maintain 

their own ledgers in different formats that drive up the cost, risk, duplication, and error 

(Brown et al., 2016). Auditors often spend a significant amount of time gathering and 

verifying transaction information (Cai, 2019). The auditing process is costly and time-

consuming and prone to human error (Deloitte, 2016).  Most recently, the FRC in the 

UK has launched a consultation on the government’s proposal to restore trust in audit 

and corporate governance after the recent Carillion and Wirecard scandals (FRC, 

2021). In addition, increasingly, after so many financial scandals and increased 

regulations globally, many scholars suggest the importance of ethics in corporate 

governance, which can fundamentally address issues that rules and regulations 
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cannot reach (Carroll, 2004; Halter et al.,2009; Atkin, 1999; Adam and Schwartz, 

2009).  

Second, in this ever-changing business world, the advancement in technologies, 

especially AI and blockchain, are transforming business models and processes 

(Gomber et al., 2018). These technologies will make many changes in corporate 

governance with enhanced transparency and intelligent analytics (Yermack, 2017; 

Davenport and Ronanki, 2018).  AI helps automation evolve by combining machine 

learning, predictive and adaptive models, and natural language processing (NLP) with 

operational insights – putting the right intelligence into action for every process and 

interaction (PEGA, 2020:18). Smart contracts powered by blockchain technology 

automatically execute transactions if both exchange parties meet specific pre-defined 

criteria. It is argued that the improvements in automation, data transfer, and data 

analytics will improve monitoring, and the increased data timeliness and usability will 

enhance transparency (Errichetti and Roohani, 2018).  Using the accounting and 

auditing mechanism of corporate governance as an example,  they are buffeted by 

new forces of technical innovation, process disruption, and business transformation 

accelerated by AI and blockchain (Brennan et al., 2019; Moll and Yigitbasioglu, 2019). 

Rozario and Vasarhelyi (2018) suggest it is vital for the conventional audit model to 

change progressively towards automated audits.  Today, we are increasingly 

witnessing the Big 4 companies are using advanced AI systems for general ledger 

review, tax compliance, audit work papers, data analytics, fraud detection, and 

decision-making in auditing (Munoko et al., 2020). Deloitte’s LeasePoint (partnered 

with IBM Watson); PwC’s GL.ai (collaboration with H2O.ai); KPMG ignite are all the 

AI-enabled systems adopted by leading accountancy firms to analyze documents and 

prepare reports (Faggella, 2020). As we all know that AI relies on a large amount of 

structured or unstructured data to assist and augment human decision-making 

(Androutsopoulou et al., 2019). If the training data used to perform auditing procedures 

are biased, audit quality will be affected which could lead auditors towards higher risk 

areas (Brown-Liburd et al., 2015). As such, this study explores alternative ways of 

recording, storing, and sharing financial data using blockchain technology in financial 

recording to ensure the trustworthiness and transparency of data. With the quality data 

feed from blockchain technology into an AI system, audit quality can be enhanced and 

auditors will be better at performing their fiduciary roles with new technological tools.  
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This is because blockchain has many unique and promising features that can 

transform future businesses.  The key findings from the World Economic Forum 

suggest blockchain “has great potential to drive simplicity and efficiency through the 

establishment of new financial services infrastructure and processes” (McWaters et 

al., 2016:19). The technology is increasingly used in commercial banking, trade 

finance, regulatory compliance, payments, and asset liquidity (Vysay and Kumar, 2019) 

to reduce costs, improve efficiency, and enhance transparency. Blockchain is now 

successfully adopted by financial institutions, which are the pioneer in building, testing, 

and implementing this technology to transform their business models. Now, these 

financial institutions can maintain accurate and shared transaction records, and keep 

synchronized databases among blockchain consortia, where institutions collaborate 

on blockchain platforms (Brown et al., 2016; Brown, 2018; Hearn and Brown, 2019). 

It is estimated by experts that blockchain could provide a digital record of transactions 

by 2050 (Fletcher, 2019). At the moment, this technology has also attracted much 

attention from scholars, industries and policymakers. Dai and Vasarhelyi (2017) have 

proposed a real-time, verifiable, and transparent blockchain-based accounting 

ecosystem, where accountants, managers, investors, and business partners can 

actively cooperate to verify transactions and provide reliable audit trails. Rozario and 

Vasarhelyi (2018) have suggested the use of blockchain-based smart contracts to 

improve audit quality for more timely and transparent financial reports to meet the 

information demands of various stakeholders. Deloitte established the Rubix division 

which specializes in blockchain technology (Leung, 2016).  It is generally agreed that 

blockchain has the potential to address the challenges faced by today’s accounting 

practice, shifting the nature of financial records being created, kept, updated, and 

verified (Boillet, 2017; Dai and Vasarhelyi, 2017; EY, 2018). Blockchain will enable 

real-time accounting/auditing (Buterin, 2014; Dai and Vasarhelyi, 2017; Tapscott and 

Tapscott, 2017; Yermack, 2017; Rozario and Vasarhelyi, 2018; Sheldon, 2019), triple 

entry accounting (Dai and Vasarhelyi, 2017; Cai, 2019; Carlin, 2019; Karajovic et al., 

2019; Schmitz and Leoni, 2019; Tapscott and Euchner, 2019), which can 

fundamentally improve transparency and trust to ensure effective corporate 

governance (Dai and Vasarhelyi, 2017; Brennan et al., 2019; Moll and Yigitbasioglu, 

2019).  The immutability of blockchain data reduces the incentive and opportunities 

for manipulation and fraud (Tan and Low, 2019).  
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Third, as indicated above, advanced AI and blockchain technology are changing 

business practices. Especially, automation enabled by AI and blockchain technology 

is fascinating, which can help streamline business processes and improve efficiency. 

However, if contracts are automated, then what will happen to intermediaries like 

lawyers, accountants, auditors, and banks (Iansiti and Lakhani, 2017). Lobschat et al. 

(2021) indicate AI assists in human decision-making and blockchain smart contracts 

execute contracts autonomously and are subject to moral norms and ethical 

considerations.  Butterworth (2018) has raised the issue of job losses due to 

automation or self-executing smart contracts. Ransbotham et al. (2017) have alerted 

AI might be used to endanger the safety of humans. Other studies have expressed 

other concerns such as algorithm decision-making (Martin, 2018; Winter and Davidson, 

2019), and data privacy (unethical use of data) (West, 2019; Whelan, 2019). There 

are many ethical concerns about using these technologies in businesses, and their 

corporate governance system needs to carefully address these issues to ensure the 

ethical use of these automated systems.  

As such, the research utilizes an ethical perspective to study the impact of AI and 

blockchain adoption in corporate governance. As outlined above, ethics is very 

important and should be at the heart of corporate governance to drive good business 

practice beyond any rules and regulations for sustainable and ethical business. And 

ethics is also critical when businesses transform and operate their business using AI 

and blockchain to improve transparency and efficiency. These technologies will deliver 

huge value if companies learn how to use these technologies properly and they are 

not ethically compromised. The ethical perspective will help businesses understand 

the ethical benefits and ethical dilemmas of the practical concerns of adopting these 

technologies in businesses. The ethical awareness of the good or bad impacts of these 

technologies will help board and C-suit level directors make better decisions on how 

to govern these technologies to deliver growth. It is well acknowledged that any 

technological changes can be a blessing for social wealth creation and a curse of mass 

unemployment (Clemons et al., 2017; Fleming, 2019). The above three observations 

justify this investigation to incorporate social-technical considerations of any 

technology, because all products, services, and infrastructure are based on societal 

demands (Gomber et al., 2018). Us humans are the ones who design and use these 

systems and will be impacted by these systems, either AI or blockchain or any other 
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technological systems. Social norms will get challenged when the advancement in 

technologies gets ahead of society  (Khanna, 2018). Personal harm could occur from 

the unethical use of information technology (Mason, 1986). Currently, the public 

debate on emerging technologies is increasingly focusing on their social rules and 

ethical issues (Sun and Medaglia, 2019). Many scholars have drawn ethical concerns 

about using disruptive technologies such as AI and blockchain in terms of unethical 

use of data, job transformation, and algorithms (Martin, 2018; Fleming, 2019; Lobschat 

et al., 2021; Winter and Davidson, 2019), and suggested proper governance needed 

to be in place to ensure the design, development, and deployment of disruptive 

technologies to integrate social and technical elements (Ølnes et al., 2017; Gomber et 

al., 2018; Brennan et al., 2019; Moore, 2019; Shank et al., 2019). Buttarelli (2018) 

suggests companies need to ensure technology ethics in place to ensure human 

beings, not technology, remain our priority and main consideration in this digital era. 

The recent McKinsey report indicates companies overall are making some progress 

in mitigating the risks of AI, but most still have a long way to go (McKinsey, 2020). The 

AI gap between Europe and the frontier (represented by the United States) has already 

increased by 20% in the past three years (Bughin et al., 2019). 

1.4 Research aims and objectives and research questions of the study 
 

Following explicating the research gap and the main perspective of this study, this 

section illuminates the detailed and specific research aims, objectives, and research 

questions of this study. 

As indicated above, corporate governance will change in many ways with the adoption 

of AI and blockchain technologies to drive efficiency and improve transparency and 

trust. As we are aware, businesses today are moving too fast and too complex for 

corporate CEOs or boards, or managers to make good decisions without the use of 

intelligent systems (Libert et al., 2017). Organizations are looking to communicate the 

insights from the data and information they have collected (Bertino et al., 2019). 

Managerial processes have changed with the company’s data-led strategies 

(Davenport, 2014). Frequently, organizations are increasingly adopting new 

techniques to exploit the abundance of data (McAfee and Brynjolfsson, 2012) to better 

understand their businesses, customers, and competitors to survive and strive in this 

digital age. Indeed, this world is rapidly changing. It is harder for the board to exercise 
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control and manage new risks and opportunities accelerated by disruptive 

technologies.  AI and blockchain have salient benefits for individuals and businesses 

and redefine the nature and scope of our work and social life. As indicated in the 

previous sections, when technology gets ahead of society, our social norms guided by 

values, beliefs, and cultures will be questioned (Khanna, 2018).  Companies must alter 

their corporate governance practice to enhance their business strategy to take into 

account the use of AI or blockchain to improve transparency in corporate governance 

ecosystems. In addition, companies must enhance the awareness of the importance 

of ethical practices in corporate governance to help address issues that rules and 

regulations cannot reach (Shamir, 2008). The values and ethics of technological 

development must be addressed at the top level of corporate governance and 

communicated to everyone involved. Ethics is critical and matters when every 

organization is increasingly changing its business model to be a tech-enabled 

organization (Sniderman, 2020). Increasingly, the board will have to pay more 

attention to ethical issues in their decision-making using and involving AI and 

blockchain technology as machines are unable to make moral judgments (Montagnon, 

2019; Clement-Jones, 2020). Boards will encounter additional responsibility for risk 

oversight on the challenges with AI and blockchain. They need to get familiar with 

these technologies and understand what AI and blockchain can do and cannot do and 

learn how to use them in an ethical and socially responsible way. The board has the 

responsibility to make sure their use of technology does not breach individual rights 

and endanger the company's reputation (IBE, 2019). In the future, if companies do it 

right with the ethical use of disruptive technologies such as AI and/or blockchain, they 

will be more trusted and in a better position to gain a competitive advantage 

(Montagnon, 2019). 

1.4.1 Research aims and objectives 
 
The primary aim of the research is to study the impact of AI and blockchain adoption 

in corporate governance from ethical perspectives, as shown in Fig 1 below. 
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Figure 1 Scope of this research 
This study situates the research focus of this investigation in the intersection of 

corporate governance, AI and blockchain adoption, and ethics (see Fig 1.1 for the 

scope of this research). This refined research scope intends to better support the aims 

of this research to investigate the impact of AI and blockchain adoption in the domain 

of corporate governance to ensure ethical considerations of using these technologies.  

As such, the ethical considerations of using these technologies within the context of 

corporate governance constitute the main purpose of this investigation emphasizing 

three aspects.  First, this study explores the ethical benefits of adopting AI and 

blockchain in the context of corporate governance. Second, this investigation also 

examines the ethical concerns of AI and blockchain adoption in corporate governance.  

Third, this study further explicates how companies can ethically govern the use of 

these technologies for the good of the wider society.  

As such, to support the research aim, the objectives of the study are: 

 To explore the ethical benefits of using AI and blockchain due to the unique 

features of these technologies. 

 To examine the ethical issues of using AI and blockchain in businesses and  

 To provide comprehensive understanding of how companies can govern the 

use of AI and blockchain to mitigate misuse, questionable design, and 

unintended negative consequences.  
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1.4.2 Research questions 
 
Therefore, this empirical investigation is guided by the three following research 

questions: 

 Q1: What are the ethical benefits of adopting AI and blockchain in the context 

of corporate governance?   

 Q2: What are the ethical concerns around AI and blockchain adoption in 

businesses?  

 Q3: How can companies ethically govern the use of these technologies? 

This research is important because digital technologies are increasingly embedded in 

our society, changing the nature and scope of our work and life. It is a highly relevant 

trend for organizations and our society to further explore disruptive technology 

adoption (Vial, 2019). The advancement in digital technologies increasingly leads to 

major shifts in how value is captured and exchanged in society (Cohen, 2017). 

Companies should treat AI and blockchain adoption as a business issue (McKinsey, 

2018; Davenport and Ronanki, 2018; Falk, 2019) because the real issue is how 

organizations can properly use these machines or technologies to leverage new 

technical capabilities to do things faster, better, and cheaper  (Fleming, 2019). 

Everyone and every institute must stand ready to embrace and direct the technological 

change to help shape the future of business and society (HouseOfLords, 2018). 

Nowadays, we are constantly producing digital traces of our social and work life. It 

becomes very challenging for businesses to process the abundance of data without 

intelligent systems (Bertino, et al., 2019). Increasingly, businesses are adopting 

advanced techniques and systems to collect and analyze large volumes of data 

(McAfee and Brynjolfsson, 2012) to better understand their businesses, environments, 

customers, competitors, etc. As such, the ethical issues are increasingly apparent 

when companies use these advanced technologies to analyze employees and 

customer behaviours, determine what people see using algorithms, predict what they 

like, and recommend products or services based on their analysis (Buttarelli, 2018). 

Companies must deal with the ethical issues of using these advanced technologies 

(Thomson, 2019). Currently, the public debates are increasingly focused on social 

rules and ethical issues regarding the use of digital technologies (Dierksmeier and 

Seele, 2018; Cong and He, 2019; Lima and Delen, 2019; Mansell et al., 2019; Sousa 

et al., 2019; Sun and Medaglia, 2019; Ullah et al., 2019). Many people feel Facebook 
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collecting and selling around 50 million users’ data to Cambridge Analytical in 2018 

was wrong, which adversely impacted Facebook and Cambridge Analytical. The 

European Union General Data Protection Regulation (DGPR) came into force in 2018 

and was viewed as a general pushback against the ethical misconduct of the way data 

was collected and used (Rouse, 2019).  Technologies such as AI and blockchain can 

bring many benefits to businesses such as reducing transaction costs, streamlining 

processes, making the job easier, enhancing transparency, improving business 

efficiency, and building business resilience. However, on the other hand, organizations 

need to have proper governance in place to ensure the use of AI and blockchain in an 

ethical and socially responsible way, to ensure the use of those technologies does not 

endanger our society.  

1.5 Methodological design of the study 
 

Due to the emerging nature of AI and blockchain technologies, this study aims to 

develop a thematic framework to provide an insightful understanding of the impact of 

AI and blockchain adoption in the field of corporate governance emphasizing the 

ethical perspectives. As such, it does not seek statistical generalization across 

different empirical domains. Therefore, the focus of this research is on the abstract 

qualities and themes, not the empirical quantity and frequency of the technological 

impact on corporate governance.  

Consequently, this investigation adopts netnography (Kozinets, 2020; Jeacle, 2021; 

Costello et al., 2017; Aleksandrove et al., 2018; Kozinets et al., 2018) and semi-

structured interviews. These two approaches are broadly situated within the qualitative 

research strategy. They are prevailing to the use of interpretive or constructivist 

paradigms to gain knowledge through immersing in social media and interviewing 

social actors to understand how they shape, understand, and interpret the digital world.  

Pragmatically, the research design (see figure 8 in Chapter 3) combines netnography 

and semi-structured interviews to ensure relevant data is accessible and can be 

collected online using these two approaches. The whole data collection and analysis 

are iterative processes throughout this investigation until theoretical saturation is 

achieved.  The research design follows Bell et al.’s (2019) main steps of qualitative 

research and is tailor-designed for this study. The investigator is committed to 

incorporating relevance and rigor in designing, conducting, and reporting the research, 
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to achieve methodological rigour and trustworthiness of this study for better knowledge 

accumulation (Maula and Stam, 2019). 

Pragmatically, this study applies Kozinet’s method-embedded research 

communication triangle, and six step-by-step procedural movements of netgnography 

to investigate online traces to social media data (see figure 9 in Chapter 3). The 

pragmatic procedural steps of netnography investigation are following the sequences 

of initiation, investigation, immersion, interaction, integration, and incarnation, which 

are explicitly illuminated in the methodology chapter 3. The netnography investigation 

generates 5 datasets: 34 LinkedIn Posts with Comments; 12 Webinars; 22 YouTube 

Videos; 19 Videos; and 10 Podcasts. Additionally, this research also conducts 17 

semi-structured interviews using online platforms such as MSTeams, Zooms, and 

Google Meet. The initial informants are identified when the researcher is immersed in 

online investigations. Then this study applies a snowball or chain referral technique 

recommended by Biernacki and Waldorf (1981) which results in an evolving sample 

of informants for the interviews.  This study follows ten procedure movements under 

four categories of arranging, scheduling, closing, and transcribing interviews (see 

figure 10 in Chapter 3). The informants' length of work experience, current knowledge, 

and expertise are used in this investigation as the specific measures of their 

competency.  

Then this research follows Corley and Gioia’s (2004) study, inductively analyses the 

data once it is collected, adhering closely to the guidelines specified for methods of 

naturalistic inquiry (Lincoln and Guba, 1985) and constant comparison techniques 

(Glaser and Strauss, 1967). These approaches provide the basis for rigorous data 

collection and analysis to determine if more data needs to be collected (Corley and 

Gioia, 2004). Therefore, the data analysis is a recursive process (Locke, 1996) and 

moves back and forth throughout the data collection and analysis phases (Braun and 

Clarke, 2006). Further, this study thoroughly describes the thematic analysis 

procedures followed by this investigation (see figure 13 in Chapter 3). The specific 

techniques and the pragmatic step-by-step approaches adopted in this investigation 

in collecting and analyzing data aim to achieve the methodological rigour and 

trustworthiness of this study. 
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1.6 Main contribution of the study 
 

This study develops a thematic framework as a result of this investigation that signifies 

the primary theoretical contribution.  In addition, this research provides secondary 

contributions in theoretical terms and empirical contributions to the nascent area of AI 

and blockchain adoption within the corporate governance realm from ethical 

perspectives.  

Primary theoretical contribution:  As a result of this empirical investigation, this 

thesis develops a thematic framework that provides a holistic understanding of the 

impact of AI and blockchain adoption in corporate governance from ethical 

perspectives. The framework explicates three dimensions with detailed themes based 

on the empirical evidence from different informants’ views and experiences.  First, 

three specific themes related to the triggers of corporate governance change:  change 

in social reality; current business problems; and blockchain and AI for fraud detection. 

Second, four specific themes related to corporate governance change context: 

structural change; new capabilities; ethical concerns with automated systems; and 

adoption challenges. Third, five specific themes related to corporate governance 

imperative response to the ethical use of blockchain and AI: ethical design fit for 

purpose; ethical use of data; leadership (board support); people, and culture. As such, 

this thematic framework provides a new conceptual framework for future inquiries into 

corporate governance to incorporate technological mechanisms to transform 

businesses for future growth.  

Secondary theoretical contribution:  This research adds a conceptual 

understanding of technological mechanisms within corporate governance to enhance 

transparency and trust, which improves variety in conceptual terms for future research 

in the corporate governance domain to incorporate the nascent area of AI and 

blockchain adoption. It further represents an expansion of the conceptual reach of 

applying new technological tools to improve transparency and accountability in 

corporate governance.  In addition, this study contributes to enhancing the existing 

scholarly literature on the well-established field of corporate governance, and the 

emerging field of AI, blockchain. The notion of ethics is further specified and 

significantly expanded by this study to examine the ethical benefits of using AI and 

blockchain and the ethical dilemmas organizations will encounter when using these 
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technologies, and further elucidates how companies can ethically govern the use of 

these technologies. Further, the findings of this research are explicated using the 

multi-theoretical approach from the perspectives of the existing agency theory, 

stewardship theory, stakeholder theory, and institutional theory so that the empirical 

findings of this investigation can be better understood.   

Empirical contributions: This study successfully expands the current AI and 

blockchain studies to empirically study the impact of AI and blockchain adoption in the 

field of corporate governance, emphasizing the ethical perspectives, and 

corroborating the applicability of AI and blockchain within the corporate governance 

realm.  The empirical findings are based on qualitative data collected from 34 LinkedIn 

Posts with Comments,12 Webinars, 22 YouTube Videos, 19 Videos, 10 Podcasts, and 

17 semi-structured interviews.  More future studies are needed to expand the thematic 

framework developed from this study to integrate different empirical methods and 

settings to further refine, test, and compare the results to enrich the knowledge 

Practically, this study extended beyond the original field of technologies by showing 

the relevance of AI and blockchain in the domain of corporate governance to empower 

a thoughtful, careful consideration of the implications of technological disruption, to 

help organisations stay relevant and build resilience in the digital era.  The empirical 

findings of this investigation provide practical implications for shareholders, boards, 

managers, accountants, auditors, policymakers, and other stakeholders involved in 

corporate governance ecosystems. The articulation of the practical contribution of this 

study covers three main aspects in Chapter 5: the ethical use of disruptive 

technologies, the future workforce, and the regulations.  

The results indicate companies can leverage the new technological capabilities of 

blockchain-enabled network coordination and AI-enabled data intelligence to create 

value and deliver growth, based on the condition that only if companies know how to 

use them properly and are very confident that these systems have the right intention 

and are not ethically compromised. This study further explicates if the board members 

governing a company are technology competent, they can drive the company’s 

success in digital transformation by fostering the right strategies, embedding ethical 

design of AI or blockchain systems that fit for purpose, creating an organizational 

culture values ethics first, and continuously training and educating the workforce to 
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enhance ethical awareness, and having the right policies and processes, controls, 

safeguarding in place to ensure ethical use of these technologies. The findings of this 

investigation also reveal that if companies try to experiment with AI or blockchain, they 

need to have everyone involved in the projects go through the entire process of 

building it, testing it, and working on robust constant feedback loops to improve it. 

People must prepare themselves for the future.  Society as a whole needs to adjust to 

the new realities and get it right in terms of reskilling and upskilling and starts building 

pathways forward before displacement happens, to ensure the digital transformation 

is ethical and socially responsible. In terms of regulations, they should focus on what 

are the impacts of technologies on people, and the good operations of society. 

Regulators have to get away from these sorts of high-level ethics principles and get 

into something more concrete like role-specific responsibilities, a risk mitigation 

strategy, and keep it simple so that people can understand and operationalize them. 

As such, collaboration is critical to enable multi-stakeholder perspectives and 

international efforts to anticipate and be proactive in having a framework that, in a 

sense, assesses the risk, to make sure people understand what is happening out there 

and their radar is fully alert and be quite forensic about the use of these technologies. 

 

1.7 Structure of the thesis 
 

This study organizes and synthesizes the thesis in six chapters. 

Chapter 1: The introductory chapter introduces the research background and provides 

the rationale for this study relevant to the general purpose of this investigation. Further, 

this chapter articulates three research gaps in section 1.2. Following on from that, 

section 1.3 justifies the ethical perspective adopted for this study to investigate the 

impact of AI and blockchain adoption in the domain of corporate governance. Based 

on that understanding the chapter presents the aims of this research, the more specific 

objectives, and the particular general research questions for this empirical 

investigation in section 1.4. It further provides an overview of the methodological 

design for this inquiry in section 1.5. Finally, it elucidates the main contributions of this 

study in section 1.6 and outlines the structure of the thesis in section 1.7.  

Chapter 2: This chapter extensively and systematically reviews the extant scholarly 

literature on the well-established field of corporate governance, and the emerging area 
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of AI and blockchain technologies. General conceptual and empirical gaps are 

identified that warrant further scrutiny in the field of corporate governance to 

incorporate new AI and blockchain technologies within its ecosystems to deliver 

growth.  This chapter starts with reviewing the relevant literature on corporate 

governance in section 2.1, revealing the weaknesses in contemporary corporate 

governance linked to financial fraud due to information asymmetry and lack of 

transparency. A growing stream of literature in corporate governance studies 

emphasizes the importance of ethics in corporate governance to restore trust and the 

importance of transparency in corporate governance to promote ethical decision-

making. Following on from this, this chapter also provides relevant literature on AI in 

section 2.2 and blockchain technology in section 2.3, revealing the salient capabilities 

of these technologies that can be used in corporate governance to fundamentally 

improve transparency and trust. This chapter further presents the benefits of 

integrating AI and blockchain to improve data security and enhance accurate AI 

decisions in section 2.4. Then this chapter explicates AI and blockchain ethics to help 

organizations understand the ethical issues of using AI and blockchain within their 

ecosystems in section 2.5. The final section of this chapter consolidates the relevant 

literature and develops a multi-theoretical framework from the perspectives of agency 

theory, stewardship theory, stakeholder theory, and institutional theory to guide this 

investigation in section 2.6.  As such, this chapter addresses a general focus on 

corporate governance to enhance transparency by adopting new AI and blockchain 

technologies. More particularly, its focus is on the relevance and importance of the 

ethical dimension of using these technologies within the domain of corporate 

governance to enhance ethical benefits and mitigate ethical dilemmas and help 

organizations survive and thrive in digital transformation.    

Chapter 3:  This chapter illuminates the research methodology adopted in this 

research. This study applies specific techniques and a pragmatic, step-by-step 

netnography approach to investigate online traces, and extends these online 

explorations with online semi-structured interviews.  This chapter starts with the 

articulation of the philosophical orientation of the study in section 3.1. Following on 

from this, section 3.2 explains the research design of the study.  The subsequent 

section 3.3 elucidates the different methods (netnography and semi-structured 
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interviews) adopted for data collection. Then, section 3.4 illuminates the thematic 

analysis of the data. Finally, section 3.5 evaluates the research quality. 

Chapter 4:  This chapter presents the data analysis and reports the findings. In this 

findings presentation, this study coordinates, integrates, and marshals four data 

displays: a) the findings narrative itself, b) the supporting data with representative 

quotations to each theme; c) the progressive data structure (1st order concepts, 2nd 

order themes, aggregate dimensions), and d) the emergent thematic model.  This 

study collates similar themes into several overarching dimensions that make up the 

basis of an emergent thematic framework. This way of reporting findings makes it 

easier for the interested reader to discern the evidence of the findings. As such, this 

chapter is divided into two main parts.  Section 4.1 outlines the themes identified from 

the thematic analysis of the data collected purposefully for this inquiry. This section is 

then organized into sub-sections to analyze and interpret each theme with supporting 

evidence of representative quotations from the informants, and further, this study 

builds a data structure to make a meaningful and insightful understanding of the data. 

Following on from this, section 4.2 explicates the thematic framework developed from 

the data as the main findings of this investigation.    

Chapter 5:  This discussion chapter evaluates the substantial empirical results by 

demonstrating their impact and contribution relative to the appropriate theoretical 

literature and assessing the strengths and limitations of the methods and results.  In 

this chapter, the results of this study and the resulting thematic framework as the main 

findings of this research are first discussed in Section 5.1 in the context of extant 

scholarships in corporate governance, blockchain, AI, and ethics to evaluate the 

impact of AI and blockchain adoption in corporate governance from ethical 

perspectives. Further, the contributions of this study in theoretical and practical terms 

are explicated in Section 5.2. The findings of this study are interpreted using a multi-

theoretical approach from the perspectives of the existing agency theory, stewardship 

theory, stakeholder theory, and institutional theory so that the empirical findings of this 

investigation can be better understood. Finally, the methodological, empirical, and 

practical limitations of this study are summarized in Section 5.3. 

Chapter 6: This final chapter first concludes this thesis and then outlines some future 

predictions from this empirical investigation regarding technological development in 
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section 6.1. Following on from this, this chapter also provides some recommendations 

on how companies can refocus and rethink their approaches to digital transformation 

to deliver growth and sustainability in section 6.2. Lastly, in section 6.3 of this chapter, 

this study elucidates and suggests the directions for future research to integrate 

different empirical methods and settings to further refine, test, and compare the results 

to enrich the knowledge.  
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Chapter 2 Literature review  
 

This chapter reviews the relevant scholarly works of literature, which frame and inform 

this study in general terms. It purposefully provides an extensive review of the extant 

literature on corporate governance, artificial intelligence, and blockchain technology, 

which are relevant to this empirical investigation that broadly situates the study within 

the domain of corporate governance to examine the impact of adopting AI and 

blockchain in corporate governance. Further, this chapter provides a more specific 

discussion by reviewing the works of literature pertinent to the particular ethical focus 

of the importance of ethics in corporate governance and ethical considerations of using 

AI and blockchain within the context of corporate governance.   

This investigation is informed by the key literature on the domain that presents the 

argument that corporate governance is a suitable field for understanding the new 

capabilities and challenges of AI and blockchain adoption at the corporate level due 

to current societal conditions, which organizations face in general in terms of digital 

transformation, which forces businesses to transform business models and adopt new 

ways of working in this digital era.  More importantly, corporate governance has been 

an area of research for many decades, the major surge in the research was 

accelerated by the increased call for greater accountability and responsibility from the 

board and senior management of corporations. This part of the chapter highlights that 

corporate governance is based on theoretical foundations that make it an appropriate 

meta-level context for this current inquiry: its agency problems, its stewardship view 

of trust, its stakeholder orientation, and its institutional focus. However, corporate 

governance has not yet reached a wider acceptance of more decentralized corporate 

governance structures and practices facilitated by the technological revolution. 

Theoretical understanding needs to be further developed and explored to help 

organizations understand the digital transformation in their businesses. 

Further, the emerging literature on AI and blockchain are mainly conceptual, and 

empirical investigation is slight, which is understandable that AI and blockchain are at 

early stages of development and adoption. The salient benefits of AI and blockchain 

adoption represent inherent features of transparency and trust, which may have much 

broader instrumental and analytic relevance in corporate governance if companies 

know how to ethically use these technologies as new governance mechanisms which 
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can fundamentally improve transparency and trust, and foster collaboration in 

corporate governance.  

As such, this chapter is structured into six main sections. The first section of this 

chapter outlines the concept of corporate governance, the existing models and 

mechanisms, the importance of ethics in corporate governance, and the emerging 

decentralized corporate governance practice. This part of the literature reveals the 

weaknesses of contemporary corporate governance linked to financial fraud due to 

information asymmetry and lack of transparency, and further emphasizes the 

importance of ethics in corporate governance to restore trust. The extant literature 

suggests the importance of transparency in promoting ethical decision-making to 

enhance integrity and company reputation. Following on from this, the second section 

of this chapter provides relevant literature on Artificial Intelligence, followed by the 

relevant literature on blockchain in the consequent section. These two sections 

explicate a basic understanding of these two technologies in general and elucidate the 

opportunities for using AI and blockchain to help companies move forward in digital 

transformation and fundamentally enhance transparency and trust in corporate 

governance. The fourth section of this chapter illuminates the benefits of integrating 

AI and blockchain to improve data security and enhance accurate AI decisions. Then, 

the following section five of this chapter explicates AI and blockchain ethics to help 

organizations to understand the ethical issues of using AI and blockchain within their 

ecosystems to ensure the ethical design, development, and deployment of AI and 

blockchain technologies. Lastly, section six outlines a multi-theoretical framework 

developed in this literature review from the perspectives of the agency theory, 

stewardship theory, stakeholder theory, and institutional theory to guide this empirical 

investigation so that the impact of AI and blockchain adoption in corporate governance 

from ethical perspectives can be better understood.  

2.1 Corporate governance 
 

This section elucidates the extant scholarly literature on corporate governance and 

explicates the emerging new trend in this field with digital transformation. It first 

outlines the concepts of corporate governance in section 2.1.1. Then it explains the 

basic corporate governance models in section 2.2.2, followed by the corporate 

governance mechanisms in section 2.2.3. Following on from that, section 2.2.4 
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illuminates the importance of ethics in corporate governance. Then, section 2.2.5 

explicates the emerging corporate governance with AI and blockchain technologies to 

fundamentally improve transparency and trust.  

The existing corporate governance scholarly literature indicates the importance of 

corporate governance lies in its contribution to accountability and business prosperity 

(Hampel, 1998). The topic of corporate governance and firm performance has 

attracted great attention from many scholars (Berger and Bonaccorsi di Patti 2006; 

Brandes et al. 2008; Choi et al. 2012; Al Farooque et al. 2019; Gedajlovic and Shapiro 

2002; Grove et al. 2011; Jackling and Johl 2009; McDonald and Westphal 2010; Ngo 

et al. 2018; Nicholson and Kiel 2007; Perrini et al. 2008; WITHERS and Fitza 2017). 

The extant scholarly studies on corporate governance span across different disciplines 

such as management, accounting, finance, economics, and law (Coles et al., 2001). 

Over the past decades, the major surge in corporate governance research was 

accelerated by the increased call for greater accountability and responsibility from the 

board and senior management of corporations (Christopher, 2010) to mitigate agency 

problems and create value for firms.  The extant studies on corporate governance 

have focused on internal and external monitory and control mechanisms in seeking 

the most effective corporate governance model (Kumar and Zattoni, 2019). However, 

the enhanced regulations and additional monitoring and incentive mechanisms have 

not stopped the financial scandals resulting from unethical behaviour or wrongdoings 

(Adam and Schwartz 2009; Bonn and Fisher 2005; Claessens and Yurtoglu 2013; 

Minkes et al. 1999; OECD 2004; Palazzo and Scherer 2006). The importance of ethics 

in corporate governance can help address issues that rules and regulations cannot 

reach (Shamir, 2008). The recent study by Ullah et al. (2019) restates the agency 

problem as ethical tension between managers and corporate governance 

mechanisms. Profit maximization is a part of the theory of the firm, however, “it is only 

a part, and certainly not the central focus”, firms need to reflect “ethical as well as 

economic precepts” (Hosmer 1996:33). No corporate governance system can be 

effective without public trust (McCarthy and Puffer, 2008). Directors need to deal with 

ethics in corporate governance to enhance trust in the capital markets (Anderson et 

al. 2007).  Today, our business world is changing from hierarchy, centralized 

organization to a more open, decentralized autonomous organization (Fenwick et al., 

2017). The business environment is changing fast with the advancement in 



45 
 

technologies. It has become nearly impossible to perform daily activities without the 

use of digital technologies (Lobschat et al., 2021). “As society becomes increasingly 

entrenched in the digital information era, ethics in computing continues to be an 

important and widely discussed issue in both academia and practice” (HouseOfLords 

2018:21). 

2.1.1 Concept of corporate governance  
 
There are many definitions of corporate governance, UK Cadbury Report defines 

corporate governance as “the system by which business corporations are directed and 

controlled” (Cadbury, 1992). The important contributions of corporate governance 

outlined in the Hampel Report are business prosperity and accountability (Hampel, 

1998). Corporate governance involves “a set of relationships between a company’s 

management, its board, its shareholders, and other stakeholders (investors, creditors, 

employees, etc) in the governance system. Corporate governance also provides the 

structure through which the objectives of the company are set, and the means of 

attaining those objectives and monitoring performance are determined” (OECD 

2004:11). Good corporate governance is “an essential means to create an 

environment of market confidence and business integrity that supports capital market 

development and corporate access to equity capital for long-term productive 

investments. The quality of a country’s corporate governance framework is of decisive 

importance for the dynamics and the competitiveness of a country’s business sector” 

(OECD 2019:9). Good corporate governance ensures financial stability, business 

integrity  (Potts and Matuszewski, 2004), and trust (Gilbert and Rasche, 2008; Rezaee, 

2008).  Paine and Srinivasan (2019) have summarised six core functions of a 

corporate board: 1) selecting, monitoring, advising, and compensating the chief 

executive, 2) monitoring the company’s financial structure and declaring dividends, 3) 

deciding on major transactions and changes in control,4) monitoring the company’s 

financial reporting and internal controls, 5) overseeing the company’s strategy, 

performance, risk management, and 6) compliance with relevant legal and ethical 

standards.  

 

This study addresses the changes in corporate governance facilitated and accelerated 

by the adoption of disruptive technologies like AI and blockchain. On one hand, the 

new technological tools can improve transparency, efficiency, and data quality, 
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enhance analytical capabilities, reduce human error, and enhance trust. On the other 

hand, intelligent automation will cause ethical dilemmas such as job loss, bias, privacy, 

and unethical use of data. The emerging new corporate governance needs to be agile, 

and collaborative to “have the ability to detect and respond to opportunities in a timely 

and flexible manner”, and “can be able to work together” (Brennan et al. 2019:7) to 

utilize decision rights, incentives and accountabilities empowered by AI and blockchain 

for organizational and economic coordination (Ziolkowski et al.,2020).  

2.1.2 Corporate governance models 

Currently, in the economics and management debate on the subject of corporate 

governance, there are two different models of corporations: the shareholder model 

and the stakeholder model (Maher and Andersson, 2002). On one hand, the 

shareholder model is to maximize shareholder value, and ensure the firm is run in the 

best interests of shareholders.  This model helps to provide clear guidance in setting 

priorities and establishing monitoring and control mechanisms to improve a firm’s 

profitability. The shareholder's approach to corporate governance is primarily 

concerned with aligning the interests of managers and shareholders (controlling 

shareholders and minority shareholders) to reduce agency problems (Jensen and 

Meckling, 1976; Fama and Jensen, 1983).  

On the other hand, the stakeholder model extends the shareholder model to take 

account of other stakeholders, such as employees, suppliers, customers, creditors, 

and social constituents such as the local community, environmental agency, local and 

national governments, and society at large. The problem associated with this model 

of the firm is that it is difficult to ensure the inclusion of all the stakeholders’ interests. 

A mechanism encouraging cooperation and coordination among stakeholders is 

required to support the interests of all stakeholders to create value for the firm 

(Freeman, 1984, 1994; Donaldson and Preston, 1995).  

Due to different legal systems (Ping and Andy, 2011) and the institutional context of a 

specific country (La Rosa et al., 2019), corporate governance factors such as the 

board of directors, ownership structures, value, manager’s primary function, forms of 

control, sources of financing, governance approach, firm objectives, and strategies are 

different (Filatotchev and Boyd 2009; Filatotchev et al., 2013) under these two models 

(see table 1 below). 
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Corporate governance models 
 
Model Shareholder model Stakeholder model 
Ownership Dispersed  Concentrated 
Board Structure One-tier (board of directors) Two-tier (supervisory board and executive 

board) 
Value to be reached Shareholder value Stakeholder value 
Manager’s primary 
function 

Profit producer System maintainer 

Form of control Exercised by the stock 
market (Indirect) 

Exercised by the company’s stakeholders 
(Direct) 

Sources of financing Stock market mainly Reinvestment of earnings and bank credits 
mainly 

Governance 
Approach 

Monitor and control Coordinate and collaborate 

Firm objectives Shareholder value creation More diversified objectives  
Corporate strategy Encourage radical 

innovation and cost 
competition 

Facilities incremental innovation and 
quality competition 

Legal systems Common law Civil law 
Countries Unites States of America 

United Kingdom, Canada, 
Australia 
(British territories or 
colonies) 

Continental European countries 
(Germany, Netherlands, Sweden, Austria, 
Denmark, Norway, Finland, France, Italy, 
Spain, Belgium) and Japan, Latin America 

Table 1 Corporate governance models (Sources: Caldwell and Karri (2005); Ping and Andy (2011)) 

However, the major invisible barrier in modern companies under these two models 

across the globe is the lack of transparency (Ndofor et al., 2015). Although many 

efforts have been made in both common law and civil law jurisdictions to promote the 

principle of transparency in corporate governance, information asymmetry still exists 

due to different institutional contexts, and different ways of recording transactions 

using different ledgers between counterparts. The process creates duplications and 

inconsistency and causes delays in the processes, which creates opportunities for 

managers to manipulate transactions. Based on the corporate and governmental 

information flows, Errichetti and Roohani (2018) have proposed an ideal corporate 

governance model (see figure 2 below) to assess the merit of the Digital Accountability 

and Transparency Act of 2014 (DATA Act). Their study suggests that “increased data 

timeliness and usability will enhance transparency, while improvements in automation, 

data transfer, and data analytics will improve monitoring” (p107). Transparency 

enables principles to mitigate undesirable agent behaviour and determine the most 

productive principle-agent relationships.  
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Figure 2 Idea corporate governance model (Source: Errichetti and Roohani 2018:115-116) 

Errichetti and Roohani’s (2018) idea corporate governance model suggests 

companies generate trustworthy financial information for end-users to make better 

decisions to comply with the DATA Act. Their model has acknowledged the importance 

of transparency and monitoring in the information flow process. However, their model 

has not considered the use of more advanced technological tools such as AI and 

blockchain which automate the process and detect anomaly transactions, and 

fundamentally enhance transparency and monitoring in a timely and continuous 

manner.  

2.1.3 Corporate governance mechanisms  

Recently, the study of Lumineau et al., (2021:504) has combined the views from both 

economic and management scholars, and they have conceptualized “a governance 

mechanism as the institutional arrangement through which an agreement is enforced”. 

Gulati et al. (2005) have noted businesses turn to governance mechanisms to seek 

solutions for challenges to help them organize their interactions and manage 

interdependencies. 

Over the past decades, studies on corporate governance have focused on internal 

and external monitoring and control mechanisms in seeking the most effective 

corporate governance model. The primary internal governance mechanisms consist 

of the board of directors and ownership structure (Anderson et al. 2007; Bao and 



49 
 

Lewellyn 2017; Clarysse et al., 2007; Elbadry et al., 2015; Filatotchev et al. 2013; 

Grove et al. 2011; Horner 2010; Lai et al.,2017; Nowak and McCabe 2003), 

compensation incentives (Coles et al., 2001; Brandes et al., 2006; van Essen et al., 

2015; Lai et al., 2017; Chari et al., 2019; Kovermann and Velte, 2019; Till and Yount, 

2019).  The external mechanisms have devoted renewed attention (Aguilera et al. 

2015; Coffee 2006; Shi et al., 2017) are reflected by the takeover market and the legal 

system (Denis and McConnell, 2003), such as the threat of takeover (Grossman and 

Hart, 1988), product competition (Hart, 1983), managerial labour markets (Fama, 

1980).  

The positivist agency theory has historically identified two governance mechanisms 

that can be used to reduce agent opportunism: (1) outcome-based contracts, and (2) 

information systems (Eisenhardt, 1989). Outcome-based contracts are thought to be 

an effective governance mechanism because they align the interests of the principle 

and the agent. Contracts can serve as a mechanism for facilitating coordination (Reuer 

and Ariño, 2007). Contracts can be used to build a collaborative environment to reduce 

misunderstandings between parties enhance accountability, predictability, and 

common understanding and reduce honest mistakes (Lumineau, Wang and Schilke, 

2021).  Information systems can inform the principle of the agent’s activities and 

discourage agent opportunism because the agent realizes that it will not be able to 

deceive the principle (Eisenhardt, 1989; Errichetti and Roohani, 2018).  

Further, the extant scholarly literature has identified contractual governance and 

relational governance. The contractual governance is based on contract, while the 

relational governance focuses on trust and relational norms (Macneil, 1980). Therefore, 

different corporate governance mechanisms have been adopted under the systems of 

contractual governance and relational governance (Macneil, 1980; Rousseau et al., 

1998; Faems et al., 2008; Lumineau et al., 2021) to promote cooperation and 

coordination between different parties (Gulati et al., 2012).  The recent study by 

Lumineau et al., (2021) has provided a very good comparison between the different 

governance mechanisms (see table 2 below).  

 Contractual governance Relational governance 
 

Defining 
feature 

Agreements in writing (rights and 
obligations) 

Flexible arrangements, shared 
expectations about behaviours of each 
partner 
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Focus Emphasizes the importance of 
contracts 

Emphasizes the importance of trust for 
safeguarding and coordinating alliances 

Principles  Law Social Norms 
Shared value system 
Sense of solidarity 

Enforcement  Enforcement through third parties 
(court, arbitrator)/government 
authorities  

Enforcement through the parties 
themselves  
 

Form Formal Informal 
Illustrated 
studies  

(Macneil, 1980; Heide and John, 1992; Rousseau et al., 1998; Zhang et al.,2003; 
Faems et al., 2008; Lumineau et al., 2021) 

Table 2 Comparison of corporate governance mechanisms (Source: Lumineau et al., 2021) 

In the light of the above, the main purpose of the corporate governance mechanisms 

is to ensure effective cooperation and coordination between different parties to align 

interests and aligning expectations between transacting parties to build trust (Gulati et 

al., 2012; Lumineau et al., 2021).  Trust is “a psychological state comprising the 

intention to accept vulnerability based on positive expectations of the intentions or 

behaviour of another” (Rousseau et al., 1998:395).  The study of McEvily et 

al.(2003:93) has conceptualized trust “as an expectation, which is perceptual or 

attitudinal, as a willingness to be vulnerable, which reflects volition or intentionality, 

and as a risk-taking act, which is a behavioural manifestation”. Trust is based on 

anticipated behavioural integrity (Mayer et al., 1995). In addition to trust, 

trustworthiness influences the pervasiveness and efficacy of trust (Barney and Hansen, 

1994). According to McEvily et al.(2003), without trustworthiness, trust is not 

sustainable. The distinction between trustworthiness and trust is “based on the actual 

versus perceived intentions, motives, and competencies of a trustee” (P93).  

However, trust has been an issue in modern companies (Caldwell and Karri, 2005) 

due to information asymmetry. As such, corporate governance mechanisms need to 

find a way to improve trust. This research argues that companies can consider using 

advanced technological tools like blockchain technology as a governance mechanism 

to facilitate cooperation and coordination to fundamentally improve trust through a 

consensus mechanism. 

2.1.4 Ethics in corporate governance 

As mentioned above, trust is important to sustain the business. Many of us are familiar 

with stories about top managers “cooking the books” in one way or another. The 

famous Enron scandal cost shareholders $74 billion, and the WorldCom fraud leads 

to $180 billion and cost 30,000 jobs (Dong et al.,2018). As a result, companies and 
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regulatory bodies often implement strict controls to try to prevent financial fraud. The 

latest Carillion and Wirecard scandals are pushing the reform in the audit. Recently, 

UK Financial Reporting Council launched a consultation on the government’s proposal 

to restore trust in audit and corporate governance (FRC, 2021).  

The worldwide corporate scandals have surged the demand for an explanation of the 

antecedent of corporate wrongdoing committed by top executives (Schnatterly et 

al.,2018).  Wrongdoing is behaviour that an individual decides to transgress the line 

between right and wrong, causing negative outcomes for organizations (Greve et al., 

2010). Unethical behaviours are the violation of societal norms on the expectation of 

moral behaviour (Akaah, 1996; Cialdini et al., 2004).  

Extant scholarly studies have noted the available internal and external opportunities 

are necessary preconditions for fraud and wrongdoing (Schnatterly et al.,2018).  

Opportunities arise because information asymmetries that are often labelled as a lack 

of transparency exist between top managers and their diverse shareholders (Ndofor 

et al., 2015). Information asymmetry (lack of transparency) is well documented and 

suggested as the main cause of agency problems (Godfrey et al., 2003; Acharya et 

al., 2011; Cuevas-Rodríguez et al., 2012; Jiraporn et al., 2012; Liu and Lai, 2012; 

Wiseman et al., 2012; Hail et al., 2014; Elbadry et al., 2015; Lai et al., 2017; Errichetti 

and Roohani, 2018). The existence of information asymmetry between top managers 

and shareholders contributes to a moral hazard risk for shareholders (Ndofor et al., 

2015). Financial reporting fraud is a moral hazard problem that occurs when managers 

behave in ways that reduce shareholder value (O’Connor et al., 2006). The study of 

Schnatterly et al. (2018) reveals internal forces such as the CEO’s power, duality, a 

sizable ownership stake, and external forces such as industry cultures and norms 

regarding payback periods and investments horizons set the tone for industry players 

and dictate CEO, provide opportunities to commit or facilitate wrongdoing.  Ndofor et 

al. (2015) have found that industry-level complexities in information asymmetry 

increase the likelihood of wrongdoing.  Ramdani and van Witteloostuijn (2012) have 

found CEOs who have a significant ownership stake are more like to engage in 

wrongdoing than their counterparts without this ownership stake. Excesses in stock-

based incentive compensation can have the unintended effect on CEOs to use overly 

aggressive accounting practices or misreport a firm’s financial results to engage in 

financial misbehaviour (Desai et al., 2006; O’Connor et al., 2006). According to Ullah 
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et al.(2019), a corporate scandal is morally or legally wrong that generates a negative 

public reaction and creates controversies. Their study restates the agency problem as 

ethical tension for managers and corporate governance mechanism as a way of 

mitigating the agency problem to restore trust and confidence.  McCarthy and Puffer 

(2008) indicate no corporate governance system can be effective without public trust.  

The importance of ethics in corporate governance can help address issues that rules 

and regulations cannot reach (Shamir, 2008). Ethical values and principles such as 

transparency, accountability, integrity, and public responsibility (Rossouw, 2005; 

Adam and Schwartz, 2009) (see table 3 below), if formally set out, can also help 

provide the moral justification for the law and guide ethical behaviour of directors 

(Bonn and Fisher, 2005), which might lead to greater compliance with the law 

(Schwartz et al., 2005). Atkin (1999) believes ethics is the best choice for business 

practice. Ethics “deals with values related to human conduct, concerning the meaning 

of right or wrong of certain actions and the motives that provoke these actions” (Halter 

et al., 2009:376).  The rise of ethics in corporate governance gives hope to restore 

trust in business (Caldwell and Karri, 2005; Cuevas-Rodríguez et al., 2012).  Ethics 

can be an alternative or rather more positive approach to empowering the board of 

directors, guided by ethical values and norms, by accurately reviewing corporate 

actives and financial reports to prevent financial damage (Adam and Schwartz, 2009).  

Corporate governance and Ethical values 
 
Transparency 
 

Certain information about what took place is made public and is accessible 
to its applied audience 
transparency value leads to norms that guide the board’s decision-making 
process (business strategy, resource allocation, accessibility of information) 
Transparency increases trustworthiness, improves investor confidence 

Accountability 
 

The value needs to be expressed through a corresponding set of norms 
which should guide the requirement of directors to render an account and 
explain to the shareholders the reasoning behind the decisions made, the 
constraints that were faced, and the actions taken 

Integrity  
 

Integrity refers to the desired set of norms that enable the impartiality of 
decision-makers while observing the right rules of conduct (putting the 
interests of the shareholders first in any decision while balancing the interests 
of other stakeholders) in a consistent manner 

Public 
responsibility 
 

It refers to a set of norms that reflect the responsibility of a specific person to 
make a given decision or take action given one’s legal and moral obligations 
while holding a post as an executive in the organization within the scope of 
his post. The behavioural norms based on this value specify the conduct 
within the scope of the post which is specified in what needs to be done, and 
who should do it 

Table 3 Corporate governance and ethical values (Source: Adam and Schwartz 2009: 228-
229) 
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Many extant scholarly studies have suggested ethics can improve a company's 

reputation (OECD, 2004; Bonn and Fisher, 2005), enhance integrity (Boyd, 1996; 

Potts and Matuszewski, 2004), contribute to corporate legitimacy and accountability 

(Purcell, 1982), establish credibility and trust (Gilbert and Rasche, 2008), increase 

truthful disclosure (Gaa, 2009), enhance transparency, accountability, integrity and 

public responsibility and promote and motivate ethical behaviour of directors (Adam 

and Schwartz, 2009).  

According to O’Fallon and Butterfield (2005), there are two streams of ethics 

1. Normative ethics (or normative model) is more theoretical. The model focuses 

on how individual should behave, 

2. Descriptive ethics (or positive model) is more empirical. The model focuses on 

how individuals behave or think when faced with ethical dilemmas.  

In practice, managers often adopt the normative theory of ethics, such as stockholder 

theory, stakeholder theory, and social contract theory to make ethical accepted 

decisions in the changing business environments, and focus on how individuals should 

behave (Hasnas, 1998; Bose, 2012).  

The field of descriptive ethics lies largely in the realm of business and management to 

predict an individual’s actual behaviour. Studies such as O’Fallon and Butterfield 

(2005), and Craft (2013) have reviewed a large number of articles published from 1996 

to 2003, and from 2004 to 2011. Many studies have empirically tested a wide variety 

of proposed constructs (see figure 3) that influence Rest’s (1986) four-step model for 

individual ethical decision making (see table 4 below). 

Rest’s moral decision-making model 
 
Components (steps)  Explanation  
Moral awareness Identifying the moral nature of an issue 
Moral judgment Making a moral judgment 
Moral intent Establishing moral intent 
Moral behaviour Engaging in moral action 

   Table 4Rest’s (1986) moral decision-making mode (Source: O’Fallon and Butterfield, 2005) 

Rest’s (1986) moral decision-making model is made up of four components: Moral 

awareness, moral judgment, moral intent, and moral behaviour.  The model explicates 

the awareness of the moral nature of an issue, the ability to make a moral judgment, 
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establish moral intent, and engage in moral action (Rest, 1986; O’Fallon and 

Butterfield, 2005). 

 

 

 

 

Figure 3 Positive model of descriptive ethics (Sources: Lovell, 2002; O’Fallon and Butterfield, 
2005; Craft, 2013; Musbah et al.,2016)) 

The positive model of descriptive ethics further illuminates factors that influence ethical 

decision-making in terms of moral awareness, judgment, intent, and behaviour. The 

factors can be individual factors such as age, gender, work experience, and education; 

organizational factors such as code of ethics, ethical culture, and size; and moral 

intensity such as the magnitude of consequences, and social consensus (O’Fallon and 

Butterfield, 2005; Craft, 2013). Further, in philosophy, the extant scholarly studies have 

produced consistent results in examining idealism and relativism, which reveal that 

“idealism and deontology are generally positively related to ethical decision-making, 

while relativism, teleology, and other factors, such as economic orientation are 

generally negatively related to ethical decision-making” (O’Fallon and Butterfield, 

2005:379).  

In the light of the above, ethics deals with how people should behave and how people 

behave when they face ethical dilemmas. This study argues transparency is the key 

to mitigating information asymmetry and reducing opportunities for wrongdoing to 

improve ethical behaviour. Butler (2005) explicates the potential of ethics for a more 

realistic and compassionate practice of accountability, infusing self-understanding as 

an economic subject with a moral obligation that exceeds our own self-interest 

(Schearer, 2002:569). “The development of accountability increases the transparency 
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of organizations. It increases the number of things that are made visible, increases the 

number of ways in which things are made visible, and in doing so encourages a greater 

openness. The inside of the organization becomes more visible, that is transparent” 

(Gray, 1992:415). Further, the extant scholarly literature also suggests transparency 

can help combat corruption (Klitgaard, 1998) and encourage ethical behaviour and 

enhance company image (Halter et al., 2009). Transparency can be used for moral 

persuasion toward the self-managing state (Mehrpouya and Salles-Djelic, 2019) to 

counter opaqueness (Roberts, 2009) and enable self-control of organizational 

processes and the systems of internal control and risk management (Power, 2007).  

This investigation further argues that transparency can be enhanced by adopting new 

technological tools such as AI and blockchain technology to enhance ethical decision-

making. This statement can be supported by extant scholarly studies.  Gasmelseid 

(2009) has explored the use of software agents in promoting ethical decision-making. 

Halbouni et al. (2016) have examined the role of corporate governance and 

information technology in fraud prevention and detection within the United Arab 

Emirates (UAE), technology is capable of identifying unusual activities using effective 

software. Li et al. (2018) have found increasing information quality improves takeover 

efficiency.  

2.1.5 Emerging corporate governance 

Today, the evolution of technology has brought unprecedented changes in our lives. 

The growing accessibility to advanced computing power and large databases (Sousa 

et al., 2019) facilitated and accelerated technology innovation, leading to prominent 

changes in individuals and organizations (Benlian et al., 2018), transforming business 

models and processes (Gomber et al., 2018). The traditional hierarchies or matrix 

organizations are no longer fit for today’s business environment (Hamel and Zanini, 

2018; De Smet, et al., 2021). At present, technology has played a key role in facilitating 

the changes (PEGA, 2020). Digital transformation initiated by disruptive technologies 

is vital for every business (Vial, 2019), leading to a major shift in how value is captured 

and exchanged in society  (Cohen, 2017), all parties must stand ready to embrace and 

direct that change in shaping the future for business and society (HouseOfLords, 

2018). Organizations are depending more on the new capabilities of the emerging 

disruptive technologies (McKinsey, 2020). The world’s most highly valued companies 



56 
 

today have embraced new capabilities in network coordination and data intelligence 

(Zeng, 2018). The study of Brennan et al. (2019) has provided an overview of 

corporate governance implications of distributive technology. Their study reveals agile 

governance and collaborative governance which relate to organizational capabilities 

to deal with agility, adaptiveness, and cooperation to deal with uncertainty in the rapid 

market transformation. Their study also reveals decentralized governance and 

distributive governance which relate to authority, power, and decision-sharing 

dimensions. 

From an organizational perspective, business is moving too fast and too complex for 

corporate CEOs or boards, or managers to make a good decision without the use of 

intelligent systems (Libert et al., 2017). The recent McKinsey report suggests the 

company priories creativity, speed, and accountability to replace the old business 

model with something radically better to address “Who we are” (purpose; value 

agenda, culture); “How we operate” (radically fatten structure, turbocharge decision 

making, treat talent as scarcer than capital); and “How we grow” (take an ecosystem 

perspective, build data-rich tech platforms, accelerate organizational learning) (De 

Smet et al., 2021). 

From a technological perspective, after decades of talks, a new AI era is finally arriving 

to transform businesses (Falk, 2019). The term AI has been mentioned in earnings 

calls almost 800 times in the third quarter of 2017 (Sands, 2019). It is predicted that 

AI will contribute as much as $15.7 trillion to the world economy by 2030 (PWC, 2017).  

Lord Clement-Jones (2020) addresses the significant impacts of AI on corporate 

governance. AI is making its way onto every board’s agenda, driving discussions on 

how it can be leveraged, what risks it introduces, and how best to govern its use 

(Sands, 2019). And for blockchain, the World Economic Forum (WEF) predicted that 

10% of global GDP will be stored on blockchain by 2027 (WorldEconomicForum, 

2015). Yermack (2017) predicts blockchain innovations will potentially change 

corporate governance far more profoundly compared to the 1933 and 1934 Securities 

Acts in the USA.  AI and blockchain are what lies ahead of us (Ferguson, 2018), they 

will be the key developments for future boardrooms. Academic literature starts to 

emerge to explore the impact of the potential impact of blockchain on corporate 

governance (see table 5 below). Decentralized organizational business operations 

pose major challenges for corporate governance to ensure who has decision-making 
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powers to consider the interests of all the stakeholders (Fenwick, et al., 2017). 

“Markets will move towards models where organizations collaborate to maintain 

accurate and shared records rather than maintaining their own independent and 

inconsistent systems which require extensive reconciliation processes to ensure 

consistency” (Brown, 2018:3). The following sections explicate the emerging literature 

on artificial intelligence and blockchain, and further elucidate a multi-theoretical 

framework to guide this investigation to help understand the technological impact on 

corporate governance. 
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Illustrative 
studies 

Journal Title Type Main research focus 

(Ziolkowski et 
al., 2020) 

Journal of 
Management 
Information 
Systems 

Decision Problems in 
Blockchain Governance: Old 
Wine in New Bottles or Walking 
in Someone Else’s Shoes? 

Qualitative This research pays special attention to the governance of blockchain 
systems and illustrates decision problems in 14 blockchain systems 
from four application domains 

(Zachariadis et 
al., 2019) 

Information and 
Organization 

Governance and control in 
distributed ledger: Blockchain 

Conceptual Challenges facing blockchain technology in financial services such 
as decision rights; control mechanisms and incentive structure in 
digital infrastructures. 

(Yermack, 2017) Review of 
Finance 

Corporate governance and 
Blockchains 

Conceptual Evaluate the potential implications of the adoption of blockchain 
technology for managers; institutional investor, small shareholders; 
auditors and other parties involved in corporate governance 

(Brennan et al., 
2019) 

The British 
Accounting 
Review 

Corporate Governance 
implications of disruptive 
technology: An overview 

Conceptual Introduces the special issue of innovative governance and 
sustainable pathways in a disruptive environment. Identify the 
defining features of emergent DTI-related structural models that 
shape the demand for the changes to corporate governance and 
accounting mechanisms 

(Moll and 
Yigitbasioglu, 
2019) 

The British 
Accounting 
Review 

The role of internet-related 
technologies in shaping the 
work of accountant: New 
directions for accounting 
research 

Conceptual  Concerns about the profession’s legitimacy in the new technologies 

(Magnier and 
Barban, 2018) 

Inter EU law East The potential impact of 
blockchain on corporate 
governance 

Conceptual Open access to real-time information 
Vote and shareholder’s investment 
Improved management tools 
The emergence of new governance risks (confidentiality; open-
access; potential conflict of interest issue, etc.) 
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(Tapscott and 
Tapscott, 2017) 

MIT Sloan 
Management 
Review 

How Blockchain Will Change 
Organizations 
 

Conceptual Blockchain will transform how businesses are organized and 
managed, allowing eliminating transaction costs and using resources 
outside as easily as resources on the inside. 

(Fenwick et al., 
2019) 

ECGI Working 
Paper Series in 
Law 

The End of “Corporate” 
Governance (Hello “Platform” 
Governance) 
 

Conceptual  Business needs platform governance to leverage digital technologies 
to create more community-driven forms of organization to build an 
open and accessible platform culture 

(Daniels, 2018) University of 
Pennsylvania 
Journal of 
Business Law 

Blockchain & Shareholder 
voting: A hard fork for 21st-
century corporate governance 

Conceptual Some legitimacy of corporate governance would be restored.  
New tools and networks could eliminate structural obstacles 
impeding shareholder involvement in corporate governance 

(Trump et al., 
2018) 

IEEE 
ENGINEERING 
MANAGEMENT 
REVIEW 

Governing the Use of 
Blockchain and Distributed 
Ledger Technologies: Not One-
Size-Fits-All 
 

Conceptual  While the technology is still emerging, its application to and success 
within various organizations will be largely dependent upon these 
key governance concerns: governance structures; institutional 
arrangements, decision-making protocols, and stakeholder 
engagement 
 

(Shermin, 2017) Strategic change 
 

Disrupting governance with 
blockchains and smart 
contracts 

Conceptual  explain how blockchains and smart contracts bypass traditional 
principal-agent dilemmas of organizations, and radically reduce 
transaction costs, thus creating the emergence of new decentralized 
organizational structures—decentralized governance—that were not 
feasible before. 

Table 5 Emerging academic studies on the technological impact on corporate governance 
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2.2 Artificial Intelligence  
 

This section starts to explicate the literature on artificial intelligence and the emerging 

AI applications in corporate governance. The recent advancement in artificial 

intelligence is accelerated by a string of scientific developments, the availability of big 

data, and cheap computer processing power (Wooldridge, 2017). The diffusion of AI 

in the public sector is in its nascent stage, and so is the body of research on the 

phenomenon (Sun and Medaglia, 2019). However, the literature on this AI field is 

emerging and developing. Scholars are exploring AI applications in many different 

fields. For example, AI application in humanoid robots as tools, agents, and 

experiences (Appel et al., 2020); human-machine intellectual comparisons that 

increasingly threaten the distinctiveness of humans (Cha et al.,  2020); robotic devices 

for older adults with an emphasis on supporting the positive aspects of aging  (Deutsch 

et al., 2019); the interactions with AI agents (Shank et al., 2019); AI in team 

collaboration (Seeber et al., 2019); the use of artificial intelligence in-home voice 

assistants (McLean and Osei-Frimpong, 2019); AI-guided chatbots (Androutsopoulou 

et al., 2019). Chen et al. (2019) apply statistics tests and machine learning algorithms 

to investigate whether investor personality predicts investment performance. Lee et al. 

(2019) consider four factors that trigger users’ willingness to help an imperfect AI 

system. Wesche and Sonderegger (2019) develop a theoretical model depicting how 

humans come to accept and follow a computer leader. Lima and Delen (2019) suggest 

using machine learning to predict and explain corruption. As such, AI literature is 

emerging and developing as AI technology evolves.  

The following subsection provides the concept of AI in section 2.2.1 and different forms 

of AI systems in section 2.2.2. Then, section 2.2.3 explicates the current AI 

applications. Following on from that, section 2.2.4 explains the current research on AI 

applications in corporate governance to augment board decisions through intelligent 

analysis.   

2.2.1 Concept of AI 

AI has a very long history. The term Artificial Intelligence was introduced by John 

McCarthy at the 1956 Dartmouth conference, which was considered the birth of AI. 

The development of AI research has been characterized by ups and downs (Sun and 
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Medaglia, 2019). It progressed steadily from 1956 onwards, and there were various 

points in history punctuated by breakthroughs and lows. There was always 

tremendous excitement and great hype about what was to come. After the Second 

World War, the world was generally quite hopeful and optimistic, but then you have 

those crashes with nothing seemed to progress and the early promises seemed to 

lead to nowhere and hopes were dashed. Those periods when AI hype gave way to 

AI negativity and pessimism. Those periods of pessimism are often referred to as AI 

winters. The recent development in AI is facilitated and accelerated by the availability 

of big data and cheap computing power. The latest development is in relation to a very 

specific area of artificial intelligence, known as machine learning, where you feed the 

system as much information that you have relevant to a particular task, and the system 

learns its own way through that information.  

Despite the term introduced in 1956, so far, there is no widely accepted definition of 

artificial intelligence (HouseOfLords, 2018). In recent years, academic studies such as 

Androutsopoulou et al. (2019), and Moll and Yigitbasioglu (2019) refer AI as a set of 

computational techniques used to solve problems and support and enhance the quality 

of decision-making. This study adopts the definition of artificial intelligence and 

machine learning from the UK Government industrial strategy white paper, which 

defines artificial intelligence as “technologies with the ability to perform tasks that 

would otherwise require human intelligence, such as visual perception, speech 

recognition, and language translation”, machine learning as “a type of AI that allows 

computers to learn rapidly from large datasets without being explicitly programmed” 

(HMGovernment, 2017:37). AI and machine learning have already started to transform 

the global economy as general-purpose technologies. 

According to IBM Cloud Education, both deep learning and machine learning are 

subfields of artificial intelligence. Deep learning is comprised of neural networks. It is 

a sub-field of machine learning. A deep neural network is comprised of an input layer, 

multiple hidden layers, and an output layer that can process both structured and 

unstructured data.  Deep learning eliminates some of the manual human intervention, 

automates the process, and enables scalable machine learning. Machine learning is 

more dependent on human intervention to learn and requires more structured data to 

learn (IBM, 2020) (see figure 4 below).   
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Figure 4 Relationships between AI, machine learning, deep learning (Source: IBM, 2020) 

There are various forms of machine learning, like supervised machine learning and 

unsupervised machine learning. The idea of learning input to output mapping has been 

around for many decades. But this has started working incredibly well just in the last 

few years thanks to the rise of deep learning or neural networks. Deep learning as a 

further sub-branches of machine learning, is causing all the rage recently. This is 

because it looks like AI winters are gone. It looks likely deep learning now is the way 

forward in getting systems to produce genuinely interesting behaviour that does seem 

to reproduce some aspects of human intelligence. However, it does not mean that 

these systems can do anything the way humans do, but they are certainly reproducing 

certain kinds of human behaviors that would be considered intelligence. Currently, 

there is tremendous hype about machine learning, deep learning, and neural networks.  

What we're seeing is that, in a lot of industries, when you find the right business uses 

cases, you're now able to build these input/output mappings much more accurately 

than what was just a few years ago. For the right business use cases, this means it 

can be valuable in a way that wasn't possible before.  

2.2.2 Typology of AI 

Fundamentally, there are two major forms of AI, strong AI, and weak AI (see figure 5 

below).  
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Figure 5 Two major forms of AI (Weak AI and Strong AI) (Source: IBM, 2020)    

According to Russell and Norvig (2016), strong AI systems are still considered an area 

of speculation and science fiction. It is believed that AGI, comparable to humans, is 

far away in the future, if at all possible. Some tasks performed by human intelligence 

will never be reached by AI, particularly those related to creativity, self-awareness, 

conscience, and free will.  Therefore, currently, only the weak form of AI is of interest 

for real-world applications (Wooldridge, 2017; Wirtz et al. 2018).  Wooldridge (2017) 

explains general AI (strong AI) is the long-term dream of AI researchers to build a 

machine that is conscious, self-aware, and intelligent to perform tasks the same way 

that human does. Narrow AI (weak AI) is getting machines to solve specific tasks which 

currently require brains. Davenport and Ronanki (2018) suggest that it is useful for 

companies to look at AI through the lens of business capabilities to meet three 

important business needs: automating business processes, gaining insight through 

data analysis, and engaging with customers and employees. Seeber et al. (2019:3) 

introduced the concept of machine teammate, they state “machine teammate is an 

autonomous, pro-active, and sophisticated technology that draws inferences from 

information, derives new insights from information, learns from past experiences, finds 

and provides relevant information to test assumptions, helps evaluate the 

consequences of potential solutions, debates the validity of proposed positions 

offering evidence and arguments, proposes solutions and provides predictions to 
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unstructured problems, plus participates in cognitive decision making with human 

actors. Such a machine teammate may be an important technology to deal with in 

current designs and investigations of team collaboration”. Winter and Davidson (2019) 

suggest the novel use of AI enables values to be encoded into an algorithm and 

translated into machine judgment.   

Further, the recent study by Munoko et al.(2020:p211) has mentioned three types of 

AI artifacts. The first type is Assisted AI systems, which exhibit mechanical intelligence 

and enables AI to perform routine, repetitive tasks. The second type is Augmented AI 

systems, which increasingly learn from human and environmental interactions to 

supplement human decision-making. The third type is Autonomous AI systems, which 

can adapt to different situations and act independently without human assistance, 

exhibiting both intuitive and empathetic intelligence. The cost savings of AI systems 

will become more apparent as AI technology progresses. However, when AI systems 

outperform humans, AI will challenge our social norms. Companies need to deal with 

new social and ethical issues of using advanced AI systems, which is what this study 

intends to corroborate with an empirical investigation to generate more insights for this 

inquiry. 

2.2.3 AI Applications  

In recent years, AI is continuously evolving with more powerful functions. AI has the 

potential to transform business models across many sectors due to the availability of 

a vast amount of data and advanced computing power. Many of us might not even 

realize that our smartphone apps, google maps, and online recommendation systems, 

are all powered by AI systems (see some common real-life AI applications in table 6 

below).  

Real-world AI applications 
 
Most Common Applications AI systems Real-world use case 
Speech Recognition 
(Automatic speech recognition -
ASR)  

Natural Language Processing 
(NLP) processes human 
speech into a written format 

Mobile device (Siri) 

Customer Service  Virtual assistants and Voice 
assistants 

Online chatbots 

Computer Vision Image recognition 
powered by convolutional 
neural networks 

Photo tagging in social media 
radiology imaging in healthcare 
self-driving cars within the 
automotive industry 
Google maps 
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Recommendation Engines Prediction Add-on recommendations to 
customers during the checkout 
process for online retailers, e.g 
Amazon’s recommendation 
systems 

Automated stock trading Automation AI-driven high-frequency 
trading platforms 

Table 6 Common real-world AI applications (Source: IBM, 2020) 

The latest trends in AI applications are evolving. For example, explainable AI, Digital 

Twins, Automated Machine Learning, Hybrid Learning Models, and Lean and 

Augmented Data Learning (Salah et al., 2019). In the business world, AI is believed to 

have the ability to enhance and support problem-solving and decision-making 

(Androutsopoulou et al., 2019). Its applications are evolving into different areas of 

business, such as accounting, auditing, finance, supply chain, medical records, stock 

exchange, etc.  In accounting and auditing, the profession embraced a simpler version 

of AI such as expert systems which rely on experts’ rich knowledge base of rules and 

facts in the early 1980s. Today, big accounting firms are increasingly using AI as an 

effective tool in their advisory and assurance practice to perform auditing procedures. 

More use cases of AI in accounting and auditing are witnessed in general ledgers 

review, tax compliance, audit work papers, data analytics, fraud detection, and 

decision making (Munoko et al.,2020:210). For example, Deloitte’s LeasePoint 

(partnered with IBM Watson); PwC’s GL.ai (collaboration with H2O.ai); KPMG ignite 

are all the AI-enabled systems adopted by leading accountancy firms to analyze 

documents and prepare reports (Faggella, 2020) to improve efficiency.  

2.2.4 AI in corporate governance  

As AI applications evolve in different domains, their application in corporate 

governance to augment board decision-making is inspiring and has attracted many 

boards' attention. The basic motives for companies around the world to use AI as a 

technological tool are to ease work processes and increase efficiency and productivity.  

Over the years, AI has developed to be a highly smart technology that has evolved a 

lot and undergone many changes.  After decades of talks, research and development, 

a new AI era is finally arriving to transform businesses (Falk, 2019). AI experts have 

predicted AI could potentially run corporations in 20-30 years with highly advanced 

machine intelligence (Petrin, 2019). Lord Clement-Jones (2020) addresses AI will 

have a significant impact on and implications for corporate governance.  A recent 



66 
 

McKinsey report indicates the old business model built on uniformity and bureaucracy 

cannot fit the purpose in today’s business environment (De Smet et al., 2021). 

Companies need to think seriously about their corporate governance practices. The 

bar on organizational innovation will rise. The challenges are only beginning for boards 

who govern the corporations to decide how to leverage new AI capabilities for their 

businesses (Sands, 2019). Australian boards start to think about using AI and machine 

learning to improve the quality of their decision-making (Fox et al., 2019). VITAL is an 

AI system appointed to the board by Deep Knowledge Ventures and has saved the 

firm from multiple bad investments (Sands, 2019). Salesforce has introduced Einstein 

AI as a smart assistant to increase productivity.  Board could use AI tools for risk 

management and internal control oversight to better comply with directors’ duty of care 

under section 174 of the company Act 2006 (Fu, 2018). Directors, shareholders, 

investors, and auditors can use AI tools to enhance their fiduciary roles in corporate 

control and monitoring, investment, risk, and management decisions.  

The shift to a digital age requires a fundamental transformation of organizations and 

their operations (Fenwick et al., 2019). It is predicted regular management reporting 

will be automated, virtual assistants will manage personalized travel itineraries, and 

the machine will learn your habits and prioritize your work. The changes facilitated by 

the AI system will reshape the purpose and function of boards when they expand their 

roles into technology and organizational development (Ganu and Kuk, 2019). However, 

current scholarly studies suggest “machine teammate” or “human in the loop” to 

ensure the use of AI systems to analyze data, evaluate consequences, predict a trend, 

and recommend products and services in corporate governance to augment board 

intelligence rather than automating leadership and governance (Seeber et al., 2019). 

Sun and Medaglia (2019) suggest organizations can adopt a decentralized bottom-up 

decision-making strategy to incorporate stakeholders’ views on forming AI policies to 

achieve both cooperation and coordination (Gulati et al., 2012).  

However, the current machine learning and deep learning methods of AI are 

centralized, which may lead to the possibility of data tampering that adversely impacts 

AI decision outcomes. As such, the concept of decentralized AI was introduced, which 

is the combination of AI and blockchain (Montes and Goertzel, 2019; Salah et al., 

2019). The next session introduces the emerging literature on the blockchain. 
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2.3 Blockchain  
 

This section starts to elucidate the emerging literature on blockchain technology and 

explicates blockchain applications in the domain of corporate governance. Blockchain 

was first introduced by Satoshi Nakamoto in a white paper- Bitcoin: a peer-to-peer 

electronic cash payment system (Nakamoto, 2008), as a method of validating 

ownership of Bitcoin cryptocurrency without any intermediaries (Yermack, 2017). 

Current research highlights blockchain technology has gained mainstream attention in 

2017, trending in the press and on social media (Magnier and Barban, 2018; Murray, 

2018). Swan (2015) remarks blockchain has the potential to transfer anything of value 

such as finance, votes, intellectual property, health data, and ideas.  

It is expected to be as revolutionary as the Internet (Tapscott and Tapscott, 2017). It 

could become the “foundational technology” (Iansiti and Lakhani, 2017) and the “next-

generation Internet” (Shermin, 2017). Blockchain has the potential to reshape our 

society. For the first time in human history, people from everywhere can trust each 

other and transact peer to peer. Trust is established through technology by 

cryptography and by collaboration (Tapscott and Tapscott, 2016). Its functionality has 

evolved into different applications in banking, financial markets, insurance, voting 

systems as well as government services (Dai and Vasarhelyi, 2017).   

Blockchain is a pragmatic yet revolutionary technology. The technology offers a new 

way of collaboration between individuals and organizations (Lumineau et al., 2021). 

So far, scholarly literature reveals two streams of research related to the notion of 

blockchain technology: blockchain mechanisms and real-world applications (Cong and 

He, 2019). The stream of blockchain mechanisms literature focuses on the new 

opportunities and capabilities enabled by blockchain technology. The stream of real-

world applications focuses on the use cases of blockchain technology. The extant 

literature indicates blockchain has not been widely adopted yet. Many remain at the 

proof-of-concept stage and face technical, organizational, and legal challenges 

(Buterin, 2014; Gilbert, 2016; Boillet, 2017; Coyne and McMickle, 2017; Kokina et al., 

2017; Bertino et al., 2019). However, despite the challenges, according to Deloitte’s 

2020 global blockchain survey, organizations are more committed than ever to 

implementing blockchain in their business (Deloitte, 2020a). Many scholars are 

increasingly exploring new use cases for using this nascent technology. Blockchain 
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will revolutionize business and redefine companies and economies, intermediaries like 

lawyers, brokers, and bankers might no longer be needed (Iansiti and Lakhani, 2017). 

The latest forecast by Garner estimates worldwide IT spending is expected to reach 

$3.9 trillion in 2020 (Costello and Rimol, 2020). Trade and receivables finance with 

blockchain technology will increase global trade volumes by $1.1 trillion (Consortia, 

2019).  The recent trend indicates a growing number of financial institutions are 

embracing partnership and collaboration with tech giants (Ruddenklau, 2018) to 

continuously explore novel ways of using blockchain technology for fast and secure 

transactions (Deloitte, 2017). Experts suggest blockchain could provide a digital record 

of transactions by 2050 (Fletcher, 2019). As such, currently, blockchain literature is 

emerging and developing as the technology evolves to improve trust through 

collaboration.  

The following subsection provides the concept of blockchain in section 2.3.1 and the 

main characteristics of the technology in section 2.3.2. Then, section 2.3.3 explicates 

different forms of the technology. Following on from that, section 2.3.4 illuminates the 

current blockchain applications and illustrates the emerging literature on blockchain 

application in the domain of corporate governance for revised power and control in a 

decentralized manner to foster more close collaborations.  

2.3.1 Concept of blockchain  

There are many different definitions of blockchain. Most of the studies define 

blockchain from the perspective of blockchain characteristics and potential benefits 

(see table 7). Terminologies on blockchain and distributed ledger technology (DLT) 

are evolving. Generally, DLT refers to broad technologies, while blockchain refers to 

specific types of DLT (Christie, 2018). 

Studies Journal Blockchain Definition 
 

(Du et al., 2019) Journal of Strategic 
Information System  

Chain of data blocks each of which is created 
to record a transaction 
An emerging financial technology (FinTech) 
IT artifacts of blockchain (distributed ledgers; 
consensus mechanism; encryption 
mechanism; Smart contract; immutable audit 
trail) 

(Ølnes et al., 2017) Government Information 
Quarterly  

Time-stamped transactions 
The integrity of the data 
Control, data ownership, privacy, and access 
are the key design decisions 

(Yermack, 2017) Review of finance Sequential database (enhance traceability) 
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Cryptographic proof (improve security) 
Validating ownership (improve transparency) 
Peer to peer transactions with no 
intermediaries (Increase efficiency)  

(Hinings et al., 2018) Information and 
Organisation 

Giant spreadsheet or database 
Peer-to-peer network (distributed) 
Data integrity and security 
Platform governance 
Transparency 
Database maintenance 
Smart contracts 

(Iansiti and Lakhani, 
2017) 

Harvard Business 
Review 

Distributed databases 
Peer to peer transmission 
Transparency with pseudonymise,  
Irreversibility of records (immutability) 
Computational logic 

Table 7 Definitions of blockchain 

Yermack (2017) and Hinings et al.(2018) view blockchain as a sequential database or 

a giant spreadsheet as an alternative to the classical financial ledger that records 

transactional information, secured by cryptography, and governed by a consensus 

mechanism. Underwood (2016:15) describes how blockchain works, “when a user 

wants to add a transaction to the ledger, the transaction data is encrypted and verified 

by other computers on the network using cryptographic algorithms. If there is 

consensus among the majority of computers that the transaction is valid, a new block 

of data is added to the chain and shared by all on the network. Transactions are secure, 

trusted, auditable, and immutable”. It is a digital, immutable, distributed ledger that 

chronologically records transactions in real-time (Deloitte, 2017).  

“Smart contract may be the most transformative blockchain application at the moment”, 

“The implications are fascinating. Firms are built on contracts, from incorporation to 

buyer-supplier relationships to employee relations. If contracts are automated, then 

what will happen to traditional firm structures, processes, and intermediaries like 

lawyers and accountants? And what about managers? Their roles would all radically 

change” (Iansiti and Lakhani, 2017:126). Smart contracts define the terms of a contract 

between parties using technical computer code, which is transparent to all the 

participants within the network, lowering the costs of contracting between parties (Moll 

and Yigitbasioglu, 2019). Cong and He (2019:11) define “smart contracts are digital 

contracts allowing terms contingent on the decentralized consensus that are self-

enforcing and tamper-proof through automated execution”. Blockchain enables 

machine-based automation to execute collaborations (Lumineau et al., 2021). 
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This study views blockchain as a digital innovation (Nambisan et al., 2017) that 

fundamentally changes how financial records are created, kept, updated, and shared 

(ICAEW, 2018) to enhance transparency and improve and rebuild trust. The 

technology disrupts and transforms structures, practices, values, and beliefs of 

existing business practices (Hinings et al., 2018) that require new technical 

competencies and new business models (Gomber et al., 2018; Kumaraswamy et al., 

2018; Brennan et al., 2019).  

2.3.2 Main characteristics of blockchain 

The main characteristics of blockchain technology identified by various studies are 

transparency, decentralized, immutability, distributed databases, peer-to-peer 

transaction, tamper resistance, strong authentication, and synchronization across the 

network under a consensus mechanism (Murck, 2017; Pattison, 2017; Tapscott and 

Tapscott, 2017). It offers great benefits such as increased transparency, enhanced 

security, improved trust, increased efficiency and speed, improved traceability, and 

reduced costs (Yermack, 2017) (see table 8 below). Blockchain technology has the 

potential to transfer anything of value, not just finance, but also assets like intellectual 

property, health data, votes, and ideas (Swan, 2015; Tapscott and Tapscott, 2016).  

Main blockchain 
characteristics 

Description Illustrated studies 
 

Distributed 
database/ledgers (P2P 
transactions) 

Differs from a centralized database.  Data are 
stored in distributed networks and shared among 
network participants, access to the blockchain 
depends on the types of blockchain adopted  

(Swan, 2015; 
Christie, 
2018)(Iansiti and 
Lakhani, 2017; 
Yermack, 2017) 

Immutability/irreversibility 
of records 

Provides a permanent record of transactions 
available for all the participants to access and view, 
once records are entered, the leger cannot be 
altered providing an immutable audit trail, increase 
transparency and data can be trusted 

(Ølnes et al., 2017; 
Du et al., 2019; Moll 
and Yigitbasioglu, 
2019) 

Computational 
logic/Smart contract 

A blockchain ledger creates a digital trail of records 
that enables the use of algorithms and rules to 
automatically trigger transactions between 
participants. Smart contracts may be the most 
transformative blockchain application that 
automatically executes contracts when pre-agreed 
conditions are met. 

(Zachariadis et al., 
2019) (Gomber et 
al., 2018; 
Goldstein, et al., 
2019) (Yermack, 
2017) 

Secure mechanisms Consensus mechanism: Transactions recorded 
and updated in blockchain represent the view and 
agreement by the majority of the network 
participants, deem the validity of the data which 
can be trusted 
Cryptography: use of a hash function to link public 
and private keys. A private key is unique, like a 

(Swan, 2015; 
Murck, 2017; 
Pattison, 2017; 
Tapscott and 
Tapscott, 2017; 
Murray, 2018) 
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digital signature. A public key is the derivation of a 
private key 

Table 8 Main blockchain characteristics 

The adoption of blockchain on a large scale will take many years to come due to 

technical, organizational, and legal constraints (Boillet, 2017; Coyne and McMickle, 

2017; O’Leary, 2017; Christie, 2018; Yu et al., 2018; Bertino et al., 2019; Clohessy 

and Acton, 2019; Hughes et al., 2019). However, more use cases are emerging.  

Organizations are more committed than ever to implementing blockchain in their 

business (Deloitte, 2020). When information is shared across a network, information 

is controlled by more than one party. Consensus governs the true state of the 

information among the collaborating parties (Lumineau et al., 2021), which enhances 

transparency, reduces information asymmetry, and encourages close collaboration 

among different stakeholders (Constantinides et al., 2018).  

This study emphasizes the integration of blockchain technology in financial systems 

and companies’ accounting systems help to provide real-time financial information to 

fundamentally improve transparency and trust for better decision-making in corporate 

governance ecosystems.  

2.3.3 Typology of blockchain 

Historically, any technological development evolves through different development 

stages and the technologies can be designed in different forms to conform to different 

business needs. The same applies to blockchain technology. Currently, the technology 

is developing, evolving, and improving.  The extant scholarly literature indicates the 

emergence of blockchain technology has evolved progressively through different 

phases: blockchain 1.0 (cryptocurrency transactions), blockchain 2.0 (smart contracts), 

blockchain 3.0 (applications in the area beyond currency and finance) blockchain 4.0 

(combination of blockchain and artificial intelligence).  

Blockchain 1.0 was associated with virtual currencies. Bitcoin was the most widely 

known cryptocurrency (Mainelli and Smith, 2015). Blockchain has been used as a 

method of validating ownership of bitcoin without intermediaries (Yermack, 2017). This 

generation of blockchain is used for payment transactions, foreign exchange, etc. 

(Swan, 2015).  The use of smart contracts (programmed contract language embedded 

into blockchain technology to self-execute contracts once conditions are met), is the 
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biggest contribution of blockchain 2.0 (Swan, 2015; Magnier and Barban, 2018). For 

example, smart contracts built on blockchain systems such as Ethereum, Codius, and 

Hyperledger, are mainly used in banking instruments, securities trading, supply chain 

finance, anti-counterfeiting, and payment clearing (Xu et al., 2019). Blockchain 3.0 is 

evolving into wider applications in health, government, science, arts, and culture 

(Swan, 2015; Zhao et al., 2017; Pieroni et al., 2018) to scale the technology 

extensively. Blockchain 4.0 is just emerging, the combination of blockchain with 

artificial intelligence (Rahul, 2016; Angelis and Ribeiro da Silva, 2019; Bertino et al., 

2019). 

Further, depending on the applications, blockchain technology can be set up differently 

so that different users are given different rights to access and update records. Some 

are public and can be viewed and updated by anyone.  Some are private, only people 

who have authorization can access and view the record. Some are a consortium, 

which is a group of organizations collaborating on blockchain to form a system to solve 

a particular problem (O’Leary, 2017).  

Public blockchain 
 

A public blockchain is sometimes also known as a permissionless blockchain, it has 

no owner controlling access. Everyone can join the network, and view and update the 

records.  Transactions are transparent, secure, time-stamped, and can’t be changed 

once added to the block.  The proof of work is regarded as costly to reach the 

consensus, as the network is so enormous, and it costs lots of electricity.  

Private blockchain  
 

A private blockchain is also known as a permissioned blockchain. It restricts access 

to the blockchain. It requires users to have permission or authorization to record, 

update and validate transactions. According to Yermack (2017), it is more likely that 

businesses will adopt private blockchains rather than public blockchains, to mitigate 

information asymmetries about transactions. Within the private blockchain, consortium 

blockchains are emerging, where a group of organizations uses a private blockchain 

design to form a system to solve a particular problem such as confidentiality (O’Leary, 

2017).  
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Consortium blockchain  
 

The emergence of blockchain consortia offers a novel way of collaborating on 

blockchain technology. Financial services, life sciences and health care, energy and 

resources, technology, media and telecom communications, and the public sector, 

have formed their own blockchain consortia (Gratzke et al., 2017). 

The different types of blockchain vary significantly in the degree of accessibility, it 

requires different governance (Lumineau et al., 2021). This study acknowledges the 

value of permissioned blockchain technology for enterprise businesses to improve 

transparency between transacting parties but maintain a certain level of confidentiality 

by restricting access. Companies can unlock new business opportunities through the 

network on the blockchain platform to transact value in real-time. From an IT 

governance perspective, companies need to pay attention to decision rights (who has 

the authority and responsibility to do what on the platform), control mechanism (ensure 

good behaviours of users), and incentive structures (influence and align the interests 

of different stakeholder to create more value) (Zachariadis et al., 2019). 

2.3.4 Blockchain Applications 

The unique features of blockchain technology are to improve transparency and 

enhance trust through collaboration on the distributed blockchain networks. Its 

applications are evolving and the technology is disrupting businesses and 

governments globally. It is changing in every industry worldwide, from physical asset 

traceability, clinical supply chain, global trade finance, cross-border payment, post-

trade processing, voting, and digital identity  (Deloitte, 2019). Blockchain technology 

could serve as a potentially transformative information technology expected to be as 

revolutionary as the Internet, and a better technological future for us all.  Its 

functionality has evolved into a large number of applications, such as banking, 

financial markets, insurance, voting systems, leasing contracts, and government 

service (Collomb & Sok, 2006; Dai and Vasarhelyi, 2017). Some examples of 

applications studied by scholars such as custody for renewable energy credits and 

carbon credits (Ashley and Johnson, 2018), e-health systems (Casado-Vara and 

Corchado, 2019),  RoboJudge (Castell, 2018), smart contracts (de Graaf, 2019), 

supply chain (Rejeb et al., 2019), preventing corruption (Rien Agustin and Susilowati, 
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2019), cyber security (Taylor et al., 2020), MeDShare for medical data (Xia et al., 2017), 

corporate governance (Yermack, 2017; Brennan et al., 2019), financial services 

(Fanning and Centers, 2016), smart auditing and real-time audit reporting (Rozario 

and Vasarhelyi, 2018). 

Blockchain enables traceability systems to combat illegal practices and improve 

sustainability performance, increase operational efficiency, and enhance supply chain 

coordination in areas such as cobalt, pharmaceuticals sector, and diamond trading 

(Hastig and Sodhi, 2020). The financial service industry is at forefront of adopting 

blockchain technology, which shifts the nature of financial records being created, kept, 

updated, verified, and shared (EY, 2018; ICAEW, 2018). For example, blockchain 

applications in businesses especially in the accounting mechanism of corporate 

governance are promising. Due to new ways of recording, validating, and sharing 

timely transaction information, blockchain can offer many benefits. For example, the 

technology can help businesses improve operational efficiency, simplify processes, 

reduce transaction settlement time and counterpart risk, minimize fraud activities, and 

improve regulatory efficiency and market liquidity (see table 9 below).  

Current business 
Challenges 

Value driver Blockchain benefits 

Manual documents  Operational 
simplification/efficiency 

Automated documents, increase efficiency, 
reduce costs, reduce human error, automate 
reconciliation  

Time-consuming 
process 

Transaction settlement 
time reduction 

Blockchain smart contract enables execute 
contracts automatically once pre-set conditions 
are met, and provides real-time transaction, e.g. 
vendor financing normally takes 3-4 days to 
execute the transaction, with blockchain the 
process only takes a few hours  

Lack of mechanism to 
track transactions from 
different ledgers 

Counterpart risk 
reduction 

Agreements are codified and executed in a 
shared, immutable environment 

Prone to fraud  Fraud minimization  Blockchain provides transparency, visibility, 
provenance, immutable records, any suspicious 
fund transfer will be detected in real-time, 
enhanced security 

Regulatory complexity, 
costly to organizations 

Regulatory efficiency 
improvement 

Provides faster and more accurate reporting by 
automating compliance processes through a 
smart contract. Real-time monitory between 
regulators and regulated entities 



75 
 

Intermediaries 
involved in many 
processes  

Liquidity and capital 
improvement 

Eliminates imbalance of information among 
market participants, increases transparency 

Table 9 Blockchain benefits (Sources: McWaters et al., 2016; Deloitte, 2017; Han et al., 
2022) 

 

2.3.5 Blockchain in Corporate governance  

As indicated above, blockchain use cases are developing in different aspects of 

businesses. Businesses around the globe are seeking new ways to expand their 

business to add more value to their value chains. In recent years, digital transformation 

is on every board’s agenda. Academically, there is growing scholarly interest in 

studying blockchain in the domain of corporate governance (Yermack, 2017; Mergel 

et al., 2018; Bindu et al, 2019; Brennan et al.,2019; Zachariadis et al., 2019; Lumineau 

et al., 2021). Yermack (2017) predicts blockchain innovations will potentially change 

corporate governance far more profoundly compared to the 1933 and 1934 Securities 

Acts in the USA. Smart contract automates some processes that can mitigate moral 

hazards. Zachariadis et al.(2019) use IT governance literature to suggest the 

governance of blockchain in financial services to address decision rights, control, and 

incentive structure to ensure collaboration. Moll and Yigitbasioglu (2019) express 

concerns about the profession’s legitimacy in the digital era with new technologies. 

Fenwick et al. (2019) suggest businesses need platform governance to leverage digital 

technologies to create more community-driven forms of organizations to build an open 

and accessible platform culture. Daniels (2018) explains some legitimacy of corporate 

governance would be restored using blockchain as the technology provides new tools 

and offers networks to eliminate structural obstacles and encourage shareholder 

involvement in corporate governance. Lumineau et al. (2021) portray blockchain as a 

new form of infrastructure to facilitate collaborations.   

According to Yermack (2017), blockchain enables companies to trace ownership 

information, reduce the use of auditing firms, encourage shareholder involvement 

(corporate voting and AGM), streamline liquidity, facilitate real-time accounting, and 

reduce fraud.  Blockchain can fundamentally improve transparency as information is 

shared across the network of participants who have decision rights in real-time. It 

reflects collective decision-making based on the consensus of the parties involved.  

Brennan et al. (2019) identify four emerging models of governance: agile and 
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collaborative governance address organizational capabilities dealing with agility, 

adaptiveness, and cooperation to deal with uncertainty and rapid market 

transformations, and decentralized and distributed governance to deal with authority, 

power, and decision-sharing dimension.  

Based on the salient and strategic relevance of blockchain technology in facilitating 

new ways of recording, validating, and sharing information, this study suggests 

blockchain technology can be an effective technological tool as a new corporate 

governance mechanism to fundamentally improve transparency and trust that drive 

the ethical decision-making of top management to mitigate opportunistic behaviour 

and moral hazards, facilitate and empower collaboration to the inclusion of diverse 

stakeholders.  

2.4 Integration of AI and Blockchain 
 

As the study reviews the emerging literature on AI and blockchain, there is a growing 

trend suggesting these two technologies can be complementary to each other to 

enhance decision-making and improve trust. The combination of AI and blockchain 

can improve data security, enhance accurate AI decisions, improve trustworthiness 

and efficiency, and facilitate decentralized intelligence. In recent years, AI and 

blockchain are increasingly embedded in new products and service offerings. The 

insurance sector is starting to think of auto insurance claims and approval on 

autonomous vehicles. The retail sector is beginning to offer personalized products 

based on AI predictive capabilities to transform customer acquisition and retention.  

The financial industries are transforming to branchless banking with transactions, 

credit monitoring, credit scoring, and approval, cross-border payments, global 

remittances, and foreign exchange are all real-time with fewer intermediates (Gomber 

et al., 2018).  It is predicted that the two technologies can pose the most transformative 

value for the future of businesses. Currently, most scholarly works on AI and 

blockchain are conceptual or descriptive, the empirical research is slight (Du et al., 

2019; Yin et al., 2019), which is understandable and common for research done at the 

early stages of technology development (Toufaily et al., 2021).  AI is based on 

probabilistic theory to express uncertainty. The algorithms are projected to make 

assumptions about reality. Blockchain uses a determinist hashing algorithm and 

cryptography to record reality. These two technologies can benefit and complement 
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each other (Banafa, 2019). This statement can be supported by a Whitepaper 

published by Accubits Technologies, which states “while blockchain technology is in 

itself a transformative step, the integration of AI with it opens a plethora of never before 

seen opportunities that can be tapped into by public and private sector stakeholders”, 

it further exemplifies the benefits of integrating blockchain and AI “can lead towards a 

more secure ecosystem for transactions and data exchange. Improved business data 

models, newer insights and discovery, intelligent predictions, digital intellectual 

property rights, autonomous organizations” (Rahul, 2016:7). Based on the extensive 

literature review, the study has summarized the advantages and challenges of AI and 

blockchain (see table 10 below), which have great implications for corporate 

governance practice in general and ethics in particular.  

Technologies Opportunities Challenges 
 

Blockchain Decentralized 
Transparency  
Traceability 
Data integrity 
Resilience 
Trust protocol  
Visibility 
Immutability 

Privacy 
Scalability 
Interoperability 
Standardization  

Artificial Intelligence 
(AI) 

Cost-saving  
Enhance analytical capabilities  
Improve, scaling existing process 
Problem-solving 
Augment decision making 

Centralized architecture 
Security 
Privacy 
Lack of training data 
Lack of transparency of AI 
algorithms 
Fairness  
Interpretability 
Explainability 
Responsibility and accountability  

Blockchain and AI Improved data security 
Enhanced accurate AI decisions 
Decentralized Intelligence 
Improved efficiency 
Trustworthy 

Regulatory compliance 
Cybersecurity 
Privacy 
 

Table 10 Opportunities and challenges of AI and blockchain 

The integration of AI and blockchain is still a largely undiscovered area (Banafa, 2019; 

Foote, 2019) for future trends.  Blockchain has the potential to become the foundation 

technology of the future (Iansiti and Lakhani, 2017) and provide a digital trail of data 

to enhance AI decisions to improve business prospects. Blockchain is a distributed, 

decentralized, immutable ledger used to provide security and AI is the engine of the 

brain that enables analytics and decision-making from the data collected (Banafa, 

2019). By combining the two technologies, organizations can organize large 
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databases, strengthen cybersecurity, enhance decision-making issues and perform 

tasks far more quickly (Foote, 2019). Angelis and da Silva (2019) regard the 

combination of AI and blockchain as blockchain 4.0. Salah et al. (2019:10127) 

conceptualize the integration of AI and blockchain technology as “Decentralised AI” to 

“enable AI to process and perform analytics or decision making using trusted, digitally 

signed, and secure data that has been transacted and stored on the blockchain”.  

Montes and Goertzel (2019) use SingularityNET as a case example to describe the 

features and ethical advantages of the integration of AI and blockchain. AI systems 

can draw support from the main benefits of trust, provenance, and reliability from the 

blockchain (Salah et al., 2019).  

2.5 AI and blockchain ethics 
 

Generally speaking, technology is neutral but how people use it can be good and bad 

based on the intention and implementation. Therefore, this section further explicates 

the ethics of AI and blockchain. From a technology ethics perspective, subsection 

2.5.1 first illuminates AI ethics. The next subsection 2.5.2 elucidates blockchain ethics.  

As indicated in the previous sections, technological changes can be a blessing for 

social wealth creation and a curse of mass unemployment (Clemons et al., 2017; 

Fleming, 2019; Gomber et al., 2018). Our social norms will get challenged when the 

advancement in technology gets ahead of society (Khanna, 2018). For example, 

personal harm could occur from the unethical use of technology (Mason, 1986). Due 

to the emerging nature of AI and blockchain technology, scholars are not only 

exploring new opportunities and capabilities of these technologies but also addressing 

concerns about the ethical and social considerations of using these technologies.   

As such, organizations need to understand and address ethical dilemmas, which are 

the situations in which a decision results in unpleasant consequences in which 

someone always losses (Conger et al., 1995).  The way information is assessed and 

used, are generating fundamental information ethics and moral considerations 

(Gasmelseid, 2009).  Smart contracts powered by blockchain technology enable 

greater information distribution which may encourage collusive behaviour which hurts 

competition (Cong and He, 2019). AI assists in human decision-making or blockchain 

smart contracts execute contracts autonomously are subject to moral norms and 

ethical considerations (Lobschat et al., 2021). Many studies have suggested the 
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ethical issues relating to the uses of digital technologies (Dierksmeier and Seele, 2018; 

Kumaraswamy et al., 2018; Lima and Delen, 2019; Mansell et al., 2019; Sousa et al., 

2019; Ullah et al., 2019). The great concern is job losses due to automation or self-

execution smart contacts (Butterworth, 2018). AI might be used to endanger the safety 

of humans (Ransbotham et al., 2017).  

It is important to assess the desirability of new and emerging technologies early in 

their development (Lucivero et al., 2011). The report from HouseOfLords (2018) also 

suggests we humans must design the systems carefully from the beginning. This 

principle needs to be applied to the recent development of AI and blockchain 

technology as these technologies are increasingly changing all aspects of our life.  

This stream of technology ethics has attracted growing attention from scholars, 

scientists, and policymakers to investigate the ethical and moral issues associated 

with the development and application of technologies in different realms (Fisher et al., 

2006; Gasmelseid, 2009; Lucivero et al., 2011; Pellin and Engelmann, 2017). Pellin 

and Engelmann (2017) suggest the need to incorporate business ethics in corporate 

governance for efficient and responsible management of nanotechnology. Fisher et 

al.(2006) suggest a governance approach to technology to integrate technical and 

societal elements to address societal and ethical concerns on environments, quality 

of life, and human dignity. Lucivero et al.(2011) suggest careful and well-directed use 

of both skepticism and imagination to form expectations on technological feasibility, 

societal usability, and desirability of the expected technology.   

2.5.1 AI ethics 

Recently, ethics in AI or AI ethics has attracted broad attention in public debate. The 

advancement in AI technology has dramatically improved all aspects of our life from 

financial services, healthcare, education, transportation, food supply, etc. The benefits 

and cost savings of such AI systems become more apparent. However, new ethical 

and social risks come to play as AI artifacts progress from assisted AI to autonomous 

AI with minimal or no human supervision (Munoko et al.,2020).  The 2019 AI index 

report published by Standford University’s human-centered Artificial Intelligence 

Institute (HAI) indicates the societal considerations of AI lie in its fairness, 

interpretability and explainability, ethical use, data privacy, the use of face recognition, 

algorithm bias, and sustainable development at scale (Perrault et al., 2019).  AI relies 
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on a large amount of training data. If training data is biased, the decision made using 

the AI system is biased. For example, research in AI systems continues to reflect 

biases issues using historical data. It is interesting to note that “the accuracy rates for 

speech recognition are not dependent on the volume of your voice or how close you 

are to the microphone-they’re dependent on your gender and the colour of your skin” 

(Pagliaccio, 2020). Google’s algorithm shows prestigious job ads to men, not to 

women (Carpenter, 2015). Amazon.com Inc's AMZN.O machine-learning specialists 

uncovered a big problem: their new recruiting engine did not like women (Dastin, 2018).  

As such, the quality of data used for training and classification in AI systems is critical 

to ensure fair and trustworthy AI (Bertino et al., 2019). AI ethics has attracted growing 

attention from policymakers, scientists, and scholars (Perrault et al., 2019). Winter and 

Davidson (2019) suggest proper values need to be encoded into algorithms and 

translated into machine judgments.  

 

AI ethics is “a set of values, principles, and techniques that employ widely accepted 

standards to guide moral conduct in the development and use of AI systems” (Gov.UK, 

2019; Leslie, 2019). According to the UK government guidance on AI ethics and safety, 

the main ways AI systems can cause involuntary harms are: 

 

1. Misuse - systems are used for purposes other than those for which they were 

designed and intended. 

2. Questionable design - creators have not thoroughly considered technical issues 

related to algorithmic bias and safety risks. 

3. Unintended negative consequences - creators have not thoroughly considered 

the potential negative impacts their systems may have on the individuals and 

communities they affect (Gov.UK, 2019). 

The UK government and The Alan Turing Institute have guided in establishing a 

governance architecture consisting of a framework of ethical values, a set of 

actionable principles, and a process-based governance framework (see figure 6 

below).  
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Figure 6 Ethical building blocks needed for the responsible delivery of an AI project (Source: 
Gov.UK, 2019; Leslie, 2019).  

 
As indicated in figure 6, the ethical values are respect, connection, care, and protection, 

which can be used to evaluate the ethical permissibility of AI projects. The process-

based governance is to integrate ethical values and the fairness, accountability, 

sustainability, and transparency (FAST) tract principles to form a governance 

architecture (Gov.UK, 2019). Following the ethical building blocks, this study provides 

a detailed explanation of fairness, accountability, sustainability, and transparency, 

drawn from UK government guidance (see table 11 below).  

 
Principles Explanations 

 
Fairness Use only fair and equitable datasets (Data Fairness)  

Include reasonable features, processes, and analytical structures in your model 
architecture (Design fairness)  
Prevent the system from having any discriminatory impact (Outcome fairness)  
Implement the system in an unbiased way (Implementation fairness) 

Accountability Establish a continuous chain of responsibility for all roles involved in the design 
and implementation lifecycle of the project 

Implement activity monitoring to allow for oversight and review throughout the 
entire project 

Sustainability Accuracy, reliability, security, and robustness (AI safety) 

Transparency Designers and implementers of AI systems should be able to: 
explain to affected stakeholders how and why a model performed the way it did 
in a specific context 

Justify the ethical permissibility, the discriminatory non-harm, the public 
trustworthiness of its outcome, and the processes behind its design and use 
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Table 11 Explanation of FAST track principles (Source: Gov.UK.2019) 

 
Further, similar to the guidance from the UK government and The Alan Institute, Martin 

(2018:845) suggests 1) algorithms should be designed understanding the delegation 

of roles and responsibilities of the decision system, 2) algorithms should be designed 

and implemented toward the appropriate level of accountability within the decision, 3) 

the ethical implications of algorithms are not necessarily hard-coded in the design and 

firms developing algorithms would need to be mindful of indirect biases. 

This study argues data transparency is critical for ethics in AI systems to help 

“determine what are the training datasets, how the training was carried out, what are 

the sources of training and other metrics related to machine learning, and whether 

ethics requirements are supported” (Bertino et al., 2019:16:2).  Data transparency can 

enable quality data feed for AI systems to enhance the trustworthiness of AI. 

Blockchain technology is perfect for AI systems to ensure data integrity based on a 

consensus mechanism ( Salah et al., 2019).  

2.5.2 Blockchain Ethics 

Despite the unique and salient benefits of blockchain technology, as mentioned before, 

this technology is developing but can be very disruptive. The technology poses ethical 

implications for individuals and organizations. The decentralized protocols powered by 

blockchain technology are redefining traditional business models, and companies 

need to think about how to survive as artificial intelligence and automation are 

advancing every year (Kuebler, 2018). Professionals need to think about reskilling to 

enhance competency to stay relevant. The following statement published in Harvard 

Business Review explains the truth about blockchain and its impact on individuals and 

our society. 

“With blockchain, we can imagine a world in which contracts are embedded in 
digital code and stored in transparent, shared databases, where they are 
protected from deletion, tampering, and revision. In this world, every agreement, 
every process, every task, and every payment would have a digital record and 
signature that could be identified, validated, stored, and shared. Intermediaries 
like lawyers, brokers, and bankers might no longer be necessary. Individuals, 
organizations, machines, and algorithms would freely transact and interact with 
one another with little friction. This is the immense potential of blockchain” 

(Iansiti and Lakhani, 2017:120) 
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The truth about blockchain is that blockchain will transform business and become a 

foundational technology for the future, but the process of adoption will be gradual and 

it will take decades for blockchain to seep into our economic and social systems (Iansiti 

and Lakhani, 2017). Davenport and Ronanki’s (2018) recent survey indicates most 

managers who reflect on the issue of job loss are committed to an augmentation 

strategy rather than replacing humans entirely. The study of Dierksmeier and Seele 

(2018) has adopted “information ethics” proposed by Floridi (1999, 2013, 2018) to 

address the ethical assessment of blockchain technology on human life and society. 

Their study suggests the transparency enhanced by blockchain can support a more 

open digital environment and boost forms of responsible digitalization. Blockchain 

technology enables automated transaction systems with the great disruptive potential 

to provide cheaper access to products or services and better-aligned incentives for all 

stakeholders on a network (Kuebler, 2018). The study of Dierksmeier and Seele (2018) 

has listed three types of blockchain applications associated with ethics, namely 

ethically unfavourable applications, ethically favourable applications, and ethically 

ambivalent applications. The ethically unfavourable and ambivalent applications can 

be mitigated by proper governance and policing that foster transparency of data and 

algorithmic judgments which could further boost and regain trust to reduce 

ambivalences.   

Therefore, this study focuses on the transparency feature of blockchain technology, 

which can facilitate ethically favourable applications such as traceability in the supply 

chain (Hastig and Sodhi, 2020), and real-time transaction records (Yermack, 2017). 

Further, transparency is a regime value linked with ethics and it is also a part of a 

larger system of values associated with governance (Piotrowski, 2014). Transparency 

is a big principle in contemporary management and corporate governance literature.  

It is assumed that greater transparency will lead to higher standards of ethical 

behaviour and accountability by corporations (Janning et al.,2020). Transparency will 

reduce information asymmetry, and increase truthful disclosure (Ølnes et al., 2017; Du 

et al., 2019). It is practically impossible to falsify or destroy transaction entries to 

conceal activities (Deloitte, 2016). A recent study by Lumineau et al.(2021) has 

suggested blockchain constitutes a governance mechanism to facilitate cooperation 

and coordination.  
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In the light of the above, AI and blockchain will transform the future of business and 

society.  AI and blockchain should be designed to “create the kind of world in which 

we wish to live” and to “enhance the dignity of mankind” Mason (1986:11-12). Ethics 

in AI systems is closely related to data transparency which blockchain technology can 

enable transparency and data integrity (Bertino et al.,2019).  Blockchain can help 

improve data quality to enhance accurate AI decisions to enhance efficiency and 

trustworthiness (Banafa, 2019).  “With blockchain, for the first time in human history, 

people and organizations can trust each other directly, without intermediaries” 

(Tapscott and Euchner, 2019:13).  AI enables organizations to improve strategic 

decision-making by tracking capital allocation patterns, highlighting concerns, 

analyzing internal communications to assess employee morale, and predicting 

concerns (Libert et al., 2017). AI adds value to teams and organizations that may leap 

ahead of current technological team support  (Wilson and Daugherty, 2018). Khanna 

(2018) highlights when technology gets ahead of society will challenge existing 

business models and social norms, and how organizations are designed (Moore, 

2019).  Lobschat et al. (2021) suggest organizations develop a comprehensive, 

coherent set of norms, embedded in their organizational culture, to govern the 

development and deployment of digital technology and data. Mason (1986) states that 

information technology should be designed to “create the kind of world in which we 

wish to live” to “enhance the dignity of mankind”. He suggested that a new social 

contract needs to be formulated to fulfill human potential.  

As such, based on the extensive literature review for the purpose of this specific 

investigation, this study situates the investigation in the domain of corporate 

governance. From the theoretical orientation of corporate governance, this research 

further develops a multi-theoretical framework from the agency, stewardship, 

stakeholder, and institutional theory perspectives to guide this inquiry and further 

explicate results through these theoretical lenses so that the impact of AI and 

blockchain adoption in corporate governance from ethical perspectives can be better 

understood.  

2.6 Theoretical framework 
 

As indicated in the previous sections, the extant literature on blockchain and artificial 

intelligence has focused on the opportunities and challenges of those technologies for 
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businesses, changing the way organizations capture value. This study argues that AI 

and blockchain are the new technological tools that can be adopted to foster effective 

corporate governance to enhance firm performance and build resilience for future 

disruption. As such, this study applies a multi-theoretical approach (Dalton et al., 1998; 

Daily et al., 2003; Hillman and Dalziel, 2003; Lynall et al., 2003; Christopher, 2010; 

Elsayed, 2010) from the perspectives of agency theory, stewardship theory, 

stakeholder theory, and institutional theory to guide the study of the impact of AI and 

blockchain on ethics in corporate governance and further explicate results through 

these theoretical lenses to help better understand the ethical issues of using AI and 

blockchain in corporate governance under this investigation.  

The research in corporate governance has existed for many decades, and these four 

theories have been widely applied in extant scholarly studies. Although each theory 

has its own limitations, the different theories complement each other to provide a better 

understanding of the corporate governance phenomenon from multidisciplinary 

studies across different countries and have helped developed corporate governance 

codes in different jurisdictions.  

Agency theory has been used to study ownership structure and firm performance, 

CEO’s external advice network, board control, and CEO tendencies, compensation 

plans, determinants of audit committee meeting frequency, board composition, audit 

quality, shareholder activism, board independence, managerial ownership, 

institutional investors, capital structures, etc  (O’Sullivan, 2000; Gedajlovic and 

Shapiro, 2002; Brandes et al., 2008; McDonald et al., 2008; Perrini et al., 2008; 

Sharma et al., 2009; Janakiraman et al., 2010; Marler and Faugère, 2010; McDonald 

and Westphal, 2010; Grove et al., 2011; Jiraporn et al. 2012; Shen et al., 2016; Dixon 

et al., 2017; Benton and You, 2019; Chari et al., 2019; Lel, 2019). Stewardship theory 

has been used to study trust, ethics, intrinsic incentives, honesty, and loyalty (Nowak 

and McCabe, 2003; Caldwell and Karri, 2005; Anderson et al., 2007; Christopher, 

2010; Elsayed, 2010; Cuevas-Rodríguez et al, 2012; Till and Yount, 2019). 

Stakeholder theory has been used to study wider influencing forces impacting 

organizations, and incentive alignments (Ryan and Schneider, 2003; Christopher, 

2010; Kovermann and Velte, 2019). Institutional theory has been used to study the 

interrelationship between the firm’s corporate governance, responsible leadership, 

and corporate social responsibility in a different institutional context, corporate 
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governance deviance, institutional logic, government integrity and culture on corporate 

leadership, institutional approach to corporate social responsibility (CSR) adoption 

(Filatotchev and Nakajima, 2014; Johed and Catasús, 2015; Jackson and Rathert, 

2017; Aguilera et al., 2018; Filatotchev et al., 2018; Nakpodia and Adegbite, 2018; 

Chizema and Pogrebna, 2019).  

Practically, many extant scholarly studies (Brandes et al., 2006; Haveman and Wang, 

2013; Wilkin et al.,2013; Zeyen et al., 2016; García-Meca et al., 2017; Malen and 

Vaaler, 2017; Shi et al., 2017; Till and Yount, 2019; Zhu et al., 2019) have applied 

different theories in their corporate governance studies to support their arguments to 

provide a comprehensive understanding of their inquiry in the domain of corporate 

governance. The extant studies have contributed to the contemporary global 

governance practice, in which information plays a crucial role (Zachariadis et al., 2019). 

Based on the theoretical lenses, this study has developed a theoretical framework to 

guide the study so that the phenomenon under this investigation can be better 

understood (see figure 7 below).  

 

Figure 7 Theoretical framework 

From an agency theory perspective, technological automation facilitated by AI and 

blockchain technology will streamline and simplify business processes. The 

decentralized protocol powered by blockchain technology and analyzed by AI 

technology can detect fraudulent activities in real-time, hence the technology will make 
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manipulation activities very hard to conceal. As such, the technologies will reduce the 

opportunities for wrongdoing and unethical behaviour and reduce moral hazards as 

enhanced transparency reduces information asymmetry (Yermack, 2017). From the 

stewardship theory perspective, the enhanced transparency enabled by the 

advancement in technologies will facilitate and empower the board to work more 

collaborative with management, which is ethically consistent with the needs of today’s 

organizations to restore and rebuild public trust (Caldwell and Karri, 2005), leading 

towards a more humanistic pedagogy of management (Dierksmeier, 2019), 

emphasizing on intrinsic incentives, satisfaction, recognition from peers and bosses 

(Cuevas-Rodríguez et al., 2012). Trust is established through technology by 

cryptography and by collaboration. From a stakeholder theory perspective, the 

adoption of AI and blockchain will flatten existing business structures, change the way 

we share information, and capture value through collective commitments and 

horizontal interaction between all stakeholders on platforms (Fenwick et al., 2017; 

Fenwick et al., 2019). The stakeholder theory acknowledges that firms or 

organizations are part of a greater social system, and decisions cannot be made in 

isolation. The decentralized protocol powered by blockchain technology will enable the 

inclusion of all stakeholders and better address their diverse interests. From an 

institutional perspective, the adoption of AI and blockchain will change business 

models and processes, challenging our social norms in different institutional contexts. 

The new technological tools will facilitate new ways of recording, updating, sharing 

information, and collaborations, which will upend our existing social reality guided by 

institutional values, beliefs, and rules. Companies need to respond to these 

technological pressures and establish the right organizational culture to govern the 

development and deployment of digital technology and data (Lobschat et al., 2021) to 

balance human and technical demands created by rapidly shifting waves of technology 

and societal needs (Brennan et al., 2019). 

The adoption of AI and blockchain technology provide more advanced technological 

tools for corporate governance to deal with information asymmetry, lack of 

transparency, and lack of trust issues faced by contemporary governance practices. 

Ultimately, business models and the process will be changed in response to the 

advanced in technology that requires increasing technical competence and more close 

collaborations from future workers. Business platforms expand business networks to 
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unlock new opportunities and reach new customers and allow values to be transacted 

in real-time and speed up transactions. Therefore, agency theory, stewardship theory, 

stakeholder theory, and institutional theory are deemed appropriate and relevant 

theoretical lenses to guide the study. The next four subsections provide a detailed 

explanation of each of the theories and its relevance as the theoretical lens to guide 

this investigation. Subsection 2.6.1 explicates the agency theory, followed by the 

explanation of stewardship theory in section 2.6.2. Then subsection 2.6.3 illuminates 

the stakeholder theory. Following on from that, subsection 2.6.4 elucidates the 

institutional theory.  

2.6.1 Agency theory  

Agency theory is the dominant theory used for the study of corporate governance 

(Kumar and Zattoni, 2019), and has become “a cornerstone of the corporate 

governance field” (Lan and Heracleous, 2010:294). The fundamental concern for a 

corporation is the relations between managers and owners, derived as early as 1932 

from Berle and Means’ work on the separation of ownership and control of large U.S 

corporations (Berle and Means, 1932). It has been a central issue in corporate 

governance studies to find the most effective ways to govern organizations with 

dispersed ownership structures (Fama, 1980; Fama and Jensen, 1983).  

Then Jensen and Meckling (1976) extended Berle and Means’ (1932) work and 

conceptualized the relationship between managers and owners as an agency 

relationship, which they define as “a contract under which one or more persons (the 

principal(s)) engage another person (the agent) to perform some service on their 

behalf which involves delegating some decision-making authority to the agent. If both 

parties to the relationship are utility maximizers, there is good reason to believe that 

the agent will not always act in the best interests of the principle. The principle can 

limit divergences from his interest by establishing appropriate incentives for the agent 

and by incurring monitoring costs designed to limit the aberrant activities of the agent” 

(Jensen and Meckling, 1976:308). Jensen and Meckling are often referred to as the 

founders of agency theory: a theory of the ownership structure of the firm that 

integrates elements from the theory of agency, the theory of property rights, and the 

theory of finance. The central assumption of agency theory is that managers act as 

the agents of shareholders (the principals) and may engage in self-serving behaviour, 
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acting opportunistically at the expense of shareholders’ wealth (Fama, 1980; Fama 

and Jensen, 1983; Eisenhardt, 1989).  

The extant scholarly studies have applied agency theory to develop monitoring and 

control corporate governance mechanisms to align the conflicts of interest between 

agents and principles (Coles et al., 2001).  Earlier studies have revealed a diverse 

range of internal corporate governance monitoring and control mechanisms 

(Eisenhardt, 1989; Dalton et al., 1998), such as monitoring by the board of directors 

(Fama, 1980; Fama and Jensen, 1983), ownership structure (Demsetz and Lehn, 

1985), equity-based managerial incentives (Murphy, 1985, 1997; Jensen and Murphy, 

1990).  Further, scholars have devoted important attention to external corporate 

governance mechanisms (Coffee, 2006; Aguilera et al., 2015; Shi et al., 2017), such 

as shareholder activism and investors (Bebchuk, 2005; Aguilera et al., 2015), external 

auditors (Liu and Lai, 2012; La Rosa et al., 2019), new regulations and legislations 

after financial scandal to promote transparency and accuracy of financial reporting.  

For example, the Sarbanes-Oxley Act 2002 post-Enron scandal in America (Bhabra 

and Rooney, 2019). More internal and external monitoring and controlling mechanisms 

are studied to lessen divergence in interests between management and shareholders, 

focusing on board of directors, such as board size, composition, structure and 

behaviour (Elsayed, 2010), CEO compensation, CEO tenure, board composition, 

leadership structure, ownership structure, blockholders, industry performance, and 

firm size (Coles et al., 2001),  board independence (Elbadry et al., 2015), CEO duality 

(Grove et al., 2011), inventive alignment between management and shareholders 

(Kovermann and Velte, 2019), CEO’s external advice network (McDonald et al., 2008), 

DATA Act governmental reporting (Errichetti and Roohani, 2018), and corporate social 

responsibility leadership (Filatotchev and Nakajima, 2014), etc. 

However, Eisenhardt’s (1989) findings suggest the monitoring and control functions of 

boards did not always adequately align the interests of managers and shareholders. 

Shi et al. (2017:1268) find “external pressure from activist owners, the market for 

corporate control, and securities analysts increase managers’ likelihood of financial 

fraud” and engage in financial misbehaviour. Their study suggests external controls 

rob managers’ intrinsic motivation for behaving appropriately, leading to the opposite 

of the intended effect. The financial scandals have triggered a debate on whether firms 

are properly governed with the implementation of new rules and procedures 
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(Chhaochharia and Laeven, 2009) and more control to managers (Knapp et al.,2011). 

The surge in corporate governance research rise in demand for transparency (Kumar 

and Zattoni, 2014; OECD, 2015), accountability, and responsibility from the board and 

senior manager (Christopher, 2010). Extant scholars have found the invisible barriers 

in modern companies, such as information asymmetry, lack of transparency, and lack 

of trust (Arrow, 1985; Caldwell and Karri, 2005; Jiraporn et al., 2012).   

Information asymmetry is referred to as information held privately or withheld or 

revealed strategically to influence the outcome of a transaction or decision 

(Williamson,1979). Internal managers are in the position of holding more information 

that can be manipulated to maximize their own interests at the expense of the principle 

(Godfrey et al., 2003). This creates a potential for moral hazard, for example, 

managers take actions that generate lower returns and higher risk for shareholders to 

enhance their career prospects (Chari et al., 2019). As such information can serve as 

a system for control by shareholders and other stakeholders over manager activities 

(Jensen and Meckling, 1976). The Analysts serve as information intermediaries and 

represent an external governance mechanism that provides additional oversight over 

management to reduce information asymmetry and mitigate agency conflicts (Jiraporn 

et al., 2012).  

Eisenhardt (1989) suggests two lines of agency theory: positivist agency theory and 

principle-agent. The positivist agency focuses on identifying principle-agent 

relationships and considering appropriate governance mechanisms to mitigate the 

agent’s self-serving activities. While the principal-agent line of agency theory serves 

as a general theory for a wide variety of circumstances. Errichetti and Roohani's (2018) 

study focuses on positivist agent theory. Positivist agency theory has identified two 

governance mechanisms: outcome-based contracts (align the interests of the agents 

and principles) and information systems (inform the principle of the agent’s activities 

and discourage agent opportunism because the agent realizes that it will not be able 

to deceive the principle (Eisenhardt, 1989; Errichetti and Roohani, 2018). Reducing 

the impact of asymmetric information will lead to an improvement in the market for the 

firm’s share (Elbadry et al., 2015).  

Agency theory is subject to several criticisms from corporate governance research. 

The theory did not recognize the wider environmental influencing forces impacting 
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organizations (Christopher, 2010). It simply assumes all managers are self-serving, 

ignoring managers’ intrinsic motivations for achievement, responsibility, recognition, 

and working (Lubatkin, 2005; Segrestin and Hatchuel, 2011). The agency theory is 

excessively narrow and only presents a partial view of organizational complexities 

(Eisenhardt, 1989; Clarke, 2005). Despite the criticisms of agency theory, Lange 

(2005); Segrestin and Hatchuel (2011) believe this theory has much to offer and has 

helped scholars understand the complexities of organizations. The principle-agent 

model has a profound influence on organizational scholars, having informed research 

about CEO compensation, firm performance, firm risk, and strategic decisions on 

diversification and mergers (Lubatkin, 2005). Today, the advancement in technologies 

offers new capabilities for businesses to improve transparency and trust through 

collaborations. The new technological tools powered by AI technology and blockchain 

technology can help organizations to automate and streamline the process, reduce 

information asymmetry, enhance transparency, and reduce moral hazards (Yermack, 

2017). As such, this investigation argues that AI and blockchain technologies can be 

new governance mechanisms to mitigate agency problems by enhanced transparency 

and intelligent detection of suspicious activities.  

2.6.2 Stewardship theory  

Stewardship theory as opposed to agency theory focuses on the intrinsic motivations 

of managers who wish to perform their jobs in the best interest of the shareholders for 

achievement, recognition, and acting as good stewards rather than self-serving agents 

(Davis et al.,1997). Stewardship theory rooted in psychology and sociology focuses 

on empowerment rather than monitoring and control (Christopher, 2010). This theory 

suggests that directors and management have interests that are consistent with the 

interests of shareholders. They are ethical and can be trusted. Managers and directors 

are motivated by the need to achieve, provide high-level commitment and gain intrinsic 

satisfaction by performing challenging work and exercising responsibility and authority 

to gain recognition from peers and bosses (Davis et al.,1997). Intrinsic motivation is 

inherent in stewardship theory, while extrinsic motivation is inherent in agency theory. 

Stewardship theory promotes collaborations between directors and managers, offers 

additional perspectives to overcome the partiality of agency theory, and captures the 

complexity of managerial behaviour of self-actualization (Eisenhardt, 1989; Coles et 

al.,2001; Till and Yount, 2019). Hail et al. (2014) have found the board is evolving 
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towards a more collaborative role with management. Intrinsic incentives such as 

honesty, ethics, loyalty, and trust can provide stronger restraints on agent opportunism 

(Cuevas-Rodríguez et al., 2012). Caldwell and Karri (2005) suggest governance 

mechanisms using a covenantal approach are more effective in building trust in an 

organization.  

The trust and transparency in the governance can promote the collaborative behaviour 

of managers as good stewards rather than self-serving agents. Therefore, this study 

argues the decentralized protocol powered by blockchain technology and intelligence 

analysis of AI technology will facilitate and empower managers and promote 

collaborative behaviours to the commitment to a society based on ethics and trust 

facilitated by the enhanced transparency.  

2.6.3 Stakeholder theory 

Stakeholder theory was introduced by Freeman (1984, 1994), he defines stakeholders 

as “any group or individuals who can affect or is affected by the achievement of the 

organization’s objectives”. Donaldson and Preston (1995) extended the concept of 

stakeholders to include all persons or groups with legitimate interests in an 

organization with no one having priority over another, they suggest that governance 

mechanisms and processes should recognize the wider influence of multiple 

stakeholders through a structure that considers the full range of stakeholders who 

seek multiple and sometimes divergent goals. They suggest stakeholder theory 

includes descriptive (i.e., reasoning about how corporations consider stakeholder 

interests), instrumental (i.e., reasoning about whether it is beneficial for firms to 

consider stakeholder claims), as well as normative (i.e., reasoning about why 

corporations should consider stakeholder claims) elements. The governance 

approach to stakeholder theory is to coordinate and collaborate between multiple 

stakeholders. The theory focuses on the utilitarian needed of all stakeholders with 

ethics of balance (Caldwell and Karri, 2005). It is one stream of normative theories of 

ethics used by managers to make ethically accepted decisions in the changing 

business environment (Hasnas, 1998; Bose, 2012). Therefore, there are two strands 

of stakeholder theory, one is based on ethical theory which is normative and promotes 

ethical values and states firms should address the needs of all stakeholders. The other 

strand is based on managerial theory which is positivist and states that firms will move 
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to address the needs of their most powerful stakeholders. However, both strands of 

stakeholder theory recognize that firms or organizations are a part of greater social 

systems and decisions cannot be made in isolation.  

The concept of stakeholders extended the central idea of agency theory’s divergent 

interests between agent and shareholders to a consideration of divergent interests 

between the agent and multiple stakeholders (Christopher, 2010; Till and Yount, 2019). 

Shareholders, employees, suppliers, clients, local authorities, etc, need to be given 

guarantees before the firm can create value (Blair and Stout, 1999; Charreaux and 

Desbrie` res, 2001). For companies to achieve the common good and meet and 

safeguard the needs and rights of various stakeholders, people must come together 

and cooperate based on values, interests, and social choice. (Bass and Steidlmeier, 

1999). They suggest the extent to which the organization satisfies all of its 

stakeholders impacts its ultimate criterion of worth. Companies can achieve good 

performance with the support of stakeholders.  

The challenges in the use of stakeholder theory involve the accurate identification of 

stakeholders and balancing the conflict interests of all stakeholders (Bose, 2012). “In 

true consensus, the interests of all are fully considered, but the final decision reached 

may fail to please everyone completely. The decision is accepted as the best under 

the circumstances even if it means some individual members’ interests may have to 

be sacrificed” (Bass and Steidlmeier, 1999:27).  

As such, this investigation also argues that blockchain technology will enable 

information and data to be shared in a decentralized manner with all stakeholders who 

participate in the network, and then they can use AI systems to analyze the quality 

data from blockchain technology to enhance their decision-making.  

2.6.4 Institutional theory  

Institutional theory is a sociology strand of theory.  It focuses on institutional context 

(contextualization of agency conflicts focusing on moderating effects of institutions). 

Early management theorists have viewed organizations as rational systems of social 

machines designed for the efficient transformation of material inputs into material 

outputs (Scott, 1987; Suchman, 1995).  Institutions are the core of the institutional 

theory. Institutions are blocks of society, interacting with the surrounding social 
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systems (Scott, 1995; Thornton and Ocasio, 1998). There is no single and universally 

agreed definition of an “institution” in the institutional school of thought (Scott, 1987). 

Scott further highlights institutions in his later work, he asserts 

“Institutions are composed of cultural-cognitive, normative, and regulative 
elements that, together with associated activities and resources, provide 
stability and meaning to social life. Institutions are transmitted by various types 
of carriers, including symbolic systems, relational systems, routines, and 
artifacts. Institutions operate at different levels of jurisdiction, from the world 
system to localized interpersonal relationships. Institutions by definition 
connote stability but are subject to change processes, both incremental and 
discontinuous” (Scott, 1995:33).  

Scott’s description of an institution is comprised of three pillars: 1) regulative pillar 

deals with rules, laws, and their associated sanctions; 2) normative pillar are the norms 

and values within the institutions and give it its ethics, its individuality, and its 

personality; 3) cultural-cognitive pillar acknowledges an institution sits easily in a 

society when it has absorbed the society’s cultural and ways of doing things (Scott, 

1995). Companies are influenced by other organizations or institutions. Institutional 

theory can be used to examine how companies respond to the external institutional 

environment, which is often pluralistic. Organizations incorporate all sorts of 

incompatible structural elements to search for external support and stability (Meyer 

and Rowan, 1977) to provide meaning to their social reality (Thornton and Ocasio, 

1998). The dynamics of the organizational environment stem from historical patterns 

of material practices, assumptions, values, beliefs, and rules by which individuals 

produce and reproduce their material subsistence (Meyer and Rowan, 1977; Thornton 

and Ocasio, 1998).  

A central concept of institutional theory is “isomorphism”-organizations come to look 

more and more like each other due to the strength of legitimacy and social-cultural 

pressures (Meyerand Rowan, 1977; DiMaggio and Powell, 1983). DiMaggio and 

Powell (1983) suggest organizations compete for customers and resources, as well 

as institutional legitimacy and political power. They list three mechanisms of 

institutional isomorphic change: coercive, mimetic, and normative isomorphism 

processes as a useful tool for understanding organizations not just compete but 

collaborate to form a recognized area of institutional standards that produce similar 

products or services, with collective institutional power in influencing the regulatory 

environment.  Coercive isomorphism stems from political influence and the problem of 
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legitimacy; mimetic isomorphism stems from standard responses to uncertainty, and 

normative isomorphism is associated with professionalization. 

There are large overlaps between institutional theory, legitimacy theory, and 

stakeholder theory. Institutions form their own social expectations of the shared value 

systems that prescribe legitimate behaviour (Hinings et al., 2018). Suchman (1995:574) 

has conceptualized legitimacy as “a generalized perception or assumption that the 

actions of an entity are desirable, proper, or appropriate within some socially 

constructed system of norms, values, beliefs, and definitions.” For example, 

accounting scholars consider institutional theory because of its ability to track 

accounting decisions concerning the institutions’ need for social acceptance. 

Conformity and institutional change are large aspects of accounting decision-making 

under institutional theory. The institutionalization process is not automatic (Zilber, 2002; 

Zeyen et al., 2016).  The process starts with early adoption by some actors and then 

needs to diffuse and be widely accepted to become proper institutions (Leblebic et al., 

1991; Strang and Meyer, 1993; Zeyen et al., 2016). The limitation of institutional 

isomorphism cannot explain why different organizations respond to institutional 

pressure differently. Therefore, institutional logic was introduced as one construct of 

institutional theory to help us understand the variations and different responses in 

organizations. Many stakeholders have various interests, they compete to influence 

different logic. Some extant scholars have found that the coexistence of a plurality of 

institutional logic simultaneously constrains organizational and individual behaviour 

(Greenwood et al., 2011; Martin et al., 2015, 2017).  

The study of Hinings et al. (2018:52) indicates that the adoption of blockchain 

technology will lead to “ novel actors, structures, practices, values, and beliefs that 

change, threaten, replace or complement existing rules of the game within 

organizations, ecosystems, industries or fields.” This study further argues that AI 

technology and blockchain technology will automate some business processes, 

leading to changes in business models, and requiring new technical competencies to 

deal with digital technologies, which will fundamentally change the way we work and 

live.   

In the light of the above, these four theories provide an appropriate and relevant 

theoretical foundation for this investigation to study the impact of AI and blockchain on 



96 
 

corporate governance from ethical perspectives. The adoption of blockchain and AI 

can align the divergent interests between principle and agents, and potentially mitigate 

agency problems by providing transparency to reduce information asymmetry and 

increase trust. The process will be enhanced by using a blockchain-based smart 

contract when all the contractual conditions are pre-agreed and encoded into technical 

code. The contract will execute by itself when all the conditions are met. A blockchain-

based smart contract allows more automation and less human intervention. Thus, the 

process will reduce manipulation and opportunistic behaviour. Blockchain is a 

distributed ledger system and trust is built in the system. The adoption of blockchain 

and AI can enhance the coordinated and collaborative approach to governance. 

Information will be shared in a decentralized manner with all stakeholders who 

participate in the network. These technologies help address the limitation of 

stakeholder theory. Blockchain allows greater transparency of ownership so that 

majority of the stakeholders can be easily identified. The blockchain consensus 

mechanisms allow the stakeholders with access rights to actively engage in 

collaborative decision-making. For example, investors, and creditors would be able to 

access real-time financial information to make the decision and do not have to wait for 

the quarterly or yearly financial statements, which increases the collaboration and 

coordination among diverse stakeholders. Additionally, the governance system seeks 

to balance trust and accountability. Blockchain increases trust. “Trust is in the process 

by increased control due to immutable recordkeeping and by verification of data by 

multiple nodes” in blockchain (Ølnes et al.,2017:359). Managerial self-serving 

behaviour will be reduced under a transparent blockchain system. The technology will 

encourage collaborations between directors, managers, accountants, etc. The trust 

can be explained by stewardship theory to capture the complexity of managerial 

behaviour of self-actualization and intrinsic motivations.  Furthermore, the adoption of 

blockchain and AI will change the way people work and interact with each other. The 

institutional theory has the potential to help understand the institutionalization process 

of AI and blockchain adoption to become legitimated within institutions.  Based on 

these understandings, this study situates this inquiry within the domain of corporate 

governance to examine the impact of adopting AI and blockchain in corporate 

governance in general and particularly from the ethical perspectives. The next chapter 

outline the research methodology purposefully designed for this empirical investigation.  
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Chapter 3 Methodology  
 

This chapter explains the research methodology adopted by this research. It frames 

and guides the investigation of the ethical impact of AI and blockchain adoption on 

corporate governance. The research strategy is to ensure that 1) any data collected 

are relevant to the research questions and theoretical considerations and 2) would 

contribute to the findings to enhance the body of knowledge in AI and blockchain 

adoption in corporate governance from ethical perspectives.  

This study applies specific techniques and a pragmatic, step-by-step netnography 

approach to investigate online traces, and extends these online explorations with 

online semi-structured interviews.  The data collection and analysis are iterative 

processes until theoretical saturation is achieved. The researcher has spent 10 

months collecting and analyzing data, immersing in social media research sites such 

as LinkedIn, YouTube, Ted Talks and Financial Times, and interviewing informants 

from different industry sectors regarding their experiences and practices affected by 

blockchain and AI advancements. Therefore, this study collects an abundance of 

textual, video, and audio data using netnography and Semi-Structured Interviews. 

Data collected from netnography consists of 5 datasets: 1) 34 LinkedIn Posts with 

Comments; 2) 12 Webinars; 3) 22 YouTube Videos; 4) 19 Videos; 5) 10 Podcasts. 

Simultaneously, this study has also conducted 17 semi-structured interviews using 

online platforms of MS Team, Zoom, and Google Meet. The video, audio, and 

interview data have been transcribed into textual data creating a total of 453,065 words 

for thematical analysis using NVivo software.  

This chapter starts with the articulation of the philosophical orientation of the study in 

section 3.1. Following on from this, section 3.2 explains the research design of the 

study.  The subsequent section 3.3 elucidates the different methods (netnography and 

semi-structured interviews) adopted for data collection. Then, section 3.4 illuminates 

the thematic analysis of the data. Finally, section 3.5 evaluates the research quality.  

3.1 Philosophical orientation of this study 
 

The philosophical orientation of this study is interpretivism epistemology philosophy. 

Epistemology is the theory of knowledge and follows logically from ontology (Delanty 

and Strydom, 2003). Interpretivism emphasizes the understanding of the social world 
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through an examination of the interpretation of what world by its social actors like 

people and their institutions.  The intellectual heritage of interpretivism includes 

“Weber’s notion of Verstehen, the hermeneutic-phenomenological traditions, and 

symbolic interactionism”, and this approach “is underpinned by a social constructionist 

ontology, which holds that reality is constituted by human action and meaning-making, 

rather than existing objectively and externally” (Bell et al., 2019:31).   

Specifically, technogenesis (Kozinets, 2020) is the ontological foundation for 

interpretivism in this research. It originates in the philosophy of Bernard Stiegler, who 

was a philosopher of technology. Stiegler focuses on the idea that human beings and 

our technologies coevolve, i.e we cannot separate human beings from technology 

(Stiegler, 1994). His term, Technics, from the Greek tekhnē, to make or to construct, 

referring to the essentially dual nature of technology to help answer Heideggers’ 

famous question of “what is technology in relation to humanity” (Bluemink, 2020).  

“Stiegler argued that Technics was a Pharmakon- a Greek word meaning both poison 

and cure. It was both the poison that affected contemporary society and also the cure 

through which it could be saved. It was both an external form into which we pass our 

knowledge, and an internal condition which makes us human”  

                                                                                                (Bluemink, 2020:para.1) 

“Stiegler suggests a contemporary malaise or disenchantment to be the product of a 

neoliberal, capitalist model of consumption which has increasingly been driven by the 

disruptive power of the technologies of “progress.” At the same time… might be re-

enchanted through a more positive “noetic” life, that is, a life in which an 

intergenerational transmission and translation of knowledge provides a profound 

foundation for social and individual well-being” 

(Dawson, 2021:652) 

Today, our world is in the age of disruption that changes the social reality and the 

psychic, opening up a new age of deliberation for a new public thing (Stiegler, 2019). 

This study argues that the disruption will be more profound with the advancement in 

AI, blockchain, and other digital technologies. Every institution and every organization 

needs to empower a thoughtful, careful consideration of the implications of that 

disruption (Dawson, 2021). Science and Technics form a powerful “technoscientific” 

dynamic driven by increasingly digital networked innovation (Bishop and Ross, 2021; 
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Dawson, 2021).  The new stage of technological developments or advancements sets 

the condition for disruption or transformation and creates a new epoch for new ways 

of thinking, living, organizing, and caring (Bishop and Ross, 2021; Reader, 2021). 

“The formation of a new epoch thus occurs in two stages: the first is the disruptive 

change of a technical system that has the effect of overturning all kinds of social 

understandings and forms of knowledge, which find themselves obsolete; the second 

is the transindividuation of new knowledge on the basis of this suspension, generating 

new knowledge and new ways of adjusting psychosocial life to the new technical 

system” 

 (Bishop and Ross, 2021:p123). 

AI, blockchain, and other digital technology systems are rapidly altered by the 

contemporary environment with excessive computer powers and large databases. 

Simultaneously, humans rapidly change social and physical environments using digital 

devices like smartphones, facial recognition cameras, assistant robots, virtual reality 

(VR), etc.  The technological environment forces us to understand the predictive 

models, algorithmic decision making, smart contracts, and the relationships between 

the human and the non-human. The new economic arrangements support the sharing 

and collective generation of intergenerational knowledge to understand a globalized 

culture mediated through digital technology (Bishop and Ross, 2021). Humans need 

to understand and develop the reasoning ability to discern the differences between 

reasonable and unreasonable judgments and act accordingly to mitigate the negative 

impacts of a digitized economy (Reader, 2021).  

Therefore, interpretivism epistemology underpinned by a social constructionist 

ontology is the philosophical orientation for this research. This approach studies the 

technogenetic notions of coevolving human-technology transformation and adaptation, 

to understand human experience and cultural understanding in response to 

technological disruption in various calculative, social control, economic, and 

algorithmic functions and features (Kozinets, 2020).   

3.2 Research design 
 

The above philosophical assumptions inform the development of a qualitative research 

strategy using both netnography and semi-structured interviews for this study. These 
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two approaches are prevailing in the use of interpretive or constructivist paradigms to 

gain knowledge through immersing in social media and interviewing social actors to 

understand how they shape, understand, and interpret the digital world. Netnography 

values an empathic sense of verstehen and focuses on human experience and cultural 

understanding which associate netnography with epistemology (Kozinets, 2020).  

The research design of this study provides a framework for the data collection and 

analysis to ensure the methods and techniques used for this investigation are most 

suitable to address the research questions regarding the ethical benefits of using AI 

and blockchain, the ethical concerns about using these technologies, and how 

companies can ethically govern the use of these technologies. Special attention was 

paid to the feasibility of data collection within the research design to ensure relevant 

data is accessible and can be collected online using netnography methodological 

approach and semi-structured interviews (see figure 8 for the research design).  

 

Figure 8 Research design of this study 

This research design follows Bell et al.’s (2019) five steps in qualitative research. First, 

review the relevant literature in corporate governance, blockchain, AI, and ethics in 

corporate governance, AI ethics, and blockchain ethics. The literature review has 

helped the researcher develop a multi-theoretical research framework to address the 

theoretical relevance of the extant corporate governance theories to help understand 

the impact of AI and blockchain adoption on corporate governance from ethical 

perspectives. At this stage, the literature review informs and directs this investigation 

toward the development of the research goals, focusing on examining the ethical 

benefit of using AI and blockchain, as well as the ethical concerns related to the use 
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of these technologies and how companies can ethically govern the use of these 

technologies to mitigate misuse and unwanted consequences. Second, select relevant 

social media sites for netnography inquiry, and select interviewees who are competent 

to comment on the implications of blockchain and AI applications from an ethical 

perspective in the context of corporate governance.  Third, collect the relevant textual, 

video, and audio data from social media sites like LinkedIn Posts and Comments, 

YouTube videos, Webinars, Ted Talks videos, and Podcasts, as well as semi-

structured interviews. The abundant data collected from different sources can enable 

triangulation to maximize the trustworthiness of the research.  Fourth, use Nvivo 12 

for thematic analysis to analyze and interpret data. This is an iterative process until 

the point of theoretical saturation is reached (Glaser and Strauss, 1967; Eisenhardt, 

1989; Pan and Tan, 2011). Finally, present a thematic framework to expand 

knowledge about the ethical benefits, and ethical concerns of adopting AI and 

blockchain and further explicates how companies can govern the ethical use of AI and 

blockchain technologies for the good of society to foster sustainability. Throughout all 

the steps of this qualitative inquiry, the investigator is committed to incorporating 

relevance and rigor in designing, conducting, and reporting the research, which would 

enable better knowledge accumulation (Maula and Stam, 2019).  

Further, this research design is informed by two aspects of compelling justifications. 

First, the accessibility and feasibility of data collection enabled by digital mediated 

communication. New technologies often lead to advances in scientific research 

(LeBaron et al., 2018), allowing the study of online traces and online interviews. 

Specifically, social media platforms facilitate new ways for social actors to participate 

and engage in digital communications.  Every time we post something online, we leave 

a digital trail. Thus, abundant data is available on social media platforms and can be 

accessed easily online. The data can be photographs, videos, images people draw, 

texts, or even stories (Kozinets, 2020), which can be very meaningful and revealing. 

Each of the postings can offer invaluable and very detailed descriptive opinions and 

viewpoints from a global scale (Jeacle, 2021). For example, LeBaron et al.(2018) 

suggest video data can bring actors to life through multimodality, embodiment, 

materiality, and sequence to make retrospective and remote accounts more vivid, to 

help analyze human behaviour and organizational activities. The rich data online 

provides exciting opportunities for scholars using the netnography technique across 
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all disciplines to seek a deeper sense of meanings that are continually being 

accomplished by social actors penetrating online communications (Bialecki et al., 2017; 

Costello et al., 2017; Jeacle, 2017, 2021; Aleksandrov et al., 2018; Guo, 2018; 

Kozinets et al., 2018; Thanh and Kirov, 2018; Wang, 2019). According to Statista 

(2022), in 2020, over 3.6 billion people were using social media worldwide, and the 

number is projected to increase to almost 4.41 billion in 2025. Netnography is rooted 

in traditional ethnography in participants' observation (Zeng et al., 2019), using the 

information from social media or online communities to study the online traces, 

interactions, and socialites to understand the norms of behaviour change as 

technology changes.   

Second, is the nature of the emergent research topic. The overall business 

environment is experiencing unprecedented changes with advancements in 

technological innovation. The disruption of corporate governance by networks and 

platforms is still at a nascent stage (Fenwick et al., 2017). The shift to a digital age 

requires a fundamental transformation of organizations and their operations (Fenwick 

et al., 2019). Blockchain-based technologies are still considered as an emergent 

phenomenon (Yin et al., 2019). Extant scholarly literature on blockchain technology is 

mainly based on conceptual description rather than empirical evidence (Du et al. 2019, 

Toufaily et al.,2021). The development of today’s AI largely depends on scientific 

developments, the availability of big data, and cheap computer processing power. It is 

a new technology (Wooldridge, 2017). The diffusion of AI in the public sector is in its 

nascent stage, and so is the body of research on the phenomenon (Sun and Medaglia, 

2019).  Furthermore, the integration of AI and blockchain is a fairly new concept and 

still a largely undiscovered area (Banafa, 2019; Foote, 2019). It is still elusive for many 

organizations to adopt AI or blockchain technologies due to technical, organizational, 

and legal challenges (McKinsey, 2020). Organizations need to have the right culture 

and corporate values to govern the development and deployment of digital 

technologies (Lobschat et al., 2021) to ensure the ethical use of these technologies 

(Brennan et al., 2019; Gomber et al. 2018) as machines are unable to make moral 

judgments (Montagnon, 2019; Clement-Jones, 2020).   Additionally, it is 

acknowledged that AI and blockchain can create salient values for individuals and 

businesses. They can redefine the nature and scope of our work and social life. 

Academics, industries, and governments are increasingly interested in exploring the 
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opportunities and challenges of using AI and blockchain as new technological tools to 

help organizations to build resilience for the future. Increasingly, social media brings 

a global community of diverse people who are interested in AI and blockchain.  People 

who come together online can share and exchange their views and ideas on AI 

technologies or blockchain technologies. Many webinars, panel discussions, and 

YouTube videos are hosted and posted online as new forms of sharing information on 

a specific topic relevant to AI or blockchain.  These rich online data sources have 

provided great opportunities for this study to collect relevant online data to gain a 

deeper understanding of AI and blockchain's impacts on corporate governance in 

general and the ethical benefits and ethical concerns in particular.  

3.3 Data collection 
 

This study integrates netnography and semi-structured interviews to collect relevant 

data to investigate the ethical benefits of AI and blockchain as well as the ethical 

dilemmas of using these technologies to further explicates how companies can govern 

the ethical use of these technologies. The research intends to interact with social 

actors who have knowledge and experience of AI and blockchain to understand those 

ethical issues and enhance knowledge accumulation on how companies can govern 

the use of these disruptive technologies to add value and mitigate misuses and 

unwanted consequences.  

The contemporary communication networks record a significant amount of data that 

originates in and manifests through the digital traces of naturally occurring public 

conversations. These conversations can be sound files and audio-visual presentations, 

videos, texts, or even stories (Jeacle, 2021).  Netnography uses these conversations 

as data (Kozinets, 2020). It is defined as:  

“Netnography, or ethnography on the Internet, is a new qualitative research 

methodology that adapts ethnographic research techniques to study the 

cultures and communities that are emerging through computer-mediated 

communications”  

(Kozinets, 2002:62) 

Compared to traditional ethnography study, netnography is faster, simpler, less 

expensive and more naturalistic, objective, and unobtrusive (Kozinets, 2002, 2020; 
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Thanh and Kirov, 2018; Jeacle, 2021).  This study extends these online Netnography 

explorations with online semi-structured interviews to generate deeper insights and 

understanding.  

This research carefully designs and executes the study to rigorously structure the 

investigation and scientific presentation following a pragmatic, step-by-step 

netnography and semi-structured interview procedures and guidelines. This study 

collects abundant video, audio, and textual data from online communications. Five 

datasets were collected using netnography: 1) 34 LinkedIn Posts with Comments; 2) 

12 Webinars; 3) 22 YouTube Videos; 4) 19 Videos; 5) 10 Podcasts. Additionally, 17 

semi-structured interviews were conducted using the online platforms of MS Team, 

Zoom, and Google Meet. 

The sub-section 3.3.1 explains the Netnographay approach for data collection for this 

study. Following on from that, section 3.3.2 illuminates the semi-structured interview 

approach.   

3.3.1 Netnography 

This section elaborates on the sampling strategy and pragmatic step-by-step 

procedures of the netnography approach.  

3.3.1.1 Sampling strategy 
 

This study adopts a non-probability purposeful sampling strategy. Non-probability 

samples are chosen due to three main reasons: 1) the adoption of AI and blockchain 

is at an early stage with the financial industry at forefront of using the technologies; 2) 

the opportunity to study a certain group who has the knowledge or experience of 

investigating or using AI and blockchain technology represents too good an 

opportunity to miss;  3) it is impossible and extremely difficult to obtain probability 

sample due to time and costs involved in securing a probability sample is too great 

relative to the level of resources available. Therefore, purposeful sampling is adapted. 

Purposeful sampling is that “sampling is conducted with reference to the goals of the 

research so that units of analysis are selected in terms of criteria that will allow the 

research questions to be answered” (Bell et al.,  2019: 391). Sampling in this research 

is an evolving process with a sequential approach by gradually adding to the sample 

if it helps the research questions.  The unit of analysis in this netnography study is not 
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the person but the behaviour or the act of posting information on computer-mediated 

communication channels (Mead, 1938; Kozinets, 2002). Mead (1934) calls the 

behaviour, the speech act as the “Utterance”. Pragmatically, it means the research 

focuses on what is said on social media rather than who is saying it. According to 

Kozinets (2020:203), netnography is all about Utterance, “each photograph, each 

video, each tag, each comment, each posting of text is an utterance”. 

3.3.1.2 Step-by-step procedures of netnography 
 

This study applies Kozinet’s method-embedded research communication triangle, and 

six step-by-step procedural movements of netgnography to investigate online traces 

to social media data (see figure 9 below). The specific techniques and the pragmatic 

step-by-step approach adopted aim to achieve methodological rigour and 

trustworthiness of the study.  

 

Figure 9 Netnography communication triangle and step-by-step procedural movements 
(Source: Kozinets, 2020:139, 387) 

Kozinets (2020) illustrates four key elements that guide the best practices for 

approaching contextual and methodological appropriate communication. First, the 

method of netnography, incorporates a range of culturally and technologically based 

techniques to gather, create, co-create, and analyse online traces. This approach 

shares the inductive and iterative aspects of the traditional ethnography approach but 

distinguishes the traditional approach in terms of cultural focus, the use of social media 
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data, appropriate engagement, and specification of procedures. Second, netnographic 

data operations, encompass and justify the procedures used for research focus 

operations, data collection operations, data analysis and interpretation operations, and 

research presentation operations. Third: netnographic dataset, which overviews, 

describes, and justifies the data collected in the project. Fourth, the data, which 

provides excerpts from data in the context of the overall research presentation.  

Pragmatically, this study follows Kozinets' (2020) six procedural steps of netnography 

operations for data collection, analysis, and presentation to enhance rigour and 

trustworthiness.   

Step 1: Initiation 

The initiation stage involves brainstorming many possible topics and approaches, 

reading, analyzing, and evaluating much extant literature on corporate governance, 

blockchain, and artificial intelligence. Then it is acknowledged from existing literature 

that corporate governance will change in many ways with the adoption of AI and 

blockchain technologies because organizations with current hierarchies or matrix 

governance structures are no longer fit for today’s business environment (De Smet et 

al., 2021).  It is harder for the board to exercise controls and manage new risks without 

intelligent tools due to the large amount of data generated. Ethics matters when every 

organization is increasingly becoming a technology organization (Bannister et al., 

2020; Sniderman, 2020). Our social norms come to be challenged when technology 

gets ahead of society (Khanna, 2018). Ethics are particularly important because 

machines are unable to make moral judgments (Clement-Jones, 2020). Board 

members must understand how to govern the use of AI and blockchain in an ethical 

and socially responsible way.  This falls into board responsibility for risk oversight on 

digital transformation.  Therefore, this study crafts and hones the research questions 

on ethical benefits and ethical dilemmas of blockchain and AI use in corporate 

governance and further explicates how companies can govern the ethical use of AI 

and blockchain technologies. 

The research questions emphasize the focus of this investigation, guided by 

epistemology philosophy to understand the social world with digital transformation and 

interpret the social world through human action and meaning-making by its social 

actors. The advancement in digital technologies such as AI, and blockchain, sets the 



107 
 

condition for disruption or transformation. The world is in the age of disruption that 

changes the social reality and the psychic (Stiegler, 2019), creating a new epoch for 

new ways of thinking, living, organizing, and caring (Bishop and Ross, 2021; Reader, 

2021). Every organization must empower a thoughtful, careful consideration of the 

implications of the disruption (Dawson, 2021). This understanding leads the research 

design to include netnographic inquiry to focus on human experience and cultural 

understanding of AI and blockchain adoption within an organization.  

In addition, at this initial stage, this study pays special attention to the research ethics 

about ethical considerations and relevant research ethics procedures.  First, the 

researcher has completed University’s research integrity courses and is fully aware of 

research integrity and research ethics. Second, this study has obtained ethics 

approval from Brunel CBASS Research Ethics Committee (see Appendix 1 for ethics 

approval). Approval is given for remote research activity only for this study to be carried 

out between 26/03/2021 and 30/09/2022. This research ensures ethics is embedded 

throughout the research project.  

According to Jeacle (2021), an ethically appropriate procedure for netnography has 

not emerged. This study follows Langer and Beckman's (2005) view on ethical 

consideration in netnography. They suggest consent is implicit in the act of posting on 

a public site. From this perspective, Jeacle (2021:93) suggests “there is, therefore, no 

need to gain the explicit consent of online members when using their posts, just 

provide anonymity to those you quote according to common research practice”. 

Therefore, this study follows the current consequentialist ethics that govern academic 

research to weigh the potential for public benefits and the advancement of social and 

scientific knowledge into ethical decisions and protocols (Kozinets, 2020). In addition, 

this study also uses deontological ethics to guide the netnography approach. For 

example, the researcher provides a clear disclosure of research activity on social 

media along with a profile picture on LinkedIn. This research provides anonymity to 

informants and properly mentions and references the sources where possible to 

consider the ownership of data. In addition, all information that is collected will be kept 

strictly confidential. The data will be kept and stored in the secure password-protected 

Brunel network drive. 
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Step 2: Investigation 

This stage of investigation identifies the online sites most relevant to study through 

simplifying, searching, scouting, selecting, and saving processes. Simplifying 

translates the research questions into searchable terms or keywords, such as “artificial 

intelligence”, “blockchain”, “corporate governance digital transformation”, and “ethics”, 

which can be put into search engines. Then the scouting operations involve identifying 

and making choices about which sites the research will focus on. After spending some 

time on different social media sites researching AI and blockchain ethical use in 

organizations, this study decides to focus on LinkedIn, YouTube, and Ted Talks sites, 

as well as some industry-organized webinars and podcasts for netnography inquiry.  

The choices of the above data sites are informed by Kozinets (2002)’s five selection 

criteria: 1) relevant to the research question; 2) higher traffic of postings; 3) larger 

numbers of discrete message posters, 4) more detailed or descriptively rich data; and 

5) member interactions. In simple words, the five selection criteria are relevance, 

activity, interactivity, diversity, and richness. Kozinets (2002) suggests for most 

purposes, the research does not need a massive number of posts, but focuses on 

quality over quantity, and seeks good reflection of the sort of multi-perspectival and 

public type of opinion.  

LinkedIn is a public platform for professionals. The site facilitates professional 

networking. There are many professionals like CEOs, legal tech specialists, board & 

governance advisors, board members, chief operating offers, public policy leaders, AI 

ethics and regulatory leaders, non-executive directors, etc. This site allows the 

researcher to follow professionals who regularly post blockchain or AI topics. The 

influential tech visionary ones have around 775K to 1.4M followers on LinkedIn, who 

reacts to the posts and comments on them. 

Ted Talks is a public site providing influential videos from expert speakers on business, 

science, tech, and creativity, inspiring conversations with a global community. There 

are many videos presented by expert speakers such as data and research experts, 

digital strategists, blockchain entrepreneurs, AI technologists, techno-sociologist, AI 

experts, data scientists, ethicists, philosophers, etc. Many relevant videos to this study 

achieve between 1.2M to 5.9M views.  
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YouTube is another great public site. It is rated the No.1 social media site in America 

in 2018. It generates 432,000 new hours of utterance and social act-filled video every 

day, which is 300 new hours of video-utterance every minute (Kozinets, 2020). 

YouTube contributes to the availability of a large number of videos covering an ever-

evolving set of new topics on AI, blockchain, and ethics, in organizations and society. 

The videos are available for public viewing by anyone, free of charge. Some videos 

are highly influential as published by some YouTube Influencer who has substantial 

subscribers.  

The relevant posts and comments are copied and pasted into word documents as 

textual data and saved in the secure password-protected Brunel network drive. The 

relevant videos details are recorded in an excel document with URL links. Each video 

is transcribed line by line to textual data, saved in word documents, and stored in the 

secure password-protected Brunel network drive too.  

This investigative data collection is an iterative process until theoretical saturation is 

met. It is flexible and adaptable to research needs and context.  

Step 3: Immersion 

The investigative stage results in the research immersion, directed by the research 

focus on ethical benefits and ethical concerns of using AI and blockchain in corporate 

governance, to seek quality deep data. Thus, the researcher of this study has 

deliberately joined some groups or communities such as corporate governance, 

compliance and ethics professionals; corporate governance-best practice; blockchain 

in Europe, Artificial Intelligence and business analytics; Information Technology, 

Fintech, Blockchain, and Bitcoin innovation; blockchain executive, etc, on LinkedIn. 

Some LinkedIn influential professionals have their own YouTube channels or Ted Talk 

videos. This immersion expands when professionals on LinkedIn introduce a new 

webinar event or podcast they are attending. The expanded networks enable the 

researcher to selectively join webinar events, listen to the podcast, and view any posts, 

comments, and videos based on the research focus. The Immersion stage is data-

centric and enacts data collection and indexing strategies. Therefore, large amounts 

of textual, and audiovisual data are being examined and noted, selected, and recorded 

in immersion journals similar to research notes for analysis and reflection. The 

Immerse journals records 5 datasets: 1) 34 LinkedIn Posts with Comments; 2) 12 



110 
 

Webinars; 3) 22 YouTube Videos; 4) 19 Videos; 5) 10 Podcasts (see table 12 below). 

These datasets sources are recorded in an Excel document (see Appendix 2 for 

netnography inquiry datasets source record).  

 

Table 12 Netnography datasets 

Step 4: Interaction 

The previous immersion stage is largely unobtrusive and non-invasive, but immersion 

is already a type of interaction. The immersion stage interacts with different social 

media sites such as LinkedIn, YouTube, Ted Talks, and some industry-organized 

Webinars and Podcasts. This study then extends the unobtrusive immersion 

interaction to more obtrusive forms of data collection by commenting on a post, liking 

a post, or contacting online participants for semi-structured interviews (see more 

details on online interviewing in section 3.3.2).    

Step 5: Integration 

“The lines between data collection, interpretation, and analysis are amorphous in 

ethnography and netnography. Data is being interpreted, analyzed, and collected 

almost from the initiatory moment when you decide on sites or topics. That analytical 

and interpretive activity intensifies as you begin to investigate which sites to research 

and continues through the various choices, interactions, and immersions of your 

netnogrpahy” 

(Kozinets, 2020:142) 

Therefore, integration is an ongoing process of analyzing and interpreting the data 

between parts and wholes. The analysis (coding breaks down data into chunks and 

assigns meaningful labels to it) and interpretation (connecting or combining 

conceptually related codes to form pattern code) are often iterative and require the 

researcher to revisit the sites and the literature to collect more data to sharpen the 

understanding of AI and blockchain ethical impact on corporate governance. 

 

Datasets No. Codes 
1 Posts and Comments 34 Post1, Post2, Post3,Post4, Post5…......Post34
2 YouTube Videos 22 YT-V1, YT-V2, YT-V3, YT-V4, YT-V5…...YT-V22
3 Video 19 V-P1, V-P2, V-P3, V-P4, V-P5…....V-P19
4 Webinars 12 Webinar1, Webinar2, Webinar3….....Webinar12
5 Podcasts 10 PODCAST1, PODCAST2,PODCAST3…..PODCAST10
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Step 6: Incarnation  

The incarnation stage is about communication. It is a process of making sense of and 

discovering meaning, using evidence from analysis to tell a holistic story to contribute 

to a deeper level of understanding. Based on the rigorous method of netnography, the 

netnographic data operations, the netnographic datasets, and representation of the 

data, the results of the research can be trusted to inform important decisions, inspire 

further work, and enhance understanding of the ethical benefits and ethical use of AI 

and blockchain in corporate governance.  

This study follows these six procedural steps to ensure methodological rigour in 

netnography inquiry. Further, this study extends these online explorations with more 

obtrusive forms of data collection by interviewing online participants.  

3.3.2 Semi-structured interviews 

Simultaneously, this study also conducts 17 semi-structured interviews with different 

informants from various sectors to provide as wide a scope as possible for the data 

collection. Interviews are conducted online using platforms such as MsTeams, Zooms, 

and Google Meet. These interviews last around 45-90minutes. Majority of them last at 

least 60 minutes. They are semi-structured with a predefined schedule of nine 

questions to guide, not dictate, the progress of the interview. Thus, this form of data 

collection is very flexible, questions can be asked in a different order, and can be 

dropped or added. The terms generated or issues raised by previous informants are 

used to frame questions in the later interviews. This allows the researcher to pursue 

her own agenda whilst being responsive to the participant’s concerns.    

This section explains the sampling strategy and procedures for the semi-structured 

interview approach.  

3.3.2.1 Sampling strategy  
 

The sampling strategy of the semi-structured interviews for this study is purposeful 

sampling. This research follows Lincoln and Guba's (1985) guidelines for strategic and 

purposive sampling in choosing informants who might most effectively and 

meaningfully answer the research questions. This study uses informants or 

participants or interviewees interchangeably. The potential participants are chosen 
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based on two selection criteria: 1) participant who understands and works with AI and 

blockchain technologies, are familiar with those two technologies, and can comment 

on their ethical implications on businesses and people; 2) participant is willing to share 

their experience, thoughts on how to use these technologies in a socially responsible 

way to mitigate misuse and unwanted consequences. The initial informants are 

identified when the researcher is immersed in online investigations. Then this study 

applies a snowball or chain referral technique recommended by Biernacki and Waldorf 

(1981), asking each participant for recommendations from his or her network to identify 

participant who is knowledgeable on the topic and could best explicate the research 

questions. This approach results in an evolving sample of informants (participants) 

and increasing focused data relevant to the research questions until this investigation 

reaches theoretical saturation (Glaser and Strauss, 1967), which means further data 

collection and analysis yielded no further explication of a given category or theme 

(Corley and Gioia, 2004). 

3.3.2.2 Semi-structured interview procedures  
 

This study designs and conducts interviews online through ten procedure movements 

under four categories of arranging, scheduling, closing, and transcribing interviews 

(see figure 10 below). The interviews are semi-structured, and flexible, to learn deep 

insights from informants by asking them to reflect on their experiences, their thoughts 

on the ethical benefits and ethical concerns of using AI and blockchain technologies, 

and how companies can govern the ethical use of these technologies to the benefits 

of our society.   
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Figure 10 Semi-structured Interview procedures 

Before the interview, this study obtained ethics approval from Brunel CBASS 

Research Ethics Committee to ensure ethics is embedded throughout the research 

project. In addition, this researcher is fully aware of the research ethics risk 

assessment (see Appendix 3 for more details on research risk assessment for this 

investigation).  The participant information sheet covers a list of information. For 

example, what is the purpose of the study? Why have I been invited to participate? Do 

I have to take part? What will happen to me if I take part? Are there any lifestyle 

restrictions? What are the possible disadvantages and risks of taking part? What are 

the possible benefits of taking part? What if something goes wrong? Will my taking 

part in this study be kept confidential? Will I be recorded, and how will the recording 

be used? What will happen to the results of the research study? Who is organizing 

and funding the research? etc. (see Appendix 4 for participant information sheet for 

detailed information on these questions). In addition, this study designs the Consent 

Form that outlines the informed consent of an interviewee for participating in this PhD 

study (see Appendix 5 for the consent form). Furthermore, the interviews are semi-

structured with nine predefined questions (see Appendix 6 for guided interview 

questions). All these documents are prepared in compliance with university research 

ethics guidelines.  
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The initial informants are identified when the researcher is immersed in online 

investigations. Then this study uses a professional network platform- LinkedIn, to 

make a connection with those potential informants, clearly state research purposes, 

and ask if they would be interested in participating in a semi-structured interview for 

this PhD study. Therefore, this study makes the initial contact on LinkedIn. Once the 

informant agrees to be interviewed, emailed contacts are exchanged, and the 

interview date and time are scheduled. Meeting invitations are sent via MsTeam, Zoom, 

or Google Meet depending on the informant’s preference. Then participant information 

sheet along with the consent form and predefined interview questions are emailed to 

the participant as soon as the meeting invitation is sent. Anonymized data will be 

analyzed and used in this investigation (see table 13 below for the list of interviewees).  

Informants Gender Expertise LinkedIn  Country Meetings 
IntvP1 M Corporate Law, legal Tech 500+connections Belgium Zoom 
IntvP2 M C-level Executives 500+connections Germany  Zoom 
IntvP3 F Regulatory 500+connections Belgium Zoom 
IntvP4 F Banking, Financial, AI, Board 8,323 followers  UK Zoom 
IntvP5 M Technology 3,408 followers  UK GoogleMeet 
IntvP6 M Blockchain 5,625 followers  UK Zoom 
IntvP7 M IT governance, Account Tech 500+connections USA Zoom 
IntvP8 M Corporate governance, digital, 

policy 
4,245 followers  London MsTeam 

IntvP9 M Policy and governance of 
Algorithmic systems 

8,778 followers  
 

London 
 

MsTeam 

IntvP10 M Account Tech, FinTech, Innovation 5,704 followers  Netherlan
ds 

MsTeam 

IntvP11 M AI ethics, governance, trust 2,152 followers  USA Zoom 
IntvP12 M AI ethics, leadership 9,199 followers  USA MsTeam 
IntvP13 M Blockchain, social media 500+connections Netherlan

ds  
MsTeam 

IntvP14 M Ethics, AI ethics, responsible AI, 
machine learning 

14,104 followers  New York 
 

Zoom 

IntvP15 F Blockchain, DeFi, Board advisory 24,022 followers  Australia MsTeam 
IntvP16 F Cybersecurity, AI risks, 

governance 
13,775 followers  New York  MsTeam 

IntvP17 M Ethical social-technical systems 500+connections UK MsTeam 

Table 13 Interview participants' information 

The selected multiple informants are uniquely qualified to answer the research 

questions about the issues under investigation. 13 of them are male and 4 of them are 

female. 64.72% of them have 20-30 years of work experience and currently are 

involved in dealing with the use of disruptive technologies such as AI and blockchain 

technologies in organizations. 11.76% of them have 30-40 years of work experience 

of work. 5.88% of them have more than 40 years of work experience (see figure 11 

below). Most of them have worked as or are involved in working with executive board 

members. This study uses their length of work experience, current knowledge, and 

expertise as the specific measures of their competency.   
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Figure 11 Informants’ length of work experience 

Before the actual interviews, the investigator pilots interview schedules with alternative 

participants like colleagues and friends, to practice interview techniques and adjust. 

Every interview begins with informal conversations to establish rapport with the 

participant. Then the investigator briefly explains the purpose of the study and ensures 

the participant is fully aware of the participant informant sheet, consent form, and 

predefined questions.  

Before asking any questions related to this study, the investigator seeks permission 

from the participant to record the interview for analysis and interpretation of this study. 

The questions asked are very flexible in different order. Notes are taken during the 

interviews (see Appendix 7). Questions are dropped or added in response to the flow 

of the conversation. This allows the investigator to pursue her own agenda whilst being 

responsive to the participant’s insights. The researcher listens to the informant 

carefully and offers greater freedom of movement in response. The emphasis is on 

how the informant frames and understands the ethical benefits and ethical concerns 

of using AI and blockchain technologies in organizations, to help explain and 

understand patterns and forms of behaviours that are important to govern the use of 

these disruptive technologies.  

When the interview finishes, the investigator thanked the informant again for 

participating in the study. Any points raised by the previous participant are used to 

form the questions for the next participant to ask his or her opinions on that. After the 
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interview finishes, the researcher spends substantial time transcribing the video 

interviews into textual data. This study uses manual transcription because no software 

approaches the accuracy of a person (Bell et al. 2019). Thus, sometimes, the manual 

transcribing interview takes longer than the suggested 5-6 hours for every hour of 

speech. However, transcribing interviews verbatim enhances the validity and 

trustworthiness of this study.  The entire procedure involved an iterative process of 

simultaneously collecting data, analyzing the data, and seeking new informants based 

on information deemed important by prior informants until further interviews yield no 

further explication of a given category or themes.  

In the light of the above, this study collects various textual, video, and audio data from 

netnography and semi-structured interviews. This research follows pragmatic, step-

by-step procedures for data collection to ensure rigor in the investigation to enhance 

the trustworthiness of this study. The following section illustrates the thematic data 

analysis of the data collected.  

3.4 Data analysis  
 

The data collected through netnography and semi-structured interviews are 

concurrent with data analysis and interpretation to reveal the rich insights from the 

data. The entire procedure involves an iterative process of simultaneously collecting 

data, and analyzing the data until theoretical saturation is achieved. This study collects 

34 Posts & Comments, 12 webinars, 22 YouTube videos, 19 videos, 10 Podcasts, and 

17 Interviews (see figure 12 below). This research follows Corley and Gioia's (2004) 

study, inductively analyzing the data once it is collected, adhering closely to the 

guidelines specified for methods of naturalistic inquiry and constant comparison 

techniques (Glaser and Strauss, 1967; Lincoln and Guba, 1985). These approaches 

provide the basis for rigorous data collection and analysis to determine if more data 

needs to be collected (Corley and Gioia, 2004). These techniques used for data 

analysis were not a linear process due to the large corpus of textual, and audio-visual 

data. Instead, it is a recursive process (Locke, 1996), where analysis is back and forth 

throughout the data collection and analysis phases (Braun and Clarke, 2006).  
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Figure 12 Final datasets 

Among them, the audio-visual data account for 50.45 hours of recordings, which have 

been manually transcribed into textual data as soon as they have been collected. 

Together with other textual data, this study analyses 453,065 words in total.  These 

data are analyzed using Nvivo 12, a qualitative data analysis application for organizing, 

analyzing, and visualizing data to code sources and capture ideas for thematic 

analysis in this study.   

Nvivo is the most common qualitative data analysis software (Whalen, 2018). 

Thematic analysis is one of the two most used strategies for qualitative data analysis 

(Bell et al., 2019). In addition, Whalen (2018) finds a variety of broadly constructed 

data analysis techniques such as content analysis, discourse analysis, textual analysis, 

mapping, and grounded theory, but she finds thematic analysis dominant among them 

at 46% of publications in the field. Thematic analysis is a useful and flexible method 

for analyzing qualitative data (Braun and Clarke, 2006) that is an appropriate approach 

for this study to analyse large or small qualitative data collected from netnography and 

online semi-structured interviews.   

Subsection 3.4.1 below briefly explains the thematic analysis approach. Following on 

from this, section 3.4.2 describes the thematic analysis procedures followed by this 

study to enhance qualitative rigor.    

3.4.1 Thematic analysis 

Thematic analysis is “a method for identifying, analyzing and reporting patterns 

(themes) within data” (Braun and Clarke, 2006:79). This approach offers a useful and 

flexible method for analyzing qualitative data and involves searching across datasets 

to find repeated patterns of meaning. The method can be used to reflect reality to 

understand and interpret reality.  It encompasses many of the operations of data 
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analysis and fits well with the interpretation of qualitative social media data, to quest 

for unifying ideas to guide the discussion (Kozinets, 2020). The thematic analysis 

follows the general coding and categorizing principles of open coding, and axial coding, 

and searches for relationships between and among these categories to assemble 

them into higher-order themes, then gather similar themes into overarching 

dimensions to form the basis of an emergent framework (Corley and Gioia, 2004). The 

endpoint is the reporting of the content and meaning of patterns (themes) in the data 

(Braun and Clarke, 2006). This is done to illustrate a progression, as analysis 

advances, to more thematic ideas (Gibbs, 2021) emerging from data to help 

understand and interpret ethical benefits and ethical concerns of using AI and 

blockchain within an organization, and how companies can govern the use of these 

technologies in an ethical and socially responsible way. The following section 

illuminates the thematic analysis procedures followed by this study.  

3.4.2 Thematic analysis procedures  

This study follows Saunders et al.' (2019) four procedures for thematic analysis 

throughout the iterative data collection and analysis phases (see figure 13 below), to 

ensure data analysis is conducted more deliberately and rigorously that is theoretically 

and methodologically sound (Braun and Clarke, 2006).  

 

Figure 13 Thematic analysis procedures (Sources: Saunders et al.2019:652) 
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The whole analysis is not a linear process of simply moving from one phase to the 

next (Braun and Clarke, 2006). It is a recursive process, that moves back and forth 

throughout the iterative data collection and analysis phases.  This study follows the 

studies of Corley and Gioia (2004); Gioia, et al.(2013), and organizes the data into 1st 

and 2nd order categories to facilitate their later assembly into a more structured form. 

The identification of a theme is a stage or two further on from coding data in terms of 

initial open codes (Braun and Clarke, 2006).  

Step 1: Becoming familiar with data 

This step starts with the process of collating the data and getting it into a form that can 

be coded. This study prepares and saves all the data in textual format in Word 

documents so that the data can be easily read and coded (see Appendix 8 for data 

files imported in NVivo). This study imports all the word documents in Nvivo to code. 

Coding is accomplished through nodes in Nvivo. Then, the investigator reads and re-

reads the data several times to become familiar with the data. The researcher reads 

the data as a whole first to seek what views the data tell. Later, the researcher reads 

the data again and codes the data to sharpen the understanding of the data (see 

Appendix 9 for evidence of an example of coding visualized in coding stripes). The 

process is iterative and continues throughout the research project to enable the 

researcher, to become familiar with data, and to look for meanings, and recurring 

patterns in the data for analysis and interpretation.  

Step 2: Coding the data  

Coding lies at the heart of the thematic analysis. It is a way to reflect and discover 

meanings to identify patterns across the various elements of the datasets (Kozinets, 

2020).  It enables the researcher to retrieve the combined texts being coded under the 

same-named category nodes, to analyze and compare the data in a structured way 

(Gibbs, 2021). 

This study starts with an open coding process (Strauss and Corbin, 1998) in this 1st-

order analysis (Corley and Gioia, 2004). In this stage, the researcher manually codes 

the texts line-by-line and tries to adhere faithfully to informant terms (Gioia et al., 2013). 

This is one of the advantages of line-by-line coding. It forces the investigator to pay 

close attention to what the respondent is actually saying and to construct codes that 

reflect their experience of the world. The idea is to impose analytic thinking whilst 
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keeping close to the data (Gibbs, 2021). This practice enables constant comparison 

(Glaser and Strauss, 1967) between nodes coded to help understand the distinctive 

and significant meanings behind the surface text. 

At this stage, little attempt is made to distill category nodes. The researcher identifies 

chunks of text which can be phrases, sentences, several sentences, or even 

paragraphs to which code applies, and groups the text that explains, implies, or 

exemplifies the same thing to the same-named node (fragmenting original data). 

Therefore, the initial opening coding of the total of 453,065 textual words from 6 

datasets, has generated 742 Nodes (see Appendix 10 for evidence of initial codes). It 

is pretty normal that the sheer number of nodes (categories) initially becomes 

overwhelmingly emerging from the data (Gioia, 2004; Bell et al., 2019). 

After this initial line-by-line coding, this study refines the actual nodes and rearranges 

them into 35 1st-order concepts relevant to research questions. Refining makes initially 

descriptive nodes more analytic because passages coded may overlap and be given 

different nodes. After refining the nodes, this study reviews the nodes and eliminates 

repetition and similar nodes to group them (regrouping data with similar meanings, 

see Appendix 11 for evidence of regrouping codes).  

Step 3: Searching themes and recognizing relationships 

As the research progresses, this study starts searching for similarities and differences 

(relationships between and among these categories) to combine conceptually related 

nodes to form new, higher-order elements in this 2nd -order analysis (see the results 

chapter 4 for more details). This is similar to Strauss and Corbin's (1998) notion of 

“axial coding”. That is a type of second-order coding that reveals more abstract 

structures and patterns that reduces the categories (nodes) to a more manageable 

number of 12 2nd-order themes. In deriving these higher-order pattern codes (themes), 

the development process is not linear but, instead, forms a “recursive, process-

oriented, analytic procedure” (Locke, 1996:240). It is guided by the notion of 

“theoretical saturation” (Glaser and Strauss, 1967; Eisenhardt, 1989; Pan and Tan, 

2011), when researchers “gather data to the point of diminishing returns, when nothing 

new is being added” (Bowen, 2008:140). In this 2nd order analysis, this study follows 

the advice from Gioia et al. (2013) to focus particular attention on nascent concepts, 

or existing concepts that leap out because of their relevance to a new domain. 
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Step 4: Refining themes 

As the analysis progresses, this study continues to examine the codes, and themes, 

to develop a well-structured analytical framework consisting of several overarching 

dimensions. This process involves refining the themes to form a coherent set of 

relationships to guide the analytical process. This study follows the study of Corley 

and Gioia (2004) and groups the emergent 2nd-order themes even further into 2nd-

order “aggregate dimensions”. Then this research builds a data structure consisting of 

1st-order concepts, 2nd-order themes, and aggregate dimensions (see results chapter). 

This data structure provides a graphic representation of how this study progresses 

from raw data to concepts and themes in analysis to demonstrate rigor in research. 

The final data structure summarizes and marshals the 2nd order themes on which this 

study built the thematic framework for the corporate governance transformation with 

the ethical use of AI and blockchain technologies (see results chapter).  

3.5 Research quality  
 

This study applies Lincoln and Guba's (1985) quality criteria in this qualitative research 

to ensure this investigation is trustworthy in terms of credibility, transferability, 

dependability, and confirmability.  

 Credibility parallels internal validity- i.e. how believable are the findings? 

 Transferability parallels external validity – i.e. do the findings apply to other context? 

 Dependability parallels reliability-i.e. are the findings likely to apply at other times?   

 Confirmability is concerned with objectivity- i.e. has the investigator allowed his or 

her values to intrude to a high degree?   

(Bell et al., 2019:48) 

Following Lincoln and Guba’s (1985) quality criteria, this study took several steps to 

ensure the trustworthiness of our data. 

The first is about the researcher. The investigator is committed to incorporating 

relevance and rigor in designing, conducting, and reporting the research, which would 

enable better knowledge accumulation.  

The second is about the rigorous data collection process. This research follows 

pragmatic, step-by-step procedures for data collection through netnography and semi-

structured interviews to ensure rigor in the investigation to enhance the trustworthiness 
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of this study.  Based on the rigorous method of netnography, the netnographic data 

operations, the netnographic datasets, and representation of the data, the results of 

the research can be trusted to inform important decisions, inspire further work, and 

enhance understanding of ethical benefits and ethical use of AI and blockchain in 

corporate governance.  This study ensures complete records of netnography datasets 

are kept throughout the research process. Additionally, this study selected multiple 

informants based on their knowledge and expertise, and work experience relevant to 

the issues under investigation and they are willing to communicate about them. The 

researcher meticulously managed the data, including contact records, interview 

transcripts, field notes, and documents, as they were collected.  

The third is about good thematic analysis to ensure rigor. This study follows Braun and 

Clarke's (2006:96) checklist of criteria for good thematic analysis to ensure the 

trustworthiness of the study, and to ensure the concepts used in the report are 

consistent with the epistemological position of the analysis.  This study ensures the 

data have been thoroughly managed, saved, and recorded. The visual-audio or video 

data (collected through both netnography and online interviews) have been manually 

transcribed verbatim to ensure an appropriate level of high accuracy. Each data item 

has been given equal attention in the line-by-line coding process. The coding process 

has been thorough, inclusive and comprehensive. All relevant extracts from 1st-order 

concepts have been collated to each 2nd-order theme. Themes are internally coherent, 

consistent and distinctive, have been checked against each other and back to the 

original data set (see Appendix 12 for evidence of an example of original data 

extracted from the NVivo node). Data have been analyzed and interpreted to make 

sense of meanings rather than just paraphrased or described, to tell a convincing and 

well-organized story about the data and topic, and to ensure a good balance between 

analytic narrative and illustrative extracts. Overall, this study follows step-by-step 

procedures that are methodologically sound.  Enough time has been allocated to the 

iterative process of data collection and data analysis. The analysis moves back and 

forth to the point when theoretical saturation is achieved. The data structure extracts 

from data in this study illustrate the analytic claims that match the analysis and data 

together, to ensure a good fit between described method and reported analysis are 

consistent.  
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Finally, this study uses peer debriefing suggested by Corley and Gioia (2004), which 

entails the field researcher vetting the ideas through other researchers such as 

supervisors and other doctoral researchers to gain an outsider’s perspective to assess 

whether the results were plausible.  
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Chapter 4 Data analysis and findings  
 

This chapter details the findings and collates similar themes identified from the data 

into several overarching dimensions that make up the basis of an emergent thematic 

framework. The narrative of the findings is constructed from the data collected 

purposefully for this study from a combination of netnography inquiry and semi-

structured interviews. The results that emerged are from the empirical and analytical 

procedures outlined in the previous chapter. The thematic framework of the corporate 

governance transformation with the ethical use of AI and blockchain technologies 

developed signifies the substantiation of the main findings as a result of this study. 

The findings empirically explicate the ethical benefits, ethical concerns of AI and 

blockchain use in corporate governance, and how companies can govern the use of 

these technologies in an ethical and socially responsible way, to mitigate bias, misuse, 

and unwanted consequences.  

As outlined in the previous chapter, the data collected through netnography and semi-

structured interviews are concurrent with data analysis and interpretation to reveal the 

rich insights from the data. The entire procedure involves an iterative process of 

simultaneously collecting data, and analyzing the data until theoretical saturation is 

achieved. This study collects 34 Posts & Comments, 12 webinars, 22 YouTube videos, 

19 videos, 10 Podcasts, and 17 Interviews.  The audio-visual data account for 50.45 

hours of recordings, which have been manually transcribed into textual data as soon 

as they have been collected. Together with other textual data, this study analyses 

453,065 words in total. These data are imported into and analyzed using Nvivo 12.  

This study conducts a word search once further data collection and analysis yielded 

no further explication of a given category or themes (see figure 14 below).  
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Figure 14 Word frequency query result 

The word search result indicates the most frequently talked words in our datasets such 

as “data”, “technology”, “people”, “company”, “ethics”, “systems”, “humans” etc, which 

are very relevant for this inquiry to understand the technological impact in 

organizations as they transform digitally, especially the ethical considerations of using 

these technologies that affect people’s jobs and the way of doing things.    

In this findings presentation, this study integrates and marshals four data displays: a) 

the findings narrative itself throughout this chapter, b) the supporting data with 

representative quotations to each theme in table 14; c) the progressive data structure 

(1st order concepts, 2nd order themes, aggregate dimensions) in figure 15, and d) the 

emergent thematic model in figure 16. This chapter clearly articulates each theme 

identified from the data and progressively collates similar themes into several 

overarching dimensions that make up the basis of an emergent thematic framework 

as a result of this inquiry. This way of reporting findings makes it easier for the 

interested reader to discern the evidence of the findings 

Therefore, this chapter is divided into two main parts.  Section 4.1 outlines the themes 

identified from the thematic analysis of the data collected purposefully for this inquiry. 

This section is then organized into sub-sections to analyze and interpret each theme 

with supporting evidence of representative quotations from the informants, and further, 
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this study builds a data structure to make a meaningful and insightful understanding 

of the data. Following on from this, section 4.2 explicates the thematic framework 

developed from the data as the main findings of this investigation.  The thematic 

framework of the corporate governance transformation with the ethical use of AI and 

blockchain technologies explicates the ethical benefits, the ethical concerns of using 

AI and blockchain, and how companies can ethically govern the use of AI and 

blockchain to drive growth and sustain their businesses.  

 

4.1 Thematic analysis: themes identified  
 

Following the step-by-step thematic analysis procedures outlined in the previous 

chapter, this study refines the data codes and identifies 12 themes that are relevant 

and appropriate to provide a holistic understanding of the research questions under 

this investigation. Further, this study refines the themes into three dimensions, which 

form three sub-sections to present the analytical results from the data. Sub-section 

4.1.1 explains the triggers of corporate governance change. Sub-section 4.1.2 

illustrates the corporate governance change context with the use of AI and blockchain 

technologies. Sub-section 4.1.3 elucidates the imperative corporate governance 

response to the ethical use of AI and blockchain technologies. Each dimension 

contains relevant themes that are individually explained in each sub-section. The 

supporting data with representative quotations to each theme are summarized, and 

further, this study builds a data structure to make a meaningful and insightful 

understanding of the data at the end of this section. 

4.1.1 Triggers of corporate governance change  

Three specific themes related to the triggers of corporate governance change 

according to informants’ views and experiences: 1) change in social reality, 2) current 

business problems, and 3) blockchain and AI for fraud detection. 

  

4.1.1.1 Change in social reality 
 
Today, we live in a digitally connected world. There is no better alternative, 

digitalization is in public discourse. We have to live with digitalization, which means 

we have to understand it and have an ethical reading of this process and our 
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responsibilities. Digitalization has created a virtual world based on data, graphs, and 

all kinds of the matrix. This world is a selective reflection of reality (Webinar1). Now, 

we live alongside non-human systems, surrounded by technology that is on all the 

time (YT-V7). We have increasingly sophisticated analytic technologies and methods 

to turn our data into business value (POST13).  Most people don’t realize that AI is 

already part of our life, in Gmail, Facebook, Netflix, Navigation, etc. (IntvP7). The 

technology is so convincing some people get emotionally connected to their Robo 

dogs (POST2). Many artificial intelligent entities such as chatbots, and digital 

assistants can emulate certain human abilities (POST17). AI is currently used in 

transaction monitoring, risk assessment, and credit-based decisions. It is going to be 

embedded in every digital product and service on a go-forward basis to be readily 

accessible to everyone (Webinar8). We now have an Internet of value enabled by 

blockchain that gives us another opportunity to exchange any asset that is of value, 

rewrites the economic power grid and the old social order, decentralizes control and 

removes information asymmetries (POST9).  We see gamification in the financial 

markets, young people enter the investment market, they use apps, social media, and 

financial influencers, they join on platforms, and they could drive the market differently 

from what the regulations applied for (Webinar4). Nowadays, if you have a good idea 

and you can get followers on the Internet, you can be as powerful as anyone, like 

social media has really changed who we listen to (IntvP15).  The young generation 

takes up the virtual economy (IntvP10). Slickness, speed, and automation are 

changing the human experience. The change will be huge. It involves cultural change, 

process change, and workflow change (Webinar7).  Boards today are using several 

types of technologies in their work, some of the pieces of technologies are focused 

specifically on the mechanics of board meetings, using secure board communication 

platforms, that allow directors to communicate with each other securely online, allow 

them to accurately archive minutes by company secretary to ensure everything they 

need to comply with (Webinar2).  The required changes will not only significantly 

transform the entire business, but also these support functions. For example, the job 

roles of accountants, auditors, and financial experts of old will need to change, which 

means different hiring strategies, and business schools would have to prepare people 

for the market differently (IntvP2).  
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We should start thinking about how our social structures and economic structures are 

going to adjust to the new realities (V-P12) in the changing human experience, digital 

platform business models, new future of work, and sustainability (YT-V15). Companies 

are imperative to respond to these changes. They should have the right ethics, values, 

and cultures to guide the digital transformation to enhance ethical practice and mitigate 

any misuse and unwanted consequences. Companies need to assess, evaluate and 

adopt the right technological tools, that are ethically designed for the right intent for 

the ultimate use, through rigid implementation with appropriate checks and balances, 

and safeguards in place, to have a sustainable impact that is good for society.  

 

4.1.1.2 Current business problems 
 
Today businesses are going through very manual and burdensome processes that are 

prone to human errors in recording, validating, and verifying transactions, especially 

those large corporations that trade across multiple jurisdictions (Webinar8). In many 

companies, they have to manage all of the different vendors across global value 

chains. All of these vendors. They don’t have the same database. They use different 

infrastructures. Thus, it becomes really hard to see transparency as a product like a 

smartphone evolves (V-P6).  Many businesses are reliant on physical record-keeping, 

note-taking, filling out paper forms, or ticking checkboxes on hard copy documents 

that are then filed away and forgotten about. Business processes often involve 

creating or capturing data in a way that is siloed and difficult to access, analyze or act 

on outside of the process for which it was created (POST14).  These opaque 

processes have created opportunities for management to manipulate financial 

statements, asset misappropriation, and conduct unethical behaviours and 

wrongdoings. In addition, “the more centralized control, the greater the potential for 

unethical behavior. Because you have a few people who become those actors who 

have more access to run the system, they can act without checks and balances” 

(IntvP17).  

 

Using the accounting and auditing function as an example, there are lots of pain points, 

such as manual work, human error, and the need for reconciliation, checking, and 

validating information (IntvP7).  If you look at the way an audit comes together today, 

it hasn't changed in 25 years. Firms have added technologies and replicated their 
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paper process. Financial users are using historical financial statements for decision-

making. And it took a long time to have an auditor’s opinion after the financial year-

end  (PODCAST9-1). The problem with auditing: 1) too much focus is on transactional 

testing which is picked at random, the actual subjective parts are never really 

challenged. 2) The Tick-box sampling methods were tedious and invariably found 

nothing. 3) Samples will often be re-picked when issues arise. 4) Large accounting 

firms like the Big 4 are hugely influential in standard-setting and regulation, they often 

earn 2/3 of their fees from non-audit work. 5) No audit firm can ever get close enough 

to its client to be confident that it will discover things that management or others within 

the company want to hide (POST24).  It is difficult for auditors because the people 

who pay the auditors are the people auditors are in theory trying to catch (IntvP5).  In 

addition, directors can manipulate accounts by using aggressive and questionable 

accounting policies without consequences. Transactions are recorded in different 

ledgers, it is difficult for auditors to detect material fraud due to opaque processes.  “I 

think partly this is because of the ethical challenges around Greed” (IntvP5). 

Furthermore, in this digital world, no one, no business, is completely safe from the new 

wave of fraud. Criminals are exploiting the convergence of social media, technology, 

and social engineering to create more potent and widespread scams (PODCAST7).  

 

To stay relevant in this digital transformation, companies are increasingly seeking new 

ways to record, check and validate information immediately, and gain a sense of 

anomaly activities using technologies such as blockchain and AI, to reduce information 

asymmetry and enhance transparency. Audit evidence standards must be modernized 

to move down the path to real-time auditing and monitoring and focus on accuracy, 

completeness, susceptibility to bias, authenticity, all those types of things, to detect 

material fraud as an audit requirement (PODCAST2).  

 

4.1.1.3 Blockchain and AI for fraud detection 
 
In today’s world, “transactions that are recorded this morning can spit out if there's an 

anomaly associated with it for quick review this afternoon….we're getting into a stage 

where a continuous assurance can actually be given and spit out onto a website or to 

a very, very tight blockchain supply channel so that they can rely on what's really 
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happening today, not just within the company, but with the third parties that are working 

with the company as well” (PODCAST6).   

 

Blockchain and AI technologies can offer some technical solutions to address these 

issues that businesses are currently facing. As we all know, financial fraud, like the 

WireCard type of fraud,  where the management takes a deliberation on ethical and 

dishonest position and makes decisions to increase the value of the company based 

on fraud, is damaging the company and harming the economy and job security. Now, 

technological tools such as AI and blockchain can make management wrongdoings 

hard to hide so they would have to think carefully about their unethical behaviours.  

 

AI can be used to analyze a large amount of data, identify patterns, and detect 

anomalies. “Machine learning can be helpful to highlight outliers that could be a sign 

that something odd is going on, as it's able to correlate many different factors and draw 

up a more accurate picture of which activity is simply unusual and what might 

constitute a serious threat that requires remedy” (POST30).  When you use AI for 

everything, you create a trail of activities, which makes you more transparent and the 

activities become more transparent and can be easily scrutinized. “AI technology has 

enabled us to put a mirror in front of us…can protect the companies from managerial 

fraudulent activities…lying in the age of AI as a corporate or as a startup, that is a 

short living environment” (IntvP4). “We definitely done some fraud detection work 

within financial services organizations, definitely done some pattern analysis, work 

with security organizations looking for unusual communication signals” (IntvP5). If we 

do it right, there is such immense value for everyone (IntvP16). If AI is used with the 

right intention and has a range of checks and safeguards in place, there are 

opportunities for ethical improvement (IntvP14). If AI works properly, it has the 

potential to make decisions, or make calculations more consistent than humans. “It 

could result in fair and more ethical decisions, certainly ethically consistent decision, 

provided you have the confidence around how it is designed and operated in the first 

place…some of my friends seen AI is beginning to be used to spot patterns of 

transactions that sort of things, which can also slush out frauds” (IntvP8).  

 

Blockchain can help to check and validate the information immediately or give you a 

sense of anomaly activities (IntvP7). In theory, any suspicious fund transfer will be 
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detected in real-time on the blockchain. Further, a blockchain-based repository for 

financial statements, part of the functional blockchain repository is that auditors can 

stamp and provide their assurance there. People with different needs can go back to 

the blockchain to retrieve the statements and view the actual transactions. This could 

increase the trust level of an audit report that is published because you can track the 

records in real-time, whether or not,  the auditor’s sign-off is actually valid. The 

interested third parties such as lenders or banks can access and get the information 

from the blockchain repository instead of getting it from business owners. Blockchain 

has the potential to create ethical value for instance by creating more visibility and 

traceability of transactional data (PODCAST10). Blockchain can automate some of the 

tasks using smart contracts. It can provide an audit trail, which will make the auditors' 

job much easier so that they can perform their fiduciary role more objectively. Because 

blockchain makes it hard to alter and manipulate ledger entries (IntvP8).  

 

Blockchain resonates very well with the concept of trust (Webinar12). The trust is huge 

with a decentralized consensus mechanism enabled by blockchain technology. This 

is a new phenomenon where AI will assist with new transparency and push back 

against the activities that aren’t very good that have been hidden in a human-centric 

system previously. It will now be exposed in the human-machine systems. “The use 

of the technology will enhance a bit of ethical practice of corporate leadership and the 

top management…as the distributed control of the new form of organization will give 

a different degree of checks on each other ” (IntvP12). “In theory, the technologies 

could reduce the sort of financial fraud” (IntvP8). It can be used as a “surveillance” for 

the board to oversee the ethical behaviour of those C-Suit directors and management.  

The advantage of blockchain or decentralized autonomous organization (DAO) 

powered by blockchain, is that you know the activities are managed through effective 

smart contracts. So that you can’t just as an individual pay yourself loads of money. 

“Should technology reduce the fraud, that’s the theory behind it” (IntvpP17). The trust 

is provided by mathematical algorithms, and by real proof (Webinar12). Blockchain 

provides a new way of increasing transparency and reducing information asymmetry 

(IntvP1). 

 

However, “All transparent systems are at the mercy of bad actors” (IntvP11). “I think 

partly this is because of the ethical challenges around greed” (IntvP5).  “I think it will 
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be harder but I always think as a kind of if someone will do that type of staff will always 

find a way to do that stuff” (IntvP7).  

 

“The problem with fraudsters, they are incredibly clever, they will find the way. It will 

just push fraudsters somewhere else inevitably. But it just becomes just sort of arms 

race of whose detection of prevention measures can develop faster than fraudster’s 

ability to create schemes of ways of extracting value” (IntvP8).  “These technologies 

will push organizations to adopt more decentralized systems and ways of operating, I 

hope, bring about with it more transparency, and create less opportunity for the kinds 

of unethical behaviour we’re seeing at the moment” (IntvP17).  

 

“Let’s say by the increased transparency by using these technologies, this could 

enforce more ethical behaviour, On the other hand, it could, if people want to behave 

unethically, they will. And human nature and human beings have the tendency to be 

weak. Technology is uncovering unethical behaviour, like security cameras. There will 

be intelligence criminals who will try to circumvent this with other technology. There 

could be short term benefit until the ethics find the ways around the algorithms and 

know how to play with them” (IntvP2). It sounds tempting that a decentralized protocol 

powered by blockchain technology that enhances transparency would foster ethical 

practice in financial reporting and disclosure and restore trust in the public. In reality, 

companies need to be cautious and bear in mind that any system is only as good or 

strong as it is. It could be seen as strong, but as we know, the password can be hacked, 

and two-way identification can be hacked. It is worth not relying on it blindly.  

 

The next section illuminates corporate governance change context with the use of 

blockchain and AI.  

 

4.1.2 Corporate governance change context  

 
Four specific themes related to corporate governance change context according to 

informants’ views and experiences: 1) structural change, 2) new capabilities, 3) ethical 

concerns of automated systems, and 4) adoption challenges.  
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4.1.2.1 Structural change  
 
The old way of companies building their own systems with very high transaction costs 

and friction and inertia between companies just doesn't work for a lot of the problems.  

The hierarchical structure that we designed years ago is no longer fit for today’s 

organization. We need to solve and look at distributed ledgers and other technologies 

that reduce the transaction costs for cross-company connections (YT-V15).  “Many 

companies have been trying to become less bureaucratic, to have fewer central rules 

and procedures, more autonomy for their local teams to be more agile” (V-P4).  “The 

change will be much bigger than the changes come out of the implementation of ERP 

systems 20 years ago, which they just replicated the brick and mortar, now with 

blockchain, there is no central data repository, everything is decentralized, so the 

entire structure of a company will be totally new” (IntvP2). What we are going to start 

to see is organizations coming to grips with the fact that AI and blockchain will 

automatically negotiate contracts, automate business processes, and provide insights 

for new products and services. Therefore, there is a whole governance change around 

how organizations work around that (IntvP12).  

 

“I believe that AI and blockchain are causing the structure of organizations to change. 

So both of these are network technologies. They work decentralized. They work best 

when used by organizations that are not rigid, hierarchies of command and control. So 

the technologies themselves are forcing organizations to adapt to their culture and 

their structure… I hope, will naturally become more open to diversity, more open to 

different opinions…if I was in an optimistic mood, I would say that we should see 

organizations that become more decentralized and begin to outperform old centralized 

organizations…we can monitor the decision flows and processes of thousands of 

semi-autonomous entities that are operating in hundreds of jurisdictions, not just the 

actions of a few leaders within one big organization ” (IntvP17) 

 

Technology cannot deliver solutions without an overhaul of business practice, which 

requires a business process re-engineering across the organization. It is “highly 

advisable to start by impending a data governance framework, that ensures that silos 

are torn, data assets are identified and there is a single source of truth for each data 

set” (POST14). Decentralized autonomous organizations (DAO) are in an 
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experimental phase, running an organization by code, and different people are building 

these DAOs in different ways (IntvP15). For example, Siemens has tried to create a 

DAO, where there are a lot of decisions were done by virtual directors. The protocol is 

already there. But there is high resistance from everybody involved. Because it will 

affect the whole ecosystem, not just one party (IntvP2).  

 

Further, “every time a machine gets smarter, we get smarter” (V-P13). “Human plus 

AI is our only option to bring the benefits of AI to the real world. And in the end, winning 

organizations will invest in human knowledge, not just AI and data. Recruiting, training, 

and rewarding human experts. Data is said to be the new oil, but believe me, human 

knowledge will make the difference” (V-P4). Progressively, organizations will change 

their structures to be less hierarchical, and more collaborative to be agile to the 

changing business environment as they transform digitally. 

 

4.1.2.2 New capabilities  
 
Both AI and blockchain technologies can provide new capabilities for companies to do 

things much better, simpler, and cheaper. Companies can embrace the new 

capabilities of these technologies to innovate their products and services in this digital 

world. Further, they can “save business owners time, energy and improve their 

process efficiency so that they can generate more revenue” (POST1), and have the 

potential for improving efficiency (POST13). For example, the global manufacturer 

Stanley Black and Decker has reduced the time it takes to complete a tax journal 

process from 7 days down to 15 minutes using analytics process automation (APA) 

(POST11). 

 

“The benefits will surely speed up things because if you look at the entire, not only 

financial aspects of change if you can automate things, you can avoid manual, not 

only processes, you can use AI to analysis it, to have opinions on things, so speed, 

accuracy, precisions, trustworthiness, I see lots of benefits in the financial part of the 

business, but also in others” (IntvP2). 

 

Blockchain is a coordination technology, that can coordinate not just people, but also 

legal fiction. It can permit more of a decentralized corporate culture, and we will see 
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more decentralization of corporate organizations. Intermediaries such as payment 

companies won’t be needed anymore (Webinar12). Blockchain offers a new way to 

record, store, share, and search information. “It is a network of value or a network of 

trust” (PODCAST9-1). The technology gives us the “technological capabilities of 

creating a record of human exchange, of exchange of currency, of all kinds of digital 

and physical assets, even of own personal attributes, in a totally new way” (V-P6).  

People would be able to control their own data (intvP6).  

 

AI is capable of processing large volumes and a variety of information with speed, 

precision, and accuracy (POST8). It can provide “massive opportunities to improve the 

decision-making process, governance, contracts, by making use of big data analysis, 

recognize certain patterns, assessing the impact of decisions in a short, medium and 

long terms” (IntvP1).  AI is also used to “create new and smarter products and services 

and generate growth. It's also being used to tackle some of the biggest global 

challenges, such as monitoring and reducing the impact of climate change, and of 

course, tracking pandemics and developing vaccines” (POST5). “Artificial intelligence 

is the greatest, newly developing technology, capable of profounding, enhancing 

human opportunity and experience” (YT-V13). “The technology can free up the most 

valuable human assets, the time. This time can be turned into more creative tasks and 

the human being should find where can join with her/his creativity in AI-supported 

processes” (POST6). “I think we are getting into the golden ages of AI as a tool that 

supplements and helps people to do their job better” (Webinar8). Now we are in the 

stage where new technologies provide new capabilities for companies to improve and 

innovate. Simultaneously, companies will encounter new problems like ethical 

concerns with the use of these technologies.  

 

4.1.2.3 Ethical concerns of automated systems 
 
Either AI or blockchain, the technology enables automated processes in organizations, 

powered by algorithms. These automated systems give rise to ethical issues because 

their small decisions can have massive social consequences. The Cambridge 

Analytica scandal has caused many concerns over Facebook’s unethical use of data 

(YT-V12). For blockchain technology, we need to consider “system vulnerabilities, the 

environmental impact associated with the enormous amount of computing power 
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needed for transparency and privacy challenges” (PODCAST10).  For AI, we need to 

think about “issues to do with bias of datasets, algorithms, and so on” (YT-V21).  “So, 

without the organizational structure, governance, and cultural evolution, on its own, 

their technologies have serious problems.  Blockchain on its own is dangerous. AI on 

its own accelerates all the biases and poor ethics. It's dangerous. It is causing massive 

social upheaval. It's removing people, their jobs…” (IntvP17).   

 

The findings of this study focus on reporting the three most frequently talked about 

ethical concerns: a) job transformation and replacement, b) problems with algorithms 

(bias, flaws, distortions, inaccessible algorithmic secrecy), and c) surveillance and 

privacy issues.  

 

Job transformation and replacement 

 
Two arguments lead to the debate around jobs with automation. The first one is job 

loss, the second one is new jobs will be created. “You will have lots of jobs will be 

redundant due to automation, but it also creates space for new jobs” (IntvP1). It is 

evident from the previous industrial revolution, that lots of people have been put out of 

work but it also creates a whole bunch of new jobs (YT-V14).   See figure 17 blow 

about a poll that has run on Linkedin to poll people’s views on the impact of AI and 

automation on employment, 1,546 people have voted.  The result shows that 13% 

voted for causing great unemployment. Compared to the 39% who voted for creating 

more jobs than destroying.  36% think AI and automation will be disruptive to 

employment.  

 
Figure 15 LinkedIn votes on the impact of AI and automation on employment 
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It is predicted that most duties in a typical corporate will be automated within 5 to 10 

years (POST8).  Most repetitive jobs will be replaced by automation or by robots in the 

future (POST2, POST21). “So we got an issue, we can talk about the ethical issue of 

implementation of new technology, each time you got new technology coming, you are 

going to have a lot of people, they will lose their jobs, Okay. Because it is a substitute 

machine, and the machine is going to substitute a lot of things…For example, from a 

business perspective, when you integrate a blockchain in your business, you know 

that first of all the positive aspect would be disintermediation, in which you are going 

to need fewer people” (IntvP6). For example, “automatic doors fired the doorman... 

self-checkout fired a clerk... self-driving cars will fire taxi drivers... Keep it up and we 

will all be out of a job” (POST16).   

 

However, simply saying job loss is a misguided assumption (IntvP4). A job category 

is comprised of job tasks, some tasks will be automated but that doesn't mean the 

whole job category is going to go. “Rather than talking about an entire profession, 

maybe we can look at specific tasks/specializations that are more feasible to be 

completed by AI” (POST17). On one hand, we will see we’re displacing, disrupting, 

and replacing the traditional professional model with emerging technologies, and on 

the other hand, these new technologies can improve, support and enhance what the 

professionals do today (YT-V5).  Surely the jobs will be different, “if you think about 

the function of the bank teller back in 1980, and you compare the function of the bank 

teller now, they are different. The jobs are different. you don't often really go to the 

bank teller to get a withdrawal of cash anymore,  you would do that using the cash 

machine. so that aspect of the job you could say was automated, but it doesn't mean 

there are no more bank tellers” (YT-V11). This is something that society can adjust to 

but you have to get it right in terms of reskilling (YT-V18). “At the moment, I just don't 

feel we're moving nearly fast enough. We're going to wake up with a dreadful hangover 

(if we're not careful) with people without the right skills” (IntvP17). Machines can’t make 

judgemental or ethical decisions, how can we ensure the responsibility with automated 

systems,  but humans can. Therefore, to keep the automated systems responsible, 

we need to have a human in the loop to make sure accountability in decision-making 

(YT-V6). In this digital space, we will need different types of roles that have never 

existed before, like, algorithm forensic experts, digital ethicists, AI ethicists, computer 
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scientists, data scientists, big data engineers, and many other roles, which are being 

created as we move into the space (IntvP4).  

 

As going forward with automation, how do we make sure people can maintain the right 

level of skills at the job?  As we automate too much, people no longer have enough 

knowledge and skills in that space to be able to fill that gap when the automated 

systems can’t do it. It is like pilots complain about the autopilots that doing so much of 

the flying, they are not getting enough training in flying. Demanding that human in the 

loop is going to be able to jump in and take over for those cases when the automated 

systems couldn’t handle it. But you don’t give the human enough cases, because that 

would be once every 10 months that human is asked to interfere, the need to take 

over, human is not going to be able to pay attention through all those times, yes the 

system is operating ok, and I don’t need to do anything, then suddenly oh I do. 

Therefore, the way we built the accountability has to be realistic and avoid the human 

being in an ethical crumple zone (IntvP9). If the human judgment is not kept in the 

loop, AI will bring a terrifying form of new bureaucracy (V-P4).  

 

Problems with algorithms  
 
Algorithms are used in both blockchain and AI technologies to automate tasks and 

deal with smart contracts. The ethical angle around the use of these technologies is 

the bias issue. For example, Amazon scraps its experimental hiring algorithm that 

showed bias against women, the Stanford vaccine algorithm that excluded frontline 

doctors, faulty facial recognition led Michael Oliver the 2nd Blackman found to be 

wrongfully arrested by Detroit police (IntvP16). These are algorithmic flaws or 

distortions, where computers inadvertently propagate bias through unfair or corrupt 

data input (POST15). If certain minority groups are not represented in certain facial 

recognition algorithms when the machine was being trained, it can’t recognize them, 

which is not right and is not fair (YT-V19).   

 

 “Well, an algorithm is a set of rules for computers to follow. The bias can be there 

because that set of rules has to be written by humans (or by software designed by 

humans). Humans have biases - some intentional and some unintentional”(POST19). 

Some problematic algorithms are being deployed without oversight or transparency in 
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recruitment, education, insurance, and social media (POST15).  For example, it isn’t 

quite clear what effect these machine learning algorithms are having on our 

democracies, in the form of micro-targeting political ads (YT-V11). If AI is trained on 

data sets that reflect bias, or it is implemented in a biased way, then the outcome will 

be biased (POST19, YT-V16).  The same applies to blockchain technology, the smart 

contract has the same issues of having people involved in designing it, which could 

inherit some human bias if not used with the right intention. Therefore, the smart 

contract needs to be audited.   

 

In addition, there is currently no external pressure from regulation or law to require 

companies to disclose how their algorithms work. Algorithms are often inaccessible 

and not transparent. “Algorithms animating our social media news feeds are often 

protected as trade secrets, and not found on a publicly accessible registry such as the 

US or UK Patent Office…Trade secrets… keep the knowhow of formulas and technical 

developments confidential….The main reason why algorithms aren’t transparent is 

that bad actors will take advantage” (POST22).  They’re very complicated, they are 

very difficult to unravel,  and how an input transforms itself along the path to becoming 

output is not easy to figure out, which is in contrast to more traditional forms of Machine 

learning.  So this is a problem (YT-V11).  

 

“Unfortunately, these technologies won’t address all of the issues. So if we think about 

things like bias in algorithm systems, whether or not the data is updated or not is only 

one element, of where it comes from. Often more important elements when it comes 

to bias are we even looking at the right parameters, are we tracking the right input 

datasets, or should we be looking at something else? Because these particular input 

data end up being unjustifiably favorable toward certain people or organizations, as 

opposite to others, that would be introducing a bias. There is also a question about 

are we formulate the requirements of the problem in the right way that could be the 

way bias is being introduced. The bias question is broader than whether or not the 

data is up to date. So those other elements won’t address by it.  But that does not 

mean making your data up to date isn’t also an important element. It needs to be part 

of the big picture.  And in that sense, blockchain may be useful” (IntvP8).  
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Surveillance and privacy issues 
 
Apart from the bias issues, the other ethical concerns are surveillance and privacy 

issues. “The fact that we're fundamentally under surveillance to one degree or another 

by the very nature of the motions we take through the day whether it's closed-circuit 

TV cameras, what we click on Amazon, or what we look at as our daily newsfeed. That 

is being tracked” (YT-V19). “Many people are precariously employed and work in 

conditions of really we’d have to say is quite extreme surveillance and monitoring.  

things like keystroke and heart rate and how quickly they walked to the next shelf to 

get an item in a fulfillment warehouse, an Amazon fulfillment warehouse, how many 

times they go to the toilet, I mean that’s a level of intrusion into your personal ambient 

space and your interior life that is quite unprecedented” (YT-V11). These are 

increasingly controlled by large private tech companies (POST15), the mega-

corporations such as Microsoft, Amazon, Google, and Facebook, who have bigger 

economies than every country in the world except US and China (IntvP15). They are 

increasing their corporate influence (POST19, YT-V8). For example, now many kids 

are using Google Classroom. We often think about how good and how convenient for 

learning, but on the other hand, Google can monitor the kids' online learning behavior, 

these can be very valuable data that can be used later. “These big companies usually 

make money because they suck your data from you and they put with AI and big data, 

they can see who you are, what you will consume in the future” (IntvP6). Big data 

means big business and big values (Webniar10). Therefore, we need to establish 

ethical guidelines before technology catches up with us (POST17).   

 

Surveillance breaches privacy, there are disadvantages for those being monitored, like 

workers. However, for a business that controls the system, “the advantage there is 

that when you are recognized as a unique individual to the pattern that you develop 

through life, a data pattern, an associated pattern, you can understand things better 

than you ever have before,” (YT-19). For example, in education, these patterns would 

enable education providers to tailor the teaching approach that is most beneficial to a 

particular student to achieve his/her potential.    

 

In the future, those who control and own the most powerful digital systems will have a 

great deal of control over the rest of us (YT-V7). “Profit and ethics sleep uncomfortably 
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together” (POST19).  But if you got a blockchain, you may be able to take ownership 

of your data (IntvP6). We need to ensure blockchain is designed and deployed in a 

responsible manner that captures the full range of ethical questions that may arise 

(Webinar12).      

4.1.2.4 Challenges of AI and blockchain adoption  
 
AI and blockchain phenomena are currently overwhelming in public discourse 

(IntvP12). For blockchain, “now, I don't want you to get the impression that the 

blockchain is the solution to everything, even though the media has said that it's going 

to end world poverty, it's also going to solve the counterfeit drug problem and 

potentially save the rainforest. The truth is, this technology is in its infancy, and we're 

going to need to see a lot of experiments take place and probably fail before we truly 

understand all of the use cases for our economy. But there are tons of people working 

on this, from financial institutions to technology companies, start-ups and universities” 

(V-P6).  “I think blockchain is 20 years thing” (IntvP6). Today’s AI, “is nowhere near 

'general AI' from movies as it is being hyped” (POST12).  “There's a lot of hype, a lot 

of excitement, a lot of promise but sometimes overpromises about AI” (YT-V20). “AI is 

over-hyped and is software/systems doing what they've been developed/designed to 

do” (POST2). And “things aren’t always so simple – plenty of AI initiatives fail, and 

there are many hurdles along the road to successfully evolving into an AI-powered, 

data-driven enterprise” (POST13).  

 

As blockchain and AI are at their early stages. There are many challenges faced by 

companies to adopt the technologies in the context of corporate governance. This 

study mainly focuses on four challenges frequently mentioned by informants: a) culture, 

leadership, and skills challenges, b) data challenges, c) AI and blockchain ethical 

challenges, and d) regulation challenges.  

 

Culture, leadership, skills challenges 
 
The pace of technology advancement is accelerating that has massive implications. 

There is a realization that many companies are becoming digital businesses. “For 

many companies, these challenges around culture, leadership, and skills are the 

biggest factors in determining success or failure – not the technology itself…there's 
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the issue of culture and buy-in across organizations that may be set in their ways and 

leadership teams that might not immediately see the appeal of delegating their 

decision making to machines” (POST13).  We often interpret great capability onto the 

systems than what the systems actually have. “Yes, AI does machine learning, adapts 

based on patterns, but only adapts within the space what we have anticipated and 

optimized for” (IntvP9). “As we automate too much, people no longer have enough 

knowledge and skills in that space to be able to fill that gap when the automated 

systems can’t do it.  This is part of the automation problem that people are already 

facing in some domains” (IntvP8).  

 

In this very virtual world, the boards of the companies suddenly find themselves in a 

situation where they don’t understand what this whole automation process is, what the 

issues, and consequences might be. Then we have all these changes with AI with 

blockchain, with big data, the companies have to manage the responsibilities, but they 

are not ready for it (IntvP3).  “The fundamental problem is that directors and senior 

management do not know enough detail about what is going on, and they make 

external auditors, with no real experience and even less understanding provide them 

with any comfort. No easy answers, unfortunately” (POST32). There are two obvious 

challenges for any incumbent organization. First, is the legacy debt, and the legacy 

that companies are dealing with. Second, governance becomes really important, 

companies are looking to roll out digitally transformative initiatives becomes a C-suite 

level issue to drive it strategically, you need the whole C-suite engaged and supportive 

and aligned on what the right decisions mean and are continually taken (YT-V15) and 

you need people with the right skillset (POST11).  We haven't moved fast enough on 

education and digital understanding (YT-V18). “There is lack of adoption because 

there is lack of education. You know, people don’t know it. Because we are at early 

days" (IntvP6). 

 

One reason why senior leaders find it so difficult to solve the problem of AI ethics in 

the first place is that they don’t understand the nuances of their problem. If they take 

time to understand their business problem, then the technological solution will become 

clear (POST32). “But without a full understanding of trustworthy computing, and 

without understanding what attackers can do and the security risks from the beginning, 

there's a lot of danger in this” (V-P19).  “Qualities that are essential for leaders today 
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include curiosity about what AI in the cloud can and can't do, anxiety over what 

competitors might do if they do nothing, and a willingness to try new things. Leaders 

with these qualities are well-positioned to steer their industries toward the brave new 

world that lies ahead of us” (POST13). 

 

 “Probably the larger challenge is to get sustained support for creating an AI and data 

culture. Good data doesn't come cheap or fast and most certainly never stays that way 

without change in an organization's culture. However, that is more of a reason for 

business and technical leaders to come together and work on this culture change as 

a team” (POST25). The challenge remains around how the right conduct and culture 

in organizations innovating with algorithms (POST28). The technology change needs 

to be supported by cultural change and technology competent leaders to facilitate 

training for its people to have the right skills for their digital transformation. 

 

Data challenges 
 
Data is the fuel of the digital economy. It will add incredible value to businesses and 

society if we can get it right. It is predicted by PwC analysts that AI will contribute as 

much as $15.7 trillion to the world economy by 2030. World Economic Forum 

estimates that 10% of global GDP will be stored on blockchain by 2027.  If data do not 

become more trustworthy, then this prediction or estimation simply won’t happen 

(POST5). If people do not feel safe sharing their data, then fewer data on to base 

automated decisions and predictions which means less accurate results and less 

value. If you have data, but your data is siloed in your organization, and hard to access, 

that is a constraint for new systems that require a large amount of data.  

 

“So the question is really how big is the model?  how much data do you need? And 

then you need to be able to provide that data”(YT-V3). Often, projects fail when they 

are asked to provide data, which they can’t easily provide. Because data are recorded 

in their current legacy systems, siloed within organizations. “Most of the traditional 

industries have a tremendous amount of physical data sheet available but those are 

dark data as they could not digitalize or analyze for future development. Most content 

sits in legacy systems where it can’t be accessed by those solutions” (POST14). 
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“The legacy debt is a big issue for organizations…especially in big companies, their 

legacy systems like mainframe-based technology that were developed 30 years ago, 

in that environment how do you fast forward yourself to the future, so that’s one key 

constraint” (YT-V15). In one of the webinars, they run a poll. Based on the 44 

responses, 30% say their legacy system is 21-30 years. 25% say their legacy system 

is 6-10 years. 20% say 11-20 years, 7% say their legacy system is more than 30 years, 

with only 18% have their legacy system less than 5 years (Webinar5). Many business 

processes are reliant on physical record-keeping – note-taking, filling out paper forms, 

or ticking checkboxes on hard copy documents that are then filed away and forgotten 

about (POST14).   

  

“If you want to do this properly in an AI model, you really need to provide the data, 

because it really consumes a lot of data. You need to think about how you get the data 

as close as you can, and as fast as you can, to your AI training model machine 

technology” (YT-V3).  Companies need to fit two main components.  You can have a 

supercomputer and low latency storage and it's not going to work. And you can have 

super storage and the wrong computer, and you still miss out (YT-V3). Thus, 

companies need to be creative to build data access first, and have the right computer 

power and storage.  

 

AI and blockchain ethical challenges 
 
As discussed in the previous section 4.2.2.3, there are many ethical concerns about 

using AI and blockchain technologies in the domain of corporate governance to 

manage and direct the companies’ decisions in terms of job replacement, algorithms 

bias, surveillance, and privacy issues. The technology itself like blockchain or AI is 

neutral.  They are designed by humans for specific purposes. If you have humans 

involved in designing and implementing the systems, you have possible corruption or 

bias creeping into the system that will have profound social consequences if it is not 

used or governed properly, some are intentional and some are not intentional (IntvP6). 

“It is not AI that needs to be trustworthy but the human behind it, both creator and 

customer..every AI system has its limits or constraints which are planned, designed, 

and encoded by humans, so any ethical, technological, decision-making, fuzzy logic 

problems must be addressed and solved by humans ” (POST5).  



145 
 

 

“When we're thinking about ethics associated with machine learning, with artificial 

intelligence, with giving either semi-autonomy or autonomy to machines, it's a question 

of both can we trust that how the machine was designed lends itself to being more 

used as a force for good versus the alternative. Then, two, if the machine is given 

semi-autonomy or, eventually, autonomy, can we trust that it will make choices 

consistent with the ethical values we have for different societies. As Eric said, we've 

had more than 3,000 years of human philosophy. We still haven't been able to find a 

common thread across human cultures that everyone can agree upon. Can we find a 

way to do that in the next few years for AI that's going to be codified increasingly into 

systems around the world?” (YT-V19).  

 

Same concern to the blockchain, people who want control would not choose to adopt 

public blockchain, which is decentralized with no intermediaries. Data recorded in a 

public blockchain is hard to tamper with. It is immutable, and shared across networks.  

Instead, they will choose private blockchain. The problem with private blockchain is 

that the person who has the authority or control power if he/she wants to behave 

unethically, it is possible to rewrite data on that private blockchain.  “I can certainly see 

blockchain where the data is less crappy… I don’t think putting on a blockchain can 

necessarily mean that the data will be high quality… it might still be relatively dirty data” 

(IntvP14). For example, it is still possible for Walmart to manipulate the raw data when 

they record on blockchains if they want to be dishonest because Walmart has the 

central authorization to decide what to record on the blockchain (IntvP6).   

 

Thus, it depends on people’s intention on how we are going to use these technologies 

to help us improve. We need to have the right organizational structure, governance, 

and cultural evolution to guide and support the design, development, and deployment 

of these technologies in an ethical and socially responsible way.  “People sit at the 

very top end creating through artificial intelligence, through using blockchain,  or other 

FinTech measures,  needs to keep that responsibility,  and this is the challenge we 

face in this world ” (IntvP3). 

 

In addition, the cost of the proposed change or reform is too high as it endangers the 

previous accomplishment (POST24). The change will affect the whole ecosystem, not 
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just one party (IntvP2).  If you are an old company, the cost of this will be that you’ve 

got the legacy systems, the system is not working with blockchain, how are you going 

to connect these legacy systems with blockchain (Interoperability). This costs a lot of 

money because it is multi-point computing (IntvP6, IntvP7). Things aren’t always so 

simple – plenty of AI initiatives fail, and there are many hurdles along the road to 

successfully evolving into an AI-powered, data-driven enterprise (POST13).  

 

Regulation challenges 
 
Corporate governance is about compliance to the legal requirements. Now with new 

technologies, it is very complicated. “The architecture of our global governance doesn’t 

work for the digital future in my view” (IntvP15).  Blockchain and AI are developing so 

fast, “I don’t think the regulators have reached the level of understanding yet…They 

really don’t understand the ethical risks around them. They don’t understand the risk 

mitigation techniques, and how they might be complemented with existing laws and 

regulations.  They just have a fairly flat flooded understanding of what’s going on” 

(IntvP14).  “I was there two years ago and now technologies really change already 

and they're still on this area of two years ago, making ethical rules on how to use 

technology” (IntvP10).  

 

For example, cryptocurrencies, “it's held the industry back because all the regulators 

are very worried about the crypto and so you know they're coming down hard. But also 

they're not exactly sure how to regulate it because it's not the same as money. There's 

also yeah so, so I think that whole regulatory side of things as a bit of a problem” 

(IntvP15). And the informant further commented that “the problem I think we have in 

Western democracies is they have a 3 to five-year time horizon, so they're not 

interested in the 50 years because they won't be in power, they're just trying to make 

very small short term decisions, and I think I think that's fundamentally a problem that 

we have in the western democracies because politicians are very short-sighted. Even 

if they knew, they have a very short term time horizon” (IntvP15).  Many areas are not 

covered by regulation like algorithmic decision-making and risks, and informed 

consent with digital data (YT-V18), given the limitations of national rules when dealing 

with digital companies that span across many jurisdictions (POST15).  
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“I very much agree and at the moment in the absence of meaningful regulation we are 

seeing that companies like the big tech companies are getting together in AI alliances,  

to come up with a Code of practice,  we see the emergence of ethical panels within 

companies to improve the diversity and reduced biases and improved transparency” 

(YT-V11).  

 

There are currently many international efforts in the landscape of regulations that are 

tackling the use of blockchain or AI technologies.  Countries are making progress on 

their regulations. However, some of them are “so high level and nobody knows how to 

put in practice. Accountability is not even a thing you put into an AI system, right, 

accountability is holding a certain kind of person accountable, ideally, holding 

organizations responsible, and accountable. So, accountability is about people not 

about the system itself.  Transparency seems about the system, but not about the 

technology itself, unless you talking about transparency as the explainability of the 

model or model outputs. But again what constitutes the explainability, what’s the 

sufficient explanation, to whom you are explaining, why you need explanation, that 

stuff is underexplored” (IntvP4).  “We have all of these ethical principles… But what 

does that mean? How do we actually implement it? Then, now, we get into how can 

translate these into something like regulations” (IntvP9). We need to have a dialogue, 

have everyone in the community or ecosystem come, be involved, and contribute to 

the mindset of what we can include within the regulatory sector, to help formulate a 

regulation that is quite inclusive but practical, and be able to implement. 

 

4.1.3 Corporate governance imperative response to the ethical use of 
blockchain and AI 

 
Five specific themes related to corporate governance imperative response to the 

ethical use of blockchain and AI according to informants’ views and experiences: 1) 

ethical design fit for purpose, 2) ethical use of data, 3) leadership (board support), 4) 

People, and 5) culture.  

 

Ethics and governance around adopting and implementing disruptive technologies 

such as blockchain and AI “are not just about addressing technology-related matters. 
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They are very much also about people and processes, bound by the right mindset and 

behaviours across the organization (culture) starting from their leadership down to 

everyone who is tasked with innovating responsibly” (POST28).  “There has to be a 

will to implement that kind of a system Somehow creating the moral pressure on 

organizations to demonstrate, like a golden tick of ethics or something, but there are 

no globally accepted standards of ethics for corporations with technology, and so that's 

one of the things that really needs to be developed somehow” (IntvP15).  

 

The five specific themes derived from the data of this empirical study offer some ideas 

for companies to govern the use of these technologies to drive success.  

 

4.1.3.1 Ethical design fit for the purpose  
 
There are different types of blockchains (public or private, consortium, smart contracts). 

And there are different types of AI (Machine learning, deep learning, machine vision, 

neural networks, supervised learning, unsupervised learning, deep fake technology, 

etc).  Companies need to understand their business problem in-depth, then look at all 

the available technologies, then work out which one is the best solution (POST22).  

For example, “all cognitive technologies, such as AI, cannot be treated as ‘neutral’, 

due to their design that involves ethical decisions, which are hidden in the background 

and embedded in the ‘tools’ by the manufacturers mostly as BlackBox” (POST27).  In 

practice, values are implemented through a range of design, development, and 

deployment choices, for example, an aircraft autopilot does not explicitly represent 

saving the lives of passengers, instead, this value is implemented through its design 

features and pilot controls (IntvP11).  This is the same as the trolley problems we have 

when designing autonomous vehicles. The ethical use of this highly automated system 

is assurance that the system will perform in ways that accord with the users’ values 

(IntvP11).  “The problem is like the ethical angle of who's designing it,  humans always 

seem to want to give themselves advantages over somebody else”(IntvP5).   

 

“I believe the ethics need to be embedded within the design of the organization. So 

the organization and its leadership, its processes, and its culture need to make space 

for people to pause and evaluate the consequences of their work” (IntvP17). The 

findings of this study reveal three areas to consider for the ethical design of automated 
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systems: a) a voting system for consensus on AI algorithms, b) A system of checks 

and balances, and c) avoiding ethical crumple zone.  

 

A voting system for consensus on AI algorithms 
 
“Algorithmic advances have spurred quantum leaps in myriad human endeavors — 

including medical devices, models for climate change, financial trading systems, GPS 

mapping, even online dating. Algorithms are driving our social media platforms, 

feeding us daily news, family updates, and friend suggestions. Algorithms have held 

us rapt for some time” (POST22). Companies have the choices to build the system in-

house or outsource from partners. The values and ethics of the companies and their 

partners need to be aligned and embedded in the design of the systems (IntvP12). 

“Investors are drawn to good people as much as they invest in a good business, and 

building a partnership founded on transparency and flexibility can realize value over 

many years” (Webinar8).  

 

Importantly, companies need to “think about the business continuity strategy and 

ensure that you are using the best tools available, and you are using the tools that are 

really built for the purpose that you are using them... So, it is kind to select the right 

tool for the right job.  But again, it does not give you 100% security” (Webinar2).  

 

“Biases in data classification happen all the time. Therefore, quality assurance and 

focus groups are essential to catching and correcting any discriminative behavior” 

(POST27), to ensure the system designed will perform in ways that accord with the 

users’ values (IntvP11).  For example, “the types of models that we make in credit risk, 

we have to be very, very certain around how we develop those models. We have to 

have a set of corporately defined standards for how we develop the models and 

enforce that. One of the things that we like to focus on there is emphasizing that these 

types of models that are impacting customers should not be left to data scientists' 

artistry but rather, follow a prescribed and responsible AI framework” (YT-V17).  

 

“In the future, I can envision a voting system for consensus on AI algorithms before 

they're implemented on mass/global scales. Because the AI biases we are trying to 

prevent, or leverage, will have large-scale effects on economies, health, and wealth 
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distribution globally. Much like the science of nuclear power, it can be used for good 

and bad. Will AI algorithms eventually be patented or licensed? and granted use, 

depending on the application, or who it will be used by? Can we establish a global 

system of governance similar to how information is published in Wikipedia and controls 

like Blockchain” (POST5)?  

 

In addition to automation, blockchain supports other technologies like AI (PODCAST9-

1). “Blockchain, under specific circumstances, could be seen as a means to safeguard 

that AI is deployed in an ethically sound manner…Blockchain’s traceability and data 

integrity together with its capacity to operate in a decentralized manner could be 

crucial in ensuring that the data used in artificial intelligence systems are reliable and 

of high quality… As blockchain technologies offer users a detailed view of how data 

are being used. The detailed view of how data are being used the introduction of these 

properties into the artificial intelligence context could help developers to design more 

human-centric fair and responsible algorithms” (PODCAST10).  Proper governance 

protocols need to be in place to ensure appropriate levels of data quality for AI systems 

to mitigate algorithm bias. Companies should have a set of values, principles, and 

techniques that employ widely accepted standards to guide moral conduct in the 

development and use of AI systems. “What are the standard ways that we're going to 

tackle biased algorithms and explainability and privacy violations” (YT-V14). You have 

a kind of simple checklist that make sure you're not implementing something which 

will make life harder for your customers (YT-V11).  

 

A system of checks and balances 
 
Proper governance procedures need to be in place to enable people to work on 

constant feedback loops and have controls, checks and balances, and safeguards to 

ensure the ethical use of any automated system.  “I think they need to work on the 

constant feedback loops.  If they try to experiment with AI, blockchain, etc., They need 

to go through the entire process of building it, testing it, and gathering feedback to 

improve it. So I think it is very important for companies from the top down to be involved 

in all of the phases of the tech process. Lastly, I think  it is valuable to exchange 

experiences, to get people from outside to involve to assist with this and leverage on 

these types of experiences” (IntvP1).  
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“We have a corporate defined model development governance process, which is 

adhered to with respect to the scientists where we have the checks and balances, 

where we monitor that and we record progress along those lines.  So, we can 

demonstrate not only that we want to be responsible, but we are because we followed 

this process. We can enhance that process over time, so it's a huge focus for our firm. 

I think it's going to be a huge focus for every firm that is going to be applying AI and 

machine learning technologies in the digital world in the coming years…One of the 

things that we will routinely do is reassess. If we say, ‘these are the technologies that 

are not allowed’ as new things develop, we're more than open to going and changing 

or revising our decision around a particular algorithm. And so, we have diversity in 

terms of ensuring there's flexibility in the corporate model development governance 

standards that we use, but also ensure that every scientist has a voice” (YT-V17). 

 

 “We go through all the checks and the privacy elements and the security teams, we 

work with cyber as well to make sure that the solution we put in is as secure as 

absolutely possible, and so that's fundamental to any solution. Customer experience, 

yes, but also safeguarding the privacy and adhering to risk and reg, those are all 

factors we take into account” (Webinar7). The organization's risk governance function 

needs to monitor and evaluate the risk from the AI, algorithmic and autonomous 

systems (POST29).  In terms of cybersecurity, “the cyber risk is exploding, everything 

is open to attack now in this digital world” (IntvP16).  Cybersecurity is no longer an IT 

problem anymore, it is a business problem (POST30). “You need to have the 

governance procedures in place, on top of the board’s agenda, you don’t have to have 

the technical knowledge, but it needs to be paid attention to what companies can do 

before the attack, during the attack, and after the attack… it is really costly. So, all and 

every board member should be aware that cyber security is another additional 

responsibility. because it is part of the business. And it is dangerous and it is material. 

And it is reputational, and it is related to any of other risks” (Webinar2).  

 

“I think it is a good practice to have a committee that is going to be doing assessment 

around whether the use of these technologies is going to be responsible or going to 

be ethical” (IntvP9).   
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Avoid ethical crumple zone for accountability  
 
We are now trying to automate things we previously couldn’t using either AI or 

blockchain. In a sense, it has lots of potential, but it also brings with it certain new risks 

if we apply it without putting in place the right kind of safeguards (IntvP9). We need a 

system that is built around this newly automated task, for example, “when you inject 

an AI component into a workflow, what are the inputs and who is supposed to look at 

the AI systems decisions and do something about it? That's change management… 

When an AI flags a defective smartphone, what happens next? Do you get a human 

inspector to reinspect it? Do you send it for reworking? Did you discard it right away?” 

(YT-V20).  

 

“Demanding that human in the loop is going to be able to jump in and take over for 

those cases when the automated systems couldn’t handle it. But you actually don’t 

give the human enough cases” (IntvP9). For example, in autonomous vehicle testing, 

the car and the human. The human safety driver has the same problem because the 

car is being driving perfectly fine with the autopilot for the last hour. Am I supposed to 

be continuously paying attention to take over in case of an accident?  That is not going 

to work. So this refers to the ethical crumple zone, what is responsible, the human 

safety driver or the car? 

 

And “it is a complicated question, the question of accountability is almost philosophical, 

and it will probably, the entire debate about AI and board room, and accountability 

would relate to different cultures. Because in different cultures, things are seen 

differently” (IntvP2).  “So as we use humans in the loop, we need to make sure we use 

them in a way that is actually reasonable for a human have to do this kind of things… 

the way we built in the accountability has to be realistic.” (IntvP9). Companies can 

consider establishing an ethical review committee to assess the feasibility, societal 

usability and desirability of AI and blockchain use in their organizations. 

 
4.1.3.2 Ethical use of data  
 
Typically, lots of organizations around the world that are using analytics and data to 

drive value for their organizations to get closer to their customers, reimagine the 

efficiency of business processes driven by data, to expand business opportunities by 
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using data to deliver new services to customers, and to address the balance between 

risk and reward across the ecosystems (YT-V12). 

There is no doubt about it, big data means big business and big values attached to 

that. We are getting to the point where we need to choose the level of privacy that we 

are happy to live with for the services we want (Webinar10). In the next five years, 

how well companies use their data is one of the key factors in determining whether 

companies will thrive or fail (POST14).  Data becomes a big issue for many companies. 

It is about data quality, and it is about getting the right access to data (YT-V15). 

Companies need to have a clear data strategy in place to support, govern and enable 

AI, and safeguard people’s data and privacy. They can use blockchain to improve data 

quality to enhance accurate AI decisions. “Blockchain started as a distributed ledger 

for bitcoin. It gets its name because it processes the transactions in a group known as 

the block, and it adds each new block to the end of the ledger — or at the end of the 

chain. It was really attractive for use because it was transparent, resilient, and 

immutable — all without a third party. It actually achieves all these traits using 

techniques and technologies that have been around for quite some time. It uses 

cryptography to be transparent. It uses public/private keys to allow access to specific 

data by specific people who have those proper keys” (PODCAST9-1) 

 

To help companies move forward, the findings of this study suggest six factors to guide 

the ethical use of data: a) accessibility, b) security, c) privacy, d) property, e) accuracy, 

and f) transparency.  

 
Accessibility  
 
Conventional “business processes often involve creating or capturing data in a way 

that is siloed and difficult to access, analyze, or act on outside of the process for which 

it was created. Even today, many business processes are reliant on physical record-

keeping – note-taking, filling out paper forms or ticking checkboxes on hard copy 

documents that are then filed away and forgotten about” (POST14). The data is either 

sitting in legacy systems or siloed within organizations. They are not accessible.  For 

example, “real-time audit and monitoring have been talked about for years, and the 

reality of it happening may finally be here. The issue has always been getting access 

to the data to analyze it and interpret it” (PODCAST9-1). Companies in the oil and gas 
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industry “may have very valuable data assets that are hard to gain insights from, due 

to changing standards of recording and storage over the years” (POST14).  

 

“If you want to do this properly in AI model, you really need to provide the data,  and 

again the compute system that you have on the cloud or on-premise, need very fast 

access to the data, You need fast access and in a transactional system because it 

consumes a lot of data.  so you need to think about how you get the data as close as 

you can, and as fast as you can, to your AI training model machine technology…The 

more data sets you have,  the better the model is. More data sets mean larger volumes 

of data, that need to be fast accessible.  This is kind of economic breakpoint if you 

need to upload all those data first into a public cloud environment, you may end up 

spending a lot of money” (YT-V3).  

 

Therefore, “firms should focus on the access to data, the analytics, and understanding 

what that data means because there is so much knowledge in the data” (PODCAST9-

1). Much of the business value will “depend on the ability of businesses to access and 

analyze the data, technology, and skills that will make it possible” (POST13).  You 

need to build those data access first. “There's been a strong trend towards creating 

simplified processes, as well as widening access to these processes among 

employees who may never have worked with data before, for AI to achieve its truly 

transformative potential, it has to be possible for anyone to use it, and not just a highly 

educated elite” (POST11).  “Even if all a business’s procedural documents and record-

keeping are digital, the information is of little value unless careful thought is given to 

the data structure, format, and storage media that will be used. If it isn't, the potential 

for it to be used across the enterprise to unlock value and drive efficiency becomes 

severely limited” (POST14).  So we need to compute power to run the AI, and we need 

fast big accessible data storage. “You can have a super compute and low latency 

storage and it's not going to work. You can have super storage and the wrong 

computer, and you still miss out” (YT-V3). “If you integrate a blockchain in your 

business… you're going to have clearer data storage, you will be able to access your 

data better, faster” (IntvP6),  
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Security  
 
Security is fundamental to any solution. “We saw a rapid acceleration of digitization 

across industries… but with that came risk. You have a lot less visibility into your 

security ecosystem, less control over access points and you’re relying heavily on third 

parties and external service providers to support you. All these factors create more 

surface area and more risk for security breaches” (POST30).  “Directors need to be 

constantly vigilant of any cybersecurity, which has become such a huge area. It is not 

just an area of a simple company, or even a single board to oversee. It is becoming a 

massive global phenomenon. I heard latest is that it is a 6 trillion-dollar industry” 

(Webinar2). If a cyberattack happens, it is costly, disrupts business, and erodes 

consumer trust.  

 

Therefore, security should be at the forefront of the way corporations do things. 

Empowering your chief security officers, holding people accountable for matrix: speed 

to recover with minimal disruption, and improve to be more secure. That should be 

part of everyone’s role, not just the particular role of IT. So all and every board member 

should be aware that cybersecurity is another additional responsibility because it is 

part of the business. And it is increasingly important for businesses to choose the most 

secure platform to get their hands on (Webinar2). Companies need to go through all 

the checks, privacy elements, security teams, and safeguards, and adhere to risks 

and regulations to ensure the solutions they put in are as secure as possible 

(Webniar7).    

 
Privacy  
 
Privacy refers to “a program code which accesses password should not be allowed to 

perform any analytical function, otherwise, it might be vulnerable to hacking or being 

used for any unethical purpose” (POST14), which means the insights derived from 

data should not be disclosed to or shared with any third party without the given explicit 

permission from the user. “This is closely linked to challenges posed by accountability 

as well as explainability, as we need to be able to explain who it is shared with (and 

why), and we need to be compliant with regulations and other principles of 

accountability, for trust in privacy to work” (POST5).  
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Our privacy is getting breached from every end as technology constantly evolves 

(POST14). We are experiencing wealth creation, growing social inequality (V-P5), the 

excessive concentration of corporate power, and erosion of privacy (POST19). It is 

important to respect privacy while we use data to gain valuable insights to provide 

better products or services (Webinar7). A lot of efforts are needed on the issues of 

privacy and trustworthiness (POST5).  In addition, consumers are increasingly aware 

of their rights and would like the companies to be open and transparent about how 

they are using their data. Further, taking inspiration from the GDPR, many countries 

are having new data protection laws and regulations that companies have to comply 

with.  

 

So what does that mean for companies? “First of all, it absolutely means that 

companies could no longer treat data protection as some back-office compliance issue. 

It is a board-level and C-level strategic issue for companies. Companies that have not 

already done so really need to have proactive strategies and programs, which over 

time will raise customer trust levels by enhancing customer engagement…. companies 

now that are taking privacy importantly and strategically, and perhaps are seeing it as 

a competitive differentiator that sets themselves apart” (Webinar10).  

 

Companies should look at enhancing their privacy capabilities deep into their 

organizations and should look at embracing technology solutions that will better enable 

them to manage the vast amount of data that flows through their organization. They 

need to establish clearer rules on the use of sensitive data and ensure safeguards are 

in place to deal with them ethically. They need to proactively demonstrate to their 

consumers that they are acting not just within the letter of the law, but are acting within 

the spirit of the law and the spirit of data protection regulation, to protect individuals 

and give them rights.  For example, Trūata based in Dublin was founded in early 2018 

by Mastercard and IBM to deliver next-generation data protection and analytics to the 

marketplace. The company sits at the intersection of big data analytics and privacy. 

They wish to unlock insights from data but to do so in a privacy-responsible way. One 

example of this would be anonymization, Trūata transforms the personal data into non-

personal data and carries out analytics on that data, and gives back to the customer 

with rich aggregate insights (Webinar10).  
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However, there is a lot of information asymmetry between what the company actually 

knows and what individuals can know and expect individuals to try and figure it all out. 

“We get to the point where almost our data becomes a currency. So we choose the 

level of privacy that we are happy to live with for the services we want” (Webinar10).  

 

Property  
 
Property means the ownership of the data. As we are increasingly aware of the value 

of our data and our privacy, “I believe that everything has to start with ‘data ownership’. 

Companies need to be accountable not only for the algorithms and outputs but also 

for the inputs and how the data is acquired” (POST5).  

 

“In the digital world, you can't give meaningful informed consent because you don't 

know how that data will be used… it might so happen that you give away data that you 

think is perfectly innocuous, your primary data, your keystroke, your heart rate, 

whatever it is that you gave or is collected but that information doesn't just put up in 

the jar and sealed off.  It's used to draw inferences about people like you. So if they 

infer all of these things about someone like you, is that still, your data, or is that no 

longer your data?  Because if that still is your data which is inferred about you.  Then 

there's a good case to be made that it should be protected in the same way that your 

primary data is protected” (YT-V11).  

 

As technology evolves and people’s understanding of data protection laws surges, 

customers would want more control over their data. For example, “Increasingly 

businesses are looking toward multi-cloud or hybrid-cloud approaches – allowing them 

to take more direct control over where their data is stored and how it is guarded. Hybrid 

models such as "cloud-on-premises" involve public cloud providers deploying 

containerized micro-clouds at client premises that benefit from the connective and 

feature-rich environment that the public cloud provides, so the client never has to let 

the data out of their sight or direct control” (POST13).  Further, the emergence of 

blockchain technology provides a lot of opportunities to confirm the authenticity of data, 

providing provenance and ownership of data in governance terms (IntvP8). With 

blockchain, people will be able to control their data, so that they can sell their data to 

whom they want, in other words, they may take ownership of data (IntvP6).  
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Accuracy  
 
“You know the problem is that people will see lots of information.  .. It's like 

prospectuses of 2000 pages, the more information you see, the less you understand. 

So that in itself is not going to help people…We see it with ESG, we have so much 

information that's been asked, AI certainly can help, you know, the structure of that. 

But the wealth of information, do investors really understand it?  I don't think so….so 

information in itself and vast amounts of information depends on the information being 

put in is good, who is checking that, and at the other end, is all that information that is 

available, does the ultimate reader of this information understand it…. Let’s say the 

pipeline if you put bad things into the pipeline, bad things come out” (IntvP3).  

 

In addition, the way we collect data is changing. The way we need to create tools to 

manage these data is also changing. We will continue to do so reliant on AI technology 

to enable us to manage the ever-growing volume of data. We need to manage 

anything from structured, to unstructured data such as financial personal data, how 

we do things concerning money, how we save money, how we spend money, and how 

we invest money (IntvP4). 

 

“Hopefully blockchain will contribute to the accuracy, and trustworthiness of data 

communication” (IntvP2). “I think blockchain will play a very important role, blockchain 

enables 100% verification of transactions, which is different from the current ways of 

financial records are kept…If you use blockchain technology in your business 

processes, this enables complete verification of transactions and complete register, 

complete record of all the transactions. So that is completely transparent, immutable 

so that obviously will have a big impact… but still, you will also need to control the 

mechanisms of the blockchain itself need to be audited because we can't simply 

accept that transactions happen or use of blockchain technology are correct, we have 

to audit the mechanisms of blockchain technology…I think AI will play an important 

role in analysis, because, obviously, you can have all types of algorithms, or self-

learning algorithms, analyze the information, and hopefully, the information due to 

blockchain will be better in quality… If you have bad input, you will have bad output, 
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Now I think if you have good information based on blockchain technology, you can 

perform better analysis” (IntvP1).  

   

Therefore, investing in data quality and accuracy is essential to making AI decisions 

more trustworthy (V-P3). Further, well-labeled data will also work better with AI/ML 

algorithms and improve accuracy (POST25). Data accuracy is fundamental to making 

AI possible and driving more adoption and benefiting everyone in society.  

 

Transparency  
 
As mentioned earlier, businesses are facing challenges such as lack of transparency, 

bias in algorithms, issues of misuse of data on the risk side, non-inclusion, and so on 

(YT-V21). We have witnessed problematic algorithms being deployed without 

oversight or transparency (POST15). “Many of us still do not understand how algorithm 

and data work, and this is mainly vested in the concepts of disclosure and secrecy of 

such information” (POST22). Information asymmetry has provided opportunities for 

managers to manipulate data and commit wrongdoings. Financial fraud is costly, 

eroding public trust. Over the past decades, we have seen increasing reporting 

requirements to include not only financial information, but also information on the 

environment, sustainability, and governance (ESG) in annual reports, to embrace 

transparency and rebuild trust (IntvP1). 

 

It is quickly becoming clear that “trust is a business principle as well as an ethical 

one..  .we should all want to be transparent, accountable, unbiased and secure and 

respectful of our customers’ privacy…failing to do so could do serious damage to 

businesses” (POST5).  Further, “we used to place our trust in institutions like 

governments and banks, today we increasingly rely on others, often strangers, on 

platforms like Airbnb and Uber and through technologies like the blockchain. This new 

era of trust could bring with it a more transparent, inclusive and accountable society -

- if we get it right” (V-P14). “We will see more mass personalization I think.  But for me, 

this has to be earned by trust and transparency.  Giving consumers the choice to 

delete their data, control their data” (Webinar10).   

 

Blockchain has “the potential to increase transparency” (IntvP6). It “can lower our 
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uncertainties about identity and how they change what we mean about transparency 

in long distances and complex trades, like in supply chain” (V-P6). Theoretically, this 

type of technology could be very useful in a lot of areas. “Blockchain technology is 

really referring to the use of the public ledger where anybody and everybody can view 

the transactions, resulting in true transparency” (PODCAST8). Blockchain creates a 

new phenomenon of enhanced transparency, to support AI to become more 

trustworthy (IntvP12). In addition, IBM has designed the AI Explainability Toolkit and 

AI  Fairness Toolkit. The Explainability Toolkit “provides algorithms and metrics that 

can be used to evaluate how explainable machine learning processes are. It has also 

developed an AI “fact sheet” that it recommends is completed for all AI projects, 

providing transparency on how it works, how it was trained, and how it has been 

audited for bias and security issues” (POST5). There is no doubt that digging into the 

transparency of algorithms is the right way to go (POST22).  The AI Fairness Toolkit 

“is used to examine algorithms and models for bias – and also counter them with its 

own bias-mitigation algorithms when required” (POST5). 

 

4.1.3.3 Leadership 
 
Companies needed a form of leadership to lead organizations to anticipate digital 

changes and support their teams to adopt these technologies. Ethics and governance 

are very much about people and processes, bonded by the right mindset and 

behaviors starting from their leadership down to everyone who is tasked with 

innovating responsibilities (POST28). We need all sorts of things, not just technology 

but also business models, to drive the digital experience (YT-V16). The form of 

leadership to make this possible is the one that enables the technical discussion to 

help with the social discussion with the creative discussion.  In other words, “we need 

to have leaders who can say I don't know. And only once your leaders accept that they 

don't know because there is no way you could know enough about AI,  there's no way 

you can know enough about blockchain, and there's no way you can know enough like 

both of them to be able to make effective decisions on your own. So the form of 

leadership we need is the leaders who work to support diverse distributed thinking and 

processing. So the leadership challenge is not, can they know more about AI? Can 

they know more about blockchain? We need the leaders can have the self-confidence 

to trust their own employees,  can build a culture within their organization where people 
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can listen to each other, and develop more collaborative, more open ways of working 

that allow for diversity, that allows for the software developers to work with the social 

scientists, etc…. It really comes under self-esteem and collaboration and openness 

and the ability to say I don't know” (IntvP17).  

 

The findings of the study focus on two aspects in terms of leadership that drive success 

in digital transformation, a) change management is needed, and b) the ability to ask 

smart and right questions.  

 

Change management is needed 
 

“Increasingly, the digital and technology really come together because you need the 

technology and the mastery of technology to create the leading digital experiences” 

(YT-V16). A lot of companies underestimate the change management aspects of how 

to roll out these very disruptive technologies (YT-V20). When we automate some tasks 

using these technologies, on one hand, it could help that person become much more 

productive. On the other hand, it could also make them feel threatened about their job 

security. “I think a lot of companies underestimate the change management aspects” 

(YT-V20). AI and blockchain technologies are disruptive. The changes will affect the 

whole ecosystem, not just one party (IntvP2). As we are aware that most companies 

have legacy systems that have been built for many years, which identifies who they 

are. However, companies must be able to have the conversation to help them 

understand how they can continue and be relevant in the future and what can they do 

in the digital context to do the change management (YT-V20). We need the right form 

of leadership to steer learning from successful use cases to enable new industries to 

continue to grow, evolve, and improve (Webinar10).  For example, the leadership 

teams might see the appeal of delegating their decision-making to machines 

(POST13). 

“So it's a digital buddy for the sales force, for the innovation force, for the decision 

making in the middle management, in C-suit.  You know, we look at the whole change 

here on how to align intelligent systems” (IntvP12). “We need to have leadership in the 

industry to make sure that, for instance, if companies are deciding to invest in AI or 

other autonomous technologies, they really look at the implications, the ethical 

implications, the job implications, the reskilling implications, so this becomes second 
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nature. It becomes a set of procedures that they know they've got to do to have public 

acceptance. I think that that will require quite some leadership because a lot of our 

leaders will not really understand fully what the implications of AI are and what the 

benefits will be, as well as, of course, the risks that they need to mitigate” (YT-V21).  

Leaders need to ensure their Chief Information Officer (CIO) or Chief Technology 

Officer (CTO) can bring along the rest of the organizations and make sure they 

understand the technology. Any strategies formed at the board level such as data 

strategy or digital platform strategy need to be the same as the overall business 

strategy.   “Digital platforms often mean a fundamental change to business models 

and strategy, which means you'll have to think carefully about how best to leverage 

the platform model to drive success” (POST10). 

Successful leaders need to focus on three steps for change management for the digital 

transformation: first, strategy. Second, cultural transformation. Third, ethical 

implications (YT-V6).  So firstly, think about what is your end goal, think about where 

you want your company to be in five to ten years by using AI or blockchain to transform 

the business in the short, medium, and long term adapted to the skills and data that 

you have in your organization and build the learning process. Secondly, AI or 

blockchain is not something that you can just put on the table of your scientists and 

leave. Rather, it requires everyone in the organization to be part of the digital 

transformation that involves a cultural transformation. You need an empowered 

organization where everybody is part of the process of thinking what are the use case, 

what are the business problems they want to solve with AI or blockchain. Thirdly, you 

need to think about the ethical implications of using these technologies. So as you are 

embracing AI or blockchain, you need to think about the challenges, and ethical 

implications these technologies are going to bring to your organization, as well as the 

system limitations of these technologies (YT-V6). The governance needs to be 

carefully thought out so that the investment leads to the right outcome you want (YT-

V15).  

The ability to ask smart and right questions 
 

As mentioned above, “there is no way you could know enough about AI,  there's no 

way you can know enough about blockchain, and there's no way you can know enough 

like both of them to be able to make effective decisions on your own” (IntvP17). What 
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we really need is curious board members who can ask the right questions, do the 

research, become prepared, and empower people (Webinar2). There is no doubt that 

business that has transformed their business from traditional method to digital is doing 

exceptionally well (POST10).  

“We believe you need to go beyond the traditional approach of problem-solving, to the 

more complicated one of question-asking and question-framing. Because in so doing, 

you open up all kinds of new possibilities and new challenges… They point us in the 

right direction and help us on a path to establish a new branch of engineering. But 

critical questions aren't enough. You also need a way of holding all those questions 

together” (V-P2). Leaders can frame the questions around autonomy, agency, 

assurance, indicators, interfaces, and intentionality. For example, “Is the system 

autonomous? does this system have agency? Does this system have controls and 

limits that live somewhere that prevent it from doing certain kinds of things under 

certain conditions? how do we think about assurance. How do we think about all of its 

pieces: safety, security, trust, risk, liability, manageability, explicability, ethics, public 

policy, law, and regulation? And how would we tell you that the system was safe and 

functioning?  what would be our interfaces with these AI-driven systems. Will we talk 

to them? Will they talk to us, will they talk to each other? What will the indicators be to 

show that they're working well? (V-P2). 

Further, if companies decide to incorporate a platform strategy, it is far from an easy, 

overnight transition. Leaders need to ask questions around: “Where’s the value? Do 

we have the necessary platform skills? How will we attract people to your platform? 

How will our platform encourage and support user interactions? How will our platform 

integrate future technologies?..... The good news is that if you’re moving into platforms 

now, you have the opportunity to leapfrog existing platforms and harness new 

technologies like blockchain to your advantage at the outset. Ask yourself, is there an 

opportunity to use blockchain to create a new, more decentralized way of doing 

business in your industry?” (POST10). Leaders with qualities that include curiosity 

about what AI or blockchain can and can’t do, anxiety over what competitors might do 

if they do nothing, and a willingness to try new things, are well-positioned to steer their 

companies toward the brave new world that lies ahead of us (POST13).   
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4.1.3.4 People  
 
Organizations need people with a particular skill set to help roll out digitally 

transformative initiatives that generally require numerous technologies and platforms 

to be deployed simultaneously (POST11).  “We need people who can solve 

problems… we need people who can tell us what are the real issues that need fixing 

and help us find ways that technology can fix it. Because, when people from diverse 

backgrounds come together, when we build things in the right way, the possibilities 

are limitless” (V-P7).  People are the biggest success factor to make all the processes, 

procedures, discipline, and tools work all together seamlessly to fine-tune to the point 

where businesses can deliver value (Webinar8). This study finds that organizations 

can look at three areas to ensure their people are educated and understand the 

technologies to drive the changing progress. First, Continuous training and education 

of your workforce. Second, ethical awareness of digital hardness. Third, hire an ethicist 

or form an ethical review panel.   

 

Continuous training and education of your workforce  
 
Training and education must be key elements of any organization's plan (POST30). 

“The important reason is we're rewriting the future with technology. It's not just about 

applying technology and doing things to automate business and such. We're enabling 

the experiences of the future across every business and every sector of the 

economy…Talent is really pivotal and critical. If you think about this moment of truth 

and building the future, you need the right talent and you need an inclusive and diverse 

set of talent” (YT-V16). 

 

 “I think first of all people need to get acquainted with the technologies.  we still have 

a lot of boards in companies that are really old-fashioned, and they are not looking 

enough into the future, often driven by short-term gains. Not really paying attention to 

what is going and will be going on in five to 10 years” (IntvP1).  As the companies 

become more and more digital, “there is enough pressure now for an organization to 

be a learning organization and incorporate all these changes” (YT-V19). For example, 

education for the C suites is fundamental and really important for the adoption of these 

disruptive technologies (IntvP12). “You need some sorts of training programs and 

awareness programs that are formalized for boards and CEOs to go through” (IntvP15), 
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to help them get acquainted with the technologies which means listening to the people 

that know the interesting things about these technologies, both from within the 

company and externally (IntvP1). Further, “we need to get more leaders and 

companies to ensure they are thinking about reskilling of their own people. And we 

need to engage in our communities to make sure we are doing this to provide equal 

access to technology” (YT-V15).  

 

Therefore, “the first thing is training company boards and managers but everybody 

throughout the company to understand this new responsibility to use automation in the 

correct way” (IntvP3).  “Companies need to have either in-house or they need to bring 

it in at the time when they do their procurement of AI or blockchain systems. They 

need to have people on their side of the procurement discussion, who know enough 

about the technologies, so that can ask the right kind of questions, to prove does it 

addresses the issues that need addressing? Is it going to do in a way actually make 

sense?” (IntvP9).  “I hope that the general public will be more educated about these 

different choices in the trade-offs and maybe a bit more tech-savvy to have to trust the 

expert less and do some of their own due diligence for themselves” (Webinar12).  

 

Further, “people have to besides your normal CV, you need an ethical CV. So 

everybody in this world needs an ethical CV that shows your ethical behaviour, what 

you've done wrong what you've done right.  That is a challenge because of course at 

the moment and especially with the big CEOs they can leave a company in a disaster 

state and still get a fantastic job elsewhere with bonuses and whatever. That's not 

what should be happening” (IntvP3). 

 

In this ever-fast-changing environment, the professional world is transforming, and 

those who can adapt and update themselves in terms of skills like creativity, curiosity, 

collaboration, critical thinking, digital literacy, empathy, engineering mindset, and 

resilience, can survive in today’s volatile business environment (POST3, Webinar 5 & 

6, YT-V15, POST24).   

 

Ethical awareness of digital hardness 
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There is a strong ethical watchpoint around how you do anything with machine 

learning, AI, and blockchain technologies. We are capable of doing large-scale 

machine learning and automation. However, we’ve gotten not very good yet at where 

is that training data come from? who creates it?  how do they create it?  How do we 

recognize biases that are inherent in those data? It’s going to be equitable, and fair 

across the whole population rather than just a subset of it. Generally, we are very 

excited about machine learning and distributed networks powered by blockchain 

technology. There are lots of good possibilities there as long as people approach it 

sensibly and ethically. “The problem is like the ethical angle of who's designing it, 

humans always seem to want to give themselves advantages over somebody else… 

The ethical angle I think is the piece around bias is the big problem, along with who is 

using the technology and what they are using it for” (IntvP5).  

 

“The first ethical concerns that we need to share and to develop as being the first step 

toward better ethical awareness of digital hardness”, the ethical concern in finance 

and everywhere we deal with digitalization is not to lose contact with reality. “The 

second point I would like to address is the fact that artificial intelligence, big data, and 

machine learning are all tools widely used …they provided users with automated ways 

for decision-making… But the decision to use such a tool to go for automation has to 

be a prudence decision, a conscious decision with required due diligence and ethical 

considerations…  What is the scope of delegation? What are the terms of the 

delegation? What are the monitoring tools? how would then we trust errors? What are 

the effects if we delegate the power to the machine?” The ethical dimensions have to 

be presented in these places where we use AI and blockchain technologies.  “The 

third point is digitalization breeds complexity. And complexity tends to blur the sense 

of responsibility…what I call Moral Distance-No, it is not me, it is the system, it’s the 

procedure, is the routine, is the batch is something outside of my reach…The moral 

distance has to be not only acknowledged but has to be addressed because if we do 

not monitor if we do not harness this moral distance, we enter slowly into the field of 

irresponsibility, nobody is in charge… So to compensate for moral distance, and to 

avoid more regulation, we need to build the awareness of ethical issues in times of 

digitalization” (Webinar1).  
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As technology evolves so fast, there is so much to be done. Organizations need to 

increase the awareness and urgency to pay attention to the practice of responsible 

business (Webinar1). For most of us, we need to have cultural awareness and almost 

human awareness of what automation and decentralization actually mean to us. 

“Multiple times in our lives because things are outdated over time. How do we stay 

creative? How do we stay optimistic? How do you manage our mental health? Those 

are the real challenges that technology challenges are there happening. The challenge 

we have to face now is more mental health and social fabric that's being ripped apart 

by these changes” (IntvP17).  We need to be aware of the fact that these technologies 

can pose potential ethical issues and we need to look into them.  Raising awareness 

is a crucial first step to performing risk analysis and due diligence with automated 

systems (POST29).  

 

Hire an ethicist or form an ethical review panel  
 
As previously discussed, we see new jobs such as algorithms forensic experts, digital 

ethicists, AI ethicists, computer scientists, data scientists, and big data engineers 

(IntvP4). For example, “AI ethicist, he said no way, not a job.  That's not a lucrative 

career field to go into.  You never tell your child to do that.  Yet here we are, seems 

like a pretty cool career field to me right now” (YT-V13).  

 

“A designer says, “This is going to be great!” And off the philosopher is impelled to go, 

searching for all the scenarios in which it isn’t great…. This is one reason I tell clients 

to hire an ethicist. They’ve been developing their muscle of moral imagination and so 

they see things others don’t. They also see them quite fast” (POST31). Many 

companies now actually employ ethicists and create ethical review panels for AI 

projects (YT-V11).  

 

“It is a good strategy to have an ethical committee or review panel. But with many 

strategies made off broken by the implementation. So, this should be pushed, and 

pushed by whom. Ideally the chair, and the risk committee at least should push this. 

Ethics committee influence company is almost like a cross-sectional topic, It is really 

about something sponsorship, who would push this…the drive for this transformation 

is likely not to come from inside the corporation, but in public companies, I believe that 
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big investors, proxy advisors, they will push this and they have the power to enforce it. 

They have different interests because they are part owners of the company. Where 

CEO or chairman, has different positioning in that” (IntvP2).   

 

“My general answer to that one is that I think it is a good practice to have a committee 

that is going to be doing assessment around whether the use of these technologies is 

going to be responsible or going to be ethical. I think it is also good practice to have 

that kind of committee for all of the other things you do in your company, not just for 

the question about how you going to use emerging technologies” (InvtP9) 

 

“My thoughts are that some older data might still benefit from going through an ethics 

review before releasing it to an external AI system. And anyone who wants to use data 

to their advantage has to first ask the questions they want to be answered, so they 

know what to look for” (POST14).  

 

“Well, first of all, who's on the review panel? Right, so I believe we're going to see 

philosophers, social scientists, and sociologists, on the review panel… So I think with 

review panel makes sense, but who's on the review board. That's an important 

question” (IntvP12).  

 

4.1.3.5 Culture and Value  
 
As more businesses venture into the realm of digital technologies, “... conduct and 

culture play an integral role in determining the outcomes of the decisions around how 

algorithmic, AI and autonomous systems are deployed in society…Yet most 

executives fall short of fully understanding the culture of their operation or how to 

manage it. Without suitable regulations, it's a free-for-all fiasco with potentially 

devastating results for certain individuals and demographics" (POST28).  Companies 

need to have a proper digital culture to respond to changes. A bad culture will produce 

bad AI, especially when people don’t openly collaborate. “It is critical when we go 

beyond business conduct to include ethics and culture” (Webinar4).   

 

The issue with AI is it's automated, and it can affect hundreds, thousands, or millions 

of people you know with one kind of wrong decision, so the consequences are huge 
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(IntvP15). “The risk is so great, and their consequences are so severe that you've 

gotta make sure that the culture of the organization encourages trust, psychological 

safety, listening, reflection, and ethical standing throughout the entire system” 

(IntvP17).  The findings of this study report three areas companies can look into to 

foster a digital culture to move forward with transformation: 1) tone at the top, 2) ethics 

embedded in the design of an organization to value ethics first, and 3) people open to 

call out unethical behaviour.  

 

Tone at the top 
 

As mentioned earlier, people are a critical success factor to help companies move 

forward in the digital journey. If companies don’t have adequate competent, honest 

people with the right ethical behaviour, especially those people who set the tone for 

the entire organization, then sooner or later, the company will run into trouble. So 

companies need robust, strong internal control function in risk management, 

compliance, internal auditor, as well as the tone on the top to give the voice to the 

value (Webinar4). We need some kind of ethical framework to guide developers to 

incorporate ethics into their design. “This should be at the highest levels of corporate 

governance. This is a CEO and a board decision, not somewhere down the line” 

(IntvP15). “Ethics should be in our core of our DNA for the good of our society, long 

term sustainability” (Webinar4). 

“Tone on the top set the direction where we want to be, how you want to operate as a 

company, it has to come from CEO through to our field, to the teams in the back office, 

certainly to the function in technology…  The tone on the top expands to 

communities…Tone on the top empowers everyone to use data analytics, hearing 

from senior executives, a bunch of characteristics keeps coming up, data as fuel to 

build up, focusing together, normalizing the use of analytical thoughts in organizations.  

Learn along the way, it is about agility” (Webinar5).  

Ethics embedded in the design of an organization  
 

“AI is being increasingly deployed right across everything, and people aren't 

necessarily thinking about the ethical issues…. Often people who are currently 

designing the algorithms don’t have an ethical framework or something that they can 
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work from … people are far away from the algorithms and don't really know what's in 

them… So we need to think about ethics by design… think about what are the ethical 

issues, questions, risks, and consequences…  these need to be elevated onto 

blockchain too. Because there are also ethical issues around the kind of social and 

moral consequences of disrupting intermediaries” (IntvP15).  

“So, yes, ethical committees are important, but audibility and verifiability throughout 

the entire system are important because AI and blockchain I think are completely 

intermeshed in the future. How do we achieve this?..... I believe ethics need to be 

embedded within the design of the organization. So the organization and its leadership, 

its processes, and its culture need to make space for people to pause and evaluate 

the consequences of their work…. So, each person along the way must be encouraged 

to take ownership of the ethical choice and the ethical responsibility. It can't just be a 

committee, but you also have to know that every step of the way it should be auditable. 

You must be able to prove, let’s say, you must have approved your ethical choice in 

perhaps blockchain log so that someone else can check it” (IntvP17).  So, the culture 

itself within corporations has to change when humans and machines now can work 

together to take the organization forward with new innovative new products and 

services (IntvP12). “Good data doesn't come cheap or fast and most certainly never 

stays that way without change in an organization's culture” (POST25). “Organizations 

need to drive more cultural change to leverage technology in the right way to make 

people smarter, to reduce some of the manual drudgeries to automate certain 

elements of it, so people have time to really have time to interpret and understand 

data” (YT-V12). Importantly, organizations need to ensure that our cultural and 

diversity, and ethical values are honored by AI and autonomous systems to help us 

advance into the future (IntvP12).  

People open to call out unethical behaviour   
 

If you realize or identify that one of the founders of one of the investors was just 

unethical in your due diligence, then you have to decide do you want to jump in or not? 

“Often there may not be an effective whistleblower avenue or avenues in an 

organization. So, if employees, in particular, don't know where to go, they might either 

not report something that's a suspicion or a concern” (PODCAST7).  
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“My decision was I don't want to deal with these people because these people are 

liabilities.  They will sooner or later break their necks because lying in the age of AI as 

a corporate or as a startup, that’s a short living environment” (IntvP4).  “I have on two 

occasions in my life seen unethical behaviour and, in both instances, I called it out.  I 

was tried but I was put on the sideline.  I was proven right in both cases, you know, 

very unethical behaviour and wrong ultimately for the business in the long term…, I 

wasn't afraid, but someone more afraid for their careers would not have called it out.  

With AI, this is going to be even more, because the changes are going to be more 

automated, so you don't know who's behind it, so you don't know who to talk to,” 

(IntvP3).   

 

“One of the other things I believe is, if you are in a regulated business if you don’t have 

a culture of openness, and inclusion, it is just a matter of time until you are going to 

have a regulatory problem because your people have got to feel as if they are safe 

and that they are expected to raise issues that they see. If they do not feel that they 

are in an inclusive environment where they can do that, where they have that freedom 

and an obligation to raise their hand when something is wrong, then you are going to 

end up with a regulatory problem at some point in time” (Webinar9).  There is also key 

that firms provide an environment that does not punish speaking out when people are 

facing a situation when wrongdoing is being carried out.  If the firm does not see the 

value in reporting the ethical wrongdoing and practices that break the law, it is creating 

a toxic environment (Webinar4).  

 

In the light of the above, table 14 below summarizes the themes explicated above with 

representative quotations from the data collected for this study.   
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Table 14 Data supporting interpretation with representative quotations for themes 

Data supporting Interpretation with representative quotations for each theme 
Theme Representative Quotations  

Triggers of change 
Change in Social 
Reality  

“What’s new about today’s most powerful platform businesses is that the connections they facilitate take place online. In other 
words, digital platforms draw upon related technology trends, such as mobile devices, artificial intelligence, blockchain, big data, 
cloud computing, and automation. All these tech trends have combined to create a perfect storm, giving rise to a new wave of highly 
successful digital platform businesses” (POST10) 
 
“There are four things that I talk about in the shaping new realities, the first is a new reality in human experience…the second is the 
technology that just the realization and the new reality that every business is a technology business… the third new reality is around 
new future of work … the 4th reality is surprised some people but it's sustainability” (YT-V15) 
 
“First of all, the two biggest macro trends hitting business and society accelerated by the pandemic, and on one hand the 
digitalization and data transformation of business and society.  And at the same time increase the awareness and urgency to pay 
attention to the practice of responsible business” (Webinar1) 
 
“So for some industries, it's necessary to start looking into different technologies to improve, and I think what we've been seeing in 
the last year is that a lot of companies looked into blockchain or AI because it's a buzzword and so they can go along. For the next 
couple of years, you will see this shift of companies who are successfully transferring into something new into this new world thing, 
and other companies will bleed to death because they're unwilling or unable to change their company policy” (IntvP13) 
 
“Because if you think about what's changing. So first of all, you have these megacorporations, Microsoft, Amazon, Google, and 
Facebook who have bigger economies than every country in the world except China and the US, so they're more powerful than all 
the countries in the world, and they have this consumer base that they can sell products to that they can communicate with. So how 
is that governed? And then, similarly, we now have, you know, with blockchain, these decentralized organizations. They don't live 
anywhere. They're kind of like digital organizations that aren't necessarily in any one sovereign state. So how do you regulate 
those? Or how do you say you almost have organizations that don't exist in grounded geography” (IntvP15) 
 
“The Machine Learning Revolution is going to be very different from the Industrial Revolution, because the Machine Learning 
Revolution, never settles down. The better computers get at intellectual activities, the more they can build better computers to be 
better at intellectual capabilities, so this is going to be a kind of change that the world has never experienced before, so your 
previous understanding of what's possible is different” (V-P12)  
 
“I think people don't realize that this isn't just a career thing, the way the world is shifting, this fourth industrial revolution, the digital 
revolution is a life-altering thing, and the way jobs are changing, you need these fundamental skills” (YT-V4) 
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“And those young people are different, they use apps, they go to social media, financial influencers, different from what the 
regulatory applied for, so we need to reconsider that” (Webinar4) 
 
“Changes in Fintech alters mentality of people who are approaching the financial sector” (Webinar1) 
 

Current Business 
Problems (fraud, 
moral hazards) 
 

“And I have worked in my earlier career, I worked in one of the big 4 accounting firms, at that time, is still very labour-intensive, 
people-intensive business. We are relying on lots of young graduates, educating them, and after 2 years, they left. I think that kind 
of business would change, and shift towards technology-enabled business” (IntvP2) 
 
“Everything from cost pressures to changing customer expectations” (Webinar7) 
 
“Business processes often involve creating or capturing data in a way that is siloed and difficult to access, analyze or act on outside 
of the process for which it was created. Even today, many business processes are reliant on physical record-keeping – note-taking, 
filling out paper forms or ticking checkboxes on hard copy documents that are then filed away and forgotten about” (POST14) 
 
“This is what we have already seen since the last financial crisis, that is the erosion of trust. In the last financial crisis, there was a 
trust survey, financial services would appear below politicians, below media. So we all know nobody trusts politicians, but even 
below that was financial services.  So in the 11 years since the crisis, things have moved a little bit but it's still very much at the 
bottom” (IntvP3) 
 
“We have lots of pain points in accounting, for example, manual work, human error, the need for reconciliation, checking or 
validating information” (IntvP7) 
 
“We face uncertainties like not knowing who we're dealing with, not having visibility into a transaction and not having recourse if 
things go wrong” (V-P6) 
 
“What undermines confidence is when a reputable audit partner signs accounts which purport to show that all is well months or 
weeks or even days before the business fails….The internal audit people in big firms already do most of the work.  The externals 
ask questions about the justification for the internal treatment of various things. That's a big part of the reason why these scandals 
keep happening…. It’s the same problem with rating agencies: whoever pays the piper calls the tune” (POST24) 
 
“Fraud is on the rise across the globe. Criminals are exploiting the convergence of social media, technology, and social engineering 
to create more potent and widespread scams. No one, and no business, is completely safe from this new wave of fraud” 
(PODCAST7) 
 
“Greed is definitely a problematic issue around crypto of blockchain from ethics perspective” (IntvP5) 
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“The job of a modern auditor is complicated. Businesses today are complex, and how you validate the information is a difficult 
business. And there is also a massive conflict of interests there because the people who pay the auditors are the people auditors 
are in theory are trying to catch, which is a wired place to be” (IntvP5) 
 
“Independent Audit of AI Systems will not provide ultimate security: all transparent systems are at the mercy of bad actors” (IntvP11) 
 
“Then you also have a lot of bad actors who are trying very hard to steal money so you know, especially in decentralized finance” 
(IntvP15) 
 
“Even you want to do the right thing, it gets all shadow by people who may not have the right intend” (IntvP16) 
 
“Business processes often involve creating or capturing data in a way that is siloed and difficult to access, analyze or act on outside 
of the process for which it was created. Even today, many business processes are reliant on physical record-keeping – note-taking, 
filling out paper forms or ticking checkboxes on hard copy documents that are then filed away and forgotten about” (POST14) 
 

Blockchain and AI for 
fraud detection 

“While with blockchain, it will help to check and validate the information immediately or give you a sense of anomaly activities” 
(IntvP7) 
 
“I think blockchain perfectly fits into that idea of a new way of increasing transparency and reducing information asymmetry. If you 
use the technology in a good way, from the societal point of view, that is very relevant, that will increase public trust in that specific 
company” (IntvP1) 
 
“The whole purpose of blockchain is transparency, so you would be able to see who did this, where it was, and at what point. It is 
good for transparency and trust in AI, so if you would put that all together, the objective is to create trust in AI ” (IntvP16) 
 
“Blockchain has in itself the potential to create ethical value for instance by creating more transparent and traceable food supply 
chains to ensure that the food we eat has not been produced with forced labour or against environmental standards” (PODCAST10) 
 
“We believe blockchain resonates very well with the concept of trust and we want to provide trust which is not provided by the third 
party.  We want to offer trust which is provided by mathematical algorithms, and by real proof” (Webinar12) 
 
“Activities that aren't very good that have been hidden in a human-centric system will now be exposed in the human-machine 
systems” (IntvP12) 
 
“Decentralized form of organization will give a different degree of checks on each other. So it makes these criminal activities hard to 
hide to a degree…. I mean the advantage of blockchain and the DAO models is that you know the activities are managed through 
effective smart contracts. So you can't just as an individual pay yourself loads of money” (IntvP17) 
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“What they didn't realize is that when you use AI for everything you do, you create a trail of activity, which becomes, which makes 
your activity becomes more transparent and can be detected very quickly” (IntvP4) 
 
“The transparency aspect and there are also the aspects around if you can have a system that proves something like blockchain 
potentially means you are continuously connected to real-time status of the data, as opposed to a certain amount of data you 
collected some point in time that maybe end up becoming outdated. You are making sure any kind of influence that the AI systems 
are making is based on the current state of that particular thing. Those are important elements that can help to address some of the 
ethical issues” (IntvP9) 
 
“I suppose in principle, sure. AI and blockchain can enhance the ethical behaviour of top management, particularly in the context of 
fraud detection” (IntvP14) 
 
“If we do it right, there is such immense value for everyone…but only if we are very confident that these systems have the right 
intention and are not ethically compromised” (IntvP16) 
 
“It has the potential to make decisions or calculations more consistent than humans. It could result in fair and more ethical 
decisions, certainly, ethically consistent decisions, provided you have that confidence around how it is designed in the first place, 
operating in the first place…Yes, in theory, it can dissuade catch, prevent frauds” (IntvP8) 
 
“Machine learning can be helpful here, as it's able to correlate many different factors and draw up a more accurate picture of which 
activity is simply unusual and what might constitute a serious threat that requires remedy. And, of course, data is the fuel of machine 
learning - the more that algorithms know, the more accurate they will be at understanding and classifying behavior”(POST30) 
 

Change Context 
Structural Change 
 

“So what we're going to start to see is organizations coming to grips with the fact that AI will automatically negotiate contracts on 
their behalf for their business and services and products, and that means a delegation of authority. And also we lots of other things 
as well to that that automatically negotiations by smart contracts. So there's a whole governance change around how organizations 
work around that” (IntvP12) 
 
“There is no doubt that business that has transformed their business from traditional method to digital platform business is doing 
exceptionally good” (POST10) 
 
“You know, with blockchain, these decentralized organizations. They don't live anywhere. They're kind of like digital organizations 
that aren't necessarily in any one sovereign state” (IntvP15) 
 
“I also believe that these technologies themselves are causing the structure of organizations to change. So both of these are 
network technologies. They work decentralized, they work best when used by organizations that are not rigid, hierarchies of 
command and control. So the technologies themselves are forcing organizations to adapt to their culture and their structure, and so 
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in the long run, the organizations that welcome that and allow that transformation to happen and make the best use of these 
technologies, I hope, will naturally become more open to diversity, more open to different opinions. The potential is technology 
should drive transparency, and ethics is high”  (IntvP17) 
 
“Tech-enabled are the businesses that now seem to be the structural winners here” (Webinar8) 
 
“Based on the discussions, first you see an increased level of automation of legitimization and digitalization, and going much more 
in the direction of self-serve, self-service” (Webinar1) 
 
“Human plus AI" is our only option to bring the benefits of AI to the real world. And in the end, winning organizations will invest in 
human knowledge, not just AI and data. Recruiting, training, and rewarding human experts. Data is said to be the new oil, but 
believe me, human knowledge will make the difference” (V-P4) 
 
“Before any organization aims at digital transformation or leveraging data for AI-ML purposes, it is highly advisable to start by 
implementing a data governance framework, that ensures that silos are torn, data assets are identified and there is a single source 
of truth for each data set. This process requires a business process re-engineering across the organization” (POST14) 
 
“The key unifiers are the enablement of multi-level governance, the decentralized management of data, and the distributed nature of 
the technologies. They will challenge the existing more centralized economic and data management model of today’s Internet and 
will provide self-determination to citizens in the management of their data and transactions” (POST26) 
 
“I specifically focus on the smart contract on governance type of framework, and more specifically on decentralized autonomous 
organizations (DAOs)” (IntvP1).  
 
“What we're going to do is we're going to push the whole company in the later stages towards a DAO company…So what I'm 
thinking at this specific moment, obviously we will learn in time whether this decentralized application will work or it needs to be a 
little bit more centralized at some point” (IntvP13) 
 

New capabilities 
 

“Just talk from an engineering point of view, blockchain is a coordination technology, and pacifically, the ability to coordinate not just 
people, but also legal fictions…... I see blockchain also permitting more of a decentralized corporate culture.” (Webinar12) 
 
“I think the main benefits of using blockchain technology is to enable more transparent governance and provide opportunities to 
engage more stakeholders… the main benefit of AI for companies is that more efficient decision-making. Combining AI with 
blockchain can facilitate decentralized autonomous organizations, which could play a very important role in the economic life, 
depending on how you fill in the concept of autonomous organizations” (InvtP1) 
 
“So the benefits will surely speed up things, because if you look at the entire, not only financial aspects of changes. If you can 
automate things, you can avoid manual, not only processes, you can use AI to analyze it, to perform opinions on things, so speed, 
accuracy, precisions, trustworthiness, I see lots of benefits in the financial part of the business, but also in others” (IntvP2) 
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“Save business owners time, energy and improve their process efficiency so that they can generate more revenue” (POST1) 
 
“We see more companies looking to harness AI for a range of tasks and I believe this is going to continue as we see more 
innovations in the coming years that will further the usability and ultimately efficiencies for the industries…. It also gives us the ability 
to monetize our data and turn it into a tradeable asset” (POST13) 
 
“artificial intelligence provides massive opportunities to improve the decision-making process, governance, contracts, by making use 
of big data analysis, recognize certain patterns, assessing the impact of decisions in a short, medium and long term” (IntvP1) 
 
“Efficiencies will generally come from time-saving and reduction of waste, as routine processes are taken care of by machines, 
leaving human workers free to apply their knowledge and expertise in areas where it can make a real difference” (POST11) 
 
“If you integrate a blockchain in your business, you know that first of all the positive aspect would be disintermediation, in which you 
are going to need fewer people. You are going to gain money. because you spend less, and you're going to have kind of clearer 
data storage, you will be able to access your data better, faster” (IntvP6) 
 
“The organizations can leverage the new capabilities from these two technologies to build, you know, like to streamline their 
business process that improves the efficiency and kind of try to build a robust for their future” (IntvP12) 
 
“Blockchains give us the technological capability of creating a record of human exchange, of exchange of currency, of all kinds of 
digital and physical assets, even of our own personal attributes, in a totally new way” (V-P6) 
 

Ethical concerns with 
automated systems 
 

“but without the care and control, it can unintentionally or purposely infiltrate our privacies and even replicate or  exasperate our  
worst  inequities,  bias, and abuse”  (YT-V13) 
 
“So you got an issue, we can talk about the ethical issue of implementation of new technology, each time you got new technology 
coming, you are going to have a lot of people, they will lose their jobs, Okay. Because it is a substitute machine, and the machine is 
going to substitute a lot of things” (IntvP6) 
 
“It is causing massive social upheaval. It's removing people, their jobs” (IntvP17) 
 
“We can tell that the automation, repetitive jobs are mostly replaced by robots” (POST2) 
 
“Most duties in a typical corporation will be automated within five to 10 years” (POST8) 
 
“Automatic doors fired the doorman... self-checkout fired a clerk... Self-driving cars will fire taxi drivers... Keep it up and we will all be 
out of a job” (POST16) 
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“On the other, we saw emerging technologies but frankly we’re displacing, disrupting, replacing the traditional professional model” 
(YT-V5) 
 
“Now, for the long term, we have to think the skills that would be needed in the people, employees, to have that collaboration 
between human and AI. Just like any technology revolution, it would need new skills” (YT-V6) 
 
“I think that's part of the frustration we see right now is people trying to figure out, one, what is the future of work. Is it a future of 
abundance? Is there going to be a massive series of job losses and displacements? There are all these different scenarios” (YT-
V19) 
 
“You will have lots of jobs will be redundant due to automation, but it also creates space for new jobs.. we have to be optimistic. 
Machines will not all replace us, hopefully” (IntvP1) 
 
“Technology is poised to transform the accounting profession. Artificial intelligence, robotics, and blockchain are on the verge of 
automating many traditional core CPA tasks. The profession is at a critical moment, one from which it will emerge in a far different 
form” (PODCAST8) 
 
“So from the ethical point of view, there is another issue here is like the control of the workers, it is going to be more terrible. 
Because you know who did what at what time, you know the name, how they did it, you know everything. From a business point of 
view, it is good, because you got control, but not good if you are a worker ” (IntvP6) 
 
“So I am a big believer that the ethics watchpoint around  ML AI, tends to be more about natural human bias.  Add whether things 
that people realize or not,  more often is not intentional, but groups of researchers who are all perhaps they are all white men or the 
training data is all white man and as a result, people struggle with it… The ethical angle I think is the piece around bias is the big 
problem, along with who is using the technology and what they are using it for.” (IntvP5) 
 
“AI will take more and more critical decisions by the rules outside of any human control. Is there a real risk? Yes” (V-P4) 
 
“Well, an algorithm is a set of rules to be followed. The bias, as I see it, can be there because that set of rules has to be written by 
humans (or by software designed by humans). Humans have biases - some intentional and some unintentional” (POST19) 
 
“Unfortunately, they won’t address all of the issues. So if we think about things like bias in algorithm systems, whether or not the 
data is updated or not is only one element, of where it comes from. Often, a more important element when it comes to bias,  are we 
even looking at the right parameters? are we tracking the right input datasets? or should we look at something else. Because these 
particular input data says,  actually end up being unjustifiably favorable toward certain people or organizations, as opposed to 
others, that would be introducing a bias. There is also the question about are we formulate the requirements of the problem in the 
right way that could be the way bias is being introduced” (IntvP9) 
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“Some have also been attacked for the algorithmic flaws or distortions in their programs, where computers inadvertently propagate 
bias through unfair or corrupt data inputs — such as Amazon’s experimental hiring algorithm that penalized female applicants. The 
company has since scrapped it” (POST15) 
 
“Fairness is critical because AI isn't biased. AI is a very neutral technology, like every technology. Technology is neutral, but AI can 
be trained on data sets that reflect bias and AI can be implemented in a biased way” (YT-V16) 
 
“Millions of people, in some cases, billions of people’s lives can be affected by choices you make in your algorithms like which web 
pages should be promoted on the Google search engine” (YT-V8) 
 

Adoption challenges 
 

“The prototype is already there. But there is high resistance from everybody involved. Because these changes are disruptive. It will 
affect the whole ecosystem, not just one party. How do you put a virtual director in jail? How do you find the virtual board director, 
who is that person directly accountable? It is a very complicated question, probably there are lots of similarities of lessons learned 
from the whole autonomous driving sector” (IntvP2) 
 
“What's missing for most of us is actually the cultural awareness and almost the human awareness.  What does decentralization 
actually mean? I don't know how to be decentralized. I've never been taught how to do that. So we don't have the human capabilities 
to work in a decentralized way. And that's actually for me the bigger danger” (IntvP17) 
 

“Because you have to remember that Bitcoin blockchain, were invented against the bank. they wanted to make redundant the banking 
system and the financial systems. Ok, so, from the DNA of the bank, they profoundly hate Bitcoin,  profoundly hate blockchain, 
because blockchain is transparency” (IntvP6) 
 

“They don’t understand the technology. They really don’t understand the ethical risks around them. They don’t understand the risk 
mitigation techniques, and how they might be complemented with existing laws and regulations.  They just have a fairly flat flooded 
understanding of what’s going on…..  It is complicated, and I don’t think the regulators have reached the level of understanding yet.  ” 
(IntvP14) 
 
“On the other side because of the cryptocurrencies, and I think this is both got people involved, but it's held the industry back 
because all the regulators are very worried about the crypto and so you know they're coming down hard. But also they're not exactly 
sure how to regulate it because it's not the same as money. So I think that whole regulatory side of things as a bit of a problem” 
(IntvP15) 
 
“Hard to regulate, bearing in the mind, in the digital age, it is very hard for regulators to keep up” (Webinar1) 
 
“The regulators will never be strategic because they are physiologically reacting to something” (Webinar10) 
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“He was giving an example of cameras that they were using in schools were doing behaviour recognition of children who won’t pay 
attention, the teachers were using that scoring the children, and it was being used to stare their behaviour. The first time I saw it, I 
thought wow, that's terrible. To me, it feels like a really strange thing to do.  But actually, by talking to other people that coming from 
all over different parts of the world, this is great, this is amazing.  if I could have this done in my child's class, this would be brilliant.  
So part of the reason is complicated, not everybody has the same view on what could or should work or should happen” (IntvP5) 
 
“Some challenges that AI poses must be overcome. Bias, transparency, security, accountability, and privacy are all big issues, and 
ultimately, they can be summed up by the principle of trust… It's interesting to consider that these are all essentially human 
problems” (POST5) 
 
“There's the problem of AI solutions becoming "siloed" within organizations, each unit is deploying its own AI solutions … you lose 
control very quickly. Then at some point, CIOs have to pull back and centralize a lot of their AI solutions, but that means they have 
to have diverse solutions…. For many companies, these challenges around culture, leadership, and skills are the biggest factors in 
determining success or failure – not the technology itself” (POST13) 
 
“Challenges around culture, leadership, and skills, existing business models, Lack of skills” (IntvP3) 
 
“The challenge remains around how the right conduct and culture in organizations innovating with algorithmic” (POST28) 
 
“The other comes from the technology itself and the fact that so much of the information is held in legacy systems where it can't be 
accessed by those solutions” (POST14) 
 
“So they’re either in legacy systems, they are distributed, they are not accessible” (YT-V3) 
 
“can’t be an agile and digital company if your system is older than you” (Webinar5) 
 
“But if you are an old company, the cost of this will be that you’ve got the legacy systems, the system is not working with blockchain, 
how are you going to connect these legacy systems with blockchain, this cost a lot of money… And there is a lack of adoption 
because there is a lack of education. You know, people don’t know it” (IntvP6) 
 
“To me, the biggest challenge for blockchain adoption now is simply the cost. It costs a lot because it is multi-point computing” 
(IntvP7) 
 
“Sitting at the very top end creating through artificial intelligence, through using blockchain, or other FinTech measures, needs to 
keep that responsibility, and this is the challenge we face in this world” (IntvP3) 
 
“The board I talked to generally they care about cyber, but they feel like bottoms up the money pig. Keep throwing money into it, but 
did not see the outcomes” (Webinar5) 
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Imperative Response to Ethical Use of Blockchain and AI 
Ethical design fit for 
purpose 
 

“You can’t choose the right solution - the right processes, policies, practices, etc. - if you don’t understand the nuances of your 
problem. That’s one reason why senior leaders find it so difficult to solve the problem of AI ethics in the first place.” (POST32) 
 
“I agree with this! Leaders have to understand the problem they are trying to tackle before making large decisions” (POST22) 
 
“In the future, I can envision a voting system for consensus on AI algorithms before they're implemented on mass/global scales… 
Can we establish a global system of governance similar to how information controls like Blockchain?” (POST5) 
 
“All cognitive technologies, such as AI, cannot be treated as "neutral", due to their design that involves ethical decisions, which are 
hidden in the background and embedded in the "tools" by the manufacturers mostly as BlackBox” (POST27) 
 
“For example, an aircraft autopilot does not explicitly represent save the lives of passengers but instead implements that value 
through its design features and pilot controls” (IntvP11) 
 
“I believe the ethics need to be embedded within the design of the organization. So the organization and its leadership, its 
processes, and its culture, need to make space for people to pause and evaluate the consequences of their work” (IntvP17) 
 
“We go through all the checks and the privacy elements and the security teams, we work with cyber as well to make sure that the 
solution we put in is as secure as absolutely possible” (Webinar7) 
 
“I think they need to work on the constant feedback loops.  If they try to experiment with AI, blockchain, etc., They need to go 
through the entire process of building, it, testing it, and gathering feedback to improve it.  So I think it is very important for 
companies from the top down to be involved in all of the phases of tech process” (IntvP1) 
 
“Often ethics isn't considered in the design of the AI, so the people who are designing the algorithms don't have an ethical 
framework or something that they can work from, and so they're not necessarily thinking about the ethical consequences of the 
algorithm. And I don't think yet it's incorporated into corporate governance… this goes back to ethics by design. If that is the intent of 
the corporation that can be programmed into all of the technology, and that is possible” (IntvP15) 
 
 

Ethical use of data 
 

“If a business is just starting along the road to becoming data-driven, they create opportunities to ensure the framework and 
infrastructure are in place – from technology to skills, data governance, and compliance” (POST11) 
 
“it is a good strategy to have an ethics review committee. So this should be pushed, and pushed by whom. Ideally is the chair, the 
risk committee at least should push this… the drive for this transformation is likely not to come from inside the corporation, but in 
public companies, my belief is that big investors, proxy advisors, they will push this” (IntvP2) 
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“My general answer to that one is that I think it is a good practice to have a committee that is going to be doing assessment around 
whether the use of these technologies is going to be responsible or going to be ethical. I think it is also good practice to have that 
kind of committee for all of the other things you do in your company, not just for the question about how you going to use emerging 
technologies” (IntvP9) 
 
“My thoughts are that some older data might still benefit from going through an ethics review before releasing it to an external AI 
system. And anyone who wants to use data to their advantage has to first ask the questions they want to answer, so they know 
what to look for” (POST14) 
 
“Well, first of all, who's on the review panel? That's an important question. I think we're going to see philosophers, social scientists, 
sociologists, on the review panel” (IntvP12) 
 
“This data is essential for businesses and society. Our once-in-a-lifetime opportunity to reduce human bias in AI starts with the data. 
Instead of racing to build new algorithms, my mission is to build a better data infrastructure that makes ethical AI possible” (V-P3) 
 
“you want to look for three criteria, 1) we want high volumes of data, so think of a ton of excel files, you want 2) high velocity of data, 
so think of the requirement that decisions be made quickly, the last piece is 3) highly accurate data.  This is a twist that I don't think 
we're talking about enough. The third one is where most people are failing” (YT-V13) 
 
“A program code which accesses password should not be allowed to perform any analytical function, otherwise it might be 
vulnerable to hacking or being used for any unethical purpose” (POST14) 
 
“So it still comes to the control and proper use of the data.  And making sure we put controls in place to minimize the bias in data” 
(IntvP7) 
 
“We need to stop the data, or the biased data that we already have, and focus on three things: data infrastructure, data quality, and 
data literacy” (V-P3) 
 
“Here is no doubt that digging into the transparency of algorithms is the right way to go, whether on social media or other Internet 
platforms.  But the biggest obstacle is how to balance the interests of the Internet users and the platform operators” (POST22) 
 
“However, I believe that everything has to start with data ownership. Companies need to be accountable not only for the algorithms 
and outputs but also for the inputs and how the data is acquired” (POST5) 
 
“Even if all a business’s procedural documents and record-keeping is digital, the information is of little value unless careful thought 
is given to the data structure, format, and storage media that will be used” (POST14) 
 
“Use the most secure platform to get your hands on” (Webinar2) 
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“So think about privacy, transparency as well as we discussed before, think about bias, think about reliability, think about the system 
imitations of the technology” (YT-V6) 
 
“For AI systems to be more effective, data will have to be labeled at creation so that it can be consumed by AI models downstream” 
(POST25) 
 
“We had better be quite sure that the purpose put into the machine is the purpose which we really desire. This was said by Norbert 
Wiener in 1960” (V-P9) 
 
“We need to put the governance framework in place that creates an industry and society where we can be bought trust in what we 
are doing with data” (YT-V12) 
 
“Security is an essential aspect of any data strategy” (POST30) 
 

Leadership (Board 
support) 
 

“To your point on digital leadership, it's those characteristics around the talent, the technology, the governance, the change” (YT-
V16) 
 
“So the form of leadership we need is the kind of formal leadership that's natural to these technologies, which is leaders who work to 
support diverse distributed thinking and processing, so the leadership Challenge is not, can they know more about AI or more about 
blockchain? It is: they have the self-confidence to trust their own employees within their organization. They can build a culture where 
people can listen to each other and develop more collaborative, more open ways of being and working that allows different allows 
for diversity” (IntvP17) 
 
“So when it comes to culture and ethics, we're looking at a whole transformation for organizations to codify and to build their 
constitution, and to start to actually incorporate this change within their organizations. And this is the big thing. AI is now the new 
digital employee, and so how do we bring that into play?.... to empower organizations to give them a baseline of how to ask the right 
questions and qualify ethical AI” (IntvP12) 
 
“AI is equally disruptive. In all of these industries from manufacturing to retail to agriculture to healthcare to many others, it will 
change the core of what it means to be a leading company in all of these industry verticals. I think now is the time for a CEO or an 
executive team to figure this out” (YT-V20) 
 
“First of all, it absolutely means that companies could no longer treat data protection as some back-office compliance issue and that 
really it is a board-level and C level strategic issue for companies” (Webinar10) 
 
“A lot of companies underestimate the change management aspects of how to roll out this very disruptive technology” (YT-V20) 
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“It like diversity, inclusion becoming more and more open, yes, increasing awareness and debate like what we are doing is certainly 
contributing to that” (Webinar1) 
 
“AI Ethics and Governance is very much also about people and process, bonded by the right mindset and behaviours across the 
organization (culture) starting from their leadership down to everyone who is tasked with innovating responsibly” (POST28) 
 
“it primarily drives changes at the leadership level, educates leaders, board of directors that's my main target” (IntvP4) 
 
“The most important is actually not technical, empowering your Chief security officers (CSO)…bring them into board meetings when 
you decide to move your infrastructure into the cloud, make sure the CSO is there from day 1, express their opinions and provide 
you with guidance and things need to be done to make sure this happens securely.  Don’t finish the project and then go see the 
CSO and say that is your job to secure it.  It is an impossible job” (Webinar5) 
 
“And getting up to very strategic and very material, where might say the acquisition of the technology, where the board might involve 
because it is a multi-billion dollar investment” (IntvP8) 
 

People 
 

“Some of us are aware that digital transformation is not just about technology, but more about people and the organizational culture” 
(POST28) 
 
“We are talking about jobs that might not exist in quite the same way right now.  I think that instead of worrying about it the day that 
they get displaced. I think the next step is we start building pathways forward before the displacement happens. I think people are 
doing that” (YT-V13) 
 
“What will happen, and is happening that we should address, is making training and reassignment of employees to new positions 
smoother and better-planned, not only to help the people affected by technology changes but also help the businesses take full 
advantage of their talents and skills in new roles” (POST21) 
 
“It is about improving people and the quality of the people that you hire along the way because good people make good things 
happen” (Webinar8) 
 
“So getting acquainted with the technologies that mean listening to the people that know the interesting things about these 
technologies, both from within the company and externally” (IntvP1) 
 
“The education for the C-suites is really important. It's fundamentally” (IntvP12) 
 
“You need some sorts of like training programs and awareness programs that are formalized for boards and CEOs to go through 
because at the moment you know again the technology is moving so far. It's very hard for people to keep up with what they should 
be knowing about, so I think that's a challenge as well” (IntvP15) 
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“So the first thing is training company boards and managers but everybody throughout the company to understand this new 
democratic responsibility” (IntvP3) 
 
“Collaboration and communication are key but the ability to adapt is also super important in our ever fast-changing environment. 
People need to be able to change directions fast and with little effort” (POST3) 
 
“You think about data literacy, it’s the empowerment of people and the empowerment of organizations, the culture, and people, to 
use data effectively.  It's not about tools. It's about the human element of it” (YT-V4) 
 
“The ability to question data is a key part of establishing trust as well” (YT-V12) 
 
“I think the CIO has to play a role around the inspiration and the evangelism of technology and the education of the rest of the 
organization. The education of technology, certainly, but the education of the rest of the organization” (YT-V16) 
 
“He said that people have to besides your normal CV, you need an ethical CV, so everybody in this world needs an ethical CV, that 
shows your ethical behaviour, what you've done wrong what you've done right.  and that is a challenge because of course at the 
moment and especially with the big CEOs they can leave at a company at a disaster state and still get a fantastic job elsewhere with 
bonuses and whatever” (IntvP3) 
 
“So I think it is very important to help as many boards of directors as possible, to become technology-competent. Why? the more 
they become competent, the better they become running those companies, we want to see more companies strive and succeed 
because that means jobs for people, that means security, economic flow, stability” (IntvP4) 
 
“I think is the first ethical concerns that we need to share and to develop as being the first step toward better ethical awareness of 
digital hardness awareness” (Webinar1) 
 

Culture 
 

“so it is a very complicated question, the question of accountability is almost philosophical, and it will probably, the entire debate 
about AI and board room, and accountability would relate to different cultures. Because in different cultures, things are seen 
differently” (IntvP2) 
 
“As you know, a bad culture will produce bad AI, especially when people don’t openly collaborate” (POST28) 
 
“The risk is so great and their consequences are so severe that You've got to make sure that the culture of the organization 
encourages trust, psychological safety, listening, reflection, and ethical standing throughout the entire system because that 
developer working on that one piece up there” (IntvP17) 
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“If that AI is being used with the employees or with their customers, they absolutely need to ensure the quality aligns with their 
values, their cultures, their beliefs, and their ethics and so. This is why we need a certification and maturity model for ethical AI 
because otherwise, our world is heading into chaos… so culture itself within corporations has to change” (IntvP12) 
 
“Thinking about how you drive more cultural change in your organization to increase levels of data literacy that brings this kind of 
Tribeca of elements together around the rules the technology and the people which really can help you live with data” (YT-V12) 
 
“Probably the larger challenge is to get sustained support for creating an AI and data culture. Good data doesn't come cheap or fast 
and most certainly never stays that way without change in an organization's culture. However, that is more of a reason for business 
and technical leaders to come together and work on this culture change as a team!” (POST25) 
 
“We urgently encourage ethics, will lead to less enforcement and less legislation issues faced with supervision, it should be in our 
core of our DNA for the good of our society, long term sustainability” (Webinar4) 
 
“Tone on the top set the direction where we want to be, how you want to operate as a company, it has to come from CEO through to 
our field, to our teams in the back office, certainly to function in technology” (Webinar5) 
 
“One of the other things I believe is, if you are in a regulated business if you don’t have a culture of openness, and inclusion, it is just 
a matter of time until you are going to have a regulatory problem because your people have got to feel as if they are safe and that 
they are expected to raise issues that they see. If they do not feel that they are in an inclusive environment where they can do that, 
where they have that freedom and an obligation to raise their hand when something is wrong, then you are going to end up with a 
regulatory problem at some point in time” (Webinar9) 
 
“It is critical when we go beyond business conduct to include ethics and culture… If the firm does not see the value in reporting the 
ethical wrongdoing and practices that breaking the law, it is creating a toxic environment” (Webinar4)   
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Further, guided by Gioia et al’s (2013) mantra of “no data structure; know nothing” 

(p21), this study follows the study of Corley and Gioia (2004) and builds a data 

structure from the data analysis processes (see figure 15 below). The data structure 

consists of the 1st order concepts, 2nd order themes, and aggregate dimensions. It 

demonstrates how this study progresses from raw data to concepts and themes in the 

data analysis. The 1st order concepts indicate what the respondents are saying, and 

the concept codes are constructed to reflect respondents’ views and experiences of 

the world.  As the research progresses, this study starts searching for similarities and 

differences (relationships between and among these categories) to combine 

conceptually related nodes to form new, higher-order elements in the 2nd -order 

analysis to form themes.  Following on from this stage, this study further refines the 

2nd order themes and groups them into aggregate dimensions. The data structure 

provides a graphic representation of configuring data into a sensible visual aid to 

enhance the rigor of this study.  
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Figure 16 Data structure of this study 
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4.2 Thematic framework: substantiation of main findings  
 

Based on the progressive data structure derived from the data analysis and 

interpretation shown in figure 15 above, this study develops a thematic framework that 

constitutes the corporate governance transformation with the ethical use of AI and 

blockchain technologies in figure 16 (see below). This framework provides a holistic 

understanding of why corporate governance needs to change, especially with the 

emergence of blockchain and AI technologies, what changes will corporate 

governance encounter with the use of blockchain and AI technologies, and how 

corporate governance can imperatively respond to the intent, implementation, and 

impact of using these technologies. Particularly, this framework explains the ethical 

benefits of AI and blockchain technology for fraud detection, and the ethical concerns 

with these automated systems such as job transformation and replacement, 

algorithms bias, surveillance, and privacy issues, and further articulates technology 

competency board in corporate governance drives success in digital transformation by 

fostering right strategies, embedding ethical design in systems that fit for purpose, 

creating an organizational culture values ethics first, and continuous training and 

educating workforces to enhance ethical awareness. As illustrated in figure 16 below 

and explicated in section 4.1 above, there are three main dimensions to the thematic 

framework of the corporate governance transformation with the ethical use of AI and 

blockchain technologies that emerged from multiple informants’ experiences: 1) 

triggers of change in corporate governance; 2) corporate governance change context 

with the use of AI and blockchain technologies, and 3) the imperative corporate 

governance response to the ethical use of blockchain and AI.  

To understand why each of these aggregated dimensions and their constitutive 

themes emerged, it is important to gain an overview of digitalization that facilitates and 

accelerates the changes.  

As previously outlined in the introduction chapter, technology has been embedded in 

our lives and organizations for many decades. It has accumulated through human 

history. It drives the most fascinating social changes. Today, the abundance of data, 

advanced computing power, the emergence of pattern recognition, machine learning, 

digital sensing tools, and integration systems are the embodiment of the new industrial 

revolution.  Our lives have been transformed by digital technologies such as laptops, 
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tablets, smartphones, biometric devices, social media, video conferencing, network 

sensors, machine learnings, and autonomous vehicles.  The most valued businesses 

today like Google, Amazon, and Facebook, are highly successful digital platform 

businesses that embrace new technologies such as artificial intelligence, blockchain, 

big data, cloud computing, and the Internet of things. IBM already has AI as a service 

module and blockchain as a service module.  

Corporate governance regulates the relationship between the board and management, 

the board in and of itself, and the board and the shareholders. It is acknowledged that 

good corporate governance promotes effective management and corporate results 

that benefit all the participants such as shareholders, investors, employees, customers, 

suppliers, etc., within the corporate ecosystems (PODCAST4). As technology 

advances in the 4th industrial revolution, it is believed the economy is not going to be 

built by millions of factories or billions of people, but by computers and algorithms (V-

P3). Importantly, we all come to realize AI is already here. It is already embedded in 

our smartphones, in Google Homes, Echo Dot, so on and so forth (YT-V21). “Often it 

works in the background, in the back offices of hospitals, where it's used to diagnose 

X-rays better than a human doctor. It's in legal offices, where it's used to go through 

legal evidence better than a human lawyer. It's used to fly the plane that you came 

here with, human pilots only flew it for seven to eight minutes, the rest of the time the 

AI was driving. And of course, in Netflix and Amazon, it's in the background, making 

those recommendations. That's what we have today” (V-P16).  In businesses, it 

becomes very difficult and challenging for C-suite to make decisions without the help 

of intelligent systems due to the enormity of data available.  In addition, businesses 

are seeking new technological solutions to solve their current business problems, such 

as a) manual and burdensome processes that are prone to human error, and 2) 

auditors fail to detect material fraud due to opaque processes. “We have problems 

that we desperately need to solve…The train is already out of the station, and there’s 

no brake to pull” (V-P10).  

This study finds that artificial intelligence and blockchain technologies are evolving 

faster than ever, transforming business models and processes, and disrupting the way 

we work and live. To some extent, these two technologies can help organizations 

combat their current challenges, based on the right intent, implementation, and impact. 

Companies and individuals that don’t keep up with some of the major technology 
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trends run the risk of being left behind (POST1). Blockchain-enabled network 

coordination and AI-enabled data intelligence create new capabilities for businesses 

to create value. Corporate governance will change in many ways with the arrival of AI 

and blockchain technology. Every institution and organization needs to empower a 

thoughtful, careful consideration of the implications of technological disruption, to stay 

relevant and build resilience in the digital era. 

“In general, artificial intelligence provides massive opportunities to improve the 

decision-making process, governance, and contracts, by making use of big data 

analysis, recognizing certain patterns, and assessing the impact of decisions in the 

short, medium, and long term. Those things can be facilitated by the use of artificial 

intelligence tools. And on blockchain technology, like I just mentioned is a very 

interesting technology, which enables new ways of decentralized governance” 

(IntvP1). 

Based on the philosophical orientation of this study, the researcher is inspired by the 

philosophy of Stiegler, who suggests human beings and our technology coevolve.  The 

findings of this study reflect this philosophical view.  

“Some of us are aware that digital transformation is not just about technology, but 

more about people and the organization culture” (POST28). 

“The next stage is going to be, how do you marry the very best in technology, the very 

best in digital experience, together with the brilliance of your people, because what 

customers are looking for, ultimately is choice, but they're also looking for advice. That 

combination of brilliance in terms of technology, choice, and flexibility, together with 

warmth, the empathy, and the expertise of our people, absolutely that's going to be 

the next stage in terms of evolution” (Webinar6). 

“The first thing is, you got to make sure you have the right foundation in terms of a 

company. For that I mean the company and your team have got to be clear and unified 

in terms of what is the purpose of the company, why you guys exist, and why have 

you brought it together. First of all, what's the purpose of what you are doing. Secondly, 

what's your vision in terms of where you want to take the company; when you look at 

it in 3 or 5, or 10 years, what do you envision that company to be? The third thing is 

what are the values you have around the company, what are you telling your people” 

(Webinar9).  
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“Compared with normal ethical questions, I think the issue about digital is, you know if 

you and I are discussing an ethical problem in traditional life if you like. It's an issue 

perhaps to one person or one small group of people. The issue with AI is it's automated, 

and it can affect hundreds, thousands, or millions of people you know with one kind of 

wrong decisions, so the consequences are huge and I think the challenge is that” 

(IntvP15). 

Thus, this study finds the use of technology is a double sword depending on the intent 

and implementation. “In a sense, it has lots of potential but brings with it certain new 

risks if you apply it without putting in place the right kind of safeguards” (IntvP8, IntvP9). 

To some extent, the use of blockchain and AI technologies can enhance ethical 

benefits by detecting anomalies and making it harder to tamper with the data. Financial 

fraud will thus be harder to hide. In theory, suspicious fund transfers can also be 

detected in real-time. However, at the same time, the use of blockchain and AI 

technologies will encounter new problems, some of which are ethical concerns, such 

as job losses, algorithm bias, and surveillance, which will have a profound impact on 

people.  Based on the views and experience of the multiple informants, this study also 

finds fundamentally the human who designs, uses, and advances all these 

technologies. We not only advance AI, blockchain, and big data but are also 

transformed by these technologies.  As mentioned by the informants: “of course, we 

can reach into the autonomous parts of the world, but how do you hang on to feel 

responsible. A machine doesn’t feel responsible. That person does” (IntvP3). “AI is not 

going to help us make more ethical decisions If we don't have the organizations that 

value the ethics first” (IntvP17). These views can help organizations to understand 

how to govern the use of these technologies and enhance organizational awareness 

of digital transformation is not just about technology, but more about leadership, 

people, and organizational culture.  
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Figure 17 Corporate governance transformation with the ethical use of AI and Blockchain technology
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In the light of the above, this chapter reports the findings of this study with a detailed 

analysis and interpretation utilizing the supporting quotations from the data collected. 

The data purposefully collected through netnography and semi-structured interviews 

provide rich insights for this study. The developed thematic framework of the corporate 

governance transformation with the ethical use of AI and blockchain technologies 

signifies the substantiation of the main findings as a result of this study. The analytical 

results provide a holistic understanding of why corporate governance practice needs 

to change to improve transparency and trust, how corporate governance will change 

by leveraging the new capabilities of AI and blockchain technologies, and what can 

companies do to imperatively respond to the governance of the ethical use of 

blockchain and AI. Specifically, the findings empirically explicate the ethical benefits, 

ethical concerns of AI and blockchain use in corporate governance, and how 

companies can govern the use of these technologies in an ethical and socially 

responsible way, to mitigate bias, misuse, and unwanted consequences. The next 

chapter discusses the impact and the contributions of the empirical results of this study.   
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Chapter 5 Discussion  
 

This chapter evaluates the empirical results by demonstrating their impact and 

contribution relative to the appropriate theoretical literature and assessing the 

strengths and limitations of the methods and results.  

This study sets out to explore and elaborate the nascent notion of corporate 

governance change with the adoption of artificial intelligence and blockchain 

technologies, to understand the ethical values of using AI and blockchain for fraud 

detection, and the ethical concerns of using these technologies, as well as how 

companies can govern the use of these technologies in an ethical, socially responsible 

ways to mitigate misuses, and unwanted consequences of adopting these 

technologies. As such, the findings of this study empirically explain the ethical values, 

ethical concerns of AI and blockchain use in corporate governance, and how 

businesses can leverage the new capabilities of AI and blockchain for the good of the 

business to ensure the ethical use of these technologies.   

In reviewing the literature it was established that the overall business environment is 

experiencing unprecedented changes with the advancement in technological 

innovation. Organizations with traditional hierarchies or matrix structures are no longer 

fit for today’s business environment (De Smet et al. 2021). The hierarchies and 

bureaucratic structure in modern companies have created some invisible barriers, 

such as information asymmetry, lack of transparency, and lack of trust (Arrow, 1985; 

Nowak and McCabe, 2003; Caldwell and Karri, 2005; Wiseman et al., 2012). Many of 

us are familiar with stories about top managers cooking the books in one way and 

another and financial professionals like accountants, auditors, bankers, and financial 

advisors can fail to detect managerial suspicious actions (Dong et al. 2018). As such, 

corporate governance has been an area of research for many decades to enhance the 

responsibility and accountability of the board and senior management. The financial 

and societal implications of financial scandals have surged call for the re-examination 

of corporate governance (Ndofor et al. 2015). However, the enhanced regulations and 

additional monitoring and incentive mechanisms have not stopped the financial 

scandals that resulted from unethical behaviour or wrongdoings (Minkes et al. 1999; 

Palazzo and Scherer, 2006; Claessens and Yurtoglu, 2013). Some scholars have 

suggested that ethics in corporate governance can help address the issues that rules 



196 
 

and regulations can't reach (Shamir, 2008; Adam and Schwartz, 2009). Ethics can 

enhance trust in the capital market (Anderson et al. 2007). This of course depends on 

companies' self-regulating. Bonn and Fisher (2005) indicate the bureaucratic and 

formalized business structure, and lack of implementation that challenges the 

integration of ethics into corporate governance.   

In addition, organizations and their operations are undergone a fundamental 

transformation in the digital era to reach a wider acceptance of more decentralized 

corporate governance structures and practices facilitated by artificial intelligence and 

blockchain technology (Fenwick et al. 2019). Today, the most successful and valuable 

businesses adopt smart business models to leverage new capabilities in network 

coordination and data intelligence (Zeng, 2018). It is predicted that only 20% of the 

heritage financial service firms will have survived by 2030. Everyday banking 

experience could be entirely virtual with money-changing hands virtually in real-time. 

The financial service firms will be facilitated by digital banks on digital platforms, fuelled 

by data stored and shared on the cloud, and made faster and safer by blockchain 

technology (Santander, 2020). Many scholars are exploring the opportunities and new 

capabilities of new emerging technologies like artificial intelligence and blockchain.  

As such, in recent years, the literature on artificial intelligence and blockchain are 

emerging and developing (Davenport and Ronanki, 2018; Hinings et al. 2018; Martin, 

2018; Biais et al., 2019; Brennan et al. 2019; Moll and Yigitbasioglu, 2019; Seeber et 

al., 2019; Sun and Medaglia, 2019). Most of the literature on these two technologies 

is currently conceptual or descriptive (Du et al., 2019), which is understandable and 

common for research done at the early stages of technology development (Toufaily et 

al. 2021). Leaders from different industries are starting to envision a future shaped by 

these technologies, which post the most transformative value for the future of the 

business (Cong and He, 2019). Blockchain can offer a solution to enhance 

transparency to improve trust (Yermack, 2017; Zachariadis et al. 2019). AI can 

effectively detect any anomalies by analyzing patterns and predicting trends 

(Davenport and Ronanki, 2018). Simultaneously, many scholars have also addressed 

the ethical and social considerations of using these technologies (Dierksmeier and 

Seele, 2018; Kumaraswamy et al. 2018; Martin, 2018; Moore, 2019; Ullah et al., 2019; 

Wesche and Sonderegger, 2019). Companies need to think seriously about their 

corporate governance practice with new technological tools used like AI and 
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blockchain that will facilitate flatter structures, autonomous processes, transparent 

ownership, real-time accounting information, and fraud detection. If contracts are 

automated, then what will happen to intermediaries like lawyers, accountants, auditors, 

banks (Iansiti and Lakhani, 2017). Autonomous processes enabled by these 

technologies are subject to ethical considerations such as job replacement, problems 

with algorithms. “As society becomes increasingly entrenched in the digital information 

era, ethics in computing continues to be an important and widely discussed issue in 

both academia and practice” (HouseOfLords, 2018:21). Ethics matters when every 

organization is becoming a technology organization (Sniderman, 2020). Therefore, 

this study investigates the impact of AI and blockchain adoption on corporate 

governance from ethical perspectives to understand the ethical values and ethical 

concerns of using those technologies, to help organizations to draw plans on how to 

govern these technologies to capture value in new ways.  As such, this study has 

identified ethics as the unique, relevant research focus for this study to inquire about 

the impact of AI and blockchain adoption in corporate governance. Based on the 

literature review, this study has developed a multi-theoretical framework drawn from 

theories of corporate governance (i.e. agency theory, stewardship theory, stakeholder 

theory, and institutional theory) to guide the study to better address the research 

questions.  

In the light of the above, the research design of the study was developed based on an 

explication of interpretivism epistemology underpinned by a social constructionist 

ontology relevant for the study. The purpose of this inquiry is to provide the theoretical 

and instrumental understanding of the impact of AI and blockchain adoption on 

corporate governance, and how companies can use these technologies to enhance 

ethical values and mitigate ethical dilemmas. Companies need to help their people 

understand and develop the reasoning ability to discern the differences between 

reasonable and unreasonable judgments and act accordingly to mitigate the negative 

impacts of a digitized economy (Reader, 2021). The philosophical orientation of this 

study informs the development of a qualitative research strategy using both 

netnography and semi-structured interview, which are prevailing to the use of 

interpretive or constructivist paradigms to gain knowledge through immersing in social 

media and interviewing social actors to understand how people shape, understand 

and interpret the digital world with the use of AI and blockchain technologies. The 
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research design follows Bell et al.’s (2019) five steps in qualitative research to 

incorporate relevance and rigor in designing, conducting, and reporting the research 

to enable better knowledge accumulation. Special attention was paid to the feasibility 

of data collection within the research design to ensure relevant data is accessible and 

can be collected online using netnography methodological approach and semi-

structured interviews, which would be best to address the research questions in light 

of the assumed nature of the empirical phenomenon to be scrutinized, the nascent 

stated of this field in AI and blockchain development in corporate governance, and the 

paradigmatic convictions guiding the inquiry. As such, the research approach, 

research strategy, and research methodology adopted for this study were discussed 

and justified, and the study’s general quality assurance principles and strategies were 

introduced. The empirical context of the study was outlined, and the relevance of the 

inquiry was established, the specific techniques and pragmatic, step-by-step research 

process was described in detail, and the approach to data analysis and synthesis was 

outlined in detail to provide empirical and procedural transparency.  

The findings of this study were detailed and empirically substantiated and a thematic 

framework was developed that constitutes the corporate governance transformation 

with the ethical use of AI and blockchain technologies. This study reports the empirical 

findings in four data displays: the progressive data structure, the emergent thematical 

model, supporting data with representative quotations, and the findings narrative itself, 

to make it easier for the interested parties to discern the evidence of the findings. The 

analytical results provide a holistic understanding of the ethical values, ethical 

concerns, changes in social reality, challenges faced, and the imperative response 

from the corporate governance level to support the ethical use of AI and blockchain 

technologies to capture value.  

Three dimensions constitute the thematic framework that emerged from multiple social 

actors’ understanding and experiences: 1) triggers of change in corporate governance. 

2) corporate governance change context with the use of AI and blockchain 

technologies, and 3) corporate governance imperative response to the ethical use of 

blockchain and AI. This framework provides a holistic understanding of why corporate 

governance needs to change, especially with the emergence of blockchain and AI 

technologies, what changes will corporate governance encounter, and how corporate 

governance can imperatively respond to the intent, implementation, and impact of 
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using these technologies. Particularly, this framework explains the ethical values of AI 

and blockchain technology for fraud detection, and the ethical concerns with these 

automated systems such as job transformation and replacement, algorithms bias, 

surveillance, and privacy issues, and further articulates technology competency board 

in corporate governance drives success in digital transformation by fostering right 

strategies, embedding ethical design in systems that fit for purpose, creating an 

organizational culture values ethics first, and continuous training and educating 

workforces to enhance ethical awareness. 

In this chapter, the results of this study and the resulting thematic framework as the 

main findings of this research are first discussed in Section 5.1 in the context of extant 

scholarships in corporate governance, blockchain, AI, and ethics to evaluate the 

impact of AI and blockchain adoption in corporate governance from ethical 

perspectives. Further, the contributions of this study in theoretical and practical terms 

are explicated in Section 5.2. Finally, the methodological, empirical, and practical 

limitations of this study are outlined in Section 5.3.  

5.1 The findings in the context of extant scholarship  
 

5.1.1 Corporate governance scholarship 

Over the past decades, the major surge in corporate governance research was 

accelerated by the increased call for greater accountability and responsibility from the 

board and senior management of corporations after many worldwide financial 

scandals (Christopher, 2010), to seek the most effective corporate governance model. 

The extant studies on corporate governance have focused on internal and external 

monitoring and control mechanisms to align the diverse interests of those involved in 

corporate governance (Daily et al., 2003; Anderson et al., 2007; Clarysse et al., 2007; 

Elsayed, 2010; Horner, 2010; Grove et al., 2011; Filatotchev et al., 2013; Coles et al., 

2001; Brandes et al.,2006; van Essen et al., 2015; Kovermann and Velte, 2019; Till 

and Yount, 2019; Ryan and Schneider, 2003; McDonald et al., 2008; Grove et al., 

2011; Cuomo et al., 2016).  So far, the extant studies on corporate governance have 

not covered much about digital transformation accelerated by AI and blockchain (Scott 

et al. 2017, Fenwick et al. 2017). It is suggested that theoretical development is 

needed to help businesses understand how corporate governance can help 
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businesses to transform their business models to make the needed change 

accelerated by AI and blockchain (Brennan et al., 2019). Further, ethics matters when 

every organization is increasingly becoming a technology organization (Sniderman, 

2020).  This study, in building on these contributions, provides conceptual and 

empirical support for corporate governance change with the ethical use of AI and 

blockchain framework.  

In general terms, the findings of this study support the notion of corporate governance 

change to transform business models and processes (Gomber et al. 2018) to leverage 

the new capabilities of AI and blockchain technologies (Androutsopoulou et al. 2019; 

Cong and He, 2019; Goldstein et al. 2019; Sun and Medaglia, 2019), to priories 

creativity, speed, and accountability, to replace the old business model (De Smet et 

al. 2021), to foster agile or collaborative governance to deal with uncertainty, agility, 

adaptiveness, and cooperation in the digital world (Brennan et al. 2019). The findings 

of this study also support the transition of corporate governance from a centralized, 

vertical hierarchy to a decentralized, horizontal, unmediated organization, initiated and 

accelerated by rapid technological changes (Fenwick et al. 2017; Fenwick et al. 2019) 

to foster a network and platform strategies to drive success (Scott et al. 2017).   

This study goes beyond the extant corporate governance scholarship to assess the 

technological impact to capture values for companies in ethical ways to sustain future 

growth. As informed by literature, First, the modern world is largely defined and 

constructed by the scientific and industrial revolutions since the 17th and 18th 

centuries, reflecting the external influences over science and technology (Mitcham, 

1999) that revolutionize every aspect of our lives and work (Fisher et al. 2006). In the 

mid-20th century, academic scholars have started to develop technology assessments 

to address the societal, ethical, and moral concerns of technological changes 

(Shrader-Frechette, 1995; Schot and Rip, 1997; Guston, 2002). Second, many 

business and management scholars have identified the invisible barriers in modern 

companies, such as information asymmetry, lack of transparency, and lack of trust 

(Arrow, 1985; Nowak and McCabe, 2003; Caldwell and Karri, 2005; Cuevas-

Rodríguez et al. 2012; Liu and Lai, 2012). Ndofor et al. (2015) have found that industry-

level complexities of information asymmetry increase the likelihood of wrongdoing 

(financial scandals).  Third, today, the abundance of data, advanced computing power, 

the emergence of pattern recognition, machine learning, digital sensing tools, and 
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integration systems are leading to prominent changes in individuals and organizations 

(Benlian et al. 2018). Our lives have been transformed by those remarkable 

technological innovations (Pancake, 2018). For businesses, technologies are 

transforming business models and processes (Gomber et al. 2018). Thus, this study 

contributes to providing empirical insights into the triggers of corporate governance 

change in general, and specifically elucidating the potential ethical values of using AI 

and blockchain to solve surrent business problems especially fraud dection and moral 

hazards mitigation.   

The findings of this study support the recent ideal corporate governance model 

proposed by Errichetti and Roohani (2018), based on the corporate and governmental 

information flows. Their study suggests “increased data timeliness and usability will 

enhance transparency, while improvements in automation, data transfer, and data 

analytics will improve monitoring” (p107). However, their model has not considered 

using AI and blockchain technologies to streamline and automate the processes, 

detect anomaly transactions to fundamentally enhance transparency and monitoring 

in a timely and continuous manner, as well as the ethical concerns of using automated 

systems to streamline information flows.  

Thus, the notion of corporate governance is further specified and significantly 

expanded by this study to assess the adoption of AI and blockchain as new corporate 

governance tools or mechanisms, to enhance ethical values when used properly, and 

mitigate ethical dilemmas with proper checks and balances, safeguards in place, to 

help organizations stay relevant in this digital transformation and be ethical and 

sustainable.  

First, this study supports the notion that companies that have transformed their 

business from traditional methods to digital are doing exceptionally well (POST10). 

Digital transformation should be about helping businesses spark new growth, 

relevance, and viability into the future (POST1). Increasingly, directors need to keep 

an eye on what is important for their company in the long-term view, such as the 

volatility in the markets, disruption in their normal business operations, workforce 

changes, etc., and how these really impact the lives of stakeholders in large, not just 

financial returns for shareholders, but long-term sustainability. It just becomes 

progressively harder for directors to do their jobs without intelligence systems due to 
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massive data generated both inside and outside the organizations. It is a wake-up call 

for a lot of companies’ secretaries and senior management teams as directors or board 

members are increasingly taking an outside-in approach to assessing what is 

happening to the company and the industry using governance analytics tools fuelled 

by AI to mine public accessible data, to help them understand the trends and the things 

that really impact the strategy of the business. Progressively, board members conduct 

their own research prior to board meetings, they look at the analytics about the industry, 

speak with other colleagues and call other directors to ask whether they have 

encountered any other particular problem before. They spend a lot of time reading the 

information coming from the management. They need not only financial information 

but also non-financial information like environmental, social, and governance (ESG), 

culture. Companies need to gather and report on the relevant information to allow the 

board to make the decisions from the strategic level, to ensure their shareholders that 

the company is on board with what the company is committed to (Webinar2). 

Technological tools like AI for analysis and blockchain for visibility and traceability, are 

going to be much more critical moving forward to provide that insight and oversight for 

board members.  

Second, the findings of this study support and expand the notion of imperative 

changes required in corporate governance, to rethink how companies will be directed 

and controlled in response to the digital transformation in terms of who we are in terms 

of values, cultures, how we operate in terms of structure, talent, and how we grow in 

terms of ecosystem, platform, data-centric approach, and organizational learning (De 

Smet et al. 2021). Look forward, we are creating a new future (YT-V16). Every 

company is going to be a technology company to survive and thrive (IntvP4). 

Successful leaders need to focus on three steps for change management for the digital 

transformation: 1) strategy, 2) cultural transformation, and 3) ethical implications (YT-

V6). Companies need to prioritize their strategies, consolidate systems, manage core 

platforms for change processes, have a discipline that forces decision-makers to make 

tough choices (Webinar5). Companies need to work on their strategic business model, 

as well as the unique cultural proposition that ties back to the strategy to ensure they 

have in place the best people and best practices in terms of robust continuous 

feedback, policies, processes, controls, and safeguards, to enable people to work 

together and actually innovate and move businesses forward towards the place they 
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really want with the help of digital technologies (Webinar9).  Ethics and governance 

are very much about people and processes, bonded by the right mindset and 

behaviors starting from their leadership down to everyone who is tasked with 

innovating responsibilities (POST28). Companies need all sorts of things, not just 

technology but also business models, to drive the digital experience (YT-V16) 

Third, the findings of this study expand the existing corporate governance mechanisms 

to include technological mechanisms of using AI or blockchain to facilitate cooperation 

and coordination, and fundamentally improve trust through a consensus mechanism. 

“Decentralized form of organization will give a different degree of checks on each other. 

So it makes these criminal activities hard to hide to a degree” (IntvP17). “I suppose in 

principle, sure. AI and blockchain can enhance the ethical behaviour of top 

management, particularly in the context of fraud detection” (IntvP14). “Yes, in theory, 

it can dissuade catch, prevent frauds” (IntvP8). This finding is consistent with the study 

of Munoko et al. (2020) which explicates augmented AI systems that increasingly learn 

from human and environmental interactions to supplement human decision-making by 

analyzing data, identifying patterns, detecting anomalies, and recommending 

solutions. This finding is also consistent with the recent study by Lumineau et al. (2021) 

that suggests using blockchain as a new way to organize collaboration and reduce 

moral hazards (Yermack, 2017).  

Last, the findings of this study support boards, and senior management need to have 

a real understanding and genuine engagement (Falk, 2019; Sands, 2019) to leverage 

the immense capability of AI and blockchain to support ethical practice to enhance 

transparency and accountability in corporate governance. Managing the ethical use of 

AI, blockchain or other digital technologies are additional responsibility of the board 

members. What companies really need is curious board members who can ask the 

right questions, do the research, become prepared, and empower people to innovate 

with new technological tools in response to the digital transformation (Webinar2). 

Simultaneously, the findings of this study also support that ethics is critically important 

as technology cannot make moral judgments (Lobschat et al., 2019; Sands, 2019). 

“We're going to start to see is organizations coming to grips with the fact that AI will 

automatically negotiate contracts on their behalf for their business and services and 

products, and that means a delegation of authority. So, there's a whole governance 

change around how organizations work around that” (IntvP12). It is advised to have 



204 
 

stakeholder feedback input into automated system assessments to improve the 

perceived transparency of the governance process (IntvP11). This study found 

companies need to have a human in the loop to make sure accountability in decision-

making to keep the automated systems responsible (YT-V6). If human judgment is not 

kept in the loop, AI or any automated systems will bring a terrifying form of new 

bureaucracy (V-P4). However, the way companies build accountability has to be 

realistic and avoid the human being in an ethical crumple zone (IntvP9). When we 

automate some tasks using these technologies, on one hand, it could help that person 

become much more productive. On the other hand, it could also make them feel 

threatened about their job security. This is something that society needs to adjust and 

gets right in terms of reskilling (YT-V18). And always remember that there is a human 

element around change management (IntvP5). To reiterate, this study broadly 

confirms previous contributions in regard to the extant corporate governance 

scholarship but goes beyond existing discussion by providing empirical evidence of 

corporate governance change in the context of digital transformation in general, and 

specifically explicating ethical values and ethical concerns of using AI and blockchain, 

and how companies can govern the use of those technologies in an ethical way to 

drive growth and sustainability.   

5.1.2 Blockchain Scholarship 

Since Nakamoto (2008) set the groundwork for what would become blockchain 

technology in 2008, the banking, financial, insurance, education, health care, logistics, 

and government sectors (Collomb & Sok, 2006; Dai and Vasarhelyi, 2017) have been 

exploring blockchain use cases such as custody for renewable energy credits and 

carbon credits, e-health system, RoboJudge, smart contracts, supply chain, 

preventing corruption, cyber security, MeDShare for medical data, financial services, 

smart auditing and real-time audit reporting (Ashley and Johnson, 2018; Casado-Vara 

and Corchado, 2019; Castell, 2018; de Graaf, 2019; Rejeb et al., 2019; Agustin and 

Susilowati, 2019; Taylor et al., 2019; Xia et al., 2017; Fanning and Centers, 2016; 

Rozario and Vasarhelyi, 2018), to improve transparency, trust, and efficiency. 

Academically, the literature on blockchain technology is booming since it gained 

mainstream attention in 2017 (Murray, 2018).  However, most scholarly works on 

blockchain technology are currently conceptual or descriptive, the empirical research 
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is slight (Toufaily, et al., 2021, Du et al., 2019; Yin et al., 2019), which is expected and 

understandable as blockchain research is still in an early stage (Toufaily et al.,2021).  

Thus, this study extends the existing blockchain literature and provides empirical 

evidence. This study empirically supports the two streams of research on blockchain 

technology: blockchain mechanisms and real-world applications (Cong and He, 2019). 

In general terms, the findings of this study support the salient benefits of using 

blockchain to leverage new opportunities and capabilities to enable real-world 

applications to explore new use cases, to help businesses improve and thrive for future 

success.   

First, the notion of blockchain technology is further specified and significantly 

expanded by this study. This study expands the extant blockchain technology literature 

in the context of corporate governance in general and ethics in particular by showing 

its relevance in the context of solving current business problems faced in corporate 

governance, especially in fraud detection and moral hazard mitigation by enhanced 

transparency. The findings of this study support the notion of some legitimacy of 

corporate governance would be restored using blockchain as the technology provides 

new tools and offers networks to eliminate structural obstacles, encourage 

shareholder involvement in corporate governance (Daniels, 2018). This study has 

collected an abundance of data from social media through netnography, and from 

interviewing many informants. In doing so this study adds depth and specificity by 

identifying and articulating the multi-dimensional and interlinked nature of blockchain 

networks.  

In general terms, in the context of corporate governance, the findings of this study 

support the notion of blockchain could help organizations to better comply with legal 

requirements (e.g. the EU Directive 2007/36/EC- has been amended to EU Directive 

2017/828, and UK corporate governance code 2018, have all required listed 

companies to identify their shareholders and encourage long term shareholder 

engagement) and enable better shareholder engagement (FU,2018). The results also 

support the notion of blockchain can be used to record stock ownership, which could 

solve many longstanding problems related to companies’ inability to keep accurate 

and timely records of ownership (Kahan and Rock, 2008; Brennan et al., 2019; Yin et 

al., 2019; Zachariadis et al., 2019; Yermack, 2017). “Blockchain technology, certainly, 
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in governance terms, provides a lot of opportunism to confirm the authenticity of 

whatever it is you are that is attached to. That is the sort of procedures and controls 

go around, currently proving provenance, or ownership are quite cumbersome, 

relatively what blockchain can do” (IntvP8).  

Further, in providing instrumental insights and normative guidelines in terms of the 

uniqueness of blockchain for visibility, traceability, immutability, this study 

substantiates claims in regard to the efficacy of the smart contract powered by 

blockchain, and the consensus mechanism governed by blockchain, in theory, the use 

of blockchain technology can mitigate moral hazards, reduce the incentive and 

opportunities for manipulation and fraud (Yermack, 2017; Tan and Low, 2019). “I think 

blockchain perfectly fits into that idea of a new way of increasing transparency and 

reducing information asymmetry. If you use the technology in a good way, from the 

societal point of view, that is very relevant, that will increase public trust in that specific 

company” (IntvP1). “While with blockchain, it will help to check and validate the 

information immediately or give you a sense of anomaly activities” (IntvP7). “We 

believe blockchain resonates very well with the concept of trust and we want to provide 

trust which is not provided by the third party. We want to offer trust, which is provided 

by mathematical algorithms, and by real proof” (Webinar12). Blockchain will provide a 

different degree of checks on each other, so it makes these criminal activities hard to 

hide to a degree (IntvP17).  

Second, the findings of this study support the notion of blockchain is a pragmatic yet 

revolutionary technology that offers a new way of collaboration between individuals 

and organizations (Lumineau et al., 2021).  “I think decentralized governance, using 

blockchain technology, provides lots of opportunities, to engage more people, in a 

decentralized way in governance, in decision making. It can do so…If you use the 

technology in a good way, yes it shows that you are willing to listen to people, and you 

not only listen to people but also people's actual voice, or even actual power, to make 

certain decisions. From a societal point of view, that is very relevant, that will increase 

public trust in that specific company” (IntvP1). For example, in a blockchain-based 

repository for financial statements, part of the functional blockchain repository is that 

auditors can stamp and provide their assurance there. People with different needs can 

go back to the blockchain to retrieve the statements and view the actual transactions. 

This could increase the trust level of an audit report that is published because you can 
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track the records in real-time, whether or not, the auditor’s sign-off is actually valid. 

The interested third parties such as lenders or banks can access and get the 

information from the blockchain repository instead of getting it from business owners. 

Further, different stakeholders can easily interact with each other in a blockchain 

ecosystem that provides a network, connectivity, and a single source of truth. “The 

very thing that keeps the blockchain secure and verified, is our mutual distrust. So 

rather than all of our uncertainties slowing us down and requiring institutions like banks, 

our governments, our corporations, we can actually harness all of that collective 

uncertainty and use it to collaborate and exchange more faster and more open” (V-

P6).   

Third, this study supports the notion of blockchain is emerging (O’Leary, 2017; 

Brennan et al. 2019). The findings of this study support the notion of the truth about 

blockchain is that blockchain will transform business and become a foundational 

technology for the future, but the process of adoption will be gradual, and it will take 

decades for blockchain to seep into our economic and social systems (Iansiti and 

Lakhani, 2017). This study further corroborates with empirical support from social 

actors’ experiences and views. “Its application to corporate governance and board 

room purpose is relatively new. And I would say the use case is still to be found” 

(IntvP2). “I think blockchain is a 20-year thing. this is very little, if we talk about 

revolution, it will embark everything in the economy. I don’t think blockchain will 

change the world as the changes made by the Internet, for the time being, you know.  

If it stays b2b, it is not going to change anything. It has to be b2c at one point, and this 

b2c, people need to see that is better.  For the moment, they don’t see it” (IntvP6). 

“Now, I don't want you to get the impression that the blockchain is the solution to 

everything, even though the media has said that it's going to end world poverty, it's 

also going to solve the counterfeit drug problem and potentially save the rainforest. 

The truth is, this technology is in its infancy, and we're going to need to see a lot of 

experiments take place and probably fail before we truly understand all of the use 

cases for our economy. But there are tons of people working on this, from financial 

institutions to technology companies, start-ups, and universities. And one of the 

reasons is that it's not just an economic evolution. It's also an innovation in computer 

science…. right now, so it's better suited for either really early adopters who kind of 

get it and can tinker around or for finding those best use cases like identity or asset 



208 
 

tracking or smart contracts that can be used at that level of an enterprise or 

government” (V-P6). “I think there is huge opportunism around the use of blockchain” 

(IntvP8). 

Fourth, equally important, this study further contributes to providing empirical evidence 

of the challenges and points of caution faced by the organization in adoption.  This 

study finds that “in reality, I guess it related to my previous statement, the system is 

only as good or strong as it is, it could be seen as strong, but as we know, the password 

can be hacked, two-way identification can be hacked, I am sure there are ways how 

to mess up a blockchain repository of data, so it sounds tempting, but I think it worth 

not to rely on it blindly… It has to be carefully used for what you wanted for blockchain. 

you need to understand the system vulnerability” (IntvP2). “We have to be a bit careful 

because not all decisions need to be taken in a decentralized way. And from an 

efficiency perspective, you often see issues that decentralized organizations or 

protocols, that decision making is not actually done in an effective way. Sometimes 

you need to allocate certain powers to pacific people, or a group of people, in order to 

make the organizations run smoothly” (IntvP1).   

In addition, this study further finds that the choice between public and private 

blockchains will have different implications. A public blockchain is costly and takes 

time to reach a consensus because of the large, distributed network. A private 

blockchain is comparatively faster and more cost-effective due to identities being 

known. The findings of this study support the notion that blockchain can be quite 

situation-specific and is not one-size-fits-all solutions to all the business problems. The 

use of the technology needs to align with the organizational purpose. Not all the data 

might reside on a blockchain. Companies that want to maintain control and trade 

secrets will adopt private blockchains (IntvP13) to protect the privacy and 

confidentiality of business data.  “Blockchain is a new way of storing, and sharing data, 

and making a certain type of record available, it does not entail it is going to be more 

accurate. So, take for instance, within a blockchain, there is always a first blockchain 

in the chain, the genesis block, and you may have a bunch of false information on the 

genesis block. Then it is just get promulgated throughout the blockchain” (IntvP14). 

“So, if Walmart doesn’t say things at the very beginning that your pork has that kind of 

antibiotics, you know, we don’t know it. Nobody knows it… for instance, Walmart has 

the best supply chain in the world…. So if I were Walmart, and I really want to be 
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honest, I will ask an institution to test my pork, say this thing which is going to be 

entered by Walmart in the blockchain is guaranteed” (IntvP6). Thus, in articulating the 

different implementation modes or choices of blockchains, this study helps to further 

illuminate the human element involved (IntvP5) in designing and using blockchain 

systems, there is a need to balance profit and ethics. Companies need to have 

safeguarding and ethical guidelines in place, to help people increase ethical 

awareness in designing and implementing the system to mitigate unwanted 

consequences. The findings of this study provide insights into how companies can 

govern the use of blockchain ethically by having the right intention, with the right 

implementation to have the impact that companies expected. “You can’t choose the 

right solution - the right processes, policies, practices, etc. if you don’t understand the 

nuances of your business problem” (POST32). This study further reveals that it is 

going to be different chains with different protocols that people will use for different 

reasons (Webinar12).  

5.1.3 AI scholarship  

Artificial intelligence has a very long history, and it progressed steadily from 1956 

onwards. There were various points in history punctuated by breakthroughs and lows. 

There was always tremendous excitement and great hype about what was to come. 

After the Second World War, the world generally was quite hopeful and optimistic, but 

then you have those crashes with nothing seemed to progress and the early promises 

seemed to lead to nowhere and hopes were dashed. Those periods when AI hype 

gave way to AI negativity and pessimism, those periods of pessimism are often 

referred to as AI winters. So that’s the period where nothing really happens and where 

the promises of the earlier generation seem to amount to nothing (YT-V11). The 

development of AI research has been characterized by ups and downs (Sun and 

Medaglia, 2019).  The recent advance in artificial intelligence is accelerated by a string 

of scientific developments, the availability of big data, and cheap computer processing 

power.  It is a new technology (Wooldridge, 2017). “Its industrial adaptation until the 

past decade was limited to quantitative trading and credit risk modeling. Now other 

industries are catching up and every now and then we get to know about additional 

use cases” (POST13).  The diffusion of AI in the public sector is in its nascent stage, 

so the body of research on the phenomenon is evolving (Sun and Medaglia, 2019). 

Furthermore, the integration of AI and blockchain is a fairly new concept and still a 
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largely undiscovered area (Banafa, 2019; Foote, 2019). It is still elusive for many 

organizations to adopt AI or blockchain technologies due to technical, organizational, 

and legal challenges (McKinsey, 2020). This study, in building on these contributions, 

provides conceptual and empirical support for the ethical use of AI in corporate 

governance to mitigate misuse and unwanted consequences. Thus, the notion of AI is 

further specified and significantly expanded by this study.  

First, this study expands the extant AI literature in the context of corporate governance 

in general and ethics in particular by showing its relevance in the context of solving 

current business problems faced in corporate governance, especially in fraud 

detection and moral hazard mitigation by automating processes, analyzing patterns 

and predicting trends. The findings of this study support the notion of organizations 

are increasingly using AI to augment decision-making and improve business 

operational efficiency. AI has been used to reduce fraud in payment transactions, 

diagnose and treat patients, manage health care, etc. (Sharron and Serwin, 2018). 

This study supports the notion of AI as a tool to deliver growth (IntvP4). Today, AI is 

really around machine learning in the business context (V-P11, IntvP14). Machine 

learning is used in recommendation systems, in search engines, voice assistants, drug 

discovery, image recognition (POST12). Machine learning doesn't operate in a way 

that other forms of artificial intelligence operate, but where you feed the system as 

much information that you have that’s relevant to a particular task and you essentially 

get the system to learn its own way through that information. It looks like AI winters 

are gone, but there is there's tremendous hype about machine learning (YT-V11).  

Companies like Google use machine learning to look for patterns and trends and do 

something clever with that large volume of data (IntvP5). Machine learning is important 

because it introduced new ways of addressing challenges around how to handle 

questions. Effectively, you looking to use machine learning, especially in the domains 

where you cannot easily identify what the rules are, by which you would prescribe as 

decision-making. So, if it’s possible to clearly identify if A then B, then you can use a 

rule-based system, that would be easily conveyable.  But if you have a case where 

there are lots of factors, that go into it. And you know other factors are supposed to be 

sort of good output for that, but it is very difficult to pinpoint which of those are relevant 

things to what extent. You can use machine learning trying to find patterns within this 

and recreate this kind of mapping, input and output mappings. So that is how 
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introduces a lot of potential for being able to automate things previously won’t be 

automatable. And on the other hand, that is also one of the other reasons why it is 

very difficult to get explanations why the AI is producing these particular outputs.  And 

not having the explanation for why you are getting these outputs, means you also don’t 

have the guarantee that it is always going to work the way you think is going to work 

(IntvP9). Thus, ethics should be embedded in machine learning design and ethical use 

of data is critical for trusted AI systems.  

Second, this study empirically supports that weak or narrow AI is the one that classifies 

data and finds patterns (POST2), that are of interest to assist decision-making and for 

real-world applications (Wooldridge, 2017; Wirtz et al. 2018). Companies can leverage 

new capabilities from AI to automate business processes, gain insights from data, and 

engage with customers and employees (Davenport and Ronanki, 2018), Overtime, AI 

has evolved a lot into highly smart technology and undergone many changes in terms 

of its research and development. “Now, many companies have started using AI as a 

means to collect highly sensitive data of all the internet users around the world for their 

own benefit and put people's personal and private information at risk” (POST8).  It’s 

abundantly clear that narrow AI presents enough actual and immediate concerns to 

warrant our full attention (YT-V13). There are certain kinds of ethical issues that raise 

with narrow AI, especially machine learning (YT-V14). This study reveals the most 

ethical concerns with machine learning are job loss, algorithmic bias, surveillance, and 

privacy issues, that are worrying people and causing concerns. Further, to create 

general artificial intelligence, it will be essential to comprehensively understand the 

human brain, but science still had very little understanding of how the brain processes 

information, we are still relatively clueless about general AI that machines have the 

cognitive abilities that humans have without any human intervention (POST2). “I don't 

think we will ever get AGI that is equivalent to humans. I'm sure we will get AI that will 

be able of doing many of the things humans can do much better. But it will lag 

consciousness and individuality” (POST8). “It was very easy and fast to get “AI” to 

80%, but to master the remaining 20% (not just technologically, but ethically, 

logistically, socially, etc.). It is going to take a long time” (POST20). All companies can 

benefit from AI to mitigate risks, depending on different levels of depth, and the way 

they use AI within the company, which can be used in a good way or bad way (IntvP1). 
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Therefore, we need to develop scalable AI control methods, think hard about ethics 

and governance to proceed forward (YT-V8).  

Third, the findings of this study support the notion of “machine teammate” or “human 

in the loop” to ensure the use of AI systems to analyze data, evaluate consequences, 

predict trends, recommend products and services in corporate governance to augment 

board intelligence rather than automating leadership and governance (Seeber et al., 

2019).  To keep the automated systems responsible, we need to have a human in the 

loop to make sure accountability in decision-making (YT-V6). Further, the findings 

extend to suggest the way we built-in accountability in automated systems has to be 

realistic and avoid the human being in an ethical crumple zone (IntvP9). 

5.1.4 Ethics Scholarship  

In general terms, the findings of this study support the notion of ethics can be an 

alternative or rather more positive approach to empowering the board of directors, 

guided by ethical values and norms, by accurately reviewing corporate activities and 

financial reports to prevent financial damage (Adam and Schwartz, 2009). The rise of 

ethics in corporate governance gives hope to restoring trust in business and helping 

address issues that rules and regulations cannot reach (Caldwell and Karri, 2005; 

Cuevas-Rodríguez et al., 2012; Shamir, 2008). The stream of technology ethics has 

attracted growing attention from scholars, scientists, and policymakers to investigate 

the ethical and moral issues associated with the development and application of 

technologies in different realms (Fisher et al., 2006; Gasmelseid, 2009; Lucivero et al., 

2011; Pellin and Engelmann, 2017). Thus, the notion of ethics is further specified and 

significantly expanded by this study to examine how AI and blockchain can enhance 

ethical practice and what ethical dilemmas organizations will encounter when using AI 

and blockchain technology, and how should businesses govern the use of these 

technologies ethically.  

First, this study empirically corroborates that in theory, the use of blockchain and AI 

can enhance ethical practice by detecting fraud and anomaly activities, due to the 

unique capabilities of blockchain and AI technologies as suggested from the extant 

literature.  “The whole purpose of blockchain is transparency, so you would be able to 

see who did this, where it was, at what point. It is good for transparency and trust in 

AI, so if you would put that all together, the objective is to create trust in AI” (IntvP16). 
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“It has the potential to make decisions or calculations more consistent than humans. 

It could result in fair and more ethical decisions, certainly, ethically consistent 

decisions, provided you have that confidence around how it is designed in the first 

place, operating in the first place…Yes, in theory, it can dissuade catch, prevent frauds” 

(IntvP8). “I suppose in principle, sure. AI and blockchain can enhance the ethical 

behaviour of top management, particularly in the context of fraud detection” (IntvP14). 

Therefore, if we do it right, there is such immense value for everyone…but only if we 

are very confident that these systems have the right intention and are not ethically 

compromised” (IntvP16).  Additionally, the findings of this study further indicate that 

“in theory, it sounds tempting. In reality, a system is only as good or strong as it is, it 

could be seen as strong, but as we know, the password can be hacked, two-way 

identification can be hacked, I am sure there are ways how to mess up a blockchain 

repository of data, so it sounds tempting, but I think it worth not to rely on it blindly” 

(IntvP2).  

Second, this study adds depth and specificity by identifying the ethical concerns of 

using blockchain and AI in corporate governance. The study empirically supports the 

ethical issues of privacy, unethical use of data, job loss, and algorithm bias outlined in 

the existing literature (Dierksmeier and Seele, 2018; Kumaraswamy et al., 2018; Lima 

and Delen, 2019; Mansell et al., 2019; Sousa et al., 2019; Ullah et al., 2019).  In terms 

of job loss that frustrates most people, surely, we will see in future lots of jobs like 

repetitive jobs will be redundant due to automation, but it will also create spaces for 

new jobs, we have to be optimistic, and that is what the society has to adjust and get 

it right in terms of reskilling moving forward with digital transformation.  

Third, in providing instrumental insights and normative guidelines in terms of how AI 

and blockchain can enhance ethical practice and what ethical concerns will 

organizations encounter when using these technologies, the findings of this study 

further explicate and articulate how companies can govern the use of these 

technologies ethically.  This study supports the notion of humans must design the 

systems carefully from the beginning (HouseOfLords, 2018), and it is important to 

assess the desirability of emerging technologies early in their development (Lucivero 

et al., 2011). Companies need to ensure the ethical design of any automated systems 

fit for purpose and create opportunities to ensure the framework and infrastructure are 

in place – from technology to skills, data governance, and compliance. Companies 
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could no longer treat data protection as some back-office compliance issue and that 

really it is a board-level and C-suite strategic issue for companies.  It is critical when 

companies go beyond business conduct to include ethics and culture. If the firm does 

not see the value in reporting the ethical wrongdoing and practices that break the law, 

it is creating a toxic environment. “We urgently encourage ethics, will lead to less 

enforcement and less legislation issues faced with supervision, it should be in our core 

of our DNA for the good of our society, long term sustainability” (Webinar4). Digital 

transformation is not just about technology, but more about people and the 

organizational culture.  

Having discussed the findings of this study in the light of corporate governance, 

blockchain, AI, and ethics literature in general, the next section will articulate the main 

contribution of this thesis and its various implications.  

5.2 Contribution of the study  
 

This study explicates the contribution of this study in two parts. This study first 

illuminates the theoretical contribution in section 5.2.1. Followed on from that, this 

study further elucidates the practical contribution in section 5.2.2.  

5.2.1 Theoretical contribution  

Guided by a multi-theoretical approach to studying the phenomenon of the impact of 

AI and blockchain adoption in corporate governance from ethical perspectives under 

this investigation, this section explicates the empirical contribution of the development 

of a new thematical framework as a result of this study in subsection 5.2.1.1, followed 

by explicating the results from the perspectives of the agency theory, stewardship 

theory, stakeholder theory and institutional theory to provide a better understanding of 

the phenomenon under this investigation.  In doing so, the results will be better 

understood to inform future studies.  

5.2.1.1 New thematical framework—empirical contribution 
 

This study contributes to the development of a thematic framework of corporate 

governance transformation with the ethical use of AI and blockchain technologies that 

signifies the substantiation of the main findings as a result of this study. The emergent 

framework is constructed from the empirical and analytical procedures specifically and 
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purposely designed for this study. This study, in building on existing scholarly 

contributions that provide conceptual relevance to AI and blockchain use in the context 

of corporate governance, provides further empirical support for the constructs of 

corporate governance change with the use of AI and blockchain in general, and ethics 

is further specified and significantly expanded by this study. In doing so, this study 

substantiates claims regarding fraudulent activities, in theory, the use of AI and 

blockchain can detect these activities in real-time. AI and blockchain provide new 

technological tools to dissuade catch and further prevent fraud.  On the other hand, 

this study adds depth and specificity by identifying and articulating the ethical concerns 

of using these technologies based on informants’ views and experiences. The findings 

of this study focus on reporting the three most frequently talked about ethical concerns: 

a) job transformation and replacement, b) problems with algorithms (bias, flaws, 

distortions, inaccessible algorithmic secrecy), and c) surveillance and privacy issues.  

Further to previous discussions, the thematic framework developed in this thesis 

provides a holistic understanding of why corporate governance needs to change, 

especially with the emergence of blockchain and AI technologies, what changes will 

corporate governance encounter, and how corporate governance can imperatively 

respond to the intent, implementation, and impact of using these technologies ethically. 

Further, the results of this study show the aggregate dimensions’ utility and 

applicability in a business context by illuminating the 1) triggers of change in corporate 

governance. 2) corporate governance changes context with the use of AI and 

blockchain technologies, and 3) corporate governance imperative response to the 

ethical use of blockchain and AI. 

Then, this study reports the three dimensions with detailed themes according to 

informants’ views and experiences.  First, three specific themes related to the triggers 

of corporate governance change: 1) change in social reality, 2) current business 

problems, and 3) blockchain and AI for fraud detection. Second, four specific themes 

related to corporate governance change context: 1) structural change, 2) New 

capabilities, 3) ethical concerns with automated systems, and 4) adoption challenges. 

Third, five specific themes related to corporate governance imperative response to the 

ethical use of blockchain and AI: 1) ethical design fit for purpose, 2) ethical use of data, 

3) leadership (board support), 4) People, and 5) culture. 
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Further, this study extended beyond the original domain of technologies by showing 

its relevance in the context of corporate governance to empower a thoughtful, careful 

consideration of the implications of technological disruption, to stay relevant and build 

resilience in the digital era. The results indicate that blockchain-enabled network 

coordination and AI-enabled data intelligence create new capabilities for businesses 

to create value if companies use them properly, based on the condition that only if 

companies are very confident that these systems have the right intention and are not 

ethically compromised. Further, this study articulates technology competency board in 

corporate governance drives success in digital transformation by fostering the right 

strategies, embedding ethical design in systems that fit for purpose, creating an 

organizational culture values ethics first, and continuously training and educating the 

workforce to enhance ethical awareness, and having right policies and processes, 

controls, safeguarding in place, and working on robust constant feedback loops. Our 

findings indicate that if companies try to experiment with AI or blockchain, they need 

to go through the entire process of building it, testing it, and gathering feedback to 

improve it. Companies from the top-down need to be involved in all of the phases of 

the tech process. Further, the results of this study reveal that it is valuable to exchange 

experiences, to get people from outside involved to assist with this and to leverage 

these types of experiences.  

5.2.1.2 The Agency theory perspective 
 

Agency theory has been used to study ownership structure and firm performance, 

CEO’s external advice network, board control, CEO tendencies, compensation plans, 

determinants of audit committee meeting frequency, board composition, ownership of 

audit quality, shareholder activism, board independence, managerial ownership, 

institutional investors, capital structures, etc (O’Sullivan, 2000; Gedajlovic and Shapiro, 

2002; Brandes et al., 2008; McDonald et al., 2008; Perrini et al., 2008; Sharma et al., 

2009; Janakiraman et al., 2010; Marler and Faugère, 2010; McDonald and Westphal, 

2010; Grove et al., 2011a; Jiraporn et al. 2012; Shen et al., 2016; Dixon et al., 2017; 

Benton and You, 2019; Chari et al., 2019; Lel, 2019). 

The results of this study extend the agency theory to study the new technological 

capabilities of blockchain and AI to mitigate agency problems by streamlining, 

simplifying, and automating business processes. For example, contracts will be 
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executed automatically using blockchain-enabled smart contracts. Data can be further 

analyzed using AI-enabled machine learning to find patterns, detect anomalies and 

predict trends. The findings of this study support the notion of using blockchain and AI 

with the right intention could reduce the opportunities for wrongdoing and unethical 

behaviour, and reduce moral hazards (Yermack, 2017) because blockchain can 

enhance transparency to reduce information asymmetry, and AI can detect fraudulent 

activities by screening anomalies. Therefore, blockchain technology will increase the 

difficulty for managers to manipulate accounting data because it provides smart 

contracts and records data precisely, which is further analyzed by AI for patterns and 

anomalies. These technologies will make it easier for organizations to control and 

monitor information flow, including all financial transactions. Further, the multi-party 

consensus on validating data recorded on blockchain makes it harder to tamper with 

the data. Financial fraud will thus be harder to hide when used together with AI to 

detect anomalies. In theory, suspicious fund transfers can also be detected in real-

time. “I suppose in principle, sure. AI and blockchain can enhance the ethical 

behaviour of top management, particularly in the context of fraud detection” (IntvP14). 

“Yes, in theory, it can dissuade catch, prevent frauds” (IntvP8). “If we do it right, there 

is such immense value for everyone” (IntvP16) 

As such, blockchain and AI can be used as new technological mechanisms for 

corporate governance to enhance transparency, detect fraudulent activities, and 

reduce agency problems, but only if we are very confident about how it is designed 

and operated in the first place, and these systems have the right intention and are not 

ethically compromised.   

Further, the findings of this study extend the notion of increased transparency by using 

these technologies, this could enforce more ethical behavior. Because transparency 

is a regime value linked with ethics (Piotrowski, 2014), and can be used as an effective 

tool to reduce corruption and increase ethical behaviour (Roberts, 2009; Halter et al., 

2009). However, on the other hand, “all transparent systems are at the mercy of bad 

actors…no system is foolproof” (IntvP11). For example, it is like lots of cyber criminals 

we see today, as much as our cyber security technology moves forwards, the 

cybercriminals still figure out the way around it (IntvP7). “The problem with the 

fraudster, they are incredibly clever, they will find the way. It will just push the fraudster 

somewhere else inevitably. But it just becomes just sort of arms races of whose 
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detection of prevention measures can develop faster than fraudster’s ability to create 

schemes of ways of extracting value” (IntvP8).  “It could, if people want to behave 

unethically, they will. Human nature and human beings tend to be weak. Technology 

is uncovering unethical behaviour, like security cameras, there will be intelligence 

criminals who will try to circumvent this with other technology. There could be short-

term benefits until the ethics find the ways around the algorithms and know how to 

play with them” (IntvP2). 

Therefore, it does not mean that the use of blockchain and AI can stop fraud but 

certainly will make it hard to conceal.  The assertion of mitigating agency problems by 

reducing information asymmetry assumes that people are not manipulating the source 

or raw data recorded in blockchains in the first place and then analyzed by AI. As such, 

ethics and ethical guidances/framework are vital to ensure the right values feed 

through these systems with proper checks and balances, and safeguards in place to 

push back against fraudulent transactions.   

5.2.1.3 The stewardship theory perspective 
 

Stewardship theory has been used to study trust, ethics, intrinsic incentives, honesty, 

loyalty (Nowak and McCabe, 2003; Caldwell and Karri, 2005; Anderson et al., 2007; 

Christopher, 2010; Elsayed, 2010; Cuevas-Rodríguez et al., 2012; Till and Yount, 

2019). The findings of this study extend stewardship theory to embrace new 

technological capabilities to foster ethics and enhance trust to gain a competitive 

advantage in digital transformation.  

First, in terms of ethics, the findings of this study support the notion that we need less 

regulation and better morals & ethics to empower everyone who is involved in the 

innovative projects to drive digital transformation with blockchain and AI in 

organizations. The findings of this study suggest in theory these technologies have the 

potential to make decisions or calculations more consistent than humans, which could 

result in fair and more ethical decisions, provided you have the confidence in how the 

systems are designed and not ethically compromised (IntvP8, IntvP16).  Further, 

Digital transformation is not just about technology, but more about people and the 

organizational culture. Ethics should be at the core of our DNA for the good of our 

society and long-term sustainability. It is critical to go beyond business conduct to 

include ethics (Webinar4). Ethics need to be embedded within the design of the 
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organizations to allow people to pause and evaluate the consequences of their work 

(IntvP17).  “If you don’t have adequately competent honest ethical people at the helm 

of the firm, well, of course, translate into behaviour, you will sooner or later be running 

into trouble” (Webinar4). Therefore, companies need to have a competent board that 

understands AI or blockchain technologies and knows how to use the technologies to 

deliver their governance responsibilities, empower people to ask the right questions, 

and create an inclusive, open working environment that allows for diversity. Further, 

the point of recruiting a CEO or anybody in the C-suite there should be an additional 

component in the assessment process that looks closely at the ethical side of that 

person.   

Second, in terms of the trust, the findings of this study extend stewardship theory to 

embrace the new capabilities of blockchain to enhance transparency and add trust in 

AI systems to facilitate and empower the board to work more collaborative with 

management, which is ethically consistent with the needs of today’s organizations to 

restore and rebuild public trust (Caldwell and Karri, 2005). Further, the findings of this 

study indicate that the way trust flows through society is changing. It is creating this 

big shift away from institutional trust toward distributed trust. This new era of trust could 

bring with it a more transparent, inclusive, and accountable society if we get it right. 

Trust is no longer top-down. It is being unbundled. No longer opaque and linear.  The 

emerging trust is distributed among people and is accountability-based.  Blockchain 

will revolutionize trust on a global scale(V-P14), where the trustworthiness of a ledger 

derives from trust in the systems that drives the recordkeeping. Blockchain can provide 

shared, verified, and agreed-upon auditable data. Trust is not provided by the third 

party, but rather by mathematical algorithms and by real proof (Webinar12). “The 

whole purpose of blockchain is transparency, so you would be able to see who did 

this, where it was, and at what point. It is good for transparency and trust in AI, so if 

you would put that all together, the objective is to create trust in AI” (IntvP16). Artificial 

intelligence will assist and augment boards to make better decisions using the trusted 

information from blockchain technology.  
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5.2.1.4 The stakeholder theory perspective 

  
Stakeholder theory has been used to study wider influencing forces impacting 

organizations, and incentive alignments (Ryan and Schneider, 2003; Christopher, 

2010; Kovermann and Velte, 2019). 

The findings of this study extend stakeholder theory in three aspects. First, blockchain 

and AI can be the new technological mechanisms in corporate governance to 

coordinate and collaborate between multiple stakeholders. “From an engineering point 

of view, blockchain is a coordination technology, and pacifically, the ability to 

coordinate not just people, but also legal fictions…...blockchain also permits more of 

a decentralized corporate culture” (Webinar12). The main benefit of using blockchain 

technology is to enable more transparent governance and provide opportunities to 

engage more stakeholders. The technology enables new ways of interacting by using 

for instance tokens in their service offerings to encourage multiple stakeholders to 

participate in certain processes and vote on certain decisions. When combined with 

AI, companies can make more efficient decisions that are trustworthy based on the 

shared, verified, consensus-agreed blockchain data.  

Second, the findings support the notion of blockchain, and AI will change the way we 

share and analyze information, thus capturing value through collective commitments 

and horizontal interaction between all stakeholders on platforms (Fenwick et al., 2017; 

Fenwick et al., 2019). People can now participate remotely, which enables easier 

participation in meetings and supports diversity. Organizations can promote 

stakeholder inclusion and expand business opportunities in blockchain networks. The 

decentralized protocol powered by blockchain technology will enable the inclusion of 

all stakeholders and better address their diverse interests. Blockchain allows greater 

transparency of ownership so that majority of the stakeholders can be easily identified. 

The blockchain consensus mechanisms allow the stakeholders with access rights to 

actively engage in collaborative decision-making.  For example, interested parties like 

managers, accountants, auditors, business partners, investors, policymakers, etc., 

can join and collaborate in blockchain ecosystems to view, update, or validate 

transactions based on their access rights. Further, stakeholders can use AI to analyze 

patterns and predict trends to improve their decision-making.  
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Third, the findings of this study support both strands of stakeholder theory (the ethical 

branch and the managerial branch), to recognize that organizations are a part of 

greater social systems, and decisions cannot be made in isolation. Especially in the 

digital world, people must come together and cooperate to safeguard the needs and 

rights of various stakeholders, to embed ethics in the design of any automated 

systems that benefit the whole of the society to drive sustainability.   

However, it is critical to balance stakeholders’ conflicts of interest. Companies need to 

ensure the design of the blockchain ecosystem maximizes its capacities to facilitate 

collaboration, and ensure ethics embedded in the design of AI and blockchain systems 

are fit for the purpose and not ethically compromised.   

5.2.1.5 The Institutional theory perspective 
 

Institutional theory has been used to study the interrelationship between the firm’s 

corporate governance, responsible leadership, and corporate social responsibility in 

the different institutional contexts, corporate governance deviance, institutional logic, 

government integrity and culture on corporate leadership, institutional approach to 

CSR adoption (Filatotchev and Nakajima, 2014; Johed and Catasús, 2015; Jackson 

and Rathert, 2017; Aguilera et al., 2018; Filatotchev et al. 2018; Nakpodia and 

Adegbite, 2018; Chizema and Pogrebna, 2019). 

The findings of this study extend the institutional theory to explicate the digital 

transformation that drives the most fascinating social changes, especially the 

emerging blockchain and AI technologies, which are evolving faster than ever, 

transforming business models and processes, disrupting the way we work and live. 

Our world is now entering a further and radical evolution of how we interact and trade. 

For the first time, we can lower uncertainty not just with political and economic 

institutions like banks, corporations, and government, but we can do it with technology 

alone (V-P6). Blockchain-enabled network coordination and AI-enabled data 

intelligence create new capabilities for businesses to create value. The new 

technological tools will facilitate new ways of recording, updating, sharing information, 

and collaborations, which will upend existing social reality guided by institutional 

values, beliefs, and rules. Businesses today can leverage emerging technologies to 

bring innovations to clients. The implications will be huge. Business models will 

change to tech-enabled businesses and the support functions will change too (IntvP2).  
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The findings of this study support Hinings et al.’s (2018:52) notion of disruptive 

technologies adoption will lead to “novel actors, structures, practices, values, and 

beliefs that change, threaten, replace or complement existing rules of the game within 

organizations, ecosystems, industries or fields”. Every institution and organization 

need to empower a thoughtful, careful consideration of the implications of 

technological disruption, to stay relevant and build resilience in the digital era. The 

change is imperative. This study generates insights to help organizations to 

understand how to govern the use of blockchain and AI to balance human and 

technical demands created by rapidly shifting waves of technology and societal needs 

(Brennan et al., 2019). Companies need to respond to these technological pressures 

and establish the right organizational culture to govern the development and 

deployment of digital technology and data (Lobschat et al., 2019). This study reveals 

ethics and governance around adopting and implementing blockchain and AI are “not 

just about addressing technology-related matters. They are very much also about 

people and processes, bound by the right mindset and behaviours across the 

organization (culture) starting from their leadership down to everyone who is tasked 

with innovating responsibly” (POST28). Further, blockchain and AI are developing, the 

early adopters can lead the way to demonstrate successful user cases to diffuse the 

technologies and then scale the adoption to gain social legitimacy. Companies in the 

same sector should collaborate to form recognized ethical technology standards in 

their product and service offerings, with collective institutional power to influence the 

regulatory environment to promote innovations.  

The next section outlines the practical contributions of this study.  

5.2.2 Practical contribution 

The substantial empirical findings of this study provide some practical contributions. 

This study reports the three main aspects. The first is the ethical use of disruptive 

technologies. The second is the future workforce. The third is the regulations.    

5.2.2.1 Ethical use of disruptive technologies  
 

The findings of this study provide insights on not only the new capabilities of blockchain 

and AI to improve efficiency and enhance decision-making but also indicate the ethical 

concerns of automated systems. Then, this study further reveals how companies can 
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govern the ethical use of blockchain and AI. The empirical evidence indicates 

companies need a technology competency board in corporate governance to drive 

and lead digital transformation by fostering the right strategies, embedding ethical 

design in those blockchain and AI systems that fit for purpose, creating an 

organizational culture values ethics first to ensure ethical use of data, and continuous 

training and educating workforces to enhance ethical awareness.  As such, this study 

has revealed four important areas for companies to consider when adopting and 

implementing these technologies in their organizations to ensure ethical use of these 

technologies.  

First, people need to get acquainted with these technologies, which means listening 

to the people who know these technologies, both from within the company and 

externally.  Even if a business’s procedural documents and record-keeping are digital, 

the information is of little value unless careful thought is given to the data structure, 

format, and storage media that will be used (POST14). Companies need to find a fit 

between computers and storage. If companies have a supercomputer and low latency 

storage or super storage with the wrong computer, it is not going to work (YT-V3). 

Therefore, it is very important to assess the hardware and software infrastructure to 

be compatible with blockchain and AI systems and identify vulnerabilities (POST30). 

It is critical to ensure the design of any blockchain or AI system automates processes 

that fit for purpose. Companies need to start thinking about what business problems 

they want the technologies to solve and be aware of the potential ethical issues and 

look into them, and ensure proper controls, and a system of checks and balances are 

in place.  Directors need to know what questions to ask and understand the ultimate 

outcomes when implementing/using the technologies.  If companies try to implement 

AI or blockchain. They need to go through the entire process of building it, testing it, 

and gathering feedback to improve it to work on the constant feedback loops (IntvP1). 

Companies from the top-down need to be involved in all of the phases of the tech 

process. Further, it is valuable to exchange experiences, to get from outside involved 

to assist with this and leverage on this type of experience and collaborate in 

ecosystems.   

Second, it is important to ensure governance procedures are in place to guarantee the 

ethical use of data. We mustn't use bad data to base our decision.  Because if 

companies don’t have trustworthy input in their data systems, in their training data sets, 
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then people can’t trust the outputs of their algorithms and if companies don’t have AI 

capable of operations, then they can’t deploy to extract value from the work that 

they’ve done (Webinar11).  For example, the bias issue. If directors of a company use 

certain data for AI to predict whoever will become the next manager based on historical 

data, men would be privileged. Companies should not assess their people only based 

on their gender, other elements would need to be taken into account like their qualities, 

their performance, etc. That is something companies need to be very careful about the 

inclusive approach to mitigate bias issues to decide if an algorithm is problematic and 

know how to fix it. Technological tools will not inform us of their trustworthiness within 

the context of ethics, bias, privacy, and cybersecurity. For example, AI is not going to 

help us make more ethical decisions If we don't have the organizations that value 

ethics first. Further, with regards to personal data, companies need to follow the 

existing GDPR rules but also ensure these are monitored in a correct way.  This study 

explicates how companies can ensure ethical use of data to cover areas of 

accessibility, security, privacy, property, accuracy, and transparency in the results 

section. Companies need to look carefully at their data governance and understand 

the different interpretations in different jurisdictions with different cultures. More, when 

organizations have highly automated systems, they still need to be able to pinpoint 

who they can talk to inside and outside the company. Companies need to understand 

accountability properly, a human is accountable for a design decision or an operating 

decision that made something happen (YT-V16). However, the way companies build 

accountability has to be realistic. So as companies use humans in the loop, they need 

to make sure they use them in a way that is reasonable for a human to have to certain 

tasks.  

Third, both blockchain and AI technologies are network technologies. They work best 

when used by organizations that are not rigid, hierarchies of command and control 

(IntvP17). The technologies will have serious problems if used by organizations that 

are not evolving their culture, and the way they approach the world, profits, and ethics. 

The blockchain and AI, or a new type of nonlinear process that really needs a different 

culture to harness it and ethics need to be embedded within the design of the 

organization. Therefore, the organization and its leadership, its processes, and its 

culture need to make space for people to pause and evaluate the consequences of 

their work.  Further, the technologies themselves are forcing organizations to adapt to 
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a new culture and novel structure. In the long run, the organizations that welcome the 

changes and allow that transformation to happen and make the best use of these 

technologies will naturally become more open to diversity, more open to different 

opinions. Companies need the form of leadership that trusts, trains their employees 

and within their organization, they can build a culture where people can listen to each 

other and develop more collaborative, more open ways of working that encourage trust, 

psychological safety, listening reflection, and ethical standing throughout the entire 

system, followed by simple, succinct kind of policies is essential. There is real think 

about simplification before you automate.  Once you are automated, it has to be better, 

faster, and cheaper 

Lastly, what companies should care about when talking about ethics is people being 

trustworthy creating trustworthy companies where people can trust their colleagues, 

show respect to each other, and consider welfare to breed trust (YT-V14). To achieve 

personal excellence or to contribute to the good of society has a kind of orientation in 

a particular meaning of ethics (Webinar1).  Ethical beliefs vary across cultures.  So, 

each person along the way must be encouraged to take ownership of the ethical choice 

and the ethical responsibility when they are making the ethical judgment. Companies 

need to balance the profit and planet.  Ethics and its moral and appropriate use are in 

line with the values.  C-Suites have a real challenge. Under a capitalist regime, the 

company has to make a profit to survive. C-Suites are beholden to shareholder values. 

However, we are now moving into people, planet, and profit (InvtP12). CEOs need to 

take the leap of faith and invest in community efforts to uplift people and make profits 

for wider stakeholders. In doing so, companies can help shape and empower people 

to create a better future for us all. Sustainability is a critical consideration for 

organizations of all sizes. Companies increasingly face pressure from external 

influencers and competitors around the globe. For example, the expectations of 

investors and customers are changing, now the commercial calculation is changing.  

The company as a whole needs to do more, understand the drivers and try to integrate 

them, and think about the innovation potential in the businesses to grab the 

opportunities of using blockchain or AI.  If companies get right in using blockchain to 

provide reliable and trustworthy information and using AI to augment decision-making 

based on the trustworthy information recorded on the blockchain, consumers will 

support those companies who are doing the right thing by producing products 



226 
 

sustainably and ethically. Good producers and processors and retailers will get 

rewarded as consumers will support them every time by choosing their goods over 

others. Alternatively, bad actors will be forced to adjust their practices or get out of 

business (V-P17). Ultimately, it is about thinking differently, asking different kinds of 

questions, looking holistically at the world and the systems, and finding other people 

to work with. The way forward to the future is always doing things collectively to be 

responsible, safe, and ultimately, sustainable (V-P2). The board needs to satisfy the 

organization with serious checks and balances looking at all these issues according 

to their level of materiality essentially.  

5.2.2.2 Future workforce 
 

The findings of this study corroborate two different futures concerning the future 

workforce in the digital transformation and explicate how people can reskill and upskill 

to keep relevant in the digital era. The results are consistent with the previous industrial 

revolution like steam, machines, and electricity that disrupts things. The results of this 

study indicate both pessimistic and optimistic views from informants.  The pessimistic 

view believes that lots of jobs will be redundant due to automation. The emerging 

technologies such as blockchain or AI are frankly displacing, disrupting, and replacing 

the traditional professional model. On the other hand, more optimistically, machines 

will not replace us all. Just like any other technology revolution, it would need new 

skills. The results of this study indicate that new jobs such as algorithms forensic 

experts, digital ethicists, AI ethicists, computer scientists, data scientists, big data 

engineers will be created. People believe the role of technologies like blockchain, or 

AI is to improve what it is professionals do today to support and help people do their 

job better and quicker. In the long term, people have to think about the skills that would 

be needed to have to collaborate between humans and AI or automated systems like 

smart contracts. Therefore, people must prepare themselves for the future. This study 

suggests people pay attention to the following two areas to anticipate the changes and 

prepare for the future. 

First, people need to increase their awareness of changes in social reality and urgency 

to pay attention to the practice of responsible business.  Digitalization and the 

availability of enormous data are the two biggest macro trends hitting business and 

society today. Today, the most valuable businesses are digital platform businesses 
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like Google, Amazon, Facebook, etc. we get to the point where almost our data 

becomes a currency. Tech-enabled businesses are now the structural winners. There 

is no doubt that business that has transformed their business from traditional method 

to digital platform business is doing exceptionally well. What we are going to start to 

see is organizations coming up to grips with the fact that lots of things like contracts 

will be automatically negotiated by smart contracts and AI on their behalf for their 

business, services, and products, transaction settlement is real-time, any suspicious 

fund transfer will be detected in real-time. All these changes accelerated by AI and 

blockchain technologies will lead to a whole governance change around how 

organizations work around that.  Therefore, people need to understand and increase 

their awareness of the changes happening, not only the changes in business models 

but also in support functions like hiring strategies, and university prospects to enhance 

future employability. For example, the job roles of boards, managers, accountants, 

auditors, financial experts, lawyers, and investors of old will need to change. It is very 

important to help as many boards of directors as possible to become technology 

competent. The more they become competent, the better they become running those 

companies.  Managers with boring jobs can do something more interesting. In terms 

of accounting and auditing, blockchain will change the traditional processes by further 

digitalizing contemporary paper-based validation. Accountants and auditors can focus 

on more valuable activities like strategy and in-depth analysis to cover assuring the 

authenticity of source documents and the worth of smart contracts. When used with 

AI technology, it would make it easier for auditors to check and validate accounting 

transactions using real-time data recorded on a blockchain. Blockchain and AI permit 

real-time monitoring between regulators and regulated entities by automating 

compliance processes through a smart contract.  Investors can use these technologies 

to augment their investment decisions by using less aggregated real-time information 

to analyze patterns and predict trends, etc.  As such, society as a whole needs to 

adjust to new realities and get it right in terms of upskilling and starts building pathways 

forward before displacement happens, to ensure the digital transformation is ethical 

and socially responsible.  

Second, people need to anticipate changes, and continuously educate and train 

themselves to reskilling and upskilling.  Companies can make changes where they 

can use AI or blockchain or other technologies to improve their operations. However, 
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they still need people to design and control these systems. That is impacting the way 

companies think about their workforces, workspaces, and how to get people together 

to create value. Human beings need to work together to build corporate cultures, trust, 

and relationships.  For example, in terms of corporate meetings, companies can do a 

lot on how they structure and scale meetings to make sure they do not lose the 

richness of connection that they really all desire.  The current hybrid approach is likely 

to be on into the future. On one hand, people don’t want to lose the virtual experience 

entirely, considering the efficiencies people had during the pandemic. On the other 

hand, certain meetings just do not end well on a virtual platform. For example, when 

you hire a new director on board, or when you think about the strategies, that requires 

a lot of talk and lots of thoughts. The opportunity to build trust just doesn’t do well on 

camera. The informal connectivity of human interactions is very difficult to replicate 

(Webinar2, Webinar6).  It is really a human solution rather than a technology solution 

at this time in point.  Therefore, collaborations and communications are key but the 

ability to adapt is also super important in the fast-changing environment. People need 

to be able to change directions fast and with little effort (POST3). The future lies in 

combining people with all the skills of collaboration, communication, creativity, 

curiosity, critical thinking, and adaptability that culminates in growth.  The findings of 

this study suggest people focus on skills that machines can't do well, to focus on 

inclusive and diverse sets of talents, as well as emotional intelligence like empathy 

that make us human while at the same time really understanding the technologies and 

the massive wave of innovations that are happening.   

5.2.2.3 Regulations 
 

The findings of this study support the notion of the emerging AI and blockchain 

technologies are transformative due to a couple of reasons. First, is the nature of the 

scale and scalability of these technologies. Second, the ubiquitous and the 

pervasiveness of these technologies and how they seep into both people’s 

professional and personal lives, and how they influence people in ways that people 

don’t understand the algorithms behind them. Therefore, it is very challenging for 

regulators, they always stone between regulating too much and preventing the nice 

things from happening or regulating too little and having a disaster and getting blamed 

for not having the right regulations in place. The recent innovations in technologies 
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impacting regulations, on one hand, is the emergence of regulatory technology 

(RegTech) companies that help businesses enhance their compliance process 

through intelligent regulatory analysis or auto-compliance. On the other hand, is the 

regulatory challenges to deal with new technological innovations. This study has 

revealed some challenges faced by current regulators due to the nature of blockchain 

and AI are both network technologies. 

First, national rules are limited to dealing with international companies (POST15). 

There are a lot of platforms operating at the global level. For example, Facebook is 

operating out of the US, basically running based on US legal systems, but being used 

all across the globe in other countries. Then people in other countries have effectively 

been put under the US legal umbrella of doing things. How do we cope with that?  That 

is the big challenge coming out of these types of technologies.  There is still exploration 

as to how far should go in these things, every government is exploring for themselves, 

how much should be pre-regulated, how much is post markets, how to monitor them.  

Different societies are approaching it from their cultural background perspective. There 

is no one size fits all, and there is no best way of doing it because every country has 

to make it to fit its cultural background (IntvP8, IntvP9). For example, even though 

GDPR applies supposedly uniformly across the EU, different countries have 

interpreted it in subtly different ways. Some are following it as law, some are using it 

as guidance. 

Second, these technologies like AI and blockchain are becoming increasingly 

complicated for people to understand from their simple intuition (IntvP9). They are 

developing faster than regulators can regulate these practices for not being misused 

(POST1).  This is how the world works divert understanding. The general public lack 

understanding of the technicalities of different algorithms, and data harvesting and 

analysis by different organizations.  Legislation is being formulated without input from 

people who will potentially be victims of the negative impacts of these new 

technologies. (POST15). One of the challenges always of regulating new technologies 

is that the regulator does not anticipate how the technology will change people’s lives, 

companies, and consumers (YT-V10). How can we balance the freedom of people to 

be able to choose how much they want to give up, to make their own trade-off? For 

instance, between privacy and convenience, those kinds of things.  



230 
 

Therefore, there are no specific regulations on AI or blockchain as the adoption of 

those technologies are still at a nascent stage. However, many countries have begun 

to ease their regulations to facilitate firms seeking to adopt blockchain and provide 

guidance on AI.  For example, the UK government and regulators have taken a flexible 

and balanced approach to position itself as a more blockchain-friendly jurisdiction. US 

embraces wait and see approach, but its agencies are active on the enforcement front 

to address case-by-case issues arising from blockchain and its offshoots when they 

are perceived to violate the existing legal framework. The Dutch government and 

Dutch financial regulators maintain a positive attitude towards blockchain and its 

applications. The Swiss parliament approved DLT Act with the aim to ensure legal 

certainty to foster innovation for blockchain-based projects, etc.  

For AI, the UK government and regulators have paid increasing attention to monitoring 

how existing laws such as General Data Protection Regulation (GDPR), Data 

Protection Act (DPA) 2018, and Equality Act (EA) 2010, etc, can be applied to AI being 

deployed by business and government. UK businesses must comply with these laws 

when developing and using any technology, but they are not specific to AI. However, 

the UK government has provided guidelines on how to use AI ethically.  In the US, 

new laws came in California for the disclosure of the current use of AI. Recently EU 

has brought forward a new framework for AI regulation. EU wants its member states 

to take a more hands-on approach to regulate AI. Although it will take a substantial 

time before it becomes legislation, the Journey has started. They have classified 

certain AI systems as “high-risk” including those in education, employment and worker 

management, public services like credit scoring, law enforcement, and border control. 

These will be subject to stricter controls, including opening up the black box to trace 

results, assessment of data quality, and appropriate human oversight. (POST15). In 

addition, principles alone cannot guarantee ethical AI, that’s why there is a need to 

develop alongside a much more socially responsible form of corporate governance 

Lastly, this study summarizes some good suggestions from this empirical investigation 

for regulators to consider. Firstly, to large extent, regulations should be mostly 

technology neutral.  Regulation shouldn’t be focusing on which technology companies 

are using for their businesses. They should focus on what is the impact on people, 

and the good operations of society.  Most existing rules are written in a technology-

neutral way. So really what the regulator should ask: is there a way of enforcing them 



231 
 

up to date? Are we good enough at identifying whether a system like a blockchain or 

AI system is reliable or not?  whether it posts safety issues or not?  So, for instance, 

the AI regulation that was proposed in the EU is based on a product safety kind of 

approach to doing things.  It is asking the question of is the introduction of the AI 

introducing a new safety risk?  Where safety is being interpreted broadly, that is why 

it is a dual risk assessment. These kinds of things are going into there, but it is not a 

complete break from how we did things previously, and hopefully, we won’t be facing 

a dramatic change in existing regulations (IntvP8 and IntvP9). Secondly, many 

countries have published their ethical principles to guide the use of AI to be good, not 

bad, these principles are more or less the same with slightly different words, and 

slightly different meanings in there, but roughly the same. But what does that mean? 

How can a business implement it? Companies are coming out with these principles 

not operationalizable because they are too vague.  People don’t know how to 

operationalize it. Therefore, regulators have to get away from these sorts of high-level 

ethics principles and get into something more concrete like role-specific 

responsibilities, a risk mitigation strategy, and keep it simple so that people can 

understand them (YT-V14).  One thing suggested by the informant is to actually build 

a proper framework like a risk mitigation framework around ethics, or an ethical 

framework with less high-level principles but more concrete role-specific 

responsibilities and ask “what are the high-risk areas that are in operation?”. Thirdly, 

there is a lot of thinking and conversation going on, as is the issue of quality data sets. 

As we know, the main achievement of the current GDPR has not only caused 

companies to do housekeeping on their data but also raised individual awareness of 

their data rights.  AI introduces, in particular, machine learning introduces is that the 

models are dynamic, they change over time, as they are exposed to different types of 

datasets.  So the question is how can regulation adjust these from the existing ways 

of asking for guarantees around the robustness of those models. Lastly, citizen 

engagement and education is an under-utilized approach to developing policy around 

new technologies (POST15).  For example, there could be more focus on educating 

minority groups that tend to be under-represented in machine learning datasets, who 

will likely be disproportionately affected by inaccurate decision-making.  Some boards 

include expert stakeholders to draft ethical guidelines for trustworthy AI, such as the 

EU’s high-level expert group on AI includes people from the industry, academia, and 

civil society. They worked together with the European AI alliance providing diverse 
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input to help draft Ethical Guidelines for Trustworthy AI (POST15). As such, 

collaboration is critical to enable multi-stakeholder perspectives and international 

efforts to anticipate and be proactive in having a framework that, in a sense, assesses 

the risk, to make sure people understand what is happening out there and their radar 

is fully alert and be quite forensic about the use of these technologies.  

After articulating the contributions of this study, the next section 5.3 elucidates the 

limitations of this study.  

5.3 Limitations of the study  
 

In the light of the above, this study makes theoretical contributions to knowledge and 

enriches the extant works of literature, and also provides practical contributions to the 

ethical use of disruptive technologies, future workforce, and regulations. However, the 

study was conducted within certain theoretical, methodological, empirical, and 

pragmatic conditions, which might also constitute particular limitations and constraints.  

The perceived severity of certain limitations does often depend on the philosophical 

orientation adopted by the study and is used as a basis for the evaluation of the 

relevance of the study. The philosophical orientation and research design outlined in 

Chapter 3 partially served the purpose to alleviate such paradigmatic biases and 

providing the justifications for this study. As such, this study transparently discusses 

three main limitations in terms of methodological, empirical, and practical limitations, 

which can help other researchers to assess the suitability of the findings for their own 

future work.  

Methodologically, the philosophical orientation adopted in this study favors situated 

and particularistic knowledge based on interpretivism epistemology to understand the 

social world through an examination of the interpretation of what world by its social 

actors to understand and empower a thoughtful, careful consideration of the 

implications of AI and blockchain adoption that disrupts the way people work and live 

from ethical perspectives. Further, the research design of this study provides a 

framework for the data collection and analysis to ensure the methods and techniques 

used for this investigation are most suitable to address the research questions under 

investigation. Special attention was paid to the feasibility of data collection within the 

research design to ensure relevant data is accessible and can be collected through 

netnography and semi-structured interviews. Therefore, this study was limited in that 
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it primarily used qualitative methods to collect different data as a source for empirical 

materials, with online immersion in social media serving a corroborative and auxiliary 

purpose. The focus of this study is on accumulating knowledge within a nascent area 

of academic inquiry, which is not yet well specified. Blockchain is at its nascent stage, 

and so does AI. These technologies will automate things, but their capabilities are not 

there yet to operate fully autonomously. They haven’t actually opened up a completely 

new space yet. They are actually in the next step in the automating processes in place 

where we are already operating, but for better, quicker, and cheaper. In addition, 

pragmatically, the netnogrpahy method focuses on what is said on social media rather 

than who is saying it.  In terms of interviews, this study uses informants’ length of work 

experience, current knowledge, and expertise in the field of AI and blockchain as the 

specific measures of their competency and privileges the voice of those who 

understand these technologies. As such, societal polyvocality such as end-users, and 

less tech-savvy stakeholder perspectives have not been captured by this study. 

However, this is consistent with the general research purpose and does not negate 

the relevance of the study. Moreover, the focus of this study was on generating rich 

insights through netnography and interviews investigation rather than scale and scope. 

The latter could be inquired by a more quantitative-oriented design, for instance, a 

survey-based inquiry into the notion of corporate governance with the advancement in 

AI and blockchain across different companies or industries. Other investigation 

methods such as case studies can also help to further contrast and differentiate the 

results to enrich and extend this nascent area of academic inquiry.  

Empirically, this study details the findings and collates similar themes into several 

overarching dimensions that make up the basis of an emergent thematic framework. 

The empirical findings are based on qualitative data collected from 34 LinkedIn Posts 

with Comments,12 Webinars, 22 YouTube Videos, 19 Videos, 10 Podcasts, and 17 

semi-structured interviews. Thus, statistical generalization is not possible. The findings 

are context and situation-specific to study the technological impact on corporate 

governance, with a focus on ethical issues. The research design aims to develop a 

thematic framework and purposefully abstract from the empirical domain to establish 

a substantive understanding that specifies the phenomenon constituting the primary 

study purpose (to understand the implications of AI and blockchain adoption in 

corporate governance from an ethical perspective). The substantive findings as a 
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result of this study serve the purpose of providing a comprehensive understanding and 

conceptual lense for future research rather than the establishment of the empirical 

reach and scope of the findings. Due to the nascent character of the concepts (AI and 

blockchain developments) and the exploratory objectives of this study, this limitation 

is permissible. As such, the findings and the relative importance of the identified 

dimensions may reflect contemporary economic and societal conditions and might 

change over time as AI and blockchain are ethically adopted as governance 

mechanisms to enhance transparency, accountability, and trust in the corporate 

governance ecosystems. More future studies need to expand the thematical 

framework developed from this study to integrate different empirical methods and 

settings to further refine, test, and compare the results to enrich the knowledge. For 

example, comparative case studies or other quantitative studies, or mixed methods 

would be appropriate approaches to overcome and complement the empirical 

limitations of this study based on a qualitative approach.  Further, in cultural terms, the 

findings of this study have emphasised on the importance of cultural changes to foster 

ethical values in the design of automated systems. However, the empirical findings of 

the semi-structured interviews of this study are situated in a western context and may 

produce different results in other cultural environments. This limitation might have 

been overcome by netnography method that collects the online communications 

across the different cultural backgrounds but was paying more attention to what is 

being said online rather than who is said and which cultural background the person 

comes from. Thus, comparative studies across different spatial and/or cultural settings 

would counter the spatial and cultural limitations of this study.  

Practically, this study was conducted by a single person, a novice doctoral researcher 

still learning the craft, therefore this study was limited in terms of budget and available 

time of a PhD program, and was constrained in terms of the necessary skills, and 

competencies of a learner researcher. However, this study has overcome the 

limitations of budget and available time, as well as a pandemic by conducting online 

research, collecting online social media communication data, and interviewing 

informants through MsTeam, Zoom, and GoogleMeet.  In addition, the limitations of 

the skills are partially alleviated by the purpose of a PhD program to train future 

researchers to develop the necessary skills, competencies, and reflective mindset 

required for further independent studies.  The researcher of this study has attended 
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all the relevant Brunel training and learning workshops organized by Brunel Graduate 

School and Business School to enhance the skills needed to do and disseminate 

research to enhance future employability and contribute to the research excellence 

framework.   

In the light of the above, this chapter discusses the substantial empirical results by 

demonstrating their impact and contribution relative to the appropriate theoretical 

literature and assessing the strengths and limitations of the methods and results. The 

next chapter concludes this study and provides some recommendations, future 

predictions, and further research.  
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Chapter 6 Conclusion and further research  
 

This final chapter first concludes this thesis and then outlines some future predictions 

from this empirical investigation regarding technological development in section 6.1. 

Following on from this, section 6.2 provides some recommendations. Finally, section 

6.3 suggests areas of future research to enrich the knowledge.   

To sum up, the primary aim of this research is to study the impact of AI and blockchain 

adoption on corporate governance from ethical perspectives. This study explores and 

elaborates on the nascent notion of corporate governance transformation with the 

adoption of artificial intelligence and blockchain technologies, to understand the ethical 

benefits of using AI and blockchain for fraud detection, and the ethical concerns of 

using these technologies, as well as how companies can govern the use of these 

technologies in an ethical, socially responsible ways to mitigate misuses, unwanted 

consequences. This investigation is important because digital technologies like AI and 

blockchain, are disruptive and transforming the nature and scope of our work and life, 

leading to a major shift in how value is captured and exchanged in society. All parties 

must stand ready to embrace and direct that change in shaping the future of business 

and society. Now businesses have disintermediation with blockchain, it is more 

complicated. As soon as these technologies become vital parts of a company's 

existence, they need to be the center of corporate governance. Technologies like AI 

and blockchain can support new forms of organizational structure, and act as effective 

tools to deliver growth. However, who is going to be responsible when companies 

advance with AI, transform by blockchain, and be able to reach into the autonomous 

parts of the world. A machine doesn’t feel responsible. It only performs what is being 

asked to do in a logical machine way. It can’t think outside the box. As such, ethics is 

very important in the digital world to help companies design the AI or blockchain 

systems that fit the purpose of the companies’ strategies. Therefore, the organizations, 

their leadership, processes, and culture need to make space for people to pause and 

evaluate the consequences of their work. How to behave more ethically and socially 

responsible way with AI and blockchain is something organizations need to put more 

emphasis on and have ethics embedded within the design of the organizations to strive 

for success and sustainability.  



237 
 

As such, this study applies netnography approach to investigate social media data and 

extends these online explorations with online semi-structured interviews. The data 

collection and analysis are iterative processes until theoretical saturation is achieved. 

Detailed justifications of why netnography and semi-structured interviews are 

appropriate methods for this investigation are explicated in methodology chapter 3. 

This investigation collects an abundance of textual, video, and audio data, which have 

been transcribed into textual data for thematical analysis using NVivo software. This 

research design follows pragmatic, step-by-step procedures for data collection 

through netnography and semi-structured interviews to ensure rigor in the 

investigation to enhance the trustworthiness of this study so that the results of the 

research can be trusted to inform important decisions, inspire further work, and 

enhance understanding of the implications of AI and blockchain adoption on corporate 

governance in general and ethical implications specifically. The data structure extracts 

from data in this study illustrate the analytic claims that match the analysis and data 

together, to ensure a good fit and consistency between described method and 

reported analysis. 

The findings of this study were empirically substantiated. A thematic framework was 

developed as a result of this study. This thematic framework provides a holistic 

understanding of why corporate governance needs to change, especially with the 

emergence of blockchain and AI technologies, what changes will corporate 

governance encounter with changes in social reality, and how corporate governance 

can imperatively respond to the changes by using these technologies ethically. 

Particularly, this framework explains the ethical benefits of AI and blockchain 

technology for fraud detection, and the ethical concerns with these automated systems 

such as job transformation and replacement, algorithms bias, surveillance, and privacy 

issues, and further articulates technology competency board in corporate governance 

drives success in digital transformation by fostering right strategies, embedding ethical 

design in systems that fit for purpose, creating an organizational culture values ethics 

first, and continuous training and educating workforces to enhance ethical awareness.  

This study reports the empirical findings in four data displays: the progressive data 

structure, the emergent thematic model, supporting data with representative 

quotations, and the findings narrative itself, to make it easier for the interested parties 

to understand the evidence of the findings. 
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This study contributes to providing the theoretical and instrumental understanding of 

the implications of AI and blockchain adoption in corporate governance, and how 

companies can use these technologies to enhance ethical behaviour and mitigate 

ethical dilemmas. The results of this study and the resulting thematic framework as 

the main findings of this research are first discussed in Section 5.1 in the context of 

extant scholarships in corporate governance, blockchain, AI, and ethics to evaluate 

the impact of AI and blockchain adoption in corporate governance from ethical 

perspectives. Further, the contributions of this study in theoretical and practical terms 

are elucidated in Section 5.2.  This study first explicates the empirical contribution of 

the development of a new thematic framework, followed by its theoretical 

understanding of the results from the perspectives of the existing agency theory, 

stewardship theory, stakeholder theory, and institutional theory. Further, the 

substantial empirical findings of this study provide some practical contributions to the 

ethical use of disruptive technologies, the future workforce, and the regulations.  In 

general terms, the findings of this study support the notion of corporate governance 

change to transform business models and processes to leverage the new capabilities 

of AI and blockchain technologies, to priories creativity, speed, and accountability, to 

replace the old business model, to foster agile or collaborative governance to deal with 

uncertainty, agility, adaptiveness, and cooperation in the digital world.  The findings of 

this study support the notion of ethics can be an alternative or rather more positive 

approach to empowering the board of directors, guided by ethical values and norms, 

by accurately reviewing corporate activities and financial reports to prevent financial 

damage. The rise of ethics in corporate governance offers hope for restoring trust in 

business and helping address issues that rules and regulations cannot reach. In 

Theory, this investigation empirically corroborates that the use of blockchain and AI 

can enhance ethical practice by detecting fraud and anomaly activities, due to the 

unique capabilities of blockchain and AI technologies to enhance transparency and 

detect anomalies. Additionally, it adds depth and specificity by identifying the ethical 

concerns of using blockchain and AI in corporate governance such as privacy, 

unethical use of data, job loss, and algorithm bias. Further, the findings of this study 

explicate and articulate how companies can govern the use of these technologies 

ethically.  
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As such, this study has revealed four important areas for companies to consider when 

adopting and implementing these technologies in their organizations to ensure ethical 

use of these technologies as previously mentioned in Chapter 5. First, people need to 

get acquainted with these technologies and know to ask the right questions.  Second, 

it is important to ensure governance procedures are in place to guarantee and 

safeguard the ethical use of data to ensure data accessibility, security, privacy, 

property, accuracy, and transparency. Third, both blockchain and AI technologies are 

network technologies, which requires organizations to have less rigid, hierarchies of 

command and control but more collaboration. Organizations need to evolve their 

culture and rethink their approach to profits and ethics. The leadership team needs to 

trust and train their employees and build a culture where people dare to speak out and 

call out unethical behaviours. Companies need to develop more collaborative, more 

open ways of working that encourage trust, psychological safety, listening, reflection, 

and ethical standing throughout the corporate governance ecosystems. Finally, 

companies need to educate their people, increase their awareness of changes in 

social reality, and urgency to pay attention to the practice of responsible business, 

where people can trust their colleagues, show respect to each other, and consider 

welfare to breed trust in creating trustworthy companies. Because principles alone 

cannot guarantee ethical AI or ethical blockchain, there is a need to develop alongside 

a much more socially responsible form of corporate governance, where decisions are 

made taking into account not just financial returns, but also the broader impact on 

people and the planet. 

The next section 6.1 outlines some future predictions extracted from the empirical data 

of this study regarding digital technologies as tools to open up new opportunities and 

deliver growth in the future.  

6.1 Future predictions  
 

The future: where does the digital transformation take us? At the moment, we are just 

at the beginning of the beginning. AI and blockchain are at a nascent stage. The most 

popular AI product in 20 years from now, that everybody uses, has not been invented 

yet (V-P16). In general terms, this study outlines some future predictions based on 

what the informants said.  In the very short term, say over the next 10 years, the 

Internet of Things will become even more embedded in our environment. It will 
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increasingly difficult to buy appliances that are dumb. They will all be smart.  For 

example, autonomous vehicles, cognitive enhancements, augmented reality, 

intelligent digital twins, and smart wearables will drive some really fantastic changes. 

However, a general caveat is in the first instance, a lot of these will only be available 

to people of means, wealthier people. Hopefully, welfare systems will be in place to 

ensure equality, diversity, and inclusion. In a slightly longer medium term, say 20-40 

years, it will no longer just be human-to-human communication. It will be device-to-

device communication. We are going to have AI look at how we can model the effects 

of different things, so we can’t do large-scale blockchain without AI due to the scale 

and speed. Blockchain will facilitate decentralized autonomous organizations as this 

technology support new forms of organizational structure. The world will make the 

transition from automated work to highly automated work. Technology becomes such 

an extension of humans that humans can’t fully participate and engage in work and 

life without technologies. In addition, the impact big tech companies have on our 

systems of government and whether they are engaging in any kind of political 

wrongdoings, is going to be with us for the next 20-40 years. In the longer term, beyond 

2070, the prospects for artificial general intelligence may become more of a something 

to worry about (YT-V11). At least under any current or foreseeable technology, artificial 

general intelligence is not going to happen to the level set for everyone (YT-V13).   

As such, the most successful companies in the future will be those that do keep these 

on their radar, actively engage to get to know these technologies, implement these 

technologies in the best way possible, and find a good balance between leveraging 

the technology while also keep human touch focusing on their business. The next 

stage in terms of evolution is going to be how companies can create the very best in 

the digital experience together with the brilliance of people to offer choice and advice 

to their customers. The combination of brilliance in terms of technology, choice, and 

flexibility, together with warmth, empathy, and the expertise of people, is critical 

moving forward (Webinar 6). It is going to be a tech solution, plus a people-centered 

solution advancing into the future.  

The next section 6.2 provides some recommendations from this empirical investigation 

to help companies evaluate technological solutions that are appropriate and fit for their 

company strategies.  
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6.2 Recommendations  
 

As indicated in the findings chapter, ultimately, any technology as we have mentioned 

either AI or blockchain is going to have two sides to its utilization and it comes down 

to the ethical principles and values of the companies to create fairer systems that 

mitigate bias and enhance privacy. This study identifies and provides some 

suggestions on how companies can refocus and rethink their approaches to digital 

transformation to deliver growth and sustainability. 

Firstly, from the technological perspective, blockchain and AI are evolving. There are 

surely many benefits and new capabilities that come with these technologies if we can 

use them properly and the technologies are not ethically compromised.  However, 

blockchain and AI are not widely adopted yet, they are at the early stages of 

development. They are still so nascent that the full implications are difficult to discern.   

Organizations need to be cautious about the limitations, challenges, and risks of 

adopting these technologies and carefully evaluate the suitability of these technologies 

for their business problems.  

As to blockchain, it is just a matter of time, we will see companies flip fully onto a 

blockchain as soon as blockchain is enrolled in a good way. In the early days, we see 

there is a small group of nerds, then a small group of society, then a small group of 

companies, and now a small group of countries using it. In the end, we will see the 

bigger picture in 10-20 years (IntvP13). However, companies should not rush into 

something just to get along the hype of how good blockchain is. Companies need to 

understand the limitations of blockchain technology. Blockchain is not a one-size-fits-

all solution to all business problems, which means not every problem where blockchain 

is the best solution. Blockchain can be quite contextual, designed in different forms 

will have different implications in terms of security, efficiency, and energy issues. 

Companies should have somebody who knows the technology and understands the 

business problem to check whether blockchain is the most suitable way to tackle the 

business problem. If everything goes alright, then it is good to go. Further, companies 

also need to decide whether to build their own blockchain or depend on a different 

company. The extra layer company will add extra risk for the company. For example, 

if companies decide to run their blockchain on Ethereum or Hyperledger networks, the 
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company would automatically have a problem when there are issues with those 

platforms. As such, companies should have proper risk management in place to 

ensure it shouldn’t be like that the full company will be shut down if the blockchain 

stops.  

As to AI, it is increasingly seeping into our life as a general-purpose technology. 

Human-centric AI system will be what companies should be looking for the future 

practices. It is not just what kind of AI technology we can use, but the AI technology 

we can use for the good of society and the future of humanity. People are not going to 

create an AI that is going to run the company but rather make it a part of the business 

process to create value and leverage the technology in the right way to make people 

smarter and automate certain elements of the work. Some AI projects are very likely 

to die because AI is a very difficult technology. People need to work with it and iterate 

it until the right combination is found before companies can scale it. If we can 

effectively deploy AI to help us, the effective deployment must be both trustworthy and 

ethical. First, step away from fears. The fact is that we have always adjusted to 

ongoing automation from previous industrial revolutions. Machines will not replace 

people. Second, the weak form of AI as a tool like any other technological tool that will 

augment decision-making and make work safer and more rewarding. It will be a net 

benefit if we learn to use it properly (POST21). AI is not a race to decide who are the 

winners or losers. We should not engage in a competition type of approach but rather 

reach collaboration and opportunities for all to encourage exploration of different ways 

of looking at it. Currently, we are emphasizing AI on data-driven approaches. If data 

and values are unethical then the output of artificial intelligence itself will become 

unethical. The lifeblood of AI is the data, if you don’t get it right, it is not going to happen 

later on (InvtP16). However, data-driven approaches are not the solution to all our 

problems. Many complex problems cannot be addressed only by adding more data 

and more computational power to the same equation. As such, we should look at other 

approaches that are more amenable to responsibility, explanation, collaboration, and 

other types of technologies that can help address these issues (Webinar11).  

Secondly, from the organizational perspective, blockchain and AI are forcing 

organizations to adapt to their culture and structure. As previously mentioned, 

blockchain and AI are network technologies, they work best when used by 

organizations that are not rigid, hierarchies of command and control. Currently, what 
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is going on with a lot of companies is that they think it is quiet, blockchain, and AI, are 

there, but that is not something that they have to pay much attention to. Then suddenly 

the storm hits and then everyone will say that we have to be looking into this five years 

ago (IntvP1). Therefore, companies should need more attention to technological 

developments that have these types of disruptive effects.  

In the long run, organizations that welcome and allow that transformation to happen 

and make the best use of these technologies will become more open to diversity and 

different opinions. In principle, the potential of these technologies should drive 

transparency and enhance the ethical behaviour of top management in the context of 

fraud detection. As such, there is an opportunity for ethical improvement. Additionally, 

these technological tools come together and can provide an easy interface for 

directors to interact with. In the near future, directors will have immediate direct access 

to the data showing how the business is performing, and what are the main areas of 

risk. Directors will become more powerful at jobs, more confident, and better because 

the intelligent tools bring insights into potential areas of opportunity. However, as 

outlined in the results chapter, there are ethical concerns with blockchain and AI 

systems. The biggest ethical issue with technologies is having people understand 

them so that they understand what the risks are there.  

As such, the first thing is to train company boards and managers and everyone 

throughout the company to understand this new responsibility to deal with ethical 

issues of emerging technologies. Companies need to bring people on board to help 

redesign the strategy. The technologies must fit into companies’ purpose and strategy. 

Their security is not an afterthought at all, it is so much part of the strategy and road 

map for the company, it can not be left out with digital technologies. At the board level, 

companies need people who have enough business, sector, and technology 

knowledge to enable them to properly deploy their fiduciary responsibility to question 

the management to make sure the management is on top of things.  Companies need 

board, CEOs, and managers who are intellectually curious about these technologies.  

They invest time to educate themselves so they know how to use the technologies as 

business tools for growth. The main thing there is learning things to think about trust 

and how to cultivate it within the corporate governance ecosystems by working on the 

constant feedback loops in all of the phases of the tech process.  They sign the 

projects, they sign off cheques and investments, and they know what to expect and 
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they know what questions to ask. For example, companies need to have either in-

house or they need to bring it in at the time when they do their procurement of AI 

systems. They need to have people on their side of the procurement discussion, who 

know enough about the technology so they can ask the right kind of questions, to 

prove whether it actually addresses the issues that need addressing.  

The second thing is the recruitment of CEOs and executive management or anybody 

in the C-suite, there should be an additional component in that assessment process, 

which looks closely at the ethical side of that person (IntvP3, IntvP4). It is also 

important that you don’t join a board if you think that the management is prone to be 

unethical. The third thing is to understand the emerging risks and know where the risks 

come from. It starts with companies’ critical assets, knowing how and who is touching 

them inside and outside the company, and having the right safeguards in place. 

Companies need to be careful not to over-rely on technologies ability to detect or 

prevent fraud. In the governance context, companies need to have more purposeful 

open conversations about the risks of fraud. The last thing is the adoption of blockchain, 

or AI technologies should be at the highest levels of corporate governance. This is a 

CEO and a board decision, not somewhere down the line. They need to rethink and 

redesign the expectations and guidelines for using disruptive technologies because 

these technologies would require multi-million investments and change management.  

It is not enough to have a policy. They have to have appropriate safeguards, 

appropriate checks and balances, and procedures that go right. There needs to be 

some kind of adopted framework like risk management frameworks that corporations 

can comply with. However, the current risk management committee looks at the 

traditional forms of risks and they do not largely look at very complex interactions of 

technology, systems, and data (IntvP12). Companies need to assess whether the 

current rules and standards are appropriate for blockchain and AI, or whether new 

rules and standards need to be developed.  

So, the big piece of all these is to try to remember that there is a human element 

around change management. We have to be educated and competent to embrace 

change and direct it into something beneficial to us all with blockchain and AI 

technologies that improve transparency, trust, and efficiency.  We need to make 

training and education for employees in new positions better planned and smoother to 

help people who have been affected by technology changes and help businesses take 
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full advantage of their talents and skills in new roles (POST21). When it comes to 

corporate culture and ethics, we're looking at a whole transformation for organizations 

to codify and build their constitution and start to incorporate this change within their 

organizations.  

6.3 Further research  
 

This last section of this thesis elucidates and suggests the directions for future 

research. As explicated throughout this thesis, AI and blockchain are at nascent 

stages, and there is still a long way to go but the reality is there. In addition, the current 

study on the impact of disruptive technology adoption in corporate governance is slight 

(Scott et al., 2017), and extant scholarly works on corporate governance have not 

covered much on the transition from a centralized, vertical hierarchy to a decentralized, 

horizontal, unmediated organizations that initiated and accelerated by rapid 

technological changes (Fenwick et al, 2017). As such, almost all research avenues 

are still open for interested researchers across different disciplinaries in the business 

and management research in the diverse fields of accounting, finance, information 

systems, innovation, international business, marketing, operations and technology 

management, organizational studies, public sector and health care, social sciences, 

strategy, etc., using different research designs from single or multiple case studies, 

comparative studies, cross-sectional studies, longitudinal studies, to large scale 

surveys. However, this study has raised some issues that are related to the literature 

reviewed, the findings of the research itself, and the methodological, empirical, and 

practical limitations discussed in the previous chapter, which provides some guidance 

for further empirical scrutiny. 

In general terms, this thesis reveals the applications of AI and blockchain in corporate 

governance, in general, are a largely unexplored area.  Some authors have started to 

address this paucity but mostly are conceptual, for instance, corporate governance 

and blockchains (Yermack, 2017); corporate governance implications of disruptive 

technology: an overview (Brennan et al., 2019); the end of “corporate” governance 

(hello “platform” governance) (Fenwick et al., 2019); blockchain & shareholder voting: 

a hard fork for 21st-century corporate governance (Daniels, 2018); the role of internet-

related technologies (cloud, big data, blockchain, and artificial intelligence) in shaping 

the work of accountant: new directions for accounting research (Moll and Yigitbasioglu, 
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2019); it is a research avenue, which warrants further empirical scrutiny. This study 

provides a thematic framework of different dimensions of foundational concepts of the 

implications of AI and blockchain adoption in corporate governance from ethical 

perspectives (i.e change in social reality, current business problems, blockchain and 

AI for fraud detection, structural change, new capabilities, ethical concerns with 

automated systems, adoption challenges, ethical design of automated systems, 

ethical use of data, leadership and board support, people and culture) that can be 

used hopefully as conceptual lenses for exploring different aspects of corporate 

governance reforms in different countries with digital technologies. Further in-depth 

case studies and comparative case studies would best facilitate further investigation 

to enrich this field of knowledge.  

In specific terms, the obvious direction for future research would be the utilization of 

the thematic framework developed in this thesis to further refine, elaborate, and 

corroborate the emerging corporate governance change with the adoption of AI and 

blockchain technologies to strive for growth. As such, the main contribution of this 

thesis provides a thematic framework for future empirical inquiries utilizing qualitative, 

quantitative, or mixed methods to further expand and enrich this field of knowledge. 

Surely, this thematic framework itself is subject to change and amendment by future 

inquiries. Further studies could assess the implications of adopting AI and blockchain 

across new empirical contexts or assess corporate governance reform with the use of 

AI and blockchain technologies at macro-level and micro-level institutional 

arrangements or adopt an institutional perspective to assess the “technology logic” to 

enable a comparison between different approaches companies use to address their 

business problems using different technological tools. In this respect, future work could 

alter the empirical setting to investigate the implications of AI and blockchain adoption 

in corporate governance in specific types of companies (e.g. public or private 

companies; large corporations, or small-medium-sized companies); in different 

industries (e.g. banking, financial, insurance, education, heal care, supply chain, or 

government sectors); or in different countries and cultural backgrounds. As such, the 

thematic framework could be tested, refined, and expanded by progressing into 

different contexts and domains. Once stable empirical investigations emerge, larger-

scale surveys could assess the scope of these dimensions across different empirical 

domains. Further, longitudinal studies could track changes in corporate governance 
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with new AI and blockchain tools and their impact on the new agency problems, 

stewardship trust mindset, stakeholder collaboration and novel institutional 

arrangements, and different implementation/positioning strategies over time (within a 

company or a sector, etc.). This could be facilitated by ethnographic research over a 

long period, qualitative interviewing on more than one occasion, or qualitative content 

analysis of documents relating to different time periods (Bell et al.,2019).  This would 

facilitate the change process of corporate governance transition from a centralized, 

vertical hierarchy to a decentralized, horizontal, unmediated organization with less 

rigid, hierarchies of command and control but more collaboration. Further, 

multidisciplinary collaboration could offer the fruitful exchange of insights and provide 

a valid route for future theory development in information systems, innovation, 

corporate governance, strategic management, human resource management, 

education, and public policy domains with the use of AI or blockchain or other digital 

technologies to deliver a diverse, inclusive, holistic picture of how companies can 

ethically use advanced technological tools. As businesses shift towards technology-

enabled business, the change will be huge, the entire structure of a company will be 

totally new. Proactively, companies will have to make significant transformation, not 

only the business but also how to build these support functions, which means different 

hiring strategies, business school would have to prepare people for the market 

differently, policy makers will need to create a new regulatory framework such as risk 

mitigation framework around ethics for emerging technologies to support firms 

focusing on scaling innovative technologies. Thus, future research should adopt 

inclusive approaches to light the path to innovation to enrich the knowledge in digital 

transformation to deliver growth.  
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Appendix 3 Research ethics risk assessment and management 

 

Research Ethics Committee:  

College of Business, Arts and Social Science  

Cbass-ethics@brunel.ac.uk 

 

Department: Business school 

The impact of AI and blockchain adoption in corporate governance: ethical perspectives 

RESEARCH ETHICS RISK ASSESSMENT AND MANAGEMENT 

For Completion by the Researcher: 

Identified Risks Likelihood Potential Impact/Outcome Risk Management/Mitigating Factors 

 Identify the risks/hazards 
present  

High/Medium/Low Who might be harmed and how? Evaluate the risks and decide on the 
precautions, e.g., Health & Safety 

Semi-structured interviews 
(online) 

Low There are no anticipated disadvantages or 
risks associated with taking part in this study 

There are not any lifestyle restrictions involved in 
this study.  

The risk is mitigated using online platforms 

Netnography inquiry (online) Low There are no anticipated disadvantages or 
risks associated with taking part in this study 

There are not any lifestyle restrictions involved in 
this study. 

The risk is mitigated using online platforms  
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Appendix 4 Participant Information Sheet 
 

PARTICIPANT INFORMATION SHEET 

 

Study title: The impact of AI and Blockchain Adoption in Corporate Governance: Ethical 
Perspectives 

Invitation Paragraph:  

You are asked to take part in a research study. Before you decide, it is important for you to 
understand why the research is being done and what it will involve. Please take time to read 
the following information carefully and discuss it with others if you wish. Ask me if there is 
anything that is not clear or if you would like more information. Take time to decide whether 
or not you wish to take part. Thank you for reading this. 

What is the purpose of the study? 

AI and blockchain are believed to be able to make many changes in corporate governance. 
Blockchain offers a novel way of recording, sharing, and validating transaction information to 
fundamentally improve transparency and trust, and revise power and control. AI can support 
problem-solving and augment decision-making to enhance monitory and efficiency.  

As such, the purpose of this study is to investigate the impact of AI and blockchain adoption 
in corporate governance from ethical perspectives.   

Based on the aim of the research, this empirical investigation sets out to provide a deep 
understanding of the ethical benefits of using AI and blockchain based on their unique 
features and new capabilities, and the ethical issues companies will encounter when using 
these technologies to automate processes,  and to further explicate how companies can 
govern the ethical use of these technologies to mitigate misuse and unwanted 
consequences to deliver growth and benefits for the society. 

The duration of the data collection, analysis, and interpretation process will last 
approximately 10 months.   

Why have I been invited to participate? 

Our selection criteria for participants:  

1. Participant who understands and works with AI and blockchain technologies, are 
familiar with those two technologies, and can comment on their ethical implications 
on businesses and people  

2. Participant is willing to share their experience, thoughts on how to use these 
technologies in a socially responsible way to mitigate misuse and unwanted 
consequences.  

Do I have to take part? 

Participation is entirely voluntary. It is up to you to decide whether or not to take part. If you 
do decide to take part, you will be given this information sheet to keep and you may be 
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asked to sign a consent form. If you decide to take part, you are still free to withdraw at any 
time up until 30 Sep 2022 and without having to give a reason. 

What will happen to me if I take part? 

The interview spans around 45-90 minutes.  The interview will be online via MsTeam, Zoom 
or Google Meet.  This Participant Information Sheet, along with Consent form and 
predefined interview questions will be emailed to participants prior meeting.  Researchers 
will take notes during and after the interview.  

Are there any lifestyle restrictions?  

There are not any lifestyle restrictions involved in this study.  

What are the possible disadvantages and risks of taking part? 

There are no anticipated disadvantages or risks associated with taking part in this study. 

What are the possible benefits of taking part?  

The findings of the research outcomes could be shared with participants upon request.  

What if something goes wrong? 

The person to be contacted if the participant wishes to complain about the experience 
should be the Chair of the College of Business, Arts and Social Sciences Research Ethics 
Committee– Professor David Gallear (David.Gallear@brunel.ac.uk) 

Will my taking part in this study be kept confidential? 

All information which is collected about you during the course of the research will be kept 
strictly confidential. The data will be kept and stored in the secure password protected 
Brunel network drive or locked file until 30th Sep 2022.  Any information about you which 
leaves the University will have all your identifying information removed. With your 
permission, anonymised data will be stored and may be used in future research – you can 
indicate whether or not you give permission for this by way of the Consent Form.  

Will I be recorded, and how will the recording be used? 

The online interviews will be recorded only if permitted and agreed by participants. The 
recordings will be transcribed into textual data for analysis with anonymised participant 
identity.     

What will happen to the results of the research study? 

The results of the research will be used as part of my PhD thesis and publications at 
academic journals.    

The participants will not be identified in any report or publication unless they specifically 
request it.  

Who is organising and funding the research? 

The research is being organised by Hongdan Han in conjunction with Brunel University 
London. 

What are the indemnity arrangements? 
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Brunel University London provides appropriate insurance cover for research which has 
received ethical approval. 

Who has reviewed the study? 

College of Business, Arts and Social Sciences Research Ethics Committee 

Research Integrity 

Brunel University London is committed to compliance with the Universities UK Research 
Integrity Concordat. You are entitled to expect the highest level of integrity from the 
researchers during the course of this research. 

Contact for further information and complaints: 

Researcher name and details: Hongdan Han (Hongdan.han@brunel.ac.uk)   

Supervisor name and details:  Radha Shiwakoti (Radha.Shiwakoti@brunel.ac.uk)  

For complaints, Chair of the Research Ethics Committee: Professor David Gallear 
(David.Gallear@brunel.ac.uk ) 
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Appendix 5 Consent form 

CONSENT FORM 

The impact of AI and Blockchain Adoption on Corporate Governance: Ethical Perspectives 

Name of Principal Investigator: Hongdan Han 

APPROVAL HAS BEEN GRANTED FOR THIS STUDY TO BE CARRIED OUT BETWEEN 
01/04/2021 AND 30/09/2022 

The participant (or their legal representative) should complete the whole of this sheet. 

 YES NO 

Have you read the Participant Information Sheet? ☐ ☐ 

Have you had an opportunity to ask questions and discuss this study? (via 
email/phone for electronic surveys) 

☐ ☐ 

Have you received satisfactory answers to all your questions? (via 
email/phone for electronic surveys) 

☐ ☐ 

Who have you spoken to about the study? 

Do you understand that you will not be referred to by name in any report 
concerning this study? 

☐ ☐ 

Do you understand that: 

 You are free to withdraw from this study at any time 

 

 You don’t have to give any reason for withdrawing 

 Choosing not to participate or withdrawing will not affect your rights? 

 You can withdraw your data any time up to 30/09/2022 

☐ ☐ 

☐ ☐ 

☐ ☐ 

☐ ☐ 

I agree to my interview being audio and video recorded ☐ ☐ 

I agree to the use of non-attributable quotes when the study is written up or 
published 

☐ ☐ 

The procedures regarding confidentiality have been explained to me ☐ ☐ 

I agree that my anonymised data can be stored and shared with other 
researchers for use in future projects. 

☐ ☐ 

I agree to take part in this study. ☐ ☐ 

 

Signature of research participant: 

Print name: Date: 
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Appendix 6 Guided interview questions  

Predefined Interview Questions 

The primary aim of the research is to study the impact of AI and blockchain adoption in corporate 
governance from ethical perspectives.   

Based on the aim of the research, this empirical investigation sets out to provide a deep understanding 
of the ethical benefits of using AI and blockchain based on their unique features and new capabilities, 
and the ethical issues companies will encounter when using these technologies to automate processes, 
and to further explicate how companies can govern the ethical use of these technologies to mitigate 
misuse and unwanted consequences to deliver growth and benefits for the society. 

Q1 What is your general view of AI technology and blockchain technology? 

Q2 In your opinion, will blockchain and AI shift the future of financial records and analysis in the 
corporate governance ecosystems? 

Q3 What would be the promising benefits that businesses are looking to achieve using 
blockchain and AI? 

Q4 When companies use AI to detect anomaly activities, and blockchain to offer transparency, in 
your opinion, would the use of these technologies reduce the opportunities for unethical 
behaviour or moral hazards from top management, and enhance their ethical decision-
making since any suspicious transactions will be detected in real-time? 

Q5 Do you think the decentralized protocol powered by blockchain technology that enhances 
transparency would foster ethical practice in financial aspects of corporate governance and 
restore trust in the public?  

Q6 Will the use of blockchain and AI technology empower managers to work more closely with 
shareholders with aligned interests, and promote more collaboration and participants from 
different stakeholders?  

Q7 The promising feature of AI and blockchain technologies is the automation, which will 
streamline business processes and cause changes in business model, which will upend our 
existing social reality guided by institutional values, beliefs, and rules, do you think 
organizations need to have a proper digital culture to respond to these technological 
pressures to govern the development and deployment of digital technology and data? 

Q8 What do you think are the ethical issues the companies would encounter regarding the use 
of AI and blockchain technology?  

Q9 In your opinion, how can companies govern the use of AI and blockchain to tackle these 
ethical issues? 

Thank you very much for your time sharing your thoughts with me on this topic.  
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 Appendix 7 Research notes from interviews 
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Appendix 8 Data files imported in NVivo 
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Appendix 9 Evidence of an example of coding visualized in coding stripes 
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Appendix 10 Evidence of Initial codes 
 

 

 



300 
 

 

 



301 
 

 

 



302 
 

 

 



303 
 

 

 



304 
 

 

 



305 
 

 

 



306 
 

 

 



307 
 

 

 



308 
 

 

 



309 
 

 

 

 

 

 



310 
 

Appendix 11 Evidence of regrouping codes 
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Appendix 12 Evidence of an example of original data extracted from the NVivo node 
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