
Airworthiness certification of military aircraft is 
accomplished by the developing military service. 
Air Force programs use the qualitative 

criteria outlined in MIL-HDBK-516B, “ASC/
EN Airworthiness Certification Criteria 
Expanded Version of MIL-HDBK-516B” 
(September 26, 2005) to aid the devel-
opment of program-specific airworthi-
ness criteria. The generalized criteria 
in this document are used to construct 
the specific criterion and associated 
artifacts — evidence of compliance — as 
the basis for making an airworthiness deter-
mination. This paper describes the process of 
transitioning from qualitative to specific cri-
teria, and then examines the applicability of the 
existing guidance in MIL-HDBK-516B to autonomous 
decision-making adaptive air vehicle systems. Recom-
mendations are made for future research and criteria 
expansion. An integrated approach that uses the most 
promising emerging and existing design, analysis, and 
validation and verification techniques is proposed as a 
means to develop the artifacts for certification coverage 
of autonomous adaptive unmanned air vehicle systems.

Background
Air Force studies identified that unmanned air vehicle 
systems can be considered a viable alternate to accom-
plish a range of traditionally-manned missions [Ref. 1]. 
An Air Force Technology Horizons Studies by the Air 
Force Chief Scientist found that “….advanced tech-
nologies can allow the Air Force to gain the capability 
increases, manpower efficiencies, and cost reductions 
available through far greater use of autonomous systems 
in essentially all aspects of Air Force operations” [Ref. 2]. 
Since there is high-level interest and recognition in the 
worth of unmanned air vehicles that can function au-
tonomously, it is a certainty that systems with increasing 
levels of decision autonomy will be developed. 

All air system configurations, regardless of the 
amount of inherent autonomy, will undergo an airwor-
thiness certification process before being released for Air 
Force use. This paper will look at the robustness of the 
current military airworthiness process for use on highly 
autonomous decision-making systems. 
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“Airworthiness” is an air vehicle-level attribute, and 
military guidance for airworthiness is focused at the air ve-

hicle system level [Ref. 3]. Airworthiness certi-
fication considerations generally involve more 

than just the flying part of an air system. This 
is especially important for unmanned sys-

tems, which must be considered integrat-
ed systems consisting of elements such 
as the control station (ground or air-
borne); telemetry; launch and recovery 

equipment; and communications and 
navigation equipment, including ground 

and/or air equipment used for command 
and control of the vehicle, equipment on the 

ground and in the air used for communication 
with the chase aircraft, other members of the 

flight crew, observers, air traffic control (ATC) and other 
air vehicles in the same air space.

Determination of airworthiness for military air 
vehicles is accomplished using the guidance and crite-
ria contained in the tri-service coordinated document 
MIL-HDBK-516B [Ref. 4]. This document defines air-
worthiness as, “The property of a particular air system 
configuration to safely attain, sustain and terminate flight 
in accordance with the approved usage and limits.” 

This paper will focus on MIL-HDBK-516B and, in 
the next few sections, will outline the process of going 
from the general guidance of MIL-HDBK-516B to air-
worthiness criteria tailored to a specific program. 

MIL-HDBK-516B Purpose and Format
The purpose of the guidance in MIL-HDBK-516B, as 
stated in the document, is: “This document establishes the 
airworthiness certification criteria to be used in the determi-
nation of airworthiness of all manned and unmanned, fixed 
and rotary wing air vehicle systems. It is a foundational 
document to be used by the system program manager, chief 
engineer, and contractors to define their air system’s airwor-
thiness certification basis. This handbook is for guidance 
only. The handbook cannot be cited as a requirement. If it 
is, the contractor does not have to comply.” 

The purpose of MIL-HDBK-516B is the determi-
nation of airworthiness of all manned and unmanned, 
fixed and rotary wing air vehicle systems. This hardware-
centric emphasis is reflected in the structure of the docu-
ment. MIL-HDBK-516B contains certification criteria 
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that are grouped by a mixture of major aircraft systems 
and/or technology disciplines. These major headings are: 
systems engineering, structures, flight technology, propul-
sion and propulsion installations, air vehicle subsystems, 
crew systems, diagnostics systems, avionics, electrical sys-
tem, electromagnetic environmental effects, system safe-
ty, computer resources, maintenance, armament/stores 
integration, and passenger safety and materials. Under 
each of these major headings are listed the certification 
criteria. Each criterion has associated with it a standard, 
compliance method and a listing of potentially applicable 
industry, military and FAA standards, handbooks or guid-
ance documents appropriate for that criterion.

Developing a Tailored Airworthiness Certification 
Criteria/Modified Airworthiness Certification Criteria 
(TACC/MACC) from MIL-HDBK-516B
The guidance information contained in MIL-HDBK-
516B cannot be directly used as airworthiness certifica-
tion requirements. The information in MIL-HDBK-516B 
is only qualitative in nature and must be converted to 
program-specific requirements. This is accomplished by 
the program office when it creates what is called a Modi-
fied Airworthiness Certification Criteria (MACC) or a 
Tailored Airworthiness Certification Criteria (TACC) 
document. A TACC is used by a program building a new 
air vehicle, while the MACC is for a modification of an 
existing air vehicle. Both documents have the same for-
mat and consider the same core criteria. Program-unique 

criteria can be inserted into a TACC/MACC, but all the 
criteria in MIL-HDBK-516B have to be included in the 
TACC/MACC [Ref. 5].

A part of the TACC/MACC documentation is a 
description of the system configuration, including the 
airframe identifier, software build number, engine types 
and quantity, crew and passenger capabilities. This de-
scription includes any differences between configurations 
and how those configurations are identified, as well as 
any limitations, temporary restrictions and procedures 
that the operator must use and observe to safely operate 
the system. This section includes a reference to the risk 
hazard assessment required for any unsatisfied criteria 
and a listing of the non-compliances, with their associated 
risk(s) and mitigations. 

The major part of the TACC/MACC is the Compli-
ance Matrix. The format for this matrix is shown in Fig-
ure 1. Each criteria listed in MIL-HDBK-516B is evalu-
ated to determine if it is appropriate for the program of 
interest. These criteria cannot be modified. But if only 
a portion of a criterion applies, and a portion does not 
apply, one should include the applicable portion in the 
certification basis and provide justification for the non-
applicable portion. Rationale has to be supplied for any 
criteria or portion thereof that is judged not applicable. 
Program-unique criteria can be included in the TACC/
MACC Compliance Matrix.

For each applicable criterion listed in the Compli-
ance Matrix, tailored specific standards and a method of 
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Figure 1 — TACC/MACC Compliance Matrix [Ref. 5].
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compliance for the program of interest must be devel-
oped. This is accomplished by tailoring (as necessary) 
the recommended standard from MIL-HDBK-516B. 
Also, the method of compliance (MOC) for each ap-
plicable criterion needs to be tailored appropriately for 
the program. This is accomplished by tailoring (as nec-
essary) the recommended method of compliance from 
MIL-HDBK-516B. To help construct the standards and 
methods of compliance, MIL-HDBK-516B lists sug-
gested sources, such as industry standards, DoD/military 
standards and FAA documents. The MOC should iden-
tify what specific tests, analysis methods and measures 
of merit will be used. 

Airworthiness Bulletin (AWB-004A), uses the image 
of a high jumper [Ref. 6]. The criterion is analogous to 
an athlete in a track and field competition. To success-
fully perform a high jump, the athlete must jump over 
the bar without knocking it off its stand. This criterion 
cannot be changed. The standard is how high the bar is 
set. The bar, or standard, may be set at different heights 
depending on the athlete: male, female, or age. Similarly, 
for the same given airworthiness criterion, the stan-
dards for a fighter aircraft may be significantly different 
from that required for a tanker aircraft. The method of 
compliance is analogous to the execution technique the 
athlete uses to successfully complete the jump. Does 
the athlete use the “Fosbury Flop” or the “Scissors and 
Straddle” jumping technique? 

MIL-HDBK-516B criteria are written in such a way 
that a simple “yes/no” answer is not adequate. These cri-
teria are written in the form “Verify that....” In this form, 
the criterion asks if something has been studied, analyzed 
or demonstrated. This form of criterion enables — and 
almost demands — a dialogue between the project team 
and airworthiness certification authority subject matter 
experts (SME), who are independent of the program of-
fice. Adequacy of evidence to satisfy the term ”verify” is 
not fully defined in the handbook. The depth and width 
of what needs to be done to “verify” that the criteria is 
satisfied has to be determined between the program of-
fice and airworthiness authority for the program in ques-
tion. This is consistent with the tailoring trend instituted 
in many military standards where rigid requirements that 
enveloped all possible conditions were replaced by more 
tailored requirements [Refs. 21 & 22].

The text in columns one and two of the Compli-
ance Matrix is directly copied from MIL-HDBK-516B. 
In the third column, it is noted whether the criterion is 
applicable for the program, and in the fourth column, 
the rationale for this decision is given. The standard and 
method of compliance columns five and six start with 
their respective text copied from MIL-HDBK-516B for 
this criterion, which then can be tailored, added or modi-
fied as necessary. 

Columns seven, eight and nine of the table are filled 
in as the planned compliance activities are completed. 
The first of these three columns lists all of the artifacts or 
evidence generated by the compliance method. A deter-
mination is made as to whether the planned compliance 
activity did, in fact, fully satisfy the MIL-HDBK-516B cri-
teria and what residual risk level exists for this airworthi-
ness issue. This is documented in columns eight and nine.

Using MIL-HDBK-516B to Certify Autonomous 
Decision-Making Air Systems
From an airworthiness perspective, a major impact of 
air vehicle autonomy is on the vehicle controls, commu-
nication, where decisions are made and the removal of 
equipment needed to support an onboard pilot. Removal 
of equipment reduces the complexity of the air vehicle, 
while the complexity of controls, communication and 
software subsystems increases. 

Therefore, for the purposes of this paper, the focus 
will be on the software criteria of MIL-HDBK-516B. 
Software issues are scattered among major aircraft sys-
tem headings such as flight technology, propulsion and 
propulsion installations, air vehicle subsystems, and com-
puter resources. As part of the current planned revision 
to 516, the intent is to consolidate the majority of exist-
ing software criteria, along with any new criteria, into the 
computer resource section. This consolidation should not 
impact the essence of the following discussion.

Software-Related Criteria in MIL-HDBK-516B
The airworthiness certification criteria listed in MIL-
HDBK-516B are flexible since they do not prescribe a 
process, but instead function much like a checklist of 
issues that a program has to show have been adequately 
addressed. Often, there is more than one way that par-
ticular issues can be addressed. The technology method 
selected by the program of interest to satisfy the criteria 
generally impacts the method of compliance, as well as 
the nature and form of the evidence of compliance. The 
artifacts from the method of compliance can be the re-
sult of specific engineering analyses done during system 
design, component tests, simulations, hardware/software 
audits, and open air test and evaluation (T&E) activities 
accomplished by the T&E community. 

The airworthiness certification criteria for software 
in MIL-HDBK-516B can be categorized generally as: 

•	 There are criteria on specific performance be-
havior of the system for which software is a key 
component.

•	 There are also criteria that address the nature/struc-
ture and pedigree of the software itself.

Each category of software-related criteria will be 
discussed separately later.
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Software Performance Criteria
The first type of criteria has as its measure of merit the 
desired performance and behavior of the entire air system 
configuration related to the criterion of interest. These 
criteria include the integration of software into the air 
vehicle and the qualification of integrated hardware/soft-
ware elements. These criteria are scattered throughout 
MIL-HDBK-516B in the various hardware-related sec-
tions. These are not identified as being software criterion 
in MIL-HDBK-516B, but rather criterion about a func-
tion or issue that needs to be verified. As a TACC/MACC 
is being generated from MIL-HDBK-516B for a specific 
program, the nature of the system 
being built has to be taken into ac-
count. Embedded software issues 
need to be made overt so that the 
method of compliance selected 
appropriately exercises these soft-
ware elements. 

Software Development Criteria
The second set of criteria are con-
cerned with how the software was 
developed and the configuration 
of the hardware/software component of the entire air sys-
tem configuration. These criteria type more closely line 
up with the issues and focus of DO-178B, as reflected by 
the fact that DO-178B is one of the suggested sources 
for MIL-HDBK-516B criteria standards and methods of 
compliance [Ref. 7]. 

(Note: MIL-HDBK-516B references DO-178B. This 
document has been revised to the “C” version, which is an 
essential update to the “B” version. The “C” version contains 
corrections of found errors and inconsistencies, along with 
new text to add clarity and consistency, and new supple-
ments for tool qualification and specific technologies such as 
formal methods, object-oriented technology and model-based 
design and verification.) 

Even though DO-178B/C is a suggested source 
for selecting activities or methodologies for tailoring the 
method of compliance, DO-178B/C by itself is not an 
adequate method of compliance for military applica-
tions [Ref. 7 & 8]. DO-178B/C was designed to be used 
within the civil certification environment. More specifi-
cally, DO-178B/C is part of a larger body of guidelines 
described in the Society of Automotive Engineers (SAE) 
ARP 4754, “Guidelines for Development of Civil Aircraft 
and Systems” document, which states, “The guidelines 
herein are directed toward systems that support aircraft-
level functions and have failure modes with the potential 
to affect the safety of the aircraft” [Ref. 37]. This docu-
ment guides a designer/validator through the process 
of designing, assessing risk and providing evidence for 
certification. Using these guidelines assists the developer 

in identifying the level of criticality, or risk of causing 
injury, loss of life or significant cost. The higher the criti-
cality level, the more stringent/thorough the guidelines 
are in ensuring the software is sufficiently correct and has 
minimal error, and that the hardware has an acceptable 
reliability. Within this library of guidelines, DO-178B/C 
is the software quality document, documenting assurance 
steps that must be taken given a particular level of criti-
cality. For example, Level A flight-critical software (i.e., 
the flight control computer) has the potential, if it fails, 
to cause the entire aircraft to lose control, potentially kill-
ing everyone on board. When using DO-178B/C outside 

of that environment, the context 
changes so that regulations and 
guidance that are assumed to be 
in place are no longer valid. At 
Level A criticality, DO-178B/C 
has 66 objectives that must be 
met. However, these objectives 
give limited insight as to why 
they are sufficient to ensure that 
a particular level of criticality/risk 
mitigation is achieved. Addition-
ally, for military aircraft in certain 

operating conditions, such as in combat situations, risk 
may be assessed by different methods than those pre-
scribed in the SAE guidelines. Different risks potentially 
result in different software design and verification objec-
tives. But which objectives need to be changed? There is 
a need to evaluate and clearly define for the program of 
interest how the use of DO-178B/C would (or would 
not) apply when used within a non-civil certification 
process, such as the United States Air Force (USAF) Air-
worthiness Process. 

An exception to following MIL-HDBK-516B for 
airworthiness certification criteria for a military air vehi-
cle system is for commercial-derivative Air Force aircraft. 
The FAA-type certification is the preferred method of 
certifying the airworthiness of a commercial-derivative 
aircraft for Air Force operations. This is provided that the 
military usage is no more severe than the FAA certifica-
tion flight envelop and usage environment [Ref. 5]. In 
these cases, the software certification criteria is highly 
likely to be essentially what is outlined by DO-178B/C 
guidance because the FAA recognizes DO-178B as a 
means, but not the only means, to seek FAA approval of 
airborne software [Refs. 9 and 10]. (Note: Reference 10 
gives the FAA recognition of the “C” version of DO-178). 

Addressing the Challenges in Certifying Software 
for Unmanned Military Air Vehicle Systems 
McNeil, using his airworthiness certification experience 
at Redstone Arsenal, reported that for remotely con-
trolled unmanned air vehicles, the MIL-HDBK-516B 

Different risks potentially 
result in different software 

design and verification 
objectives. But which 
objectives need to be 

changed? 

“

“
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criteria is insufficient as a guide for doing airborne soft-
ware certification. McNeil proposed additional certifica-
tion criteria that should be added to MIL-HDBK-516B 
for unmanned remotely controlled air vehicle systems 
[Ref. 23]. These additional criteria do not address the 
additional complexity when the airborne software can 
autonomously make decisions. 

Another source of guidance for unmanned military 
air vehicle systems is the North Atlantic Treaty Organiza-
tion (NATO) Standardization Agreement (STANAG) 
4671, “Unmanned Aerial Vehicle (UAV) Systems Airwor-
thiness Requirements,” which was specifically formulated 
for unmanned aircraft systems [Ref. 24]. STANAG 4671 
points to RTCA/DO-178B for software assurance of 
these systems and, in its scope section, clearly states that 
it is not for:

Non-deterministic flight, in the sense that UAV flight 
profiles are not pre-determined or UAV actions are not pre-
dictable to the UAV crew,….

Therefore, there still exists a clear need to address 
airworthiness certification issues for more advanced, au-
tonomous decision-making systems.

MIL-HDBK-516B Applicability to Autonomous 
Decision-Making Air Vehicles
The response behavior of autonomous decision-making 
air vehicle systems can be different for the same environ-
mental conditions. This type of behavior is the result of 
adapting to and learning how to handle previously en-
countered environmental conditions. This behavior pres-
ents an emerging challenge to airworthiness certification, 
since most current techniques assume that the behavior 
observed during the certification process will be the same 
and invariant throughout the actual usage. 

Existing airworthiness certification methods are able 
to adequately certify autonomous decision-making air 
systems that use scripted scenarios. Scripted scenarios are 
response behaviors built into the software for failures or 
unusual environmental conditions that were anticipated 
by the designers. The decision making by the autono-
mous system is limited to deciding which certified script 
to implement. 

Scripted systems with limited autonomy decision 
making can handle unanticipated situations by default-
ing the decision to the pilot or vehicle controller, who 
is either on or in the loop. Manpower requirements and 
the increased capability pointed to in References 1 and 2 
could be realized if the air vehicle system could handle 
unanticipated situations autonomously via real-time 
adaptation. The decision making is not dependent on 
a person in or on the loop. Such autonomous decision-
making air systems for military applications would have 

to be certified by criteria from MIL-HDBK-516B. MIL-
HDBK-516B has a few criteria that start to address cer-
tifying such software. Consider paragraph 11.1.4 of MIL-
HDBK-516B:

“Verify (that) the overall avionics system operates 
in a deterministic or bounded manner and limits latency 
of any time-critical data, including primary flight data, as 
needed to support all safety-critical functions.”

The criteria cited above could be considered to be 
opening the door for certifying adaptive software, pro-
vided the adaptive behavior is bounded in some manner. 
Currently, the recommended standard in MIL-HDBK-
516B for compliance methods for this criterion deals 
with latency limits and time-critical issues. But with the 
ability to tailor the standard and method of compliance 
when writing a TACC/MACC, autonomous adaptive 
air vehicle software could also be considered. Additional 
criteria will be required to fully handle the challenges in 
certifying autonomous decision-making software.

Addressing Challenges in Certifying Software 
for Adaptive Air Vehicle Systems 
The bulk of the research looking at the problems and 
challenges in certifying adaptive software for airborne ap-
plications has been looking at DO-178B/C as the frame 
of reference for certification of such software [Refs. 16, 
17, 19 and 20]. This is a natural reference point, since 
these investigators are concerned with airworthiness cer-
tification for civil air vehicles. 

DO-178B/C asserts that its prescriptive process-
based approach and the artifacts developed from it 
result in software that is suitable for the intended ap-
plication. As pointed out by Holloway, there are many 
implicit assumptions on which DO-178B/C is based, 
one of which is the assumption that the software being 
certified safe does not change during usage [Refs. 14 
and 15] (DO-178C requires that any change in soft-
ware or software loading has to be re-examined for re-
certification). While DO-178C as currently structured 
does not address certification of adaptive software, it is 
not to say that some of its techniques could not be use-
ful and valid for such software.

The researchers looking at the problems and 
challenges in certifying adaptive software considered 
the use of formal methods, high-fidelity simulations, 
model checkers like run-time monitors and/or real-
time bound checkers, individually or in combinations, 
as potential methods for certification of autonomous 
adaptive software [Refs. 16, 17, 19 and 20]. In general, 
they found that each of these methods can address spe-
cific aspects of the certification challenge, but no one 
method can do it all. 
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Proposed Modifications to MIL-
HDBK-516B to Handle Adaptive 
Decision-Making Software
As currently structured, MIL-
HDBK-516B certification criteria 
give guidance for specific attributes 
to be verified. These criteria do not 
overtly give guidance as to when in 
the product development cycle this 
verification is to be accomplished. 
It has been proposed that the clas-
sic “V” used to describe the software 
development process be modified 
to have verification accomplished 
throughout the development cycle, 
as shown in Figures 2 and 3 [Ref. 25]. 
Figure 3 shows an integrated devel-
opment and verification and valida-
tion (V&V) process in which V&V 
activities occur between each major 
development activity. The same type 
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Figure 3 — Integrated Development and V&V Cycles [Ref. 25].

Figure 2 — Classic “V” Development Cycle.

of tools used by the software devel-
oper should be used to verify the 
work at each step along the way.

Another modification to MIL-
HDBK-516B is the regcognition that 
airworthiness should be thought of 
differently for adaptive autonomous 
air vehicle systems. Currently, “air-
worthiness” is defined as the ability of 
an air system configuration to safely 
attain, sustain and terminate flight in 
accordance with the approved usage 
and limits [Ref. 4]. What is meant 
by the term “safely” could be differ-
ent for an autonomous adaptive air 
vehicle system than for a manned 
air vehicle system. For a manned 
system, this means the vehicle with 
a trained onboard pilot can attain, 
sustain and terminate flight in accor-
dance with the approved usage and 

limits without causing damage to the 
vehicle or others. For an unmanned 
autonomous adaptive air vehicle sys-
tem, airworthiness should take into 
account the decision-making abil-
ity of the system. For example, the 
ability of the manned air vehicle to 
not fly into a “keep out” zone is not 
normally considered part of the air-
worthiness certification. For an adap-
tive air vehicle system, it is highly 
likely that the ability of the system to 
avoid “keep out” zones (unless com-
manded to do so) could be part of 
the airworthiness determination. This 
expanded scope for airworthiness 
determination could be handled by 
the addition of certification criteria 
to MIL-HDBK-516B or by having 
the guidance in 516 closely linked to 
another guidance document for the 
decision-making attribute of an adap-
tive unmanned air vehicle system. 

Our vision, graphically depicted 
in Figure 4, concentrates on com-
partmentalizing the self-governing 
autonomous decision making within 
systems through formally specified 
architectures and requirements, en-
forcing (either at design time or at 
run time) “assume-guarantee” con-
tracts between the interfaces of these 
components. From these component 
contracts, multiple paths of verifica-
tion and validation can be realized to 
provide a convincing (formally prov-
able) argument of safety and security 
that can be reused, composed and 
analyzed rapidly, enabling the transi-
tion of the next generation of auton-
omous systems capability. 

For these systems of systems, 
a new set of arguments for safety 
is needed, arguments that are for-
mally (mathematically) documented, 
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analyzable, provable and reusable. The technology that 
supports these new arguments must eliminate excessive 
certification, as heterogeneous machines are combined 
during operation. We must be able to enforce guarantees 
at the subsystem or system level to prevent unintended 
emergent behavior as systems are composed into systems 
of systems. Also, this technology must allow one element 
of a fractionated capability to be modified while mini-
mizing the re-certification requirements of other compo-
nents. Our goal is to provide a reusable and composable 
set of comprehensive and defensible arguments that a 
system of systems is acceptably safe to operate in a par-
ticular context. 

The Air Force Research Laboratory, Aerospace Sys-
tems Directorate, Power and Control Division, AFRL/
RQQ, in conjunction with other organizations, is re-
searching the development of pieces of the Trust and 
Certification of Autonomous systems process shown in 
Figure 4. The goal of this integrated approach is to in-
crease trust in the next generation of highly complex and 
autonomous systems, providing new arguments for flight 
safety and security, and closing future gaps in current test 
and evaluation methods.

•	 Formal Design and Analysis of Requirements and 
Architectures

	o	 The focus of this work is to create a mathemati-
cally rigorous framework to compartmentalize 
and guarantee interactions between components 
and functions within a system. Current work 
leverages assume guarantee contracts at the ar-
chitecture abstraction level between subsystems 
and systems and between systems and systems of 

systems to ensure that requirements are satisfied 
at all levels of interaction [Refs. 26 and 27].

•	 System Safety Analysis and Design
o	 The focus of this work is to incorporate system 

safety and analysis techniques within a frame-
work that enables early analysis of failure modes 
[Ref. 28], alternate safety analysis techniques 
[Ref. 29], and specific and efficient tests automat-
ically generated from designs [Refs. 30 and 31].

•	 Multiple Paths to Verification Through…
o	 Run-time Assurances – Reducing the reliance on 

offline tests by increasing the reliance on real-
time monitoring and failsafe reversionary backup 
systems [Ref. 32].

o	 Progressive sequential tests – Reducing the reli-
ance on isolated subsystem component testing by 
increasing the reliance on reusable, composable, 
progressive modeling, simulation, test and evalua-
tion.

o	 Formal proofs – Reducing the reliance on exhaus-
tive testing through early analysis, and correction 
by construction design [Ref. 33].

•	 Composable and reusable assurance cases based on 
multiple paths of evidence

o	 Systems of systems re-certification through the 
reuse of assurance cases as a basis of evidence of 
safety and security [Ref. 34-36].

Conclusion
MIL-HDBK-516B is a guidance document from which 
one can construct a Modified Airworthiness Certification 
Criteria (MACC) or a Tailored Airworthiness Certifica-
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