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#### Abstract

The motion of charged particles in the crystal can be both regular and chaotic. Within the quantum approach, chaos manifests itself in the statistical properties of the set of energy levels. The systems in which regions of regular motion are separated by that of chaotic motion in phase space are of special interest. The statistics of levels of these systems is greatly influenced by the possibility of tunneling between phase-space regions dynamically isolated from each other. Matrix elements for such tunneling transitions are estimated in the present paper. To do this, all transverse-motion energy levels of 20 GeV positrons moving in the axialchanneling mode along the Si crystal [100] direction, as well as the Hamiltonian eigenfunctions corresponding to these states, are calculated numerically. The superposition of these eigenfunctions that correspond to classical orbits localized in symmetric but dynamically isolated regions of phase space are found. The energylevel splitting makes it possible to estimate the tunneling-transition matrix elements.
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## INTRODUCTION

The statistical properties of the set of energy levels of a quantum system that is chaotic in the classical limit differ sharply from those for an integrable system with regular dynamics [1-4]. This difference is due to the fact that the energy levels of the integrable system do not interact with each other, while there is the interaction of energy levels of the nonintegrable (chaotic in the classical limit) system, which leads to their mutual repulsion. The manifestations of dynamic chaos in electron channeling [5, 6] were studied in [711] for the case of motion near the silicon-crystal [110] direction. In this case, pairs of neighboring atomic chains create a two-well potential, above the saddle point of which the motion of electrons turns out to be almost completely chaotic. It was found that the statistical properties of the levels in this region are well described by the Wigner distribution [1-4].

The case where, at a given energy, the classical dynamics of a particle turns out to be regular under some initial conditions and chaotic under others is more complicated; in this case, the regions of regular motion are separated by the region of dynamic chaos in the phase space. Such a case is implemented, for example, when an electron moves near the silicon-
crystal [100] direction [12, 13]. The authors of [14] assumed that these regions generate two independent sequences of levels. However, tunneling between dynamically isolated regions of the phase space lead to the interaction of energy levels generated by states localized in such regions. The theory that takes into account the influence of tunneling transitions on the level statistics was proposed in [15].

In this paper, we estimated the matrix elements of such transitions for the case of the channeling of highenergy positrons in the silicon-crystal [100] direction. Based on the structure of the phase space of the system established in [13], we present the interpretation of the splitting of energy levels.

## EXPERIMENTAL

The motion of a relativistic particle in a crystal at a small angle to the crystallographic axis densely packed with atoms can be described as two-dimensional motion in the transverse (relative to the axis) plane under the influence of continuous potentials averaged along atomic chains, which are perpendicular to this plane, while preserving the longitudinal component of the particle momentum $p_{\|}$. The continuous potential


Fig. 1. Potential energy (2) of the positron moving near the silicon-crystal [100] direction.
of the separate atomic chain can be approximated by the formula [5]:

$$
\begin{equation*}
U_{1}(x, y)=U_{0} \ln \left(1+\frac{\beta R^{2}}{x^{2}+y^{2}+\alpha R^{2}}\right) \tag{1}
\end{equation*}
$$

where, for the silicon-crystal [100] chain, $U_{0}=66.6 \mathrm{eV}$, $\alpha=0.48, \beta=1.5, \mathrm{R}=0.194 \AA$ (the Thomas-Fermi radius). Such chains form a square lattice with a period of $\mathrm{a} \approx 1.92 \AA$ in the (100) plane. For the positron, the continuous potential of the chain is repulsive, and near the center of the square, at the vertices of which there are four chains that are closest to each other, a small potential well appears (Fig. 1), in which finite motion of the positron in the transverse plane is possible; it is called axial channeling [5, 6]. If the contributions of these four chains are taken into account, the potential energy of the positron is described by the following sum:

$$
\begin{gather*}
U(x, y)=U_{1}(x-a / 2, y-a / 2) \\
+U_{1}(x-a / 2, y+a / 2) \\
+U_{1}(x+a / 2, y-a / 2)  \tag{2}\\
+U_{1}(x+a / 2, y+a / 2)-7.96 \mathrm{eV}
\end{gather*}
$$

where the constant is added to make the potential vanish at the cell center.

A quantum description of axial channeling is given by the two-dimensional Schrödinger equation with the Hamiltonian:

$$
\begin{equation*}
\hat{H}=-\frac{\hbar^{2}}{2 E_{\|} / c^{2}}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)+U(x, y), \tag{3}
\end{equation*}
$$

where the quantity $E_{\|} / c^{2}$ plays the role of the particle mass and $E_{\|}=\left(m^{2} c^{4}+p_{\|}^{2} c^{2}\right)^{1 / 2}$ is the energy of longitudinal motion [5]. In this paper, we consider the channeling of positrons with an energy of $E_{\|}=20 \mathrm{GeV}$. The eigenvalues (energy levels of channeled positrons) and the eigenfunctions of Hamiltonian (3) were found
numerically using the so-called spectral method [16], the details of which are described in [7-10] as applied to the channeling problem.

Since potential (2) has the symmetry of a square, all available states of transverse motion can be classified according to irreducible representations of the group $D_{4}$ (or $C_{4 \mathrm{v}}$, which is isomorphic to it, for example, [17]), depending on the type of symmetry of the wave function. This group has four one-dimensional irreducible representations denoted by $A_{1}, A_{2}, B_{1}, B_{2}$, and corresponding to nondegenerate energy levels and one two-dimensional representation denoted by $E$ corresponding to doubly degenerate levels. In what follows, we will study only nondegenerate levels.

The mechanism of the interaction of energy levels was described well in [18] (Chapters 6-8) using a twolevel system as an example. We recall the results of this description, following the notation used in [18]. We consider the pair of degenerate states $|1\rangle$ and $|2\rangle$ with a clear quasi-classical meaning. If the amplitude of the transition between these two states $\langle 2| \hat{H}|1\rangle$ is nonzero, $\langle 2| \hat{H}|1\rangle=V_{21} \equiv-A$, this leads to the removal of degeneracy, so that the stationary states with a certain energy are linear combinations of states $|1\rangle$ and $|2\rangle$ :

$$
\begin{equation*}
|I\rangle=\frac{|1\rangle-|2\rangle}{\sqrt{2}},|I I\rangle=\frac{|1\rangle+|2\rangle}{\sqrt{2}} . \tag{4}
\end{equation*}
$$

If the presence of all other states is not considered, such a two-level system can be described by the phenomenological Hamiltonian

$$
\mathbf{H}=\left(\begin{array}{cc}
E & -A  \tag{5}\\
-A & E
\end{array}\right)
$$

which is diagonal in the new basis $|I\rangle,|I I\rangle$ :

$$
\mathbf{H}^{\prime}=\left(\begin{array}{cc}
E+A & 0  \tag{6}\\
0 & E-A
\end{array}\right)
$$

In this paper, we consider the inverse problem: using the numerically found set of stationary states, we determine the matrix elements of transitions $V_{i j}$ between states with a clear quasi-classical meaning (which are the states corresponding to motion in dynamically isolated regions of phase space within the classical limit). For pairs of close levels, it suffices to find a matrix of transformation from the basis of stationary states $|\mathrm{I}\rangle,|\mathrm{II}\rangle$ into that of states with a simple quasi-classical meaning:

$$
\begin{equation*}
\binom{|\mathrm{I}\rangle}{|\mathrm{II}\rangle}=\mathbf{T}\binom{|1\rangle}{|2\rangle}, \tag{7}
\end{equation*}
$$

and then


Fig. 2. Eigenfunctions of Hamiltonian (3) belonging to the representations (a) $B_{2}$ (the eigenvalue of the transverse-motion energy is $\left.E_{\perp}=1.1930125 \mathrm{eV}\right)$ and (b) $A_{1}\left(E_{\perp}=1.1930000 \mathrm{eV}\right)$, white lines correspond to the classical boundaries of motion; (c) and (d) superpositions (10) of these functions, black lines are the corresponding classical orbits.

$$
\begin{equation*}
\mathbf{H}=\mathbf{T}^{-1} \mathbf{H}^{\prime} \mathbf{T}, \tag{8}
\end{equation*}
$$

whence it is easy to find the sought off-diagonal matrix elements of H. In the above simplest case (4), the transformation matrix has the form:

$$
\mathbf{T}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & -1  \tag{9}\\
1 & 1
\end{array}\right)
$$

In the following section, we consider interactions of such a type and more difficult cases of the interaction of four energy levels of channeled-positron transverse motion.

## RESULTS AND DISCUSSION

Among all the states of the transverse motion of positrons with an energy of $E_{\|}=20 \mathrm{GeV}$, there are many pairs of states whose transverse-motion energies are close, but they belong to different representations of the symmetry group of our problem. For example, Figure 2 shows the graphs of eigenfunctions of the state with an energy of $E_{\perp}=1.1930125 \mathrm{eV}$ belonging to the representation $B_{2}$ (in our notation, this is state $|\mathrm{I}\rangle)$ and of the state with an energy of $E_{\perp}=1.1930000 \mathrm{eV}$


Fig. 3. (a) Absolute values of the matrix elements of the transition between quasi-classical states, the dashed line corresponds to the fitting of all found values using the fourth-degree polynomial; the solid line (the scale on the right) corresponds to the proportion of chaotic dynamics in the phase space of the system found in [13]; (b) the same with the classification of states participating in pair interactions (states belonging to the same class are connected by dotted lines).
belonging to the representation $A_{1}$ (this is state $|\mathrm{II}\rangle$ in our notation). It is not difficult to see that the combinations $|1\rangle$ and $|2\rangle$ :

$$
\begin{equation*}
|1\rangle=\frac{|\mathrm{I}\rangle+|\mathrm{II}\rangle}{\sqrt{2}}, \quad|2\rangle=\frac{|\mathrm{II}\rangle-|\mathrm{I}\rangle}{\sqrt{2}}, \tag{10}
\end{equation*}
$$

represent states localized in two dynamically isolated regions of phase space. The two curves in Figs. 2c and 2d above the graphs of wave functions show the periodic orbits realized within the classical limit at an energy of $E_{\perp}=\left(E_{\mathrm{I}}+E_{\mathrm{II}}\right) / 2$. The amplitude of the transition between these two states is immediately found from the splitting value, its absolute value is $A=\left(E_{\mathrm{I}}-E_{\mathrm{II}}\right) / 2=6.25 \times 10^{-6} \mathrm{eV}$. The absolute values
of the transition amplitudes for all found pairs of levels are marked by points in Fig. 3a.

The regularity in the values of the transition amplitudes can be seen if we classify the states according to the number of half-waves that are located along the narrow side of the quasi-classical wave function, while separately considering the states corresponding to the classical orbits connecting two opposite corners of the potential well (such states are marked with straight crosses + in Fig. 3b) and those corresponding to orbits connecting the opposite sides of the square potential well (marked with oblique crosses $\times$ )). For example, the states in Fig. 2 in our notation are related to the type +1 . The families of states of each type are united by dotted lines in Fig. 3b.

For each of these families, the splitting value, which is dependent on the energy of the state, first decreases and then increases again. Such behavior is explained as follows. In the depth of the potential well (2), the particle dynamics is regular under almost all initial conditions, so that the boundaries of different regions of regular motion dynamically isolated from each other touch each other (Figs. 4a and 4b). Therefore, if the wave function of the state reaches the boundaries of such a region, the probability of tunnel penetration into the regular region corresponding to the partner state is rather large, which leads to a significant value of the splitting of the intrinsic energies of the symmetric and antisymmetric combinations of form (4) for these states. As the energy increases, the characteristic value of the de Broglie wavelength decreases; therefore, the state with a small number of half-waves in the transverse direction will be localized in the phase space in a region with a smaller relative volume surrounded by regions of other regular-state localization. Therefore, the probability of tunneling through dynamically inaccessible regions decreases, which leads to a decrease in the value of splitting of the corresponding energy levels. However, as the energy continues to increase, the proportion of the phase volume corresponding to regular dynamics decreases (the solid curve in Fig. 3 shows an increasing proportion of the chaotic-dynamics region). So, near the upper edge of the potential well, the phase space contains several regions dynamically isolated from each other and corresponding to different types of regular orbits separated by the region of chaotic dynamics (Figs. 4b and 4d). Therefore, wave functions of the selected type can again differ significantly from zero near the boundaries of the regions of regular motion. And although the width of the region that is dynamically inaccessible to particle motion is large, the probability of tunneling through it begins to increase because of the mechanism known as chaos-assisted tunneling [15, 19-21]. In this case, the particle only needs to penetrate beyond its dynami-


Fig. 4. (a) and (c) are the Poincare cross sections and (b) and (d) are the projections of the four-dimensional regular-dynamics regions in phase space on the half-space ( $x, y, v_{x}$ ) for the transverse-motion energies (a), (b) $E_{\perp}=0.7687125 \mathrm{eV}$ and (c), (d) $E_{\perp}=1.386475 \mathrm{eV}$.
cally allowed region, and it will be picked up by a chaotic flow, which takes it to the border of the partner region sooner or later, where the particle will be able to successfully complete the tunneling process. This is the reason for the increase in level splitting near the well top.

In addition to the numerous cases of paired interaction of levels discussed above, we found twelve cases where four energy levels corresponding to three types of symmetry interact with each other; for one of these cases, the wave functions of stationary states are shown in Fig. 5. Here, it turns out to be possible to construct combinations from two states belonging to the same type of symmetry $\mid$ III $\rangle, \mid$ IV $\rangle$, (Fig. 6):

$$
\begin{align*}
& |a\rangle=\cos \alpha \mid \text { III }\rangle-\sin \alpha \mid \text { IV }\rangle  \tag{11}\\
& |b\rangle=\sin \alpha \mid \text { III }\rangle+\cos \alpha \mid \text { IV }\rangle
\end{align*}
$$

which are paired with the states $|\mathrm{I}\rangle$ and $|\mathrm{II}\rangle$. If this is taken into account, it is easy to generalize (7) to the case of four basis states:

$$
\left(\begin{array}{c}
|\mathrm{I}\rangle  \tag{12}\\
|\mathrm{II}\rangle \\
|\mathrm{III}\rangle \\
|\mathrm{IV}\rangle
\end{array}\right)=\mathbf{T}\left(\begin{array}{c}
|1\rangle \\
|2\rangle \\
|3\rangle \\
|4\rangle
\end{array}\right)
$$

where the transformation matrix has the form

$$
\mathbf{T}=\frac{1}{\sqrt{2}}\left(\begin{array}{cccc}
1 & 1 & 0 & 0  \tag{13}\\
0 & 0 & 1 & 1 \\
\cos \alpha & -\cos \alpha & \sin \alpha & -\sin \alpha \\
-\sin \alpha & \sin \alpha & \cos \alpha & -\cos \alpha
\end{array}\right)
$$



Fig. 5. Four eigenfunctions of Hamiltonian (3) belonging to three representations of the symmetry group of the problem with close eigenvalues of the transverse-motion energy.


Fig. 6. Superpositions of form (11) of the functions shown in Figs. 5c and 5d. In this case, the mixing angle is $\alpha=45^{\circ}$.


Fig. 7. Superpositions of four functions shown in Figs. 5a, 5b and 6a, 6b defined by relation (12) and the corresponding classical orbits.

The graphs of the wave functions of the states $|1\rangle, \ldots,|4\rangle$ and their corresponding classical periodic orbits are shown in Fig. 7. The values of the off-diagonal matrix elements of the Hamiltonian found after transformation (8) taking into account (13) are marked with diamonds in Fig. 3.

There are also four cases where two pairs of levels belonging to two types of symmetry interact with each other. For them, the transformation matrix is determined by two mixing angles between the states forming pairs of the same type of symmetry:

$$
\mathbf{T}=\frac{1}{\sqrt{2}}\left(\begin{array}{cccc}
\cos \beta & -\sin \beta & \cos \alpha & -\sin \alpha  \tag{14}\\
\cos \beta & -\sin \beta & -\cos \alpha & \sin \alpha \\
\sin \beta & \cos \beta & \sin \alpha & \cos \alpha \\
\sin \beta & \cos \beta & -\sin \alpha & -\cos \alpha
\end{array}\right) .
$$

The corresponding values of the off-diagonal matrix elements of the Hamiltonian are denoted by squares in Fig. 3.

Figure 8 shows the distribution of the found nonzero values of the off-diagonal matrix elements of the Hamiltonian describing transitions between different states corresponding to dynamically isolated classical trajectories of the channeled positron (for the set of levels with $E_{\perp} \geq 1 \mathrm{eV}$, for which the proportion of the chaotic-dynamics region in the phase space is significant). The standard deviation of these values is $4.2 \times$ $10^{-4} \mathrm{eV}$. The square root of this value appears as a parameter in the Podolskiy-Narimanov distribution [15], which describes the statistics of interlevel distances of a quantum system, the classical analogue of which contains, in its phase space, several regular regions separated by the region of chaotic dynamics.


Fig. 8. Distribution of the found values of the nonzero offdiagonal matrix elements of the Hamiltonian for the set of levels with $E_{\perp}>1 \mathrm{eV}$. The dashed lines correspond to a root-mean-square deviation of $4.2 \times 10^{-4} \mathrm{eV}$.

## CONCLUSIONS

We have considered the channeling of positrons with an energy of 20 GeV near the silicon-crystal [100] direction. Numerical methods have been used to find all the energy levels of the transverse motion of positrons and their corresponding wave functions. Among these stationary states, we selected groups that can be interpreted as a result of the interaction of quasi-classical states corresponding to localization of the particle in dynamically isolated regions of phase space. We found the values of the matrix elements of the transitions between such quasi-classical states.

It is shown that near the upper edge of the potential well, the phase space contains several dynamically isolated regions corresponding to different types of regular orbits separated by a region of chaotic dynamics. In accordance with the concept of chaos-assisted tunneling (CAT), the presence of this chaotic region contributes to tunneling of the particle between regularmotion regions dynamically isolated from each other, which leads to an increase in the splitting of the energy levels of the transverse motion of channeled positrons. The found matrix elements of the transitions are consistent with this interpretation.

The obtained results (in particular, the value of the root-mean-square deviation for the set of matrix elements of tunneling transitions) can be used for statistical analysis of the interlevel distances of the quantum system under consideration within the framework of the theory of quantum chaos.
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