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Abstract
This article studies hypoellipticity on general filtered manifolds. We extend the Rockland
criterion to a pseudodifferential calculus on filtered manifolds, construct a parametrix and
describe its precise analytic structure.Weuse this result to studyRockland sequences, a notion
generalizing elliptic sequences to filtered manifolds. The main application that we present is
to the analysis of the Bernstein–Gelfand–Gelfand (BGG) sequences over regular parabolic
geometries.We do this by generalizing theBGGmachinery tomore general filteredmanifolds
(in a non-canonical way) and show that the generalized BGG sequences are Rockland in a
graded sense.
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1 Introduction andmain results

Elliptic operators and their analysis touch a large number of problems in geometry, analysis,
topology, and physics. At the heart of their wide applicability are three simple reasons:

1. There is a big supply of natural, invariant elliptic operators such as the Laplace and Dirac
operators, which encode Riemannian and other geometry.

2. Elliptic operators are defined by invertibility of their “highest order” term. However, this
suffices to guarantee that they are invertible up to a smoothing error. This approximate
inverse is known as a parametrix, and it ensures many of the usual analytic properties of
elliptic operators, such as their Fredholmness on compact manifolds.
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3. The heat kernel asymptotic for positive elliptic operators also encodes several important
invariants of geometry and topology.

The purpose of this article is to show that in many other geometric situations there is
a large supply of natural hypoelliptic operators which admit a nice parametrix in a suit-
able calculus [17, 52, 79]. These operators include the curved Bernstein–Gelfand–Gelfand
(BGG) operators on regular parabolic geometries [11] and Rumin’s complexes [65–67, 69]
on Carnot–Carathéodory (C–C) manifolds. The heat kernel asymptotics for positive differ-
ential operators in this class resembles the elliptic case, as has been shown in another article
[24]. This class of hypoelliptic operators therefore enjoys the same properties as formulated
above for elliptic operators.

Historically, finding geometric hypoelliptic operators has been a dream. In the few cases
where they are known they lead to striking results, for instance the Connes–Moscovici [21]
index formula for the transverse signature operators on foliations, or Julg–Kasparov’s [48]
proof of the Baum–Connes conjecture for discrete subgroups of SU(n, 1). In both the exam-
ples above, the hypoellipticity was known through the Heisenberg calculus, see [3, 59, 73].
Another substantial source of hypoelliptic operators isHörmander’s celebrated sumof squares
theorem [47].

There are many problems in geometry and operator theory, for example the extension of
the results by Connes–Moscovici and Julg–Kasparov mentioned above, where the underly-
ing manifold is a filtered manifold and the natural representative of a K-homology class is
expected to be a geometric hypoelliptic operator, see [2, 18, 76, 77, 81] for instance. The
K-homology class represented by the classical BGG sequences on generalized flag varieties
are expected to play a crucial role in extending Julg and Kasparov’s approach to higher
rank Lie groups. We will construct similar hypoelliptic sequences for a large class of filtered
manifolds.

To obtain precise analytic properties of a hypoelliptic operator, we want its parametrix
to be in a suitable pseudodifferential calculus. This will, for instance, provide precise maxi-
mal hypoellipticity estimates in the corresponding Sobolev spaces. Such a pseudodifferential
calculus for filtered manifold was first described in Melin [52]. Melin’s original preprint
remains unpublished. A new geometric approach to the calculus was developed in van Erp
and Yuncken [79]. We shall follow [79] for definiteness, although arguably both methods
[52, 79] very likely produce the same calculus. Van Erp and Yuncken’s approach is based on
the construction of a Heisenberg tangent groupoid for filtered manifolds [15, 41, 54, 78]. We
will refer to the calculus as Heisenberg calculus. The construction of the Heisenberg calculus
follows the geometrical insights of Debord and Skandalis [27] into classical pseudodifferen-
tial calculus using tangent groupoids [20, 45, 64]. The operators in the Heisenberg calculus
are classical in the sense that they admit local homogeneous expansions. Our main analytic
result shows that operators satisfying a pointwise Rockland condition admit a parametrix in
the Heisenberg calculus.

In the remaining part of this introductory section, we will outline the main results and hint
at their proofs.

1.1 Filteredmanifolds and their osculating groups

A natural structure available on every smooth manifold is its Lie algebra of vector fields.
Various geometric structures on smooth manifolds can be described in terms of a filtration on
the tangent bundlewhich is compatiblewith theLie bracket of vector fields. This compatibility
is subsumed in the concept of a filtered manifold. A filtered manifold is a smooth manifold
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M together with a filtration of its tangent bundle by smooth subbundles,

T M = T−r M ⊇ · · · ⊇ T−2M ⊇ T−1M ⊇ T 0M = 0, (1)

which is compatible with the Lie bracket of vector fields in the sense that [X , Y ] ∈
�∞(T p+qM) for all X ∈ �∞(T pM) and Y ∈ �∞(T qM).

To each point x in a filtered manifold M one can assign a simply connected nilpotent Lie
group Tx M , called the osculating group at x , which can be regarded as a non-commutative
analogue of the tangent space at x . Its Lie algebra is

tx M := gr(TxM) :=
⊕

p

T p
x M/T p+1

x M

with the (Levi) bracket induced from the Lie bracket of vector fields. The osculating algebras
combine to form a smooth bundle of graded nilpotent Lie algebras tM over M , called the
bundle of osculating algebras. Correspondingly, the osculating groups combine to form a
smooth bundle of simply connected nilpotent Lie groups T M over M , called the bundle of
osculating groups. These play a crucial role in the analysis on filtered manifolds.

Remark 1.1 There are various conventions on choosing orders/degrees on filtrations and
gradings. Van Erp and Yuncken [78, 79], for instance, assign positive values to gradings.
We follow the convention prevalent in parabolic geometry, see, for example, [10, 55]. In this
context, the choice of negative degree/order is a well-established convention.

To describe simple examples, suppose n = n−r ⊕ · · · ⊕ n−1 is a graded nilpotent Lie
algebra, and let N be a Lie group with Lie algebra n. Then, the filtration n = n−r ⊇ · · · ⊇
n−1 ⊇ n0 = 0, with np :=⊕

p≤q nq , determines a left invariant filtration of T N which turns
N into a filtered manifold with (locally) trivial bundle of osculating algebras and typical fiber
n.

Let us mention a few geometric structures that can be described as filtered manifolds with
special osculating algebras. By Frobenius’ theorem, foliated manifolds can equivalently be
described as filtered manifolds with abelian, but non-trivially graded osculating algebras.
A contact manifold is just a filtered manifold with osculating algebras isomorphic to the
Heisenberg algebra. According to Darboux’s theorem, the filtration on a contact manifold
is even locally diffeomorphic to the left invariant filtration on the Heisenberg group. Engel
structures on 4-manifolds provide further examples of filtered manifolds that admit local
normal forms, cf. [60, 80] and Example 4.19. A generic rank two distribution in dimension
five [7, 10, 14, 23, 71] is a filteredmanifoldwith osculating algebras isomorphic to a particular
(generic) 5-dimensional graded nilpotent Lie algebra, see Example 4.21.Most regular normal
parabolic geometries can equivalently be described as filtered manifolds with prescribed
osculating algebras, see [10, Proposition 4.3.1]. These include generic rank two distributions
in dimension five, generic rank three distributions in dimension six [5], and quaternionic
contact structures [4].

Heisenberg manifolds [59] constitute a well studied class of filtered manifolds for which
the bundle of osculating algebras need not be locally trivial. They occur naturally as bound-
aries of complex manifolds. Equiregular Carnot–Carathéodory (C–C) manifolds [40] give
rise to filtered manifolds which are often assumed to be bracket generating in the sense that
T−pM is spanned by iterated Lie brackets of sections in T−1M which are of length at most
p.
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1.2 Analytic results

In this paper, we will study operators on filtered manifolds and provide a criterion for their
hypoellipticity. Our main analytic results are based on the Heisenberg calculus for filtered
manifolds. This calculus can be obtained using the Heisenberg tangent groupoid [15, 41, 54,
78, 79] and the idea of essential homogeneity introduced in [27]. Although the calculus in
[79] is described for scalar operators it can easily be generalized to operators acting between
sections of vector bundles. The goal is to obtain a general Rockland type theorem in such
a pseudodifferential calculus. In addition to using the Heisenberg calculus, the proof of
this theorem also builds upon harmonic analysis by Christ et al. [17] and arguments due to
Ponge [59].

Let us briefly describe the Heisenberg calculus and the related setup. For two vector
bundles E and F over a filtered manifold M , and any complex number s, we let �s(E, F)

denote the class of all pseudodifferential operators of Heisenberg order at most s. These are
continuous operators�∞c (E)→ �∞(F)which extend continuously to pseudolocal operators
on distributional sections, �−∞c (E) → �−∞(F). They can be characterized as operators
with a Schwartz kernel that admits an extension to the Heisenberg tangent groupoid which
is essentially homogeneous of order s. This extends the Heisenberg filtration on differential
operators. More precisely, a differential operator has Heisenberg order at most k ∈ N0 if and
only if it is contained in �k(E, F).

An operator A ∈ �s(E, F) has a Heisenberg principal cosymbol σ s
x (A) ∈ �s

x (E, F)

at every point x ∈ M . Here �s
x (E, F) denotes the space of regular distributional volume

densities on the osculating group Tx M with values in hom(Ex , Fx ) which are essentially
homogeneous of order s, modulo smooth volume densities. This cosymbol extends the
Heisenberg principal (co)symbol of differential operators on filtered manifolds. The basic
properties of this operator class and the Heisenberg principal cosymbol are summarized in
Proposition 3.1.

Let π : Tx M → U (H) be a non-trivial irreducible unitary representation of the oscu-
lating group on a Hilbert space H, and let H∞ denote the subspace of smooth vectors. If
A ∈ �s(E, F), then π̄(σ s

x (A)) is a well-defined closed unbounded operator onH, restricting
to a map π̄(σ s

x (A)) : H∞ ⊗ Ex → H∞ ⊗ Fx . The operator A is said to satisfy the Rock-
land [62] condition if π̄(σ s

x (A)) is injective onH∞⊗Ex for all non-trivial irreducible unitary
representations π of Tx M and every x ∈ M .

For left invariant differential operators on graded nilpotent Lie groups, Helffer and Nour-
rigat [43] proved that the harmonic analytic Rockland condition implies hypoellipticity, thus
confirming a conjecture of Rockland’s [62] for the Heisenberg group. Christ et al. [17] con-
structed a pseudodifferential operator calculus on graded nilpotent Lie groups and proved
that the pointwise Rockland condition implies the existence of a parametrix in their calculus.
For Heisenberg manifolds with varying osculating algebras such a result has been obtained
by Ponge [59]. As mentioned already, Melin [52] constructed a pseudodifferential calculus
on general filtered manifolds and used it construct a parametrix for scalar Rockland differ-
ential operators. We will prove the following general Rockland type result for systems of
pseudodifferential operators on general filtered manifolds.

Theorem A Let E and F be two vector bundles over a filtered manifold M and suppose
A ∈ �s(E, F) satisfies the Rockland condition. Then, there exists a properly supported left
parametrix B ∈ �−sprop(F, E); that is, B A − id is a smoothing operator.

As a consequence, every operator A ∈ �s(E, F) satisfying the Rockland condition is
hypoelliptic; that is, if ψ is a compactly supported distributional section of E such that Aψ
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is smooth on an open subset U of M , then ψ was smooth on U . Over closed manifolds this
implies that ker(A) is a finite dimensional subspace of �∞(E), see Theorem 3.11.

Combining Theorem A with a result of Christ et al., see [17, Theorem 6.1], we construct,
for each complex number s, an operator �s ∈ �s(E) which is invertible mod smoothing
operators, see Lemma 3.13. This permits us to introduce a Heisenberg Sobolev scale, see
Proposition 3.17, and allows us to formulate more refined regularity statements, including
maximal hypoelliptic estimates, for operators satisfying the Rockland condition, see Corol-
lary 3.20.

We will use Theorem A to analyze Rockland sequences. A sequence of operators,

· · · → �∞(Ei−1)
Ai−1−−→ �∞(Ei )

Ai−→ �∞(Ei+1)→ · · · ,
where Ai ∈ �si (Ei , Ei+1) will be called Rockland sequence if the corresponding principal
symbol sequence is exact in every non-trivial irreducible unitary representation π : Tx M →
U (H) at each x ∈ M , that is, the sequence

· · · → H∞ ⊗ Ex,i−1
π̄(σ

si−1
x (Ai−1))−−−−−−−−−→ H∞ ⊗ Ex,i

π̄(σ
si
x (Ai ))−−−−−−→ H∞ ⊗ Ex,i+1 → · · ·

is exact. On trivially filtered manifolds this definition reduces to the well-known concept of
elliptic sequences. To study these sequences, we consider formal adjoints A∗i ∈ � s̄(Ei+1, Ei )

with respect to standard L2 inner products on �∞(Ei ). Theorem A implies that (A∗i−1, Ai )

is hypoelliptic, and more refined regularity statements, including maximal hypoelliptic esti-
mates, can be formulated using the Heisenberg Sobolev scale.

On closed manifolds, in case the Rockland sequence forms a complex, i.e., Ai Ai−1 = 0, it
is convenient to use suitable Sobolev adjoints, A	

i of Ai . These adjoints are constructed such

that Ai−1A	
i−1 and A	

i Ai have the same Heisenberg order and thus Bi := Ai−1A	
i−1+ A	

i Ai

is a Rockland operator. We obtain a Hodge decomposition

�∞(Ei ) = img(Ai−1)⊕ ker(Bi )⊕ img(A	
i )

where ker(Bi ) = ker(A	
i−1) ∩ ker(Ai ). In particular, each cohomology class has a unique

harmonic representative, that is, ker(Ai )/ img(Ai−1) = ker(Bi ).
For Rockland complexes of differential operators of positive order, one can alternatively

follow the Rumin–Seshadri approach [70] and consider


i := (Ai−1A∗i−1)ai−1 + (A∗i Ai )
ai (2)

where the numbers ai ∈ N are chosen such that κ := si−1ai−1 = si ai . Then, 
i is a
differential operator of order at most 2κ which satisfies the Rockland condition. We obtain
a similar Hodge decomposition, namely,

�∞(Ei ) = img(Ai−1)⊕ ker(
i )⊕ img(A∗i ),

where ker(Ai )/ img(Ai−1) = ker(
i ) = ker(A∗i−1) ∩ ker(Ai ).
In order to study the generalized BGG sequences, we will construct below, the analysis

needs to be adapted to a setupwhere the operators act on sections of filtered vector bundles, cf.
Rumin’s concept of Carnot–Carathéodory (C–C) ellipticity in [67, 69]. For any two filtered
vector bundles E and F , we consider a class of operators, �̃s(E, F), which will be called
pseudodifferential operators of graded Heisenberg order s. If we identify E and F with the
associated graded using splittings of the filtrations, then an operator A ∈ �̃s(E, F) can be
considered as amatrix with entries Aqp ∈ �s+q−p(gr p(E), grq(F)). The gradedHeisenberg
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principal cosymbol, σ̃ s
x (A), can be defined as the matrix obtained by taking the (ordinary)

Heisenberg principal cosymbol of each entry, that is,

σ̃ s
x (A) =

∑

p,q

σ
s+q−p
x (Aqp).

Neither the operator class �̃s(E, F), nor the graded Heisenberg principal cosymbol σ̃ s
x (A)

depend on the choice of splittings.
An operator A ∈ �̃s(E, F) is called graded Rockland operator if π̄(σ̃ s

x (A)) : H∞ ⊗
gr(Ex ) → H∞ ⊗ gr(Fx ) is injective for all non-trivial irreducible unitary representations
π : Tx M → U (H) and all x ∈ M . Similarly, a graded Rockland sequence is defined to
be a sequence of operators such that its graded Heisenberg principal symbol sequence is
exact in each non-trivial irreducible unitary representation of Tx M . Theorem A has a graded
analogue, and all the analysis mentioned above generalizes to this graded setup, see Sect. 5.
Even if a graded Rockland sequence is made of differential operators, its analysis requires
conjugation by a pseudodifferential operator in the calculus, cf. [67, 69]. This is another
reason why we need the generality of Theorem A to analyze generalized BGG sequences.

1.3 Construction of Rockland sequences

In this paper will shall construct several examples of Rockland sequences. The most basic
sequence we will consider is the de Rham sequence associated with a linear connection ∇
on a filtered vector bundle E over a filtered manifold M . This can be characterized as the
unique extension of ∇,

· · · → �k−1(M; E)
d∇k−1−−→ �k(M; E)

d∇k−→ �k+1(M; E)→ · · · , (3)

such that the Leibniz rule d∇(α ∧ ψ) = dα ∧ ψ + (−1)kα ∧ d∇ψ holds for all α ∈
�k(M) and ψ ∈ �∗(M; E), cf. [37, Section 7.14]. Here, we use the notation �k(M; E) =
�∞(�kT ∗M ⊗ E) for the space of E-valued differential forms.

We assume that∇ is filtration-preserving; that is to say, we assume∇Xψ ∈ �∞(E p+qM)

for all X ∈ �∞(T pM) and ψ ∈ �∞(Eq). Then, all operators in the sequence (3) are of
graded Heisenberg order at most zero with respect to the induced filtration on the vector
bundles �kT ∗M ⊗ E . We will, furthermore, assume that the curvature [37, Section 7.15]
of ∇ is contained in filtration degree one, that is, we assume F∇x (X1, X2)ψ ∈ E p1+p2+p+1

x

for all Xi ∈ T pi
x M and ψ ∈ E p

x . Linear connections of this kind exist on every filtered
vector bundle. If E is trivially filtered, then all linear connections on E satisfy the two
assumptions. In general, using a splitting of the filtration to identify E with its associated
graded, gr(E) =⊕

p E
p/E p+1, each linear connection preserving the grading on gr(E)will

satisfy the two assumptions. Moreover, all tractor bundles associated with regular parabolic
geometries come equipped with a natural linear connection satisfying these assumptions, see
Sect. 4.6.

We have the following generalization of a result of Rumin’s for the de Rham complex on
C–C manifolds, cf. [69, Theorem 5.2] and [67, Theorem 3].

Theorem B Let E be a filtered vector bundle over a filtered manifold M and suppose ∇ is a
filtration-preserving linear connection on E such that its curvature is contained in filtration
degree one. Then the de Rham sequence in (3) is a graded Rockland sequence.

Essentially, TheoremB follows from the fact that the Lie algebra cohomology H∗(g;H∞)

vanishes for every finite dimensional nilpotent Lie algebra g and its representation on the
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space of smooth vectorsH∞ associatedwith any non-trivial irreducible unitary representation
of the corresponding simply connected nilpotent Lie group on a Hilbert space H. This will
be established in Sect. 4.4, see Proposition 4.15.

To construct new sequences, we follow Čap et al., see [11], and consider a Kostant type
codifferential. By this we mean a sequence of filtration-preserving vector bundle homomor-
phisms,

· · · ← �k−1(M; E)
δk←− �k(M; E)

δk+1←−− �k+1(M; E)← · · · ,
satisfying δkδk+1 = 0 and two more conditions formulated in Definition 4.6. Assuming
δk to have locally constant rank, we obtain smooth vector bundles ker(δk), img(δk+1), and
Hk := ker(δk)/ img(δk+1), which are filtered in a natural way. We let π̄k : ker(δk) → Hk

denote the natural vector bundle projection.
Using the BGG machinery [8, 11–13], we will see that there exist operators analogous

to the splitting operators in parabolic geometry, see [12, Theorem 2.4]. More precisely,
there exists a unique differential operator L̄k : �∞(Hk)→ �k(M; E) such that δk L̄k = 0,
π̄k L̄k = id, and δk+1d∇k L̄k = 0. These operators L̄k are of graded Heisenberg order zero
and permit defining a sequence of differential operators of graded Heisenberg order zero,

· · · → �∞(Hk−1)
D̄k−1−−−→ �∞(Hk)

D̄k−→ �∞(Hk+1)→ · · · , (4)

by setting D̄k := π̄k+1d∇k L̄k .
In Sect. 4.5, we will establish the following result, see Corollary 4.18.

Theorem C The operators in (4) form a graded Rockland sequence.

A codifferential δ of maximal rank exists, provided the dimension of the Lie algebra coho-
mology H∗(tx M; gr(Ex )) is locally constant in x . Note that the curvature assumption on ∇
implies that gr(Ex ) becomes a graded representation of the graded nilpotent Lie algebra tx M ,
see Lemma 4.14. In this case the codifferential δk can be constructed using splittings of the
filtrations on the bundles�kT ∗M⊗E ∼= gr(�kT ∗M⊗E) = �kt∗M⊗gr(E) and the adjoint
of the fiber-wise Chevalley–Eilenberg differential, ∂k−1 : �k−1t∗M ⊗ gr(E) → �kt∗M ⊗
gr(E), see Remark 4.12 for details. For this codifferential there exists a (non-canonical) iso-
morphism of smooth vector bundlesHk ∼= Hk(tM; gr(E)) = ker(∂k)/ img(∂k−1) where the
latter denotes the vector bundle with fibers Hk(tx M; gr(Ex )).

For tractor bundles associated with regular parabolic geometries, however, there exists a
natural choice for δ which is called Kostant codifferential and often denoted by ∂∗. In this
case the construction above reduces to the construction of the curved BGG sequences, and
the operators L̄k coincide with the well-known splitting operators, see [12, Theorem 2.4] for
instance. As an immediate corollary of Theorem C, we thus obtain, cf. Corollary 4.20:

Theorem D All (curved, torsion free) BGG sequences associated with a regular parabolic
geometry are graded Rockland sequences.

To prove Theorem C, we shall construct another sequence that, at the principal symbol
level, canbe combinedwith the sequence (4) to obtain the deRhamsequenceofTheoremB, up
to conjugation. The Rockland condition for both components then follows from Theorem B.
This construction is closely related to the standard BGG machinery and the approach by
Rumin [67, 69].

More precisely, we consider �k := d∇k−1δk + δk+1d∇k , a differential operator of graded
Heisenberg order at most zero on �k(M; E). The associated graded vector bundle endomor-
phism �̃k := gr(�k) on gr(�kT ∗M ⊗ E) is analogous to Kostant’s box operator. Using the
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fiber-wise projection onto the generalized zero eigenspace of �̃k , we obtain a vector bundle
projector P̃k on gr(�kT ∗M ⊗ E), providing a decomposition of smooth vector bundles

gr(�kT ∗M ⊗ E) = img(P̃k)⊕ ker(P̃k)

such that �̃k is nilpotent on img(P̃k) and invertible on ker(P̃k). We will construct two
sequences of differential operators of graded Heisenberg order at most zero,

· · · → �∞(img(P̃k−1))
Dk−1−−−→ �∞(img(P̃k))

Dk−→ �∞(img(P̃k+1))→ · · · (5)

and

· · · → �∞(ker(P̃k−1))
Bk−1−−−→ �∞(ker(P̃k))

Bk−→ �∞(ker(P̃k+1))→ · · · , (6)

as well as invertible differential operators

Lk : �∞(gr(�kT ∗M ⊗ E))→ �k(M; E),

such that the graded Heisenberg principal symbols are related by

σ̃ 0
x (L−1k+1d

∇
k Lk) = σ̃ 0

x (Dk)⊕ σ̃ 0
x (Bk)

at each point x ∈ M . Theorem B readily implies that (5) and (6) are both graded Rock-
land sequences. Moreover, we will construct an invertible differential operator of graded
Heisenberg order zero, Vk : �∞(img(P̃k))→ �∞(Hk), such that V

−1
k+1 D̄kVk = Dk , whence

Theorem C.
The construction of the operators announced in the preceding paragraph is based on the

observation that there exists a unique filtration-preserving differential operator

Pk : �k(M; E)→ �k(M; E)

characterized by Pk�k = �k Pk , P2
k = Pk and gr(Pk) = P̃k . This operator has graded

Heisenberg order zero. Using splittings of the filtrations, Sk : gr(�kT ∗M⊗E)→ �kT ∗M⊗
E , we define differential operators of graded Heisenberg order zero,

Lk := Pk Sk P̃k + (id−Pk)Sk(id−P̃k).
Since gr(Lk) = id, this differential operator is invertible and its inverse L−1k is a differen-
tial operator of graded Heisenberg order zero too. Moreover, it conjugates the differential
projectors into vector bundle projectors, L−1k Pk Lk = P̃k . We will verify that the oper-
ators Dk := P̃k+1L−1k+1d∇k Lk |�∞(img(P̃k ))

, Bk := (id−P̃k+1)L−1k+1d∇k Lk |�∞(ker(P̃k ))
, and

Vk := π̄k Lk |�∞(img(P̃k ))
with inverse V−1k = L−1k L̄k have all the desired properties. The

operator Pk is related to the splitting operator L̄k considered above by L̄k π̄k = Pk |ker(δk ). On
regular parabolic geometries Pk coincides with the composition of (5.1) and (5.2) in [8].

Let us now suppose that the linear connection ∇ is flat. In this case the sequence (3)
is known as de Rham complex, d∇k d∇k−1 = 0, and computes the cohomology of M with
coefficients in the locally constant sheave provided by the flat connection on E . In this
case the sequence of operators L−1k+1d∇k Lk decouples into a Rumin complex and an acyclic
subcomplex, cf. [69, Theorem 2.6] or [67, Theorem 1]. More precisely, we have

L−1k+1d
∇
k Lk = Dk ⊕ Bk,

and, in particular, DkDk−1 = 0 as well as Bk Bk−1 = 0. In this situation the sequences in
(4) and (5) will be called Rumin complexes, for they essentially coincide with complexes on
contact [65, 66, 68] and more general Carnot–Carathéodory [67, 69] manifolds which have

123



Annals of Global Analysis and Geometry (2022) 62:721–789 729

been introduced by Rumin. We will show that the sequence Bk is conjugate to an acyclic
tensorial complex.More precisely, wewill see that there exist invertible differential operators
of graded Heisenberg order at most zero, Gk acting on �∞(ker(P̃k)), such that

G−1k+1BkGk = ∂k |�∞(ker(P̃k ))

where the right hand side denotes the restriction of the Chevalley–Eilenberg differential
on gr(�kT ∗M ⊗ E) = �ktkM ⊗ gr(E) to the invariant acyclic subbundle ker(P̃k), see
Theorem 4.17. Summarizing, we obtain:

Theorem E If the linear connection∇ is a flat, then there exist invertible differential operators
of graded Heisenberg order zero, Wk : �∞(Hk ⊕ ker(P̃k))→ �k(M; E), such that

W−1k+1d
∇
k Wk = D̄k ⊕ (∂k |�∞(ker(P̃k ))

).

On a contact manifold, the Rumin complex (4) is Rockland in the ungraded sense. Hypoel-
lipticity of this complex has been established byRumin [66, Section 3] using results ofHelffer
and Nourrigat [44]. For generic rank two distributions in dimension five, the Rumin complex
is Rockland in the ungraded sense too, see Example 4.21. In general, the Rumin complex
will only be Rockland in the graded sense, and the graded analysis in Sect. 5 may be used to
study them. For instance, the Rumin complex associated with an Engel structure will only
be Rockland in the graded sense, see Example 4.19. On C–C manifolds, Rumin has used the
concept of C–C ellipticity, see [69, Definition 5.1] or [67, Section 2], to show that the Rumin
complexes are hypoelliptic, see [69, Theorem 5.2] or [67, Theorem 3].

1.4 Motivation and outlook

The work in this paper provides a framework to study filtered manifolds by exploring the
analogies to the elliptic case. Classically, the relation between geometry and topology has
been successfully studied by analyzing elliptic operators that arise naturally. We hope that
the hypoellipticity of the operators considered in this paper will allow relating the geometry
of filtered manifolds to global topological properties. We will now mention some directions
which have been motivating our investigations.

By hypoellipticity, Rockland operators on closed filtered manifolds are Fredholm and
there is a clear candidate for the index formula. To be more specific, suppose E and F are
two vector bundles over a closed filtered manifold, and consider A ∈ �s(E, F) such that A
and At both satisfy the Rockland condition. In this situation, the analysis mentioned above
implies that A induces a Fredholm operator between appropriate Heisenberg Sobolev spaces,
see Corollary 3.23. We expect that the index of this operator can be computed by an index
formula similar to van Erp’s in the contact case, see [20, 76]. More precisely, the Rockland
condition should guarantee that the Heisenberg principal symbol of A represents a K -theory
class on the non-commutative cotangent bundle, [σ s(A)] ∈ K0(C∗(T M)), and we expect
the index formula ind(A) = t-ind(ψ([σ s(A)])) where ψ : K0(C∗(T M)) → K 0(T ∗M)

denotes the abstract Connes–Thom isomorphism [19] and t-ind : K 0(T ∗M) → Z is the
topological index map of Atiyah and Singer [1]. More generally, the Heisenberg principal
symbol sequence of every Rockland complex should, in a natural way, represent an element
in K0(C∗(T M)) which is mapped to the Euler characteristics of the Rockland complex
via t-ind ◦ψ : K0(C∗(T M))→ Z. We expect explicit index formulas for various parabolic
geometries, similar to van Erp’s formula on contact manifolds, see [77].

It seems promising to try to extend the Weitzenböck formula for the Rumin complex on
contact manifolds [65, 66] to other filtered manifolds M and combine them with the Hodge
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decomposition, cf.Corollaries 2.16 and5.8, to obtain analogues ofBochner’s vanishing result.
Assuming non-negative curvature, a Weitzenböck formula should imply that every harmonic
section ofHk is parallel. Over closed connected manifolds, the Hodge decomposition would
thus yield a bound on the k-th Betti number, bk(M) ≤ rank(Hk). If, moreover, the curvature
is strictly positive at one point, one would expect bk(M) = 0.

Let us specialize the above remarks to a particular 5-dimensional Cartan geometry and
formulate a precise conjecture. To this end, consider a 5-manifold M equipped with a generic
rank two distribution [7, 14, 23, 71]. More precisely, suppose T−1M ⊆ T M is a distribution
of rank twowith growth vector (2, 3, 5), that is, Lie brackets of sections of T−1M span a rank
three subbundle T−2M of T M and triple brackets of sections of T−1M span all of T M . Such
a filtered manifold can equivalently be described as a regular normal parabolic geometry of
type (G, P)whereG is the split real formof the exceptional Lie groupG2 and P is a particular
parabolic subgroup. Cartan [14] constructed a curvature tensor κ ∈ �∞(S4(T−1M)∗)which
is a complete obstruction to local flatness. More precisely, κ vanishes if and only if the
filtration is locally diffeomorphic to theflatmodelG/P . Regarding the curvatureκx as a fourth
order polynomial on T−1x M , we call κx non-negative andwrite κx ≥ 0, if κx (X , Y , X , Y ) ≥ 0
for all X , Y ∈ T−1x M . Since the corresponding Rumin complex for the trivial flat line bundle
has rank(H1) = 2, see Example 4.21, we conjecture the following to hold true: If M is
closed, connected, and κ ≥ 0, then the first Betti number is bounded by b1(M) ≤ 2. If,
moreover, κx > 0 in at least one point x , then b1(M) = 0.

Another application we have in mind concerns the extension of Ponge’s [59] spectral
analysis on Heisenberg manifolds to more general filtered manifolds. In [24], building on the
analytic results presented here, the heat kernel expansion has been established for formally
self-adjoint, non-negative Rockland differential operators on general closed filtered mani-
folds. As an immediate application of this result, one obtains the detailed structure of complex
powers of these operators, and a Weyl’s law for the growth of their eigenvalues. Other appli-
cations include a McKean–Singer index formula for Rockland differential operators, and the
construction of a non-commutative residue on the algebra of Heisenberg pseudodifferential
operators, see [24]. Moreover, this analysis permits to generalize [42] the Rumin–Seshadri
analytic torsion [70] to closed filtered manifolds which give rise to ungraded Rumin com-
plexes. Due to the rich structure available on regular parabolic geometries it appears feasible
to work out explicit anomaly formulas for the Rumin–Seshadri analytic torsion, expressing
to what extent this analytic torsion depends on the L2 inner product used to define the formal
adjoints, see (2). We hope that the decomposition of the de Rham complex in Theorem E
will prove helpful in establishing a comparison result relating the Rumin–Seshadri analytic
torsion of the Rumin complex with the Ray–Singer torsion [61] of the full de Rham complex.

The existence of a regular parabolic geometry of a particular type on a given manifold
can often be described equivalently in terms of a differential relation. Formally, these can
be solved in terms of homotopy theory. The subtle question is to what extent Gromov’s h-
principle [39] holds true for regular parabolic geometries. We anticipate that the proposed
generalization of the Rumin–Seshadri analytic torsion has the potential to detect a possible
failure of the h-principle. In particular, this might lead to topological obstructions to the
existence of regular parabolic geometries on closed manifolds [23], and it might provide a
sufficiently strong tool to show that formally homotopic regular parabolic geometries need
not be homotopic in general, see [60].
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1.5 Organization of the remaining part of the paper

In Sect. 2, we begin by considering differential operators on filtered manifolds. We present a
result which states the existence of a parametrix for Rockland differential operators, and dis-
cuss several immediate consequences. The Rockland type theorem will be proved in Sect. 3
which contains a more general form of this result. There we recall the Heisenberg pseudod-
ifferential calculus and complement it with a general Rockland type theorem asserting that
Rockland pseudodifferential operators admit a parametrix in this calculus. As an application,
we introduce a Heisenberg Sobolev scale, and formulate maximal hypoelliptic estimates. We
extend the BGGmachinery to filtered manifolds in Sect. 4 and show that the BGG sequences
are Rockland in a graded sense. Section 5 then provides hypoellipticity for graded Rockland
operators by reducing it to the results in Sect. 3. This completes the proof of the claim that
BGG sequences are hypoelliptic.

2 Hypoelliptic sequences of differential operators

In the present section, we are considering differential operators on filtered manifolds. We
present a result which states the existence of a parametrix for Rockland differential operators.
Since our main goal is to provide analysis for general BGG type operators, we will note here
that the result of this section is inadequate for this purpose in spite of the fact that these
sequences are made of differential operators. This is because the vector bundles underlying
the BGG sequences are graded and hence they only satisfy a graded version of the pointwise
Rockland condition, as shown in Sect. 4. The purpose of this section is to set up notation and
provide background for readers not familiar with pseudodifferential operators.

2.1 Differential operators on filteredmanifolds

LetM be a filteredmanifold, cf. (1), and consider the quotient bundle tpM := T pM/T p+1M
with fibers tpx M = T p

x M/T p+1
x M . Recall that the Lie bracket of vector fields induces a

tensorial (Levi) bracket tpM ⊗ tqM → tp+qM which turns the associated graded tM :=⊕
p t

pM into a bundle of graded nilpotent Lie algebras called the bundle of osculating

algebras. Each fiber tx M =⊕
p t

p
x M is a graded nilpotent Lie algebra which will be referred

to as the osculating algebra at x . The Lie algebra structure depends smoothly on x but is not
assumed to be locally trivial, that is, different fibers may be non-isomorphic as Lie algebras.
In the literature tx M is also known as the symbol algebra of M at x , see [55, 56, 58].

A filtration on M induces a (Heisenberg) filtration on differential operators. If E and F are
smooth vector bundles over M , we letDO(E, F) denote the class of all differential operators
mapping section of E to sections of F . A differential operator in DO(E, F) is said to be
of Heisenberg order at most k if, locally, it can be written as a finite linear combination of
operators of the form �∇Xm · · · ∇X1 where � ∈ �∞(hom(E, F)), ∇ is a linear connection
on E , and Xi ∈ �∞(T pi M) are vector fields such that −k ≤ pm + · · · + p1. Denoting the
space of these differential operators by DOk(E, F), we obtain a filtration on DO(E, F),

�∞(hom(E, F)) = DO0(E, F) ⊆ DO1(E, F) ⊆ DO2(E, F) ⊆ · · · ,

which is compatible with composition and transposition. More explicitly, if G is another
vector bundle over M , A ∈ DOk(E, F) and B ∈ DOl(F,G), then BA ∈ DOl+k(E,G) and
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At ∈ DOk(F ′, E ′). Here, At denotes the transpose (differential) operator characterized by

〈φ, Aψ〉 = 〈Atφ,ψ〉, (7)

for all ψ ∈ �∞c (E) and φ ∈ �∞c (F ′), with respect to the canonical pairings �∞c (E ′) ×
�∞(E)→ C and�∞c (F ′)×�∞(F)→ C. Here we are using the notation E ′ := E∗⊗|�|M
where E∗ denotes the dual bundle and |�|M denotes the bundle of 1-densities on M . Note
that (At )t = A, up to the canonical isomorphism of vector bundles E ′′ = E .

Remark 2.1 (The spaces �r (E)) For r ∈ N0 we let �r (E) denotes the Heisenberg analogue
of the space of r times continuously differentiable sections of E . More precisely, �r (E)

denotes the space of all ψ ∈ �−∞(E) such that Aψ ∈ �(F) for all differential operators
A ∈ DOr (E, F) of Heisenberg order at most r and all vector bundles F . Here �(F) ⊆
�−∞(F) denotes the space of continuous sections equipped with the topology of uniform
convergence on compact subsets. We equip �r (E) with the coarsest topology such that the
maps A : �r (E) → �(F) are continuous for all A ∈ DOr (E, F). If r − k ≥ 0, then
each A ∈ DOk(E, F) induces a continuous operator, A : �r (E)→ �r−k(F). Note that we
have continuous inclusions · · · ⊆ �2(E) ⊆ �1(E) ⊆ �0(E) and topological isomorphisms
�0(E) = �(E) as well as

⋂
r �r (E) = �∞(E). We will denote the compactly supported

analogue by �r
c(E).

Remark 2.2 (Universal differential operators) Consider a vector bundle E over M and let
J k E → E denote the bundle of Heisenberg k-jets of sections of E . This is a smooth
vector bundle whose fiber over x ∈ M coincides with the vector space of Heisenberg
k-jets at x of sections of E . Recall that two sections ψ1, ψ2 ∈ �∞(E) are said to repre-
sent the same Heisenberg k-jet at x if A(ψ2 − ψ1)(x) = 0 for all differential operators
A ∈ DOk(E, F). Assigning to a section of E its Heisenberg k-jet, we obtain a differential
operator j k : �∞(E)→ �∞(J k E). In fact, j k ∈ DOk(E, J k E), and this differential oper-
ator is universal in the following sense: For every A ∈ DOk(E, F) there exists a unique
smooth vector bundle homomorphism α : J k E → F such that A = α ◦ j k . We refer to [56,
Section 3.1], [58, Section 1.2.6] or [57] for details.

A differential operator A ∈ DOk(E, F) has a Heisenberg principal cosymbol at each
x ∈ M ,

σ k
x (A) ∈ U−k(tx M)⊗ hom(Ex , Fx ),

where U−k(tx M) denotes the degree −k part of the universal enveloping algebra of the
graded Lie algebra tx M = ⊕

p t
p
x M . More explicitly, U−k(tx M) can be described as the

linear subspace of U(tx M) spanned by all elements of the form Xm · · · X1 where Xi ∈ t
pi
x M

and−k = pm+· · ·+ p1. TheHeisenberg principal cosymbol provides a short exact sequence

0→ DOk−1(E, F)→ DOk(E, F)
σ k−→ �∞

(
U−k(tM)⊗ hom(E, F)

)→ 0

where U−k(tM) := ⊔
x∈M U−k(tx M) is a smooth vector bundle of finite rank according to

the Poincaré–Birkhoff–Witt theorem. Details may be found in [58, Section 1.2.5].
If A ∈ DOk(E, F) and B ∈ DOl(F,G) where G is another vector bundle over M , then

σ l+k
x (BA) = σ l

x (B)σ k
x (A) and σ k

x (At ) = σ k
x (A)t . (8)

To explain the second equation in (8), we extend− id : tx M → tx M to an anti-automorphism
of U(tx M), X �→ Xt . Hence, (Xt )t = X and (XY)t = YtXt for all X,Y ∈ U(tx M).
This antipode preserves the grading components U−k(tx M). We extend this further to a
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transposition U(tx M) ⊗ hom(Ex , Fx ) → U(tx M) ⊗ hom(F ′x , E ′x ) characterized by (X ⊗
�)t := Xt ⊗ �t ⊗ id|�|M,x for all � ∈ hom(Ex , Fx ) and X ∈ U(tx M) where �t ∈
hom(F∗x , E∗x ) denotes the linear map dual to �. This is the transposition used in σ k

x (A)t ,
see (8).

If ∇ is a linear connection on E and X ∈ �∞(T−kM), then ∇X ∈ DOk(E) and

σ k(∇X ) = [X ] ⊗ idE ∈ �∞
(
U−k(tM)⊗ end(E)

)
(9)

where [X ] denotes the section of t−kM = T−kM/T−k+1M represented by X . This prop-
erty, together with the multiplicativity in (8) and the requirement σ 0(A) = A for all
A ∈ DO0(E, F) = �∞(hom(E, F)) = �∞(U0(tM) ⊗ hom(E, F)), characterizes the
Heisenberg principal symbol uniquely.

Remark 2.3 (Formal adjoints) Suppose A ∈ DOk(E, F) and let A∗ denote the formal adjoint
with respect to L2 inner products associated with a smooth volume density dx on M and
smooth fiber-wise Hermitian inner products hE and hF on the vector bundles E and F ,
respectively. Hence, A∗ is characterized by

〈〈A∗φ,ψ〉〉L2(E) = 〈〈φ, Aψ〉〉L2(F) (10)

for all φ ∈ �∞c (F) and ψ ∈ �∞c (E), where

〈〈ψ1, ψ2〉〉L2(E) =
∫

M
hE (ψ1(x), ψ2(x))dx = 〈(hE ⊗ dx)ψ1, ψ2〉 (11)

for ψ1, ψ2 ∈ �∞c (E) and similarly for F . Here we consider hE ⊗ dx : Ē → E ′ as a vector
bundle isomorphism. In terms of the transpose, we have

A∗ = (hE ⊗ dx)−1 ◦ At ◦ (hF ⊗ dx). (12)

In particular, A∗ ∈ DOk(F, E) and

σ k
x (A∗) = σ k

x (A)∗. (13)

The involution U(tx M)⊗ hom(Ex , Fx )→ U(tx M)⊗ hom(Fx , Ex ) used on the right hand
side can be characterized by (X⊗�)∗ = Xt⊗�∗ for all� ∈ hom(Ex , Fx ) andX ∈ U(tx M)

where �∗ ∈ hom(Fx , Ex ) denotes the adjoint of � with respect to the inner products hE,x

and hF,x . Equation (13) follows from (12) and (8).

A graded Lie algebra has a natural group of dilation automorphisms. Thus, for λ > 0
we let δ̇λ ∈ Aut(tM) denote the bundle automorphism given by multiplication with λ−p

on the grading component tpM . For each x ∈ M , this restricts to an automorphism δ̇λ,x ∈
Aut(tx M) of the osculating algebra such that limλ→0 δ̇λ,x = 0. Clearly, δ̇λ1λ2 = δ̇λ1 δ̇λ2 for all
λ1, λ2 > 0. Extending δ̇λ,x to an automorphism of U(tx M), we can characterize the grading
by

U−k(tx M) = {
X ∈ U(tx M) : δ̇λ,x (X) = λkX for all λ > 0

}
. (14)

We let T M → M denote the bundle of osculating groups. For each x ∈ M , the fiber
Tx M is a simply connected nilpotent Lie group, called the osculating group at x , with Lie
algebra tx M . The fiber-wise exponential map, exp : tM → T M , provides an isomorphism of
smooth fiber bundles. The Lie algebra automorphisms δ̇λ,x integrate to group automorphisms
δλ,x ∈ Aut(Tx M) which assemble to a smooth bundle automorphism δλ ∈ Aut(T M) such
that exp ◦δ̇λ = δλ ◦ exp. Clearly, δλ1λ2 = δλ1δλ2 , for all λ1, λ2 > 0.
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Since the universal enveloping algebra of tx M can be identified with the algebra of left
invariant differential operators on Tx M , and in view of (14), the Heisenberg principal symbol
of A ∈ DOk(E, F) can equivalently be regarded as a left invariant differential operator,

σ k
x (A) : C∞(Tx M, Ex )→ C∞(Tx M, Fx ), (15)

which is homogeneous of degree k, that is,

σ k
x (A) ◦ l∗g = l∗g ◦ σ k

x (A) and σ k
x (A) ◦ δ∗λ,x = λk · δ∗λ,x ◦ σ k

x (A) (16)

for all g ∈ Tx M and λ > 0. Here, l∗g denotes pull back along the left translation, lg : Tx M →
Tx M , lg(h) := gh, and δ∗λ,x denotes pull back along the dilation discussed above.

Remark 2.4 If the filtration onM is trivial, that is to say, if T−1M = T M , then the filtration on
differential operators is the usual one. In this case Tx M = TxM is an Abelian Lie group and
the principal cosymbol σ k

x (A) of a differential operator A is a translation invariant (constant
coefficient) differential operator on TxM .

2.2 Parametrices

As we have seen above, the Heisenberg principal symbols of a differential operator can be
described by homogeneous left invariant operators on the osculating Lie groups. This is the
primary reason why the osculating groups and their representation theory, and particularly
the Rockland condition, become relevant to the analysis of these operators. We shall now
briefly recall some facts from representation theory necessary to formulate the Rockland
condition for differential operators, see Definition 2.5, and state the corresponding Rockland
type theorem, see Theorem 2.6.

Let G be a Lie group with Lie algebra g. Suppose π : G → U (H) is a unitary repre-
sentation of G on a Hilbert space H. These representations will always be assumed to be
strongly continuous, that is, the map G → H, g �→ π(g)v, is assumed to be continuous for
every vector v ∈ H. For unitary representations, this is actually equivalent toweak continuity
which only asserts that the function G → C, g �→ 〈〈π(g)v,w〉〉H, is continuous for any two
vectors v,w ∈ H, see [49, Theorem 1 in Appendix V]. Rarely will the representations we
shall encounter be continuous with respect to the norm topology on U (H).

Recall that v ∈ H is called smooth vector if the map G → H, g �→ π(g)v, is (strongly)
smooth. According to [49, Theorem 3 in Appendix V] this is equivalent to the weak assump-
tion: the function G → C, g �→ 〈〈π(g)v,w〉〉H, is smooth for all vectors w ∈ H. We will
denote the subspace of smooth vectors byH∞. This is a dense subspace inHwhich is invari-
ant under the operators π(g) for all g ∈ G, see [49, Theorem 4(1) in Appendix V]. For each
X ∈ g we may define, see [49, Theorem 4(2) in Appendix V],

π(X) : H∞ → H∞, π(X)v := ∂
∂t

∣∣
t=0π(exp(t X))v,

where v ∈ H∞. By unitarity, 〈〈π(X)v,w〉〉H = 〈〈v, π(−X)w〉〉H for all v,w ∈ H∞. Hence,
π(X) has a densely defined adjoint, π(X)∗ = π(−X), and, in particular, π(X) is closeable,
see [49, Theorem 4(2) in Appendix V]. Clearly, π([X , Y ]) = π(X)π(Y ) − π(Y )π(X) for
any two X , Y ∈ g. Extending the definition of π to the universal enveloping algebra of g, we
obtain π(X) : H∞ → H∞ for X ∈ U(g) such that

π(X)π(Y) = π(XY) (17)
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for all X,Y ∈ U(g). We let X �→ Xt denote the antipode of U(g) obtained by extending
− id : g→ g to the universal enveloping algebra. Hence, (Xt )t = X and (XY)t = YtXt for
all X,Y ∈ U(g). For each X ∈ U(g) we thus have

π(X)∗ = π(Xt ) (18)

as operators on H∞.
If E0 and F0 are two finite dimensional vector spaces and a ∈ U(g) ⊗ hom(E0, F0) we

let

π(a) : H∞ ⊗ E0 → H∞ ⊗ F0

denote the linear operator obtainedby linearly extending the definitionπ(X⊗�) := π(X)⊗�

for all � ∈ hom(E0, F0) and X ∈ U(g). Equivalently, using bases of E0 and F0 to identify
a with a matrix with entries in U(g), the operator π(a) corresponds to a matrix of the same
size whose entries are operators on H∞ obtained by applying π to the corresponding entry
of a. The multiplicativity in (17) immediately implies

π(ba) = π(b)π(a) (19)

for all a ∈ U(g) ⊗ hom(E0, F0) and b ∈ U(g) ⊗ hom(F0,G0) where G0 is another finite
dimensional vector space. If, moreover, E0 and F0 are equipped with Hermitian inner prod-
ucts, then (18) leads to

π(a)∗ = π(a∗) (20)

as operators H∞ ⊗ F0 → H∞ ⊗ E0. Here the adjoint on the left hand side of (20) is with
respect to the inner products on H∞ ⊗ E0 and H∞ ⊗ F0 induced by inner products on
E0 and F0 and the restriction of the inner product on H. On the right hand side of (20),
a∗ ∈ U(g) ⊗ hom(F0, E0) is defined by linear extension of (X ⊗ �)∗ := Xt ⊗ �∗ for
all X ∈ U(g) and � ∈ hom(E0, F0) where �∗ ∈ hom(F0, E0) denotes the adjoint of �.
Equivalently, using orthogonal bases of E0 and F0 to identify a with a matrix with entries
in U(g), a∗ corresponds to the matrix obtained by taking the transpose conjugate of a and
applying the antipode X �→ Xt to each entry.

Definition 2.5 (Rockland condition) Let E and F be vector bundles over a filtered manifold
M . A differential operator A ∈ DOk(E, F) of Heisenberg order at most k is said to satisfy the
Rockland condition if π(σ k

x (A)) : H∞⊗ Ex → H∞⊗ Fx is injective for every point x ∈ M
and every non-trivial irreducible unitary representation π : Tx M → U (H) of the osculating
group Tx M on a Hilbert space H. Here H∞ denotes the subspace of smooth vectors in H.

We let O(E, F) denote the space of operators �∞c (E) → �−∞(F) corresponding to
Schwartz kernels with wave front set contained in the conormal bundle of the diagonal. These
are precisely the operators whose kernel is smooth away from the diagonal and which map
�∞c (E) continuously into �∞(F). If A ∈ O(E, F), then At ∈ O(F ′, E ′), cf. (7). The trans-
pose permits extending A continuously to distributional sections, A : �−∞c (E)→ �−∞(F),
such that 〈Atφ,ψ〉 = 〈φ, Aψ〉 for all ψ ∈ �−∞c (E) and φ ∈ D(F) := �∞c (F ′), and this
extension is pseudolocal, i.e., sing-supp(Aψ) ⊆ sing-supp(ψ) for all ψ ∈ �−∞c (E). Recall
that an operator with Schwartz kernel k is called properly supported if the two projections
M × M → M both restrict to proper maps on the support of k. If B ∈ O(F,G) and at least
one of A or B is properly supported, then BA ∈ O(E,G) and (BA)t = At Bt . We refer to
[28, 74] for details.

We have the following vector valued analogue of a result due to Melin [52, Theorem 7.2]:
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Theorem 2.6 (Left parametrix) Let E and F be vector bundles over a filtered manifold M
and suppose A ∈ DOk(E, F) is a differential operator of Heisenberg order at most k which
satisfies the Rockland condition, see Definition 2.5. Then, there exists a properly supported
left parametrix B ∈ Oprop(F, E) such that BA − id is a smoothing operator.

Melin [52] considers the scalar case and shows that the parametrix may be chosen to be a
pseudodifferential operator of Heisenberg order−k in the calculus constructed in said paper.
In Sect. 3 we will formulate and prove a generalization of this result for pseudodifferential
operators of any order, see Theorem 3.11. This will allow us to refine the subsequent hypoel-
lipticity statements, see Sect. 3.3, and to extend them to the graded setup required for the
analysis of (generalized) BGG sequences, see Sect. 5.

Remark 2.7 Let us point out that several special cases of this result are well known. To begin
with, for trivially filtered manifolds, i.e., T M = T−1M , this reduces to the classical, elliptic
case. In this situation all irreducible unitary representations of the (abelian) osculating group
are one dimensional, and the scalar Rockland condition at x ∈ M becomes the familiar
condition that the principal symbol of the operator is invertible at every 0 �= ξ ∈ T ∗x M .

Anotherwell-studied class are the contact and (more generally)Heisenbergmanifolds. For
Heisenberg manifolds, a pseudodifferential calculus has been developed independently by
Beals–Greiner [3] and Taylor [73], see also [59]. Special cases of Theorem 2.6 for Heisenberg
manifolds can be found in [3, Theorem 8.4] or [59, Theorem 5.4.1]. These investigations can
be traced back to the work of Kohn [50], Boutet de Monvel [25], and Folland–Stein [33] on
CR manifolds. For more historical comments, we refer to the introduction of [3].

If the filtration on M is locally diffeomorphic to that on a graded nilpotent Lie group,
then the scalar version of Theorem 2.6 can be found in [17, Theorem 2.5(d)]. This suffices to
study the flat models in parabolic geometry given by the homogeneous spaces G/P , as well
as topologically stable [60] structures like contact and Engel manifolds.

Corollary 2.8 (Hypoellipticity) Let E and F be vector bundles over a filtered manifold M
and suppose A ∈ DOk(E, F) is a differential operator of Heisenberg order at most k which
satisfies the Rockland condition. Then, A is hypoelliptic, that is, ifψ is a compactly supported
distributional section of E and Aψ is smooth on an open subset U of M, then ψ was smooth
on U. If, moreover, M is closed, then ker(A) is a finite dimensional subspace of �∞(E).

Proof We recall a standard argument. Let B ∈ Oprop(F, E) be a left parametrix as in Theo-
rem 2.6. Hence, BA − id is a smoothing operator and BAψ − ψ is a smooth section of E .
Moreover, BAψ is a smooth on U , for B is pseudolocal. Consequently, ψ is smooth on U .

AssumeM to be closed.Byhypoellipticity, ker(A) ⊆ �∞(E) ⊆ L2(E). Since BA−id is a
smoothing operator, the identical map on ker(A) coincides with the restriction of a smoothing
operator. The latter induces a compact operator on L2(E) according to the theorem ofArzelà–
Ascoli. Hence, every bounded subset of ker(A) is precompact in L2(E). Consequently,
ker(A) has to be finite dimensional. ��

Corollary 2.9 (Hodge decomposition)Let E be a vector bundle over a closed filteredmanifold
M. Suppose A ∈ DOk(E) satisfies the Rockland condition and is formally self-adjoint,
A∗ = A, with respect to an L2 inner product of the form (11). Moreover, let Q denote
the orthogonal projection onto the (finite dimensional) subspace ker(A) ⊆ �∞(E). Then,
A + Q is invertible with inverse (A + Q)−1 ∈ O(E). Consequently, we have topological
isomorphisms and Hodge type decompositions:
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A + Q : �∞(E)
∼=−→ �∞(E), �∞(E) = ker(A)⊕ A(�∞(E)),

A + Q : �−∞(E)
∼=−→ �−∞(E), �−∞(E) = ker(A)⊕ A(�−∞(E)).

Proof We recall the classical argument [35] which will be referred to in the proof of Corol-
lary 3.12. According to Theorem 2.6 there exists B ∈ O(E) such that BA− id is a smoothing
operator. Since A is formally self-adjoint, AB∗ − id is a smoothing operator too. We con-
clude that B and B∗ differ by a smoothing operator. Hence, P∗ = P := 1

2 (B+ B∗) ∈ O(E)

is a formally self-adjoint parametrix such that PA − id and AP − id are both smoothing
operators.

Note that Q = Q∗, the orthogonal projection onto ker(A), is a smoothing operator. In
particular, A + Q is hypoelliptic. Moreover, ker(A + Q) = 0 in view of A∗ = A. Since
AP − id is a smoothing operator, arguing as in the proof of Corollary 2.8 shows that P is
hypoelliptic and ker(P) is a finite dimensional subspace of �∞(E). Adding the orthogonal
projection onto ker(P) to P = P∗, we may furthermore assume ker(P) = 0.

Consider G := (A + Q)P ∈ O(E). Since G − id is a smoothing operator, it induces a
compact operator on every classical Sobolev space Hs

classical(E). Hence, G induces a Fred-
holm operator with vanishing index on Hs

classical(E) for all real numbers s. By construction,
G is injective, whence invertible with bounded inverse on Hs

classical(E). Using the classical
Sobolev embedding theorem, we conclude that G is invertible on �∞(E) with continuous
inverse, G−1 : �∞(E)→ �∞(E). Using G∗ = P(A + Q), the same argument shows that
G∗ is invertible on �∞(E) with continuous inverse, (G∗)−1 : �∞(E) → �∞(E). Since
(G∗)−1 is the formal adjoint of G−1, we conclude that G−1 extends continuously to dis-
tributional sections, G−1 : �−∞(E) → �−∞(E). Thus, according to the Schwartz kernel
theorem, G−1 is given by a (distributional) kernel we will denote by G−1 too. The obvious
relation G−1 − id = −(G − id)G−1 implies that G−1 − id is a smoothing operator and,
consequently, G−1 ∈ O(E). We conclude (A + Q)−1 = PG−1 ∈ O(E). The remaining
assertions follow at once. ��

2.3 Rockland sequences

Let us now generalize the concept of elliptic sequences of differential operators to filtered
manifolds. In subsequent sections we will generalize further to the graded setup, see Defini-
tion 4.2, and pseudodifferential operators, see Definition 5.6.

Definition 2.10 (Rockland sequences of differential operators) Let Ei be smooth vector bun-
dles over a filtered manifold M . A sequence of differential operators,

· · · → �∞(Ei−1)
Ai−1−−→ �∞(Ei )

Ai−→ �∞(Ei+1)→ · · · , (21)

with Ai ∈ DOki (Ei , Ei+1), is called Rockland sequence if for every x ∈ M and all non-
trivial irreducible unitary representation of the osculating group, π : Tx M → U (H), the
sequence

· · · → H∞ ⊗ Ei−1,x
π(σ

ki−1
x (Ai−1))−−−−−−−−−→ H∞ ⊗ Ei,x

π(σ
ki
x (Ai ))−−−−−−→ H∞ ⊗ Ei+1,x → · · · (22)

is weakly exact, i.e., the image of the left arrow is contained and dense in the kernel of the
right arrow. Here H∞ denotes the subspace of smooth vectors in the Hilbert space H.

Remark 2.11 For every Rockland sequence of differential operators, the sequence (22) is
actually exact in the strict (algebraic) sense. This follows fromLemma 2.14 andRemark 3.16.
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Remark 2.12 If a sequence of differential operators as in (21) is a Rockland sequence, then
so are the transposed sequence,

· · · ← �∞(E ′i−1)
At
i−1←−− �∞(E ′i )

At
i←− �∞(E ′i+1)← · · · ,

and the sequence of formal adjoints with respect to L2 inner products of the form (11).

Remark 2.13 Consider the case Ei = 0 for all i �= 1, 2. In other words, consider a sequence
with a single differential operator of Heisenberg order at most k1,

0→ �∞(E1)
A1−→ �∞(E2)→ 0.

Such a sequence is hypoelliptic in the sense of Definition 2.10 iff, for all points x ∈ M ,

π(σ k1
x (A1)) : H∞ ⊗ E1,x → H∞ ⊗ E2,x

is injectivewith dense image for all non-trivial irreducible unitary representationsπ : Tx M →
U (H). Equivalently, A1 and At

1 both satisfy the Rockland condition, see Definition 2.5.

Consider a Rockland sequence of differential operators as in (21). To study this sequence
we shall introduce certain additional structures and operators in analogy with the standard
elliptic sequences. Fix a smooth volume density dx on M , let hi be smooth fiber-wise
Hermitian inner products on Ei , and consider the associated L2 inner products on �∞c (Ei ),

〈〈ψ1, ψ2〉〉L2(Ei )
=

∫

M
hi (ψ1(x), ψ2(x))dx = 〈(hi ⊗ dx)ψ1, ψ2〉 (23)

where ψ1, ψ2 ∈ �∞c (Ei ). Moreover, let A∗i ∈ DOki (Ei+1, Ei ) denote the corresponding
formal adjoint, that is, 〈〈A∗i φ,ψ〉〉L2(Ei )

= 〈〈φ, Aiψ〉〉L2(Ei+1) for ψ ∈ �∞c (Ei ) and φ ∈
�∞c (Ei+1).

Assume ki ≥ 1, choose positive integers ai such that

ki−1ai−1 = ki ai =: κ, (24)

and consider the differential operator 
i ∈ DO2κ (Ei ),


i := (Ai−1A∗i−1)ai−1 + (A∗i Ai )
ai . (25)

Wewill refer to these operators as Rumin–Seshadri operators since they generalize the fourth
order Laplacians associated with the Rumin complex in [70, Section 2.3].

Lemma 2.14 The Rumin–Seshadri operators 
i satisfy the Rockland condition.

Proof Consider x ∈ M and let π : Tx M → U (H) be a non-trivial irreducible unitary repre-
sentation. We equipH∞⊗ Ei,x with the Hermitian inner product provided by the restriction
of the scalar product of the Hilbert space H and the inner product hi,x on Ei,x . Using (8),
(13), (19) and (20), we obtain:

π(σκ
x (
i ))) = (Bi−1B∗i−1)ai−1 + (B∗i Bi )ai

where we abbreviate Bi := π(σ
ki
x (Ai )) : H∞ ⊗ Ei,x → H∞ ⊗ Ei+1,x and we consider

B∗i = π(σ
ki
x (A∗i )) : H∞ ⊗ Ei+1,x → H∞ ⊗ Ei,x . Due to positivity,
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ker(π(σ 2κ
x (
i ))) = ker

(
(Bi−1B∗i−1)ai−1

) ∩ ker
(
(B∗i Bi )ai

)
,

ker
(
(Bi−1B∗i−1)ai−1

) = ker(B∗i−1), and
ker

(
(B∗i Bi )ai

) = ker(Bi ).

Since Ai is a Rockland sequence, we also have ker(Bi ) ⊆ img(Bi−1) ⊥ ker(B∗i−1) and
thus ker(Bi ) ∩ ker(B∗i−1) = 0. Combining this with the preceding equalities, we obtain
ker(π(σ 2κ

x (
i ))) = 0, i.e., 
i satisfies the Rockland condition. ��
Combining Corollary 2.8 and Lemma 2.14 we see that each Rumin–Seshadri operator is

hypoelliptic. For Rockland sequences this immediately implies:

Corollary 2.15 The differential operator (A∗i−1, Ai ) : �∞(Ei ) → �∞(Ei−1 ⊕ Ei+1) is
hypoelliptic, that is, if ψ is a distributional section of Ei such that A∗i−1ψ and Aiψ are
both smooth on an open subset U of M, then ψ was smooth on U. Moreover,

ker(
i |�−∞c (Ei )
) = ker(A∗i−1|�−∞c (Ei )

) ∩ ker(Ai |�−∞c (Ei )
)

= ker(A∗i−1|�∞c (Ei )) ∩ ker(Ai |�∞c (Ei )). (26)

Over closed manifolds Corollary 2.9 applies to 
i = 
∗i ; hence, ker(
i ) is a finite
dimensional subspace of�∞(Ei ), and we get Hodge type decompositions as in Corollary 2.9
for the Rumin–Seshadri operators. For Rockland complexes over closed manifolds, this
implies:

Corollary 2.16 If M is closed and Ai Ai−1 = 0, then we have Hodge type decompositions

�∞(Ei ) = Ai−1(�∞(Ei−1))⊕ ker(
i )⊕ A∗i (�∞(Ei+1)),
�−∞(Ei ) = Ai−1(�−∞(Ei−1))⊕ ker(
i )⊕ A∗i (�−∞(Ei+1)),

and

ker(Ai |�∞(Ei )) = Ai−1(�∞(Ei−1))⊕ ker(
i ),

ker(Ai |�−∞(Ei )) = Ai−1(�−∞(Ei−1))⊕ ker(
i ).

In particular, every cohomology class admits a unique harmonic representative:

ker(Ai |�−∞(Ei ))

img(Ai−1|�−∞(Ei−1))
= ker(Ai |�∞(Ei ))

img(Ai−1|�∞(Ei−1))
= ker(
i ) = ker(A∗i−1) ∩ ker(Ai ).

In the subsequent section, these regularity statements will be refined by maximal hypoel-
liptic estimates. We postpone these more elaborate results because their formulation requires
a pseudodifferential calculus for filtered manifolds.

3 A Rockland theorem for the Heisenberg calculus

The aim of this section is to prove Theorem 2.6 which lies at the core of the hypoellipticity
results discussed in Sects. 2.2 and 2.3. Combining the Heisenberg calculus [52, 79] with
harmonic analysis due to Christ et al. [17], and using arguments of Ponge [59], we obtain a
more general Rockland type theorem for pseudodifferential operators on filtered manifolds,
see Theorem 3.11. In Sect. 3.3 we use this to introduce a Heisenberg Sobolev scale, see
Proposition 3.17, and improve upon Corollaries 2.15 and 2.16 by establishing maximal
hypoelliptic estimates, see Corollaries 3.24 and 3.25.
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3.1 The Heisenberg pseudodifferential calculus

The pseudodifferential calculus on a filtered manifold can be approached via the Heisenberg
tangent groupoid [15, 41, 54, 78]. A key feature of the Heisenberg tangent groupoid is an
action of R+, the so-called zoom action. The kernels in the Heisenberg calculus can be
characterized as the Schwartz kernels that extend across the Heisenberg tangent groupoid in
an essentially homogeneous fashion with respect to the zoom action. As already mentioned,
this is inspired by a characterization of classical pseudodifferential operators due to Debord
and Skandalis [27]. Our first task is to describe the cosymbol space of theHeisenberg calculus
and relate it to the harmonic analysis. We will outline the results needed from the Heisenberg
calculus and refer the reader to [79] for details. A more self-contained exposition of this part
can be found in [22, Section 3].

For two vector bundles E and F over a filtered manifold M , and any complex number
s, we let �s(E, F) denote the class of pseudodifferential operators of Heisenberg order at
most s, mapping sections of E to sections of F , cf. [79, Definition 19]. There is a principal
cosymbol map

σ s : �s(E, F)→ �s(E, F),

cf. [79, Definition 35], where �s(E, F) denotes the space principal cosymbols of order s.
To describe the space of cosymbols, we let �π denote the (trivializable) line bundle

over T M obtained by applying the representation | det |−1 of the general linear group to the
frame bundle of the vertical bundle ker(Tπ) of the submersion π : T M → M . Hence, the
restriction of �π to the fiber Tx M identifies canonically with the bundle of volume densities
on Tx M , that is, �π |Tx M = |�|Tx M .

We let K(T M; E, F) denote the space of all distributions k ∈ �−∞(hom(π∗E, π∗F)⊗
�π) whose wave front set is contained in the conormal of the identical section M ⊆ T M .
In particular, these k are assumed to be smooth on T M \ M . Equivalently, these can be
characterized as families of regular distributional volume densities on the fibers Tx M with
values in hom(Ex , Fx ), smoothly parametrized by x ∈ M . We also introduce the notation
K∞(T M; E, F) := �∞(hom(π∗E, π∗F)⊗�π) for the subspace of smooth cosymbols. A
cosymbol k is called properly supported if π restricts to proper map on the support of k.

The regular representation of k ∈ K(T M; E, F) at x ∈ M provides a right invariant
operator C∞c (Tx M, Ex )→ C∞(Tx M, Fx ) on the group Tx M with matrix valued convolu-
tion kernel kx ∈ �−∞(|�|Tx M ) ⊗ hom(Ex , Fx ). The kernels in K(T M; E, F) which are
supported on the space of units M ⊆ T M correspond precisely to differential operators
�∞(π∗E) → �∞(π∗F) which are vertical, i.e., commute with functions in the image of
the homomorphism π∗ : C∞(M) → C∞(T M), and restrict to right invariant operators on
each fiber Tx M .

We denote the space of complete cosymbols by

�(E, F) := Kprop(T M; E, F)

K∞prop(T M; E, F)
= K(T M; E, F)

K∞(T M; E, F)
,

where the subscript indicates properly supported kernels. The fiber-wise convolution product
and inversion induce an associative multiplication and a compatible transposition,

�(F,G)×�(E, F)
∗−→ �(E,G), �(E, F)

t−→ �(F ′, E ′).

More explicitly, we have (l ∗ k)t = kt ∗ lt and (kt )t = k, for k ∈ �(E, F) and l ∈ �(F,G).

123



Annals of Global Analysis and Geometry (2022) 62:721–789 741

The scaling automorphism δλ acts on �(E, F) in a way compatible with multiplication
and transposition. A cosymbol k ∈ K(T M; E, F) is called essentially homogeneous of order
s if (δλ)∗k − λsk ∈ K∞(T M; E, F), for λ > 0. The space of principal cosymbols of order
s is

�s(E, F) :=
{
k ∈ K(T M; E, F)

K∞(T M; E, F)
: (δλ)∗k = λsk for all λ > 0

}
,

cf. [79, Definition 34]. Convolution and transposition are compatible with homogeneity, i.e.,

�s2(F,G)×�s1(E, F)
∗−→ �s1+s2(E,G), �s(E, F)

t−→ �s(F ′, E ′).

For k ∈ N0 there is a canonical inclusion,

�∞(U−k(tM)⊗ hom(E, F)) ⊆ �k(E, F) (27)

provided by regarding both sides as right invariant vertical operators on T opM . 1

The following basic properties of the Heisenberg calculus have been established in [79]
for scalar valued operators and integral s. It is straight forward to extend this to the slightly
more general setup we are considering here, see also [52, 53]. Hence, we have:

Proposition 3.1 Let E, F and G be vector bundles over a filtered manifold M and let s be
any complex number. Then, the following hold true:

(a) We have �s(E, F) ⊆ O(E, F), the operators with conormal kernels.
(b) We have �s−1(E, F) ⊆ �s(E, F), and the following sequence is exact:

0→ �s−1(E, F)→ �s(E, F)
σ s−→ �s(E, F)→ 0

(c)
⋂

k∈N �s−k(E, F) = O−∞(E, F), the smoothing operators.
(d) If A ∈ �s1(E, F), B ∈ �s2(F,G), and at least one of the two is properly supported,

then BA ∈ �s2+s1(E,G) and σ s2+s1(BA) = σ s2(B)σ s1(A).
(e) If A ∈ �s(E, F), then At ∈ �s(F ′, E ′) and σ s(At ) = σ s(A)t .
(f) DOk(E, F) = DO(E, F) ∩ �k(E, F) for all k ∈ N0, and the principal symbol con-

sidered here extends the one for differential operators via the canonical inclusion (27).
(g) Let A ∈ �s(E, F) and assume that there exists b ∈ �−s(F, E) such that b σ s(A) = 1.

Then, there exists a left parametrix B ∈ �−sprop(F, E) such that σ−s(B) = b and BA− id
is a smoothing operator. An analogous statement involving right parametrices holds true.

Strictly speaking, the statement about the transposed in item (e) above has not been
addressed in [79]. However, given the characterization of the calculus in terms of the tangent
groupoid, this is a trivial consequence, see [22, Proposition 3.4(e)]. An equivalent statement
for formal adjoints can be found in [52, Theorem 5.10].

Remark 3.2 For Heisenbergmanifolds, a statement similar to Proposition 3.1(g) can be found
in [59, Proposition 3.3.1].

Remark 3.3 (Formal adjoints) If A ∈ �s(E, F) and A∗ denotes the formal adjoint with
respect to inner products of the form (11), then A∗ ∈ � s̄(F, E) and σ s(A∗) = σ s̄(A)∗.
Indeed, in view of (12) this follows immediately from the assertions (d), (e), and (f) of

1 The opposite groupoidT opM mediates between two conflicting, yet common, conventionswe are following:
The Lie algebra of a Lie group is usually defined by restricting the Lie bracket to left invariant vector fields,
while the Lie algebroid of a smooth groupoid is defined using right invariant vector fields.
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Proposition 3.1. Here the adjoint of the cosymbol, σ s(A)∗, is understood as follows: If
k ∈ K(T M; E, F), then k∗ ∈ K(T M; F, E) is definedby k∗(g) = k(g−1)∗where g ∈ Tx M ,
and the right hand side denotes the adjoint of k(g−1) with respect to the inner products hE,x

and hF,x on Ex and Fx , respectively. Since this star preserves the subspaceK∞(T M; E, F)

and commutes with δλ, it induces an involution � s̄(F, E)
∗−→ �s(E, F), for each complex

s. For s ∈ N0 this extends the involution in Remark 2.3 via the inclusion (27).

Remark 3.4 (Asymptotic expansion in exponential coordinates) Let us use exponential coor-
dinates as in [79] to identify an open neighborhood U of the zero section in T M with an
open neighborhood V of the diagonal in M × M ,

T M ⊇ U
ϕ−→ V ⊆ M × M .

This diffeomorphism is obtained by restricting the composition

T M
exp←−− tM

−S−→ T M ⊇ U ′ (p,exp∇ )−−−−−→ M × M .

Here exp denotes the fiber-wise exponential map; S is a splitting of the filtration; exp∇
denotes the exponential map associated with a linear connection on the tangent bundle which
preserves the grading T M =⊕

p S(tpM); U ′ is an open neighborhood of the zero section

in T M on which exp∇ is defined and a diffeomorphism onto its image; and p : T M → M
denotes the canonical projection, cf. [79, Section 3.2]. Letπ : T M → M denote the canonical
projection and, after possibly shrinking U , fix an isomorphism of vector bundles ϕ̃ over ϕ,

(
π∗ hom(E, F)⊗�π

)|U

��

ϕ̃

∼=
�� (F � E ′)|V

��
U

ϕ

∼=
�� V ,

which restricts to the tautological identification over the zero section/diagonal. For every
Schwartz kernel k ∈ �−∞(F � E ′) we obtain ϕ̃∗(k|V ) ∈ �−∞((π∗ hom(E, F)⊗�π)|U ).
If k is the kernel of an operator A ∈ �s(E, F), then we have an asymptotic expansion of the
form

ϕ̃∗(k|V ) ∼ k0 + k1 + k2 + · · · , (28)

where k j ∈ �s− j (E, F) and σ s(A) = k0. More precisely, for every r ∈ N there exists
N ∈ N such that ϕ̃∗(k|V )−∑N

j=0 k j is of class Cr on U . Conversely, if a Schwartz kernel
k is smooth away from the diagonal and admits an asymptotic expansion of the form (28),
then the corresponding operator is in �s(E, F), see [79, Theorem 59]. The calculus is
asymptotically complete in the sense that any sequence k j can be realized by an operator in
�s(E, F).

Remark 3.5 In the flat case, that is to say, if the filtration on M is locally diffeomorphic to
the left invariant filtration on a graded nilpotent Lie group, the calculus described above
coincides with the calculus of Christ et al. [17]. On Heisenberg manifolds it specializes to
the classical Heisenberg calculus, see [3, 59, 73], which builds upon work of Boutet de
Monvel [25], Folland–Stein [33] and Dynin [29, 30], see also [26, 31, 38, 47, 63]. The
equivalence with the Heisenberg calculus follows from [3, Theorems 15.39 and 15.49], see
also [59, Proposition 3.1.15], for the exponential coordinates used in Remark 3.4 are clearly
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privileged coordinates in the sense of [59, Definition 2.1.10]. For trivially filtered manifolds,
that is T M = T−1M , we recover classical pseudodifferential operators, see [79, Section 11]
and [27]. Since the coordinates used by Melin, obtained by integrating [52, Proposition 2.9]
connectionmaps [52,Definition 2.7], include the exponential coordinates used inRemark 3.4,
his calculus should coincide with the one sketched above.

Let us now link the principal cosymbols considered above with the principal cosymbols
used by Christ et al. [17]. For every complex number s, put

Ps(T M; E, F) := {
k ∈ K∞(T M; E, F) : (δλ)∗k = λsk for all λ > 0

}
.

Clearly, Ps(T M; E, F) = 0 if −s − n /∈ N0 where

n := −
∑

p

p · rank(tpM) = −
∑

p

p · rank(T pM/T p+1M) (29)

denotes the homogeneous dimension of M . For −s − n ∈ N0, by Taylor’s theorem, this is
the space of smooth kernels which restrict to (matrices of) polynomial volume densities of
homogeneous degree s on each fiber Tx M , using the exponential map to canonically identify
Tx M with the graded vector space tx M . Equivalently, these can be characterized as smooth
families of polynomial volume densities of homogeneous degree s on the fibers Tx M = tx M ,
smoothly parametrized by x ∈ M . We have the following classical fact, cf. [22, Lemma 3.8]:

Lemma 3.6 The identical map on K(T M; E, F) induces a canonical identification

�s(E, F) =
{
k ∈ K(T M; E, F)

Ps(T M; E, F)
: (δλ)∗k = λsk for all λ > 0

}
.

Moreover, with respect to a homogeneous norm | − | on tM, and using the fiber-wise
exponential map, exp : tM → T M, every kernel k ∈ K(T M; E, F) which is essentially
homogeneous of order s can be written in the form

k = k∞ + ks + ps log | exp−1(−)| (30)

where k∞ ∈ K∞(T M; E, F), ks ∈ K(T M; E, F)homogeneousof order s, that is, (δλ)∗ks =
λsks for all λ > 0, and ps ∈ Ps(T M; E, F). If −s − n /∈ N0, then ps = 0 and the
decomposition in (30) is unique. If −s − n ∈ N0, then the decomposition in (30) is unique
up to adding a kernel in Ps(T M; E, F) to ks and subtracting it from k∞ in turn.

Proposition 3.7 Let E and F be vector bundles over a filtered manifold M of homogeneous
dimension n, see (29). Consider A ∈ �s(E, F) where s is some complex number, and let
k ∈ �−∞(F � E ′) denote the corresponding Schwartz kernel. Then, the following hold true:

(a) If �s ≤ 0, then A induces a continuous operator A : L2
c(E)→ L2

loc(F).
(b) If �s < 0, then A induces a compact operator A : L2

c(E)→ L2
loc(F).

(c) If �s < −n/2, then A induces a continuous operator A : L2
c(E) → �(F),

cf. Remark 2.1.
(d) If �s < −n, then the kernel k is continuous. If, moreover, M is closed and E = F, then

A : L2(E)→ L2(E) is trace class and

trL2(E)(A) =
∫

M
trE (ι∗k) =

∫

x∈M
trEx (k(x, x))

where ι∗k ∈ �∞(end(E)⊗ |�|M ) denotes the restriction of the kernel to the diagonal.
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Proof To show (a), suppose �s ≤ 0. The symbol estimate in [79, Corollary 45] implies that
the full symbol of A, i.e., the fiber-wise Fourier transform of the full cosymbol, with respect
to exponential coordinates as in Remark 3.4, is in the standard class Ss/m

1/m,0 where m is such

that tM =⊕m
j=1 t− j M , cf. [3, Proposition 10.22]. This symbol class is not invariant under

general coordinate change. Nevertheless, boundedness on L2 is a well-known consequence,
see, for instance, [72, Theorem 6.1].

To show (b) suppose �s < 0. Using Remark 3.4 and Lemma 3.6 we see that the kernel
provides a family k(x,−) ∈ L1

loc(Fx ⊗ E ′), smoothly parametrized by x ∈ M ; and the same
holds true for the transposed kernel, see Proposition 3.1(e). In particular, given two compact
subsets K and L of M , there exists a constant C ≥ 0 such that supx∈L

∫
K |k(x, y)|dy ≤ C

and supy∈K
∫
L |k(x, y)|dx ≤ C . Hence, according to Schur’s lemma, see [72, Lemma 9.1]

or [33, Lemma 15.2] for instance, the operator norm of the composition

L2
K (E) ⊆ L2

c(E)
A−→ L2

loc(F)→ L2
L(F) (31)

is bounded by C , i.e., ‖Aψ‖L2
L (F) ≤ C‖ψ‖L2

K (E) for all ψ ∈ L2
K (E). Writing k =

χk + (1 − χ)k, where χ ∈ C∞(M × M, [0, 1]) and χ ≡ 1 in a neighborhood of the
diagonal, we obtain a decomposition A = A′ + R where R is a smoothing operator with
kernel (1 − χ)k and A′ ∈ �s(E, F) has kernel χk. Given ε > 0, we may choose χ

such that supx∈L
∫
K |χk(x, y)|dy ≤ ε and supy∈K

∫
L |χk(x, y)|dx ≤ ε and, consequently,

‖A′ψ‖L2
L (F) ≤ ε‖ψ‖L2

K (E). We conclude that the composition in (31) can be approximated
by smoothing operators. Since the latter are compact, we conclude that the composition in
(31) is compact too.

To show (c) we suppose �s < −n/2. Using Remark 3.4 and Lemma 3.6 we see that
the kernel provides a smooth family k(x,−) ∈ L2

loc(Fx ⊗ E ′), parametrized by x ∈ M .
In particular, given two compact subsets K and L of M , there exists a constant C ≥ 0
such that supx∈L

∫
K |k(x, y)|2dy ≤ C2. Using the Cauchy–Schwarz inequality, we obtain

supx∈L |(Aψ)(x)| ≤ C‖ψ‖L2
K (E) for all ψ ∈ L2

K (E). Hence, A maps L2
c(E) continuously

into �(F).
To show (d), we suppose �s < −n. Using Remark 3.4 and Lemma 3.6 we see that the

kernel provides a family k(x,−) ∈ �(Fx ⊗ E ′), smoothly parametrized by x ∈ M . Clearly,
this implies that k is continuous. The remaining assertions are now obvious. ��

For Melin’s calculus, Proposition 3.7(a) can be found in [52, Corollary 6.14].

3.2 Parametrices and Rockland condition

In this section, we establish a Rockland type result characterizing (left) invertible cosymbols
and the existence of (left) parametrices in terms of irreducible unitary representations of the
osculating groups, see Theorem 3.11. As an application, we construct operators of arbitrary
(complex) order which are invertible in the Heisenberg calculus, up to smoothing operators.
The latter play a crucial role in the construction of the Heisenberg Sobolev scale.

For every x ∈ M we let

�s
x (E, F) :=

{
k ∈ K(Tx M; Ex , Fx )

K∞(Tx M; Ex , Fx )
: (δλ)∗k = λsk for all λ > 0

}

denote the space principal cosymbols of order s at x . Restriction provides a linear map
evx : �s(E, F)→ �s

x (E, F)which is compatible with convolution and transposition. Com-
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posing this with the principal symbol map, we obtain

σ s
x : �s(E, F)→ �s

x (E, F).

We will refer to σ s
x (A) as the principal cosymbol of A ∈ �s(E, F) at x .

Following [17] and [59, Section 3.3.2], we will now formulate a (matrix) Rockland type
condition for cosymbols in�s

x (E, F). LetP(Tx M) =⊕∞
j=0 P−n− j (Tx M) denote the space

of polynomial volume densities on Tx M , where n denotes the homogeneous dimension of
M , see (29). Recall that P(Tx M) is invariant under translation and inversion. For a finite
dimensional vector space E0, we let S0(Tx M; E0) denote the subspace of all f in the E0-
valued Schwartz space S(Tx M; E0) such that

∫
Tx M

p f = 0 for all p ∈ P(Tx M).
In view of Lemma 3.6, every cosymbol a ∈ �s

x (E, F) can be represented in the form

a = k + p log | exp−1(−)| (32)

where k ∈ K(Tx M; Ex , Fx ) is homogeneous of order s, that is (δλ)∗k = λsk for all λ > 0,
and p ∈ Ps(Tx M; Ex , Fx ). If −s − n /∈ N0, then p = 0 and k is unique. If −s − n ∈ N0,
then p is unique but k comes with an ambiguity in Ps(Tx M; Ex , Fx ). Hence, the restriction
of the left regular representation,

S0(Tx M; Ex )→ S0(Tx M; Fx ), f �→ a ∗ f , (33)

does not depend on the representative for a ∈ �s
x (E, F), provided it is of the form (32).

Suppose π : Tx M → U (H) is a non-trivial irreducible unitary representation of the
osculating group Tx M on a Hilbert space H. Let H0 denote the subspace of H spanned by
elements of the form π( f dg)v where v ∈ H, f ∈ S0(Tx M), dg denotes a (left) invariant
volume density on Tx M , and π( f dg) := ∫

Tx M
π(g) f (g)dg ∈ K(H). Since H0 non-trivial

and invariant under π(g) for all g ∈ Tx M , the subspaceH0 is dense inH. Note thatH0⊗ Ex

is spanned by vectors of the formπ( f dg)v where v ∈ H, f ∈ S0(Tx M; Ex ), andπ( f dg) :=∫
Tx M

π(g) f (g)dg ∈ K(H,H⊗ Ex ).
Still assuming a representative of the form (32), we define an unbounded operator π(a)

from H⊗ Ex to H⊗ Fx by

π(a) : H0 ⊗ Ex → H0 ⊗ Fx , π(a)π( f dg)v := π(a ∗ f dg)v,

for all f ∈ S0(Tx M; Ex ) and v ∈ H, cf. (33). As explained in [17, Section 2], this definition
of π(a) is unambiguous. Moreover, π(a) is closeable, for π(a∗) is a densely defined adjoint.
We denote its closure by π̄(a). It is well known, see [17, 36], or [59, Proposition 3.3.6], that
the domain of definition of π̄(a) contains the space of smooth vectors, H∞ ⊗ Ex , and this
subspace is mapped into H∞ ⊗ Fx by π̄(a). Furthermore, on H∞ ⊗ Ex , we have

π̄(ba) = π̄(b)π̄(a) (34)

whenever a ∈ �s
x (E, F) and b ∈ � s̃

x (F,G). Moreover, with respect to inner products on
Ex and Fx and the associated inner products on H⊗ Ex and H⊗ Fx , we have

π̄(a)∗ = π̄(a∗) (35)

onH∞ ⊗ Fx . If a is the cosymbol of a differential operator then, onH∞ ⊗ Ex , the operator
π̄(a) coincides with π(a) considered in Sect. 2.2, see [59, Remark 3.3.7], and thus the
following definition is consistent with Definition 2.5.

Definition 3.8 (Matrix Rockland condition) A principal cosymbol a ∈ �s
x (E, F) at x ∈ M

is said to satisfy the Rockland condition if, for every non-trivial irreducible unitary repre-
sentation π : Tx M → U (H), the unbounded operator π̄(a) is injective on H∞ ⊗ Ex . An
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operator A ∈ �s(E, F) is said to satisfy the Rockland condition if its principal cosymbol,
σ s
x (A) ∈ �s

x (E, F), satisfies the Rockland condition at each point x ∈ M .

We will need the following matrix version of a Rockland [62] type theorem due to Christ
et al., see [17, Theorem 6.2] or [36] for the order zero case. For differential operators such a
statement can be found in van Erp’s thesis [75].

Lemma 3.9 (Christ et al.) A principal cosymbol a ∈ �s
x (E, F) at x ∈ M satisfies the

Rockland condition iff it admits a left inverse b ∈ �−sx (F, E), that is, ba = 1.

Proof The necessity of the Rockland condition is obvious, see (34). To prove the non-trivial
implication, we will present an elementary argument, reducing the statement to the well-
known scalar case due to Christ et al. , see [17, Theorem 6.2]. For s = 0 this has been proved
in [36].

With respect to bases of Ex and Fx , the cosymbol a ∈ �s
x (E, F) corresponds to a matrix

A with entries in �s
x , the space of principal cosymbols of order s at x for scalar operators.

Moreover, π̄(a) corresponds to the matrix π̄(A) obtained by applying the representation π

to each entry of A, that is, (π̄(A))i j = π̄(Ai j ). Hence, a satisfies the Rockland condition
in Definition 3.8 iff the matrix π̄(A) acts injectively on (H∞)m . Here m := dim(Ex ) is the
number of columns of A. Using induction on m, we will show that there exists a matrix B
with entries in �−sx such that BA = Im where Im denotes the m × m unit matrix.

Clearly, A∗A is an (m × m)-matrix with entries in �2s
x which satisfies the Rockland

condition, see (34) and (35). Let y := ∑
j (A j1)

∗A j1 ∈ �2s
x denote the entry in the upper

left corner of A∗A. Clearly, y satisfies the (scalar) Rockland condition. Hence, according to
[17, Theorem 6.2], there exists z ∈ �−2sx such that zy = 1. Since y∗ = y, we also have
yz = 1, whence z is invertible. Hence, the diagonal matrix D := z Im is invertible and,
thus, DA∗A satisfies the Rockland condition. The matrix DA∗A has entries in �0

x and, by
construction, its entry in the upper left corner is 1. Performing elementary row operations,
we find an invertible matrix L with entries in �0

x such that

LDA∗A =
(
1 ∗
0 Y

)

where Y is an (m − 1)× (m − 1)-matrix with entries in �0
x . Since L is invertible, LDA∗A

satisfies the Rockland condition and, thus, Y satisfies the Rockland condition too. By induc-
tion, there exists an (m − 1)× (m − 1)-matrix Z with entries in �0

x such that ZY = Im−1.

The matrix C :=
(
1 0
0 Z

)
has entries in �0

x and, by construction,

CLDA∗A =
(
1 ∗
0 Im−1

)
.

Performing further elementary row operations, we find an invertible matrix U with entries
in �0

x such that UCLDA∗A = Im . Hence, the matrix B := UCLDA∗ has entries in �−sx
and satisfies BA = Im . ��
Lemma 3.10 Let E and F be two vector bundles over a filtered manifold M. Consider
a ∈ �s(E, F) and suppose evx0(a) is left invertible at some point x0 ∈ M, that is, there
exists bx0 ∈ �−sx0 (F, E) such that bx0 evx0(a) = 1. Then, there exists an open neighborhood
U of x0 and b ∈ �−s(F |U , E |U ) such that ba|U = 1.Moreover, a similar statement involving
right inverses holds true.
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Proof If the bundle of osculating algebras is locally trivial, then this follows from [17], at
least in the scalar case. To handle general bundles of osculating algebras, we will proceed as
in [59, Section 3.3.3] where Ponge considers (in general non-contact) Heisenberg manifolds
with varying osculating algebras, see also [52, Section 6].

Choose b̃ ∈ �−s(F, E) such that evx0(b̃) = bx0 . Putting c := b̃a, we have c ∈ �0(E)

and evx0(c) = 1. It suffices to find an open neighborhood U of x0 in M such that c|U is
invertible in �0(E |U ), for then b := c|−1U b̃ is the desired local left inverse of a.

We will identify �0(E) = �̂0(E) where �̂0(E) denotes the space of all k ∈
K(T M; E, E) which are strictly homogeneous of order zero, that is, (δλ)∗k = k for all
λ > 0, see Lemma 3.6. Convolution with k ∈ �̂0

x (E) gives rise to a bounded operator on
L2(Tx M)⊗Ex , see [34, Theorem 6.19].We fix an auxiliary fiber-wise Hermitian inner prod-
uct on E , as well as a smooth family of invariant volume densities on the osculating groups
Tx M , and let |||k|||x denote the operator norm with respect to the associated Hermitian inner
product on L2(Tx M)⊗ Ex .

We fix a fiber-wise homogeneous norm | − | on T M which is smooth on T M \ M . This
permits decomposing each k ∈ �̂0

x (E) uniquely in the form k = cx (k)δx + pvx (k) where
cx (k) ∈ end(Ex ), and pvx (k) ∈ �̂0

x (E) is the principal value distribution

〈pvx (k), ψ〉 := lim
ε→0

∫

{g∈Tx M :|g|≥ε}
kψ,

see [34, Proposition 6.13]. For each r ∈ N0 we consider the norm

‖k‖x,r := |cx (k)| +
(∫

Sx M
| jr (k|Sx M )|2μx

)1/2

,

where k ∈ �̂0
x (E). Here jr (k|Sx M ) denotes the r -jet of the restriction of k to the sphere

Sx M := {g ∈ Tx M : |g| = 1}, and we use smooth fiber-wise Hermitian metric on the
r -jet bundle Jr (Sx M, Ex )which depends smoothly on x , and we are using a smooth volume
density μx on the sphere Sx M which depends smoothly on x .

There exists r0 ∈ N0 and constantsCx ≥ 0 such that |||k|||x ≤ Cx‖k‖x,r0 for all k ∈ �̂0
x (E).

This follows from a result due to Folland and Stein, see [34, Theorem 6.19], and the Sobolev
embedding theorem. Ponge observed, see [59, Lemma 3.3.13], that the proof of Folland and
Stein allows choosing the constants Cx uniformly over compact subsets of M . To make this
more precise, we put, for every compact subset L of M and each k ∈ �̂0(E),

|||k|||L := sup
x∈L
||| evx (k)|||x and ‖k‖L,r := sup

x∈L
‖ evx (k)‖x,r .

Then, there exists a constant CL ≥ 0 such that

|||k|||L ≤ CL‖k‖L,r0 (36)

holds for all k ∈ �̂0(E).2 Moreover, see [59, Lemma 3.3.15] and [17, Lemma 5.7], for every
r ≥ r0 there exists a constant CL,r ≥ 0 such that

‖k2 ∗ k1‖L,r ≤ CL,r

(
‖k2‖L,r · |||k1|||L + |||k2|||L · ‖k1‖L,r

)

holds for all k1, k2 ∈ �̂0(E). As in [16, Lemma 4], this gives

‖k2i‖1/2iL,r ≤ (2CL,r )
1/2i

√
|||ki |||1/iL

√
‖ki‖1/iL,r ≤ (2CL,r )

1/2i
√|||k|||L

√
‖ki‖1/iL,r

2 Actually, r0 = 0 appears to be sufficient, see [16] and [59, Remark 3.3.14], but we won’t need that.

123



748 Annals of Global Analysis and Geometry (2022) 62:721–789

and passing to the limit, we obtain

lim
i→∞‖k

i‖1/iL,r ≤ |||k|||L (37)

for all r ≥ r0 and all k ∈ �̂0(E).
To invert c we write c = 1 − k where k ∈ �̂0(E). Then evx0(k) = 0, and there exists a

compact neighborhood L of x0 such that |||k|||L < 1, see (36). In view of (37), the Neumann
series

∑∞
i=0 ki converges with respect to the norm ‖ − ‖L,r for all r ≥ r0. For each x ∈ L

we conclude that evx (c) is invertible in �̂0
x (E) with inverse evx (c)−1 =∑∞

i=0 evx (k)i . This
also shows that evx (c)−1 depends continuously on x ∈ L . Proceeding as in the proof of
[59, Proposition 3.3.11], we see that evx (c)−1 actually depends smoothly on x in the interior
U of L , see also [17, Proposition 5.10]. Hence, c|U is invertible in �̂0(E |U ) with inverse
c|−1U =

∑∞
i=0 k|iU . ��

Combining these results, we obtain the following Rockland [62] type theorem gen-
eralizing Melin’s result for scalar differential operators [52, Theorem 7.1], see also [17,
Theorem 2.5(d)], [43, Theorem 0.1] and [59, Theorem 3.3.10 and 5.4.1].

Theorem 3.11 Let E and F be vector bundles over a filtered manifold M. Let s be a complex
number, and suppose A ∈ �s(E, F) satisfies the Rockland condition. Then, there exists a
left parametrix B ∈ �−sprop(F, E) such that BA − id is a smoothing operator. In particular,
A is hypoelliptic. If, moreover, M is closed, then ker(A) is a finite dimensional subspace of
�∞(E).

Proof According to Lemma 3.9 the principal cosymbol σ s
x (A) admits a left inverse at each

point x ∈ M . Hence, in view of Lemma 3.10, we see that the principal cosymbol σ s(A)

locally admits left inverses. Using a smooth partition of unity on M , we obtain a global
left inverse b ∈ �−s(F, E) such that bσ s(A) = 1. Applying Proposition 3.1(g), we obtain
B ∈ �−sprop(F, E) such that BA − id is a smoothing operator. The remaining assertions are
now obvious, cf. the proof of Corollary 2.8 above. ��

Note that Theorem 2.6 follows immediately from Theorem 3.11.

Corollary 3.12 Let E be a vector bundle over a closed filtered manifold M. Suppose A ∈
�s(E) satisfies the Rockland condition and is formally self-adjoint, A∗ = A, with respect
to an L2 inner product of the form (11), and let Q denote the orthogonal projection onto
the (finite dimensional) subspace ker(A) ⊆ �∞(E). Then, A + Q is invertible with inverse
(A + Q)−1 ∈ �−s(E).

Proof Proceeding exactly as in the proof of Corollary 2.9, we start with a left parametrix
B ∈ �−s(E), see Theorem 3.11, and observe that the injective and formally self-adjoint
parametrix P constructed there is contained in �−s(E). As explained in the proof of Corol-
lary 2.9, G := (A + Q)P ∈ �0(E) is invertible, and G−1 − id is a smoothing operator.
Clearly, this implies G−1 ∈ �0(E), whence (A + Q)−1 = PG−1 ∈ �−s(E). ��

Combining these observations with a result from [17] permits constructing operators of
arbitrary order which are invertible up to smoothing operators. More precisely, we have:

Lemma 3.13 Let E be a vector bundle over a filtered manifold M. Then, for every complex
number s, there exist � ∈ �s

prop(E) and �′ ∈ �−sprop(E) such that ��′ − id and �′� − id
are both smoothing operators. Moreover,� and�′ may be chosen so that they act injectively
on �−∞c (E). For closed M, there exist� ∈ �s(E) and�′ ∈ �−s(E) such that��′ = id =
�′�.
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Proof For each x ∈ M , we fix an invertible cosymbol ax ∈ �
s/4
x (E) at x , see [17, The-

orem 6.1]. We extend these to cosymbols ãx ∈ �s/4(E) such that evx (ãx ) = ax . By
Lemma 3.10, for each x ∈ M , there exists an open neighborhood Ux of x such that ãx |Ux is
invertible in�s/4(E |Ux ). Fix a smooth partition of unity λx , x ∈ M , such that supp(λx ) ⊆ Ux

for each x ∈ M . With respect to a fiber-wise Hermitian metric on E , we consider

a :=
∑

x∈M
λx ã
∗
x ãx ∈ �s/2(E).

We claim that a is an invertible cosymbol. To see this note first that, in view of Lemma 3.10, it
suffices to show that evy(a) admits an inverse in�

−s/2
y (E) for each y ∈ M . For fixed y ∈ M ,

there exists x ∈ M such that λx (y) > 0 and, by construction, evy(ãx ) is invertible. Using
(34) and (35) we conclude that evy(a) satisfies the Rockland condition and, thus, admits a left

inverse in �
−s/2
y (E), see Lemma 3.9. Actually, evy(a) is invertible since evy(a) = evy(a)∗.

This shows that a is invertible; hence, there exists a′ ∈ �−s/2(E) such that aa′ = 1 = a′a.
According to Proposition 3.1(b) there exist A ∈ �

s/2
prop(E) such that σ s/2(A) = a. Using

Proposition 3.1(g) we obtain A′ ∈ �
−s/2
prop (E) such that R := A′A − id is a smoothing

operator. Proposition 3.1(g) also gives A′′ ∈ �
−s/2
prop (E) such that AA′′ − id is a smoothing

operator. Since A′′ differs from A′ by a smoothing operator, AA′ − id is a smoothing operator
too.

Consider � ∈ �s
prop(E) and �′ ∈ �−sprop(E) defined by

� := A∗A + R∗R and �′ := A′(A′)∗ + RR∗,

where the adjoints are with respect to an L2 inner product of the form (11). One read-
ily verifies that �′� − id and ��′ − id are both smoothing operators. In particular, �

is hypoelliptic and, thus, every distributional section in the kernel of � has to be smooth.
Using (10), we conclude, ker(�|�−∞c (E)) ⊆ ker(A) ∩ ker(R) ⊆ ker(id) = 0. Analogously,
ker(�′|�−∞c (E)) ⊆ ker((A′)∗) ∩ ker(R∗) ⊆ ker(id) = 0 in view of R∗ = A∗(A′)∗ − id. If

the underlying manifold is closed, then �−1 ∈ �−s(E) according to Corollary 3.12. ��
Remark 3.14 (Right parametrix) If A ∈ �s(E, F) and At satisfies the Rockland condition,
then there exists a right parametrix B ∈ �−sprop(F, E) such that AB − id is a smoothing
operator. Indeed, by Theorem 3.11 there exists B ′ ∈ �−sprop(E

′, F ′) such that B ′At − id is a
smoothing operator. Hence, B := (B ′)t is the desired right parametrix for A.

Corollary 3.15 If A ∈ �s(E, F) is such that A and At both satisfy the Rockland condition,
then there exists a parametrix B ∈ �−sprop(F, E) such that AB − id and BA − id are both
smoothing operators. In particular, the principal cosymbol σ s(A) is invertible.

Proof This follows immediately from Theorem 3.11 and Remark 3.14 since every left para-
metrix differs from any right parametrix by a smoothing operator. ��
Remark 3.16 For A ∈ �s(E, F) and x ∈ M the following are equivalent:

(a) At satisfies the Rockland condition at x .
(b) A∗ satisfies the Rockland condition at x .
(c) π̄(σ s

x (A)) : H∞ ⊗ Ex → H∞ ⊗ Fx has dense image, for all non-trivial irreducible
unitary representations π : Tx M → U (H).

(d) π̄(σ s
x (A)) : H∞⊗ Ex → H∞⊗ Fx is onto, for all non-trivial irreducible unitary repre-

sentations π : Tx M → U (H).
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Indeed, the equivalence (a)⇔(b) is clear in view of (12). The equivalence (b)⇔(c) follows
from π̄(σ s

x (A))∗ = π̄(σ s̄
x (A

∗)), see (35) and Remark 3.3. To see the implication (a)⇒(d)
suppose At satisfies the Rockland condition at x . According to Lemma 3.9, there exists
b ∈ �−sx (E ′, F ′) such that bσ s

x (A
t ) = 1. Transposing this equation, we obtain σ s

x (A)bt = 1,
see Proposition 3.1(e). In view of (34), this implies (d), for π̄(bt ) maps H∞ ⊗ Fx into
H∞ ⊗ Ex .

3.3 The Heisenberg Sobolev scale

The properties of the operator class �s(E, F) discussed above permit introducing a Heisen-
berg Sobolev scale on filteredmanifoldswhich can be used to refine the hypoellipticity results
in Sect. 2.3, see Corollaries 3.24 and 3.25 at the end of this section. Themain properties of this
Sobolev scale are summarized in Proposition 3.17, a refined regularity statement including
maximal hypoelliptic estimates can be found in Corollary 3.20.

For non-degenerate CR manifolds the origins of this Sobolev scale can be traced back to
a paper of Folland and Stein [33] where L p Sobolev spaces for integral s are constructed
using differential operators, see [33, Section 15], and maximal hypoelliptic estimates for
Kohn’s Laplacian are established, see [33, Theorem 16.6] and also [33, Theorem 16.7]. For
Heisenberg manifolds satisfying only the bracket generating condition H + [H , H ] = T M ,
a full Sobolev scale has been constructed by Ponge using complex powers of subLaplacians,
see [59, Section 5.5] and [59, Propositions 5.5.9 ad 5.5.14]. Maximal hypoelliptic estimates
can also be found in [44] and the work of Beals and Greiner, see [3, Theorem 18.31]. A full
Sobolev scale for stratified Lie groups has been constructed in [32].

For every real s we let Hs
loc(E) denote the space of all distributional sectionsψ ∈ �−∞(E)

such that Aψ ∈ L2
loc(F) for all A ∈ �s

prop(E, F) and all vector bundles F . We equip Hs
loc(E)

with the coarsest topology such that the maps A : Hs
loc(E) → L2

loc(F) are continuous, for
all A ∈ �s

prop(E, F). Analogously, let Hs
c (E) denote the space of compactly supported

distributional sections ψ ∈ �−∞c (E) such that Aψ ∈ L2
loc(F) for all A ∈ �s(E, F), and

equip Hs
c (E) with the coarsest topology such that the corresponding maps A : Hs

c (E) →
L2
loc(F) are continuous, for all A ∈ �s(E, F) and all vector bundles F .

Proposition 3.17 Let E and F be vector bundles over a filtered manifold M.

(a) Hs
loc(E) is a complete locally convex vector space, and we have continuous inclusions

�∞(E) ⊆ Hs2
loc(E) ⊆ Hs1

loc(E) ⊆ �−∞(E)

whenever s1 ≤ s2. Moreover, H0
loc(E) = L2

loc(E) as locally convex spaces.
(b) Hs

c (E) is a complete locally convex vector space, and we have continuous inclusions

�∞c (E) ⊆ Hs2
c (E) ⊆ Hs1

c (E) ⊆ �−∞c (E)

whenever s1 ≤ s2. Moreover, H0
c (E) = L2

c(E) as locally convex spaces.
(c) The canonical pairing �∞c (E ′)× �∞(E)→ C extends to a pairing

H−sc (E ′)× Hs
loc(E)→ C

inducing linear bijections Hs
loc(E)∗ = H−sc (E ′)and H−sc (E ′)∗ = Hs

loc(E). If,moreover,
M is closed, then Hs

c (E) = Hs
loc(E) is a Hilbert space we denote by Hs(E), and the

pairing induces an isomorphism of Hilbert spaces, Hs(E)∗ = H−s(E ′).
(d) Each A ∈ �r (E, F) restricts to continuous operator A : Hs

c (E)→ Hs−�(r)
loc (F). On a

closed manifold we obtain a bounded operator A : Hs(E)→ Hs−�(r)(F).
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(e) Assume M closed and let �s ∈ �s(E) be invertible with �−1s ∈ �−s(E), see
Lemma 3.13. If 〈〈−,−〉〉L2(E) is any Hermitian inner product generating the topology on
L2(E), then

〈〈ψ1, ψ2〉〉Hs (E) := 〈〈�sψ1,�sψ2〉〉L2(E), (38)

ψ1, ψ2 ∈ Hs(E), is a Hermitian inner product generating the topology on Hs(E).
(f) If s1 < s2, then the inclusions H

s2
loc(E) ⊆ Hs1

loc(E) and Hs2
c (E) ⊆ Hs1

c (E) are compact.
For closed M we obtain a compact inclusion Hs2(E) ⊆ Hs1(E).

(g) If M has homogeneous dimension n, see (29), then we have continuous Sobolev embed-
dings Hs

loc(E) ⊆ �r (E) and Hs
c (E) ⊆ �r

c (E) for all r ∈ N0 with r < s − n/2, see
Remark 2.1. In particular, we obtain isomorphisms of locally convex spaces,

�∞(E) =
⋂

s

Hs
loc(E) and �∞c (E) =

⋂

s

Hs
c (E),

as well as �−∞(E) =⋃
s H

s
loc(E) and �−∞c (E) =⋃

s H
s
c (E).

Proof The proof is a routine extension, cf. for instance [72, Section §7] for the classical case,
of the results established in the preceding sections. For each complex number s we choose
operators �s ∈ �s

prop(E), �′s ∈ �−sprop(E), and Rs ∈ O−∞prop(E) such that, see Lemma 3.13,

�′s�s = id+Rs .

Wehave a continuous inclusion�∞(E) ⊆ Hs
loc(E) since every operator A ∈ �s

prop(E, F)

induces a continuous map A : �∞(E)→ �∞(F), see Proposition 3.1(a), and the inclusion
�∞(F) ⊆ L2

loc(F) is continuous. Using Proposition 3.1(a) we see that the composition

Hs
loc(E)

�s−→ L2
loc(E) ⊆ �−∞(E)

�′s−→ �−∞(E) is continuous. Moreover, O−∞prop(E) ⊆
�s

prop(E), see Proposition 3.1(c), and thus the composition Hs
loc(E)

Rs−→ L2
loc(E) ⊆ �−∞(E)

is continuous. We conclude that id = �′s�s − Rs induces a continuous map Hs
loc(E) ⊆

�−∞(E). To see that we have continuous inclusions Hs2
loc(E) ⊆ Hs1

loc(E) for all s1 ≤ s2,
we have to show that each A ∈ �

s1
prop(E, F) induces a continuous operator A : Hs2

loc(E)→
L2
loc(E). To achieve that, note that A = �′s2−s1�s2−s1 A − Rs2−s1 A. Moreover, �s2−s1 A ∈

�
s2
prop(E, F), see Proposition 3.1(d), and thus �s2−s1 A : Hs2

loc(E)→ L2
loc(F) is continuous.

Moreover, �′s2−s1 induces a continuous operator L2
loc(F) → L2

loc(F) since s1 − s2 ≤ 0,
see Proposition 3.7(a). Furthermore, Rs2−s1 A ∈ O−∞prop(E, F) ⊆ �

s2
prop(E, F) in view of

Proposition 3.1(c) and thus Rs2−s1 A : Hs2
loc(E)→ L2

loc(F) is continuous. We conclude that
A = �′s2−s1�s2−s1 A− Rs2−s1 A induces a continuous map Hs2

loc(E)→ L2
loc(F), whence the

continuous inclusion Hs2
loc(E) ⊆ Hs1

loc(E). The completeness of Hs
loc(E) follows from the

continuity of the inclusion Hs
loc(E) ⊆ �−∞(E), the completeness of the spaces �−∞(E),

the fact that each A ∈ �s
prop(E, F) induces a continuous operator A : �−∞(E)→ �−∞(F),

see Proposition 3.1(a), and the completeness of the spaces L2
loc(F). We have a continuous

inclusion H0
loc(E) ⊆ L2

loc(E) since id ∈ �0
prop(E), see Proposition 3.1(f). By Proposi-

tion 3.7(a), we also have the converse continuous inclusion L2
loc(E) ⊆ H0

loc(E). This shows
H0
loc(E) = L2

loc(E) and completes the proof of (a). Part (b) can be proved analogously.
To see (c), note that the canonical pairing can be written as

〈φ,ψ〉 = 〈(�′s)tφ,�sψ〉 − 〈φ, Rsψ〉, (39)

where φ ∈ �∞c (E ′), ψ ∈ �∞c (E), and (�′s)t ∈ �−sprop(E
′) according to Proposition 3.1(e).

Recall that the canonical pairing extends to a pairing L2
c(E
′) × L2

loc(E) → C. Since
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�s : Hs
loc(E) → L2

loc(E) and (�′s)t : H−sc (E ′) → L2
c(E
′) are continuous, we see that the

term 〈(�′s)tφ,�sψ〉 extends to a separately continuous bilinear map H−sc (E ′)×Hs
loc(E)→

C. Since Rs induces a continuous operator Rs : �−∞loc (E) → �∞loc(E), the term 〈φ, Rsψ〉
actually extends to a separately continuous bilinear map �−∞c (E ′)× �−∞loc (E)→ C. Using
(a), (b) and (39) we conclude that the canonical pairing extends to a separately continuous
bilinear map H−sc (E ′)× Hs

loc(E)→ C. Let us now verify that the induced linear map

Hs
loc(E)→ H−sc (E ′)∗ (40)

is bijective. Since the inclusion D(E) = �∞c (E ′) ⊆ H−sc (E ′) is continuous, we obtain a
continuous map H−sc (E ′)∗ → D(E)∗ = �−∞(E) which, when composed with (40), yields
the canonical inclusion Hs

loc(E) ⊆ �−∞(E). This immediately implies that (40) is injective.
To see that it is onto, suppose α ∈ H−sc (E ′)∗. The preceding considerations show that there
exists ψ ∈ �−∞(E) such that 〈φ,ψ〉 = α(φ) for all φ ∈ D(E). It remains to show that
ψ ∈ Hs

loc(E). To check this, let A ∈ �s
prop(E, F). Then 〈φ̃, Aψ〉 = 〈At φ̃, ψ〉 = (α ◦ At )(φ̃)

extends continuously to all φ̃ ∈ L2
c(F
′). Since the pairing L2

c(F
′)× L2

loc(F)→ C induces
a linear bijection L2

loc(F) = L2
c(F
′)∗, we conclude Aψ ∈ L2

loc(F), whence ψ ∈ Hs
loc(E).

Analogously, one can verify that the induced linear map H−sc (E ′)→ Hs
loc(E)∗ is a bijection.

If M is closed, then �s may be assumed to be invertible with inverse �−1s ∈ �−s(E), see
Lemma3.13; hence,�s induces a topological isomorphism Hs(E) ∼= L2(E), whence Hs(E)

is a Hilbert space. This also implies that the canonical pairing induces an isomorphism
of Hilbert spaces, Hs(E)∗ = H−s(E ′), for we have 〈φ,ψ〉 = 〈(�−1s )tφ,�sψ〉 and the
canonical pairing induces an isomorphism of Hilbert spaces L2(E)∗ = L2(E ′).

Themapping properties in (d) are immediate consequences of Proposition 3.1(d), provided
r is real. For complex r , we use Lemma 3.13 and Proposition 3.7(a).

The statement in (e) is now obvious, for �s : Hs(E)→ L2(E) is a topological isomor-
phism with inverse induced by �−1s : L2(E) = H0(E)→ Hs(E), see (d).

To prove (f), note that �s1�
′
s2 ∈ �

s1−s2
prop (E) and s1 − s2 < 0; hence, �s1�

′
s2

induces a compact operator on L2
loc(E), see Proposition 3.7(b). Hence, the operator

�′s1�s1�
′
s2�s2 : Hs2

loc(E) → Hs1
loc(E) is compact. The latter operator differs from the

canonical inclusion by a properly smoothing operator for we have �′s1�s1�
′
s2�s2 =

id+Rs1+ Rs2 + Rs1 Rs2 . Moreover, properly supported smoothing operators induce compact
operators on each Sobolev space Hs

loc(E) for the continuous inclusion �∞(E) ⊆ Hs
loc(E) is

compact in view of the Heine–Borel property of �∞(E) which asserts that the identical map
on �∞(E) is compact (Arzelà–Ascoli). We conclude that the inclusion Hs2

loc(E) ⊆ Hs1
loc(E)

is compact. Similarly, one shows that the inclusion Hs2
c (E) ⊆ Hs1

c (E) is compact.
To prove (g), we have to show that every differential operator D ∈ DOr (E, F) of Heisen-

berg order at most r < s − n/2 induces a continuous operator Hs
loc(E) → �(F). By

Proposition 3.7(c), D�′s ∈ �r−s
prop(E, F) induces a continuous operator D�′s : L2

loc(E) →
�(F) and, thus, D�′s�s : Hs

loc(E) → �(F) is continuous. Since the inclusion �∞(E) ⊆
�(E) is continuous, DRs ∈ O−∞prop(E, F) induces a continuous operator DRs : L2(E) →
�(F). Using D = D�′s�s + DRs , we conclude that D : Hs

loc(E) → �(F) is indeed con-
tinuous, whence the continuous inclusion Hs

loc(E) ⊆ �r (E). Analogously, one verifies the
continuous inclusion Hs

c (E) ⊆ �r
c (E), provided r < s − n/2. ��

Remark 3.18 For non-degenerate CR manifolds a boundedness statement as in Proposi-
tion 3.17(d) can be traced back to [33, Theorem 15.19]. For Heisenberg manifolds satisfying
the bracket generating condition H+[H , H ] = T M a similar statement has been established
in [59, Proposition 5.5.8].
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Remark 3.19 Given r ∈ N0 one might wonder if the space Hr
loc(E) can be characterized

as the space of all ψ ∈ �−∞(E) such that Dψ ∈ L2
loc(F) for all differential operators

D ∈ DOr (E, F) of Heisenberg order at most r ; and if these differential operators suffice to
generate the topology on Hr

loc(E). Moreover, one might ask if�r (E) includes (continuously)
in Hr

loc(E), see Remark 2.1. For general M and r neither of these properties will hold true.
For instance, if M = R × N is filtered such that T M = T−2M ⊇ T−1M = R × T N ,
then differential operators of Heisenberg order 1 do not suffice to characterize H1

loc(E)

since they do not capture any derivative in the R direction. Filtered manifolds of this type
occur naturally when studying heat operators ∂t +
. However, if r is a common multiple of
{1, 2, . . . ,m}wherem is such that tM =⊕m

j=1 t− j M , then the universal differential operator
jr ∈ DOr (E, Jr E), see Remark 2.2, is Rockland and we obtain affirmative answers to all
the questions above. If T−1M is bracket generating, this holds true for all r , cf. [3, 33, 59].

This Sobolev scale permits us to refine the hypoellipticity statement in Theorem 3.11,
providing a common generalization of well-known results, see, for instance, [59, Proposi-
tions 5.5.9 and 5.5.14], [33, Theorem 16.6], [44], and [3, Theorem 18.31].

Corollary 3.20 (Regularity andmaximal hypoelliptic estimate)Let E and F be vector bundles
over a filtered manifold M, and suppose A ∈ �k(E, F) satisfies the Rockland condition
where k is some complex number. If ψ ∈ �−∞c (E) and Aψ ∈ Hs−�(k)

loc (F) for some real
number s, then ψ ∈ Hs

c (E). If, moreover, M is closed and s̃ ≤ s, then there exists a constant
C = CA,s,s̃ ≥ 0 such that the maximal hypoelliptic estimate

‖ψ‖Hs (E) ≤ C
(
‖ψ‖Hs̃ (E) + ‖Aψ‖Hs−�(k)(F)

)

holds for all ψ ∈ Hs(E). Here we are using any norms generating the Hilbert space topolo-
gies on the correspondingHeisenberg Sobolev spaces. If, moreover, Q denotes the orthogonal
projection, with respect to an inner product of the form (11), onto the (finite dimensional)
subspace ker(A) ⊆ �∞(E), then there exists a constant C = CA,s ≥ 0 such that themaximal
hypoelliptic estimate

‖ψ‖Hs (E) ≤ C
(‖Qψ‖ker(A) + ‖Aψ‖Hs−�(k)(F)

)

holds for all ψ ∈ Hs(E). Here ‖ − ‖ker(A) denotes any norm on ker(A).

Proof For the first part use a left parametrix as in Theorem 3.11 and Proposition 3.17(a)&(d).
To see the second hypoelliptic estimate, observe that A∗A ∈ �2�(k)(E) satisfies theRockland
condition and ker(A∗A) = ker(A). Hence, B := (A∗A + Q)−1A∗ ∈ �−k(F, E), see
Corollary 3.12, and id = Q + BA. ��
Remark 3.21 Let us complement the regularity statement above with the following descrip-
tion of the topologies on the Heisenberg Sobolev spaces. Suppose A ∈ �k

prop(E, F) satisfies
the Rockland condition and put s = �(k). Then, the topologies on Hs

loc(E) and Hs
c (E)

coincide with the topologies induced from the embeddings

Hs
loc(E)

(A,id)−−−→ L2
loc(F)× �−∞(E) and Hs

c (E)
(A,id)−−−→ L2

c(F)× �−∞c (E),

respectively. Moreover, if B ∈ �−rprop(F, E) is a left parametrix such that R := BA− id is a
smoothing operator, see Theorem 3.11, the topologies on Hs

loc(E) and Hs
c (E) coincide with

the topologies induced from the embeddings

Hs
loc(E)

(A,R)−−−→ L2
loc(F)× �∞(E) and Hs

c (E)
(A,R)−−−→ L2

c(F)× �∞c (E),
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respectively. Indeed, B − R provides a continuous left inverse for the first two inclusions;
and B − id provides a continuous left inverse for the other two inclusions.

Accordingly, the Hodge type decomposition for formally self-adjoint Rockland operators
on closed filtered manifolds in Corollary 2.9 admits the following refinement:

Corollary 3.22 (Hodge decomposition) Let E be a vector bundle over a closed filtered man-
ifold M. Suppose A ∈ �k(E) satisfies the Rockland condition and is formally self-adjoint,
A∗ = A, with respect to an L2 inner product of the form (11). Moreover, let Q denote the
orthogonal projection onto the (finite dimensional) subspace ker(A) ⊆ �∞(E). Then, for
every real number s, we have a topological isomorphism and a Hodge type decomposition

A + Q : Hs+�(k)(E)
∼=−→ Hs(E), Hs(E) = ker(A)⊕ A

(
Hs+�(k)(E)

)
.

Proof This follows from Corollary 3.12 and Proposition 3.17(d). ��
Corollary 3.23 (Fredholm operators and index)Let E and F be a vector bundles over a closed
filtered manifold M. Suppose A ∈ �k(E, F) is such that A and At both satisfy the Rockland
condition, cf. Remark 3.16. Then, for every real number s, we have an induced Fredholm
operator A : Hs(E)→ Hs−�(k)(F) whose index is independent of s and can be expressed
as

ind(A) = dim ker(A)− dim ker(At ).

Moreover, this index only depends on theHeisenberg principal cosymbol σ k(A) ∈ �k(E, F).

Proof According to Remark 3.15 there exists a parametrix B ∈ �−k(F, E) such that BA−id
and AB − id are both smoothing operators. Since the inclusion �∞(E) ⊆ Hs(E) is com-
pact, see Proposition 3.17(f), smoothing operators are compact on the Sobolev spaces Hs(E)

and Hs−�(k)(F), respectively. Hence, B : Hs−�(k)(F)→ Hs(E) provides an inverse of A
mod compact operators. Consequently, A : Hs(E)→ Hs−�(k)(F) is Fredholm. Moreover,
the canonical pairing induces a canonical isomorphism coker(A) = ker(At ), see Proposi-
tion 3.17(c), whence the index formula above. By regularity, ker(A) and ker(At ) consist of
smooth sections and, thus, do not depend on s. If A′ ∈ �k(E, F) is another operator with
the same Heisenberg principal cosymbol, σ k(A′) = σ k(A), then A′ − A ∈ �k−1(E, F) in
view of Proposition 3.1(b); hence, A′ − A : Hs(E) → Hs−�(k)(F) is a compact operator
according to Proposition 3.17(d)&(f), and thus ind(A′) = ind(A). ��

Let us now apply these results to the Rockland sequences considered in Sect. 2.3. Recall
that the Rumin–Seshadri operators 
i satisfy the Rockland condition, see Lemma 2.14.
Hence, the refined regularity statement in Corollary 3.20 applies to 
i . Moreover, since

i is formally self-adjoint, we have Hodge type decompositions and maximal hypoelliptic
estimates for 
i as in Corollary 3.22, provided the underlying manifold is closed. For the
Rockland sequences, we immediately obtain the following refinement of Corollary 2.15.

Corollary 3.24 (Regularity and maximal hypoelliptic estimate) In the situation of Corol-
lary 2.15, if ψ ∈ �−∞(Ei ) is such that Aiψ ∈ Hs−ki

loc (Ei+1) and A∗i−1 ∈ Hs−ki−1
loc (Ei−1)

for some real number s, then ψ ∈ Hs
loc(Ei ). Moreover, if M is closed, then there exists a

constant C = CAi ,s ≥ 0 such that the maximal hypoelliptic estimate

‖ψ‖Hs (Ei ) ≤ C
(
‖A∗i−1ψ‖Hs−ki−1 (Ei−1) + ‖Qiψ‖ker(
i ) + ‖Aiψ‖Hs−ki (Ei+1)

)
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holds for all ψ ∈ Hs(Ei ). Here ‖ − ‖Hs (Ei ) are any norms generating the Hilbert space
topology on the Heisenberg Sobolev spaces Hs(Ei ), Qi denotes the orthogonal projection
onto the (finite dimensional) subspace ker(
i ) = ker(A∗i−1) ∩ ker(Ai ) ⊆ �∞(Ei ), and
‖ − ‖ker(
i ) denotes any norm on ker(
i ).

For Rockland complexes over closed manifolds we immediately obtain the following
Hodge decomposition, refining the statement in Corollary 2.16:

Corollary 3.25 (Hodge decomposition) In the situation of Corollary 2.16 we have

Hs(Ei ) = Ai−1(Hs+ki−1(Ei−1))⊕ ker(
i )⊕ A∗i (Hs+ki (Ei+1))

and ker(Ai |Hs (Ei )) = Ai−1(Hs+ki−1(Ei−1))⊕ ker(
i ), for every real number s.

Remark 3.26 For the ∂̄ complex on a non-degenerate CR manifold the preceding statement
can be found in [33, Theorem 17.1] for s = 0.

The preceding two corollaries remain true for Rockland sequences of pseudodifferential
operators. We will formulate this precisely and more generally in Sect. 5.

4 Graded hypoelliptic sequences

The de Rham differentials on a filtered manifold will in general have Heisenberg order
strictly larger than one, and the de Rham complex will in general not be Rockland in the
sense of Definition 2.10. The de Rham complex is, however, Rockland in an appropriate
graded sense. More generally, this remains true for the sequence obtained by extending a
linear connection to vector bundle valued differential forms, provided the curvature satisfies
an algebraic condition, see Proposition 4.15. Regarding these de Rham sequences as graded
Rockland sequences, allows extracting (splitting off) graded Rockland sequences of (higher
order) differential operators acting between vector bundles of smaller rank, see Theorem 4.17
and Corollary 4.18. This construction generalizes a construction for the de Rham complex
on contact manifolds [65, 66] and more general C–C spaces [67, 69] due to Rumin. Since all
curved Bernstein–Gelfand–Gelfand (BGG) sequences [8, 11] of regular parabolic geometries
appear in this way, the latter are all graded Rockland, see Corollary 4.20. In some cases, the
sequences thus obtain are even Rockland in the ungraded sense of Sect. 2.3. In particular, this
happens for the BGG sequences associated with a generic rank two distribution in dimension
five, see Example 4.21.

4.1 Filtered vector bundles and differential operators

In this section,we introduce the filtration by gradedHeisenberg order on differential operators
acting between sections of filtered vector bundles over filtered manifolds. We discuss the
corresponding gradedHeisenberg principal symbol and establish some of its basic properties.
For trivially filtered vector bundles these concepts reduce to the filtration byHeisenberg order
and the principal Heisenberg symbol discussed in Sect. 2.1.

Let M be a filtered manifold. Suppose E is a filtered vector bundle over M , i.e., a smooth
vector bundle which comes equipped with a filtration by smooth subbundles,

· · · ⊇ E p−1 ⊇ E p ⊇ E p+1 ⊇ · · · .
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We will always assume that the filtration is full, that is, E = ⋃
p E

p and
⋂

p E
p = 0.

Put gr p(E) := E p/E p+1 and let gr(E) := ⊕
p gr p(E) denote the associated graded vec-

tor bundle equipped with the filtration by the subbundles grq(E) := ⊕
q≤p gr p(E). By

a splitting of the filtration on E we mean a filtration-preserving vector bundle isomor-
phism SE : gr(E) → E which induces the identity on the level of associated graded,
gr(SE ) = idgr(E). More explicitly, SE maps gr p(E) into E p such that the composition
with the projection E p → E p/E p+1 = gr p(E) is the identity. Such splittings always exist,
in fact the space of all splittings is convex, hence contractible.

Suppose F is another filtered vector bundle overM , and let SF : gr(F)→ F be a splitting
for its filtration. A differential operator A ∈ DO(E, F) is said to have graded Heisenberg
order at most k if the operator S−1F ASE ∈ DO(gr(E), gr(F)) has the following property:
The component (S−1F ASE )q,p ∈ DO(gr p(E), grq(F)) in the decomposition according to the

gradings, S−1F ASE =∑
p,q(S

−1
F ASE )q,p , has Heisenberg order at most k+q− p. Consider

the Heisenberg principal symbols of these components,

σ
k+q−p
x ((S−1F ASE )q,p) : C∞(Tx M, gr p(Ex ))→ C∞(Tx M, grq(Fx )),

see Sect. 2.1, and define the graded Heisenberg principal symbol

σ̃ k
x (A) : C∞(Tx M, gr(Ex ))→ C∞(Tx M, gr(Fx ))

by

σ̃ k
x (A) :=

∑

p,q

σ
k+q−p
x

(
(S−1F ASE )q,p

)
.

This is a left invariant differential operator which is homogeneous of degree k in the graded
sense, that is, σ̃ k

x (A) ◦ l∗g = l∗g ◦ σ̃ k
x (A) and

σ̃ k
x (A) ◦ δ

Ex
λ ◦ δ∗λ,x = λk · δFxλ ◦ δ∗λ,x ◦ σ̃ k

x (A)

for all g ∈ Tx M and λ > 0, see (16). Here δ
Ex
λ ∈ Aut(gr(Ex )) denotes the isomorphism given

by multiplication with λp on the component gr p(Ex ). Equivalently, the graded Heisenberg
principal symbol at x can be considered as an element of the degree −k component of
U(tx M)⊗ hom(gr(Ex ), gr(Fx )), that is,

σ̃ k
x (A)∈(

U(tx M)⊗hom(gr(Ex ), gr(Fx ))
)
−k :=

⊕

p,q
U−k+q−p(tx M)⊗hom(gr p(Ex ), grq (Fx )).

Note that any two splittings of a filtered vector bundle differ (multiplicatively) by a filtration-
preserving vector bundle isomorphism inducing the identity on the associated graded. Thus,
the filtration of differential operators by graded Heisenberg order does not depend on the
choice of splittings SE and SF , and the graded principal Heisenberg symbol is independent
of this choice too. We obtain a short exact sequence

0→ D̃O
k−1

(E, F)→ D̃O
k
(E, F)

σ̃ k−→ �∞
((

U(tM)⊗ hom(gr(E), gr(F))
)
−k

)
→ 0

where D̃O
k
(E, F) denotes the space of differential operators in DO(E, F) which are of

graded Heisenberg order at most k.
If G is another filtered vector bundle, and B ∈ DO(F,G) is a differential operator

of graded Heisenberg order at most l, then the composition BA ∈ DO(E,G) has graded
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Heisenberg order at most l + k and

σ̃ l+k
x (BA) = σ̃ l

x (B)σ̃ k
x (A). (41)

This follows readily from (8). Moreover, the transposed operator At ∈ DO(F ′, E ′) is of
graded Heisenberg order at most k and

σ̃ k
x (At ) = σ̃ k

x (A)t . (42)

Here the filtration on the bundle E ′ = E∗ ⊗ |�|M = hom(E, |�|M ) is defined such that a
section of E ′ is in filtration degree p iff it pairs Eq into the (p+q)-th filtration subspace of the
trivially filtered line bundle |�|M = |�|0M ⊇ |�|1M = 0, i.e., iff it vanishes on E−p+1. Note
that the canonical isomorphism gr p(E

′) = hom(E−p/E−p+1, |�|M ) = gr−p(E)′ provides
a canonical isomorphism of filtered vector bundles gr(E ′) = gr(E)′. 3 If SE : gr(E)→ E
is a splitting of the filtration on E , then StE : E ′ → gr(E)′ = gr(E ′) is filtration-preserving
and SE ′ := (StE )−1 : gr(E ′) → E ′ is a splitting of the filtration on E ′. Moreover,
(S−1E ′ A

t SF ′)p,q = ((S−1F ASE )−q,−p)
t = ((S−1F ASE )t )p,q and thus (42) follows at once

from (8).

Remark 4.1 Every differential operator A ∈ D̃O
k
(E, F) of graded Heisenberg order at most

k maps �∞(E p) into �∞(F p−k). Indeed, (S−1F ASE )q,p = 0 for k + q − p < 0 since there
are no non-trivial differential operators of negative order. Moreover, the induced operator
grk(A) : �∞(gr p(E)) → �∞(gr p−k(F)) is tensorial and the corresponding vector bundle
homomorphism grk(A) : gr p(E)→ gr p−k(F) coincides with the corresponding component
of the graded principal Heisenberg symbol, (σ̃ k(A))p−k,p . If A is of graded Heisenberg order
at most 0, then the associated graded will also be denoted by Ã := gr(A) := gr0(A).

Generalizing Definition 2.10 we have:

Definition 4.2 (Graded Rockland sequences of differential operators) Let Ei be filtered vec-
tor bundles over a filtered manifold M . A sequence of differential operators

· · · → �∞(Ei−1)
Ai−1−−→ �∞(Ei )

Ai−→ �∞(Ei+1)→ · · ·
which are of graded Heisenberg order at most ki , respectively, is said to be graded Rock-
land sequence if, for each x ∈ M and every non-trivial irreducible unitary representation
π : Tx M → U (H) of the osculating group Tx M the sequence

· · · → H∞ ⊗ gr(Ei−1,x )
π(σ̃

ki−1
x (Ai−1))−−−−−−−−−→ H∞ ⊗ gr(Ei,x )

π(σ̃
ki
x (Ai ))−−−−−−→ H∞ ⊗ gr(Ei+1,x )→ · · ·

is weakly exact, i.e., the image of each arrow is contained and dense in the kernel of the
subsequent arrow. HereH∞ denotes the subspace of smooth vectors in the Hilbert spaceH.

4.2 Differential projectors

In this section we consider a sequence of differential operators acting between sections of
filtered vector bundles over a filtered manifold. Following the BGG machinery [8, 11, 13]
we will present a construction which permits us to extract (split off) sequences of differential

3 The degree p filtration subbundle of gr(E) is gr(E)p = ⊕
q≥p grq (E) and thus the filtration on gr(E)′

canonically identifies to (gr(E)′)p =⊕
q≤−p grq (E)′ =⊕

q≤−p gr−q (E ′) = gr(E ′)p .
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operators acting between sections of certain subbundles. If the original sequence was graded
Rockland, then so is the new one, see Proposition 4.5(b). For the de Rham complex a similar
construction can be found in [67, 69].

The construction is based on the following simple fact which will be used repeatedly
below. A similar argument can be found in the construction of curved BGG sequences, see
[11] or [8, Theorem 5.2], and in Rumin’s work, see [69, Lemma 2.5] or [67, Lemma 1].

Lemma 4.3 Let E and F be filtered vector bundles over a filtered manifold M. Suppose
A : �∞(E) → �∞(F) is a differential operator of graded Heisenberg order at most zero
and suppose the induced vector bundle homomorphism, Ã : gr(E)→ gr(F), is invertible, cf.
Remark 4.1. Then, A is invertible and its inverse, A−1 : �∞(F)→ �∞(E), is a differential
operator of graded Heisenberg order at most zero.

Proof Choose splittings of the filtrations SE : gr(E)→ E and SF : gr(F)→ F . Then, the
differential operator

id−ASE Ã−1S−1F : �∞(F)→ �∞(F)

is nilpotent for it induces zero on the associated graded. Hence, the inverse of A can be
expressed using the finite Neumann series,

A−1 = SE Ã
−1S−1F

∞∑

n=0

(
id−ASE Ã−1S−1F

)n
. (43)

In view of this formula, A−1 has graded Heisenberg order at most zero. ��
Lemma 4.4 Consider a filtered vector bundle E over a filtered manifold M. Suppose
� : �∞(E) → �∞(E) is a differential operator of graded Heisenberg order at most zero,
and let �̃ : gr(E)→ gr(E) denote the associated graded vector bundle endomorphism, see
Remark 4.1. For each x ∈ M let P̃x ∈ end(gr(Ex )) denote the spectral projection onto the
generalized zero eigenspace of �̃x ∈ end(gr(Ex )). Assume that the rank of P̃x is locally
constant in x ∈ M.

(a) Then, P̃ : gr(E)→ gr(E) is a smooth vector bundle homomorphism, P̃2 = P̃, P̃�̃ =
�̃P̃, and we obtain a decomposition of graded vector bundles,

gr(E) = img(P̃)⊕ ker(P̃), (44)

invariant under �̃, and such that �̃ is nilpotent on img(P̃) and invertible on ker(P̃).
(b) There exists a unique filtration-preserving differential operator P : �∞(E)→ �∞(E)

such that P2 = P, P� = �P, and gr(P) = P̃. This operator P has graded Heisenberg
order at most zero and provides a decomposition of filtered vector spaces,

�∞(E) = img(P)⊕ ker(P), (45)

which is invariant under � and such that � is nilpotent on img(P) := P(�∞(E)) and
invertible on ker(P) := {ψ ∈ �∞(E) : �ψ = 0}.

(c) Let S : gr(E)→ E be a splitting of the filtration. Then

L : �∞(gr(E))→ �∞(E), L := PS P̃ + (id−P)S(id−P̃), (46)

is an invertible differential operator of graded Heisenberg order at most zero such that
gr(L) = id and L−1PL = P̃. Hence, L induces filtration-preserving isomorphisms

L : �∞(img(P̃))
∼=−→ img(P) and L : �∞(ker(P̃))

∼=−→ ker(P).
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Moreover, L−1�L is a differential operator of graded Heisenberg order at most zero
satisfying gr(L−1�L) = �̃. Furthermore, L−1�L preserves the decomposition (44), its
restriction to �∞(img(P̃)) is nilpotent, and its restriction to �∞(ker(P̃)) is invertible.

Proof Part (a) is well known. To prove the existence of an operator P as in (b) we assume,
for a moment, that there exists ε > 0 such that all non-trivial eigenvalues of �̃x lie outside
the disk of radius 2ε centered at the origin in the complex plane for all x ∈ M . Hence,
the vector bundle homomorphism z − �̃ is invertible, for all 0 < |z| < 2ε. According to
Lemma 4.3, (z − �)−1 is a family of differential operators of graded Heisenberg order at
most zero depending rationally on z for |z| < 2ε. Hence,

P := 1

2π i

∮

|z|=ε

(z −�)−1dz, (47)

defines a differential operator of graded Heisenberg order at most zero. Clearly, P2 = P
and �P = P�. Moreover, P is filtration-preserving and gr(P) = P̃ in view of P̃x =
1
2π i

∮
|z|=ε

(z − �̃x )
−1dz. In particular, P gives rise to a decomposition of filtered vector

spaces which is invariant under� as indicated in (45). In general, the ε used above, will only
exist locally. However, since the operator in (47) does not depend on the choice of ε, these
locally defined differential operators match up and give rise to a globally defined differential
operator P with said properties. Using P2 = P and P̃2 = P̃ , we immediately obtain
PL = L P̃ . In view of gr(P) = P̃ and gr(S) = id, we have gr(L) = id; hence L is invertible
according to Lemma 4.3 and L−1 is a differential operator of graded Heisenberg order at
most zero. Since � preserves the decomposition (45), L−1�L preserves the decomposition
(44). From gr(L) = id, we get gr(L−1�L) = �̃. Using the latter it is easy to see that �
is nilpotent on img(P) and invertible on ker(P). Indeed, since �̃ is nilpotent on img(P̃),
we conclude that L−1�L is nilpotent on �∞(img(P̃)), and thus � is nilpotent on img(P).
Furthermore, since �̃ is invertible on ker(P̃), Lemma 4.3 implies that L−1�L is invertible
on �∞(ker(P̃)), and thus � is invertible on ker(P). Using the latter property one readily
checks the uniqueness assertion in (b). ��

After these preparations let us now turn to the construction of the sequences mentioned
at the beginning of this section. Let Ei be filtered vector bundles over a filtered manifold M ,
and consider a sequence of differential operators,

· · · → �∞(Ei−1)
Ai−1−−→ �∞(Ei )

Ai−→ �∞(Ei+1)→ · · · , (48)

such that Ai is of graded Heisenberg order at most ki . Suppose

· · · ← �∞(Ei−1)
δi←− �∞(Ei )

δi+1←−− �∞(Ei+1)← · · · (49)

is a sequence of differential operators such that δi is of graded Heisenberg order at most
−ki−1. Then, the differential operators

�i : �∞(Ei )→ �∞(Ei ), �i := Ai−1δi + δi+1Ai , (50)

are of graded Heisenberg order at most zero, see Sect. 4.1. 4

We let �̃i : gr(Ei )→ gr(Ei ), �̃i := gr(�i ), denote the associated graded vector bundle
homomorphism, see Remark 4.1. Moreover, for each x ∈ M , we let P̃x,i : gr(Ex,i ) →
gr(Ex,i ) denote the spectral projection onto the generalized zero eigenspace of �̃x,i ∈
4 In subsequent sections we will restrict our attention to the case when δi are (tensorial) vector bundle
homomorphisms satisfying δi δi+1 = 0, but these restrictions would not be helpful here.
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end(gr(Ex,i )). Note that the projectors P̃x,i preserve the grading on gr(Ex,i ). We assume that
the rank of P̃x,i is locally constant in x . Consequently, these fiber-wise projectors provide
a smooth vector bundle projector P̃i : gr(Ei ) → gr(Ei ) and we obtain a decomposition of
graded vector bundles,

gr(Ei ) = img(P̃i )⊕ ker(P̃i ), (51)

which is invariant under �̃i , see Lemma 4.4(a). By construction, �̃i is nilpotent on img(P̃i )
and invertible on ker(P̃i ). We let Ãi : gr∗(Ei ) → gr∗−ki (Ei+1) and δ̃i : gr∗(Ei ) →
gr∗+ki−1(Ei−1) denote the associated graded vector bundle homomorphisms of Ai and δi ,

respectively, see Remark 4.1. Clearly, �̃i = Ãi−1δ̃i + δ̃i+1 Ãi , see (50). If Ãi Ãi−1 = 0 for all
i , then �̃i+1 Ãi = Ãi �̃i , P̃i+1 Ãi = Ãi P̃i , and, thus, Ãi preserves the decompositions (51).
Similarly, if δ̃i−1δ̃i = 0 for all i , then �̃i−1δ̃i = δ̃i �̃i , P̃i−1δ̃i = δ̃i P̃i , and δ̃i preserves the
decompositions in (51).

According to Lemma 4.4(b), there exists a unique filtration-preserving differential oper-
ator

Pi : �∞(Ei )→ �∞(Ei )

such that P2
i = Pi , Pi�i = �i Pi , and gr(Pi ) = P̃i . These projectors are of graded Heisen-

berg order at most zero and provide a decomposition �∞(Ei ) = img(Pi ) ⊕ ker(Pi ) such
that �i is nilpotent on img(Pi ) and invertible on ker(Pi ).

We fix splittings for the filtrations, Si : gr(Ei )→ Ei , and consider the differential oper-
ators

Li : �∞(gr(Ei ))→ �∞(Ei ), Li := Pi Si P̃i + (id−Pi )Si (id−P̃i ).
In view of Lemma 4.4(c), Li is an invertible differential operator of graded Heisenberg order
at most zero such that gr(Li ) = id and L−1i Pi Li = P̃i . Moreover, L−1i �i Li is a differential
operator of gradedHeisenberg order at most zero such that gr(L−1i �i Li ) = �̃i . Furthermore,
L−1i �i Li preserves the decomposition (51), its restriction to �∞(img(P̃i )) is nilpotent and
its restriction to �∞(ker(P̃i )) is invertible.

Conjugating the original sequence (48) by Li , we obtain two sequences,

· · · → �∞(img(P̃i−1))
Di−1−−−→ �∞(img(P̃i ))

Di−→ �∞(img(P̃i+1))→ · · · (52)

and

· · · → �∞(ker(P̃i−1))
Bi−1−−→ �∞(ker(P̃i ))

Bi−→ �∞(ker(P̃i+1))→ · · · , (53)

where

Di := P̃i+1L−1i+1Ai Li |�∞(img(P̃i ))
and Bi := (id−P̃i+1)L−1i+1Ai Li |�∞(ker(P̃i ))

(54)

are differential operators of graded Heisenberg order at most ki . This generalizes a construc-
tion for the de Rham complex due to Rumin, see [69, Theorem 2.6] and [67, Theorem 1].

Proposition 4.5 In this situation, the following hold true:

(a) If σ̃ ki
x (Ai )σ̃

ki−1
x (Ai−1) = 0 for all i and x, then

σ̃ ki
x (L−1i+1Ai Li ) = σ̃ ki

x (Di )⊕ σ̃ ki
x (Bi ).

(b) If the sequence (48) is graded Rockland, then so are the sequences (52) and (53).

123



Annals of Global Analysis and Geometry (2022) 62:721–789 761

(c) If Ai Ai−1 = 0 for all i , then the operator L−1i+1Ai Li decouples,

L−1i+1Ai Li = Di ⊕ Bi ,

and we have Di Di−1 = 0, Bi Bi−1 = 0. In this situation, Gi : �∞(ker(P̃i )) →
�∞(ker(P̃i )),

Gi := Bi−1(id−P̃i−1)δ̃i �̃−1i + (id−P̃i )δ̃i+1�̃−1i+1 Ãi ,

is an invertible differential operator of graded Heisenberg order at most zero with
gr(Gi ) = id that conjugates the complex (53) into an acyclic tensorial complex, namely,

G−1i+1BiGi = Ãi |�∞(ker(P̃i ))
.

Moreover, the restriction Li : �∞(img(P̃i ))→ �∞(Ei ) provides a chain map, that is,
Ai Li |�∞(img(P̃i ))

= Li+1Di , which induces an isomorphism between the cohomolo-

gies of (52) and (48). More precisely, πi := P̃i L
−1
i : �∞(Ei ) → �∞(img(P̃i )),

is a chain map, Diπi = πi+1Ai , which is an inverse of Li up to homotopy, i.e.,
πi Li |�∞(img(P̃i ))

= id and id−Liπi = Ai−1hi + hi+1Ai where hi : �∞(Ei ) →
�∞(Ei−1) is a differential operator of graded Heisenberg order at most−ki−1 given by
hi := Li−1Gi−1(id−P̃i−1)δ̃i �̃−1i G−1i (id−P̃i )L−1i .

Proof To show part (c) suppose Ai Ai−1 = 0 for all i . Then, �i+1Ai = Ai�i , see (50), and
thus Pi+1Ai = Ai Pi , see (47). Using the relation L−1i Pi Li = P̃i from Lemma 4.4(c),
we obtain P̃i+1(L−1i+1Ai Li ) = (L−1i+1Ai Li )P̃i , hence P̃i+1(L−1i+1Ai Li )(id−P̃i ) = 0 =
(id−P̃i+1)(L−1i+1Ai Li )P̃i ,

L−1i+1Ai Li = P̃i+1(L−1i+1Ai Li )P̃i + (id−P̃i+1)(L−1i+1Ai Li )(id−P̃i ),
and thus L−1i+1Ai L = Di⊕Bi , cf. (54). Clearly, Ai Ai−1 = 0 implies Di Di−1 = 0, Bi Bi−1 =
0, and BiGi = Gi+1 Ãi . Clearly, gr(Gi ) = id and, thus, Gi is invertible according to
Lemma 4.3. The remaining assertions in (c) are now straight forward.

To show part (a) suppose σ̃
ki
x (Ai )σ̃

ki−1
x (Ai−1) = 0 for all i and all x ∈ M .

Using the multiplicativity of the graded Heisenberg principal symbol, see (41), we
conclude σ̃ 0

x (�i+1)σ̃ ki
x (Ai ) = σ̃

ki
x (Ai )σ̃

0
x (�i ), see (50), and thus σ̃ 0

x (Pi+1)σ̃ ki
x (Ai ) =

σ̃
ki
x (Ai )σ̃

0
x (Pi ), see (47). Combining this with L−1i Pi Li = P̃i from Lemma 4.4(c), we obtain

σ̃
ki
x

(
P̃i+1(L−1i+1Ai Li )

) = σ̃
ki
x

(
(L−1i+1Ai Li )P̃i

)
, hence σ̃

ki
x

(
P̃i+1(L−1i+1Ai Li )(id−P̃i )

) = 0 =
σ̃
ki
x

(
(id−P̃i+1)(L−1i+1Ai Li )P̃i

)
,

σ̃ ki
x (L−1i+1Ai Li ) = σ̃ ki

x

(
P̃i+1(L−1i+1Ai Li )P̃i

)+ σ̃ ki
x

(
(id−P̃i+1)(L−1i+1Ai Li )(id−P̃i )

)
,

and thus σ̃
ki
x (L−1i+1Ai Li ) = σ̃

ki
x (Di )⊕ σ̃

ki
x (Bi ).

To see (b) suppose the sequence (48) is graded Rockland, that is, the graded Heisen-
berg principal symbol sequences σ

ki
x (Ai ) are weakly exact in every non-trivial irreducible

unitary representation of Tx M . Clearly, the conjugated sequence σ̃
ki
x (L−1i+1Ai Li ) =

σ̃ 0
x (Li+1)−1σ̃ ki

x (Ai )σ̃
0
x (Li ) has the same property. Note that σ̃ ki

x (Ai )σ̃
ki−1
x (Ai−1) = 0 since

this relation holds true in every non-trivial irreducible unitary representation of Tx M . Hence,
part (a), permits us to conclude that the graded Heisenberg principal symbol sequences
σ̃
ki
x (Di ) and σ̃

ki
x (Bi ) are weakly exact in every non-trivial irreducible unitary representation

of Tx M too. ��
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4.3 Splitting operators

The sequences (52) and (53) constructed above depend on the operators Ai and δi , see (48)
and (49) but also on the splittings Si : gr(Ei ) → Ei . We will now specialize to a situation
in which one can construct a variant of the sequence (52) which does not depend on the
splittings Si , but only on Ai and δi . The sequences obtain in this way, see Proposition 4.8,
generalize the curved BGG sequences [8, 11] discussed in Sect. 4.6.

We continue to use the notation from the preceding sections. In particular, Ei are filtered
vector bundles over a filtered manifold M , and we consider a sequence,

· · · → �∞(Ei−1)
Ai−1−−→ �∞(Ei )

Ai−→ �∞(Ei+1)→ · · · , (55)

where Ai is a differential operator of graded Heisenberg order at most ki .

Definition 4.6 (Codifferential ofKostant type)A sequence of vector bundle homomorphisms,

· · · ← Ei−1
δi←− Ei

δi+1←−− Ei+1 ← · · · , (56)

will be called a codifferential of Kostant type for the sequence (55) if it has the following
properties:

(i) δiδi+1 = 0 for all i .
(ii) δi maps the filtration space E p

i into E p+ki−1
i−1 .5

(iii) There exist splittings of the filtrations, Si : gr(Ei )→ Ei , such that δ̃i = S−1i−1δi Si . 6

(iv) δ̃i,x P̃i,x = 0 for each x ∈ M .

Here Ãi : gr∗(Ei ) → gr∗−ki (Ei+1), δ̃i : gr∗(Ei ) → gr∗+ki−1(Ei−1), and �̃i : gr∗(Ei ) →
gr∗(Ei ) denote the vector bundle homomorphisms induced by Ai , δi and �i = Ai−1δi +
δi+1Ai on the associated graded vector bundles, respectively, see Remark 4.1. Moreover,
P̃i,x : Ei,x → Ei,x denotes the spectral projection onto the generalized zero eigenspace of
�̃i,x .

Lemma 4.7 Consider a sequence of vector bundle homomorphisms δi as in (56) which is a
codifferential of Kostant type for the sequence (55), see Definition 4.6, and assume that the
rank of δx,i is locally constant in x, for each i . Then, the following hold true:

(a) The rank of P̃i,x is locally constant in x, these families provide smooth vector bundle
projectors, P̃i : gr(Ei )→ gr(Ei ), such that δ̃i δ̃i+1 = 0, �̃i−1δ̃i = δ̃i �̃i , P̃i �̃i = �̃i P̃i ,
P̃i−1δ̃i = δ̃i P̃i = 0, and we have a decomposition of graded vector bundles,

ker(δ̃i ) = img(P̃i )⊕ img(δ̃i+1). (57)

(b) Let Pi : �∞(Ei ) → �∞(Ei ) denote the unique filtration-preserving differential oper-
ator such that P2

i = Pi , Pi�i = �i Pi and gr(Pi ) = P̃i , see Lemma 4.4(b). Then,
�i−1δi = δi�i , Pi−1δi = δi Pi = 0, and we obtain a decomposition of filtered spaces,

�∞(ker(δi )) = img(Pi )⊕ �∞(img(δi+1)). (58)

Moreover, the quotient bundle Hi := ker(δi )/ img(δi+1) is a filtered vector bundle and
Pi factors to a differential operator of graded Heisenberg order at most zero,

L̄i : �∞(Hi )
∼=−→ img(Pi ) ⊆ �∞(Ei ),

5 In particular, δi is of graded Heisenberg order at most −ki−1.
6 Only the existence of such splittings is required, Si is not part of the data.
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which is inverse to the restriction of the canonical projection π̄i : ker(δi )→ Hi , that is,
π̄i L̄ i = id and L̄i π̄i = Pi .

(c) Assume, moreover, Ãi+1 Ãi = 0 for all i . Then �̃i+1 Ãi = Ãi �̃i , P̃i+1 Ãi = Ãi P̃i ,
δ̃i+1 Ãi P̃i = 0, and

img(P̃i ) = ker(�̃i ) = ker(δ̃i ) ∩ ker(δ̃i+1 Ãi ). (59)

Moreover, δi+1Ai Pi = 0, and

img(Pi ) = ker(�i ) = ker(δi ) ∩ ker(δi+1Ai ). (60)

Proof In view of δ̃i−1,x δ̃i,x = 0 and δ̃i,x P̃i,x = 0 we also have �̃i−1,x δ̃i,x = δ̃i,x �̃i,x and
P̃i−1,x δ̃i,x = δ̃i,x P̃i,x = 0. Moreover, since Ãi−1,x δ̃i,x + δ̃i+1,x Ãi,x = �̃i,x is invertible on
ker(P̃i,x ), it is straight forward to establish the finite dimensional decomposition ker(δ̃i,x ) =
img(P̃i,x ) ⊕ img(δ̃i+1,x ) for each x ∈ M . Since δ̃i,x is assumed to have locally constant
rank, the same must be true for P̃i,x . Hence, P̃i is a smooth vector bundle homomorphism,
and (57) is a decomposition of smooth vector bundles. The remaining assertions in (a) are
obvious.

Clearly, δi�i = �i−1δi and δi Pi = Pi−1δi , see (50) and (47). To show δi Pi = 0, we
consider the operator

Li : �∞(gr(Ei ))→ �∞(Ei ), Li = Pi Si P̃i + (id−Pi )Si (id−P̃i ), (61)

cf. (46) in Lemma 4.4, where the splittings Si are as inDefinition 4.6(iii). Then L
−1
i−1δi Li = δ̃i

and L−1i Pi Li = P̃i . The assertion δi Pi = 0 thus follows from δ̃i P̃i = 0, see Defini-
tion 4.6(iv). Since Ai−1δi + δi+1Ai = �i is invertible on ker(Pi ), it is now straight forward
to establish the decomposition (58). Clearly, img(δi+1), ker(δi ) andHi = ker(δi )/ img(δi+1)
are smooth vector bundles. Moreover, Pi factorizes to a linear map L̄i : �∞(Hi )→ img(Pi )
such that L̄i π̄i = Pi and π̄i L̄ i = id. To see that L̄i is a differential operator of graded
Heisenberg order at most zero, it suffices to observe that L̄i can be written (locally) as the
composition of Pi with a filtration-preserving vector bundle homomorphismHi → ker(δi ).

If Ãi Ãi−1 = 0, then the assertions �̃i+1 Ãi = Ãi �̃i , P̃i+1 Ãi = Ãi P̃i , and δ̃i+1 Ãi P̃i = 0,
as well as the equalities in (59) are now obvious. Using �i = δi+1Ai + Ai−1δi , δi Pi = 0 =
Pi−1δi , �i Pi = Pi�i and P2

i = Pi , we obtain δi+1Ai Pi = �i Pi = Pi�i Pi = 0, whence
the equalities in (60). The remaining assertions follow at once. ��
Proposition 4.8 Let Ei be filtered vector bundles over a filtered manifold M, and consider a
sequence of differential operators,

· · · → �∞(Ei−1)
Ai−1−−→ �∞(Ei )

Ai−→ �∞(Ei+1)→ · · · , (62)

such that Ai is of graded Heisenberg order at most ki and Ãi Ãi−1 = 0 for all i . Moreover,
let

· · · ← Ei−1
δi←− Ei

δi+1←−− Ei+1 ← · · ·
be a codifferential of Kostant type for the sequence (62), see Definition 4.6. Assume that each
δi has locally constant rank, and let π̄i : ker(δi ) → Hi := ker(δi )/ img(δi+1) denote the
canonical vector bundle projection. Then, the following hold true:

(a) There exists a unique differential operator L̄i : �∞(Hi )→ �∞(Ei ) such that δi L̄ i = 0,
π̄i L̄ i = id, and δi+1Ai L̄i = 0. Moreover, L̄i is of graded Heisenberg order at most zero,
and the differential operator

D̄i : �∞(Hi )→ �∞(Hi+1), D̄i := π̄i+1Ai L̄i , (63)
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is of graded Heisenberg order at most ki .
(b) If the sequence (62) is graded Rockland, then so is the sequence:

· · · → �∞(Hi−1)
D̄i−1−−−→ �∞(Hi )

D̄i−→ �∞(Hi+1)→ · · · . (64)

(c) If Ai Ai−1 = 0, then D̄i D̄i−1 = 0, and L̄i : �∞(Hi ) → �∞(Ei ) is a chain map,
Ai L̄i = L̄i+1 D̄i , inducing an isomorphism between the cohomologies of (64) and (62).

(d) There exist invertible differential operators, Vi : �∞(img(P̃i ))→ �∞(Hi ) with inverse
V−1i : �∞(Hi ) → �∞(img(P̃i )), both of graded Heisenberg order at most zero, such
that

V−1i+1 D̄i Vi = Di ,

where Di : �∞(img(P̃i )) → �∞(img(P̃i+1)) denotes the operator considered in
Sect. 4.2, see (54), associated with splittings Si as in Definition 4.6(iii).

Proof Part (a) follows immediately from Lemma 4.7(b)&(c). Recall the differential operator
Li associated with the splittings Si , see (61). The differential operator Vi : �∞(img(P̃i ))→
�∞(Hi ), Vi := π̄i Li |img(P̃i )

has graded Heisenberg order at most zero and so does its

inverse, V−1i : �∞(Hi )→ �∞(img(P̃i )), V
−1
i = L−1i L̄ i . Clearly, V

−1
i+1 D̄i Vi = Di , whence

(d). Combining this with Proposition 4.5(b)&(c), we obtain the statements in (b) in (c). ��
The operators L̄i in Proposition 4.8(a) are direct generalizations of the well-known split-

ting operators in parabolic geometry, see [12, Theorem 2.4]. The operators D̄i generalize the
BGG operators.

Remark 4.9 If the filtration on each Hi is trivial, then (64) is a Rockland sequence in the
ungraded sense of Definition 2.10.

Remark 4.10 For the Kostant type codifferential δi = 0 all statements in Proposition 4.8 are
trivially true, π̄i = id = L̄i .

Remark 4.11 If Ãi Ãi−1 = 0, then the rank of a Kostant type codifferential is bounded by
∑

i

rank(δi,x ) ≤
∑

i

rank( Ãi,x ). (65)

Indeed, from δ̃i δ̃i+1 = 0 and δ̃i P̃i = 0 we get ker(δ̃i,x ) = img(P̃i,x ) ⊕ img(δ̃i+1,x ) and,
consequently, ker(δi,x )/ img(δi+1,x ) ∼= ker(δ̃i,x )/ img(δ̃i+1,x ) ∼= img(P̃i,x ). Moreover, Ãi,x

preserves the decomposition gr(Ei ) = img(P̃i,x )⊕ ker(P̃i,x ) and its restriction to ker(P̃i,x )
is acyclic since �̃i,x is invertible on ker(P̃i,x ). We conclude

dim
(
ker( Ãi,x )/ img( Ãi−1,x )

) ≤ dim
(
ker(δi,x )/ img(δi+1,x )

)
(66)

for all i . To show (65) it thus remains to recall that the equation dim(C) = 2 rank(d) +
dim(ker(d)/ img(d)) holds for every finite dimensional vector space C and every linear map
d : C → C satisfying d2 = 0.We have equality in (65) if and only if we have equality in (66)
for all i . In this case, the codifferential is ofmaximal rank andHx,i ∼= ker( Ãi,x )/ img( Ãi−1,x ).

Remark 4.12 If Ãi Ãi−1 = 0, then there exists a Kostant type codifferential of maximal rank.
To construct such a codifferential, fix fiber-wise graded Hermitian inner products on the
graded vector bundles gr(Ei ), let Ã∗i : gr∗(Ei+1)→ gr∗−ki (Ei ) denote the fiber-wise adjoint

of Ãi : gr∗(Ei )→ gr∗+ki (Ei+1), and consider δi := Si−1 Ã∗i−1S
−1
i where Si : gr(Ei )→ Ei
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are some splittings for the filtrations. In this case �̃i = Ã∗i Ãi+ Ãi−1 Ã∗i−1, hence img(P̃i,x ) =
ker(�̃i,x ) = ker( Ãi,x ) ∩ ker(δ̃i,x ) and

gr(Ei,x ) = img( Ãi−1,x )⊕ img(P̃i,x )⊕ img(δ̃i+1,x )

for each x ∈ M . We conclude that δ is a Kostant type codifferential of maximal rank,
see Definition 4.6 and Remark 4.11. If the dimension of ker( Ãi,x )/ img( Ãi−1,x ) is locally
constant for all i , then δi,x has locally constant rank for all i ; hence, δi meets the assumptions
in Proposition 4.8, we obtain a sequence of operators D̄i as in (64), acting between sections
of the vector bundles Hi ∼= ker( Ãi )/ img( Ãi−1), and this is a graded Rockland sequence
provided the original sequence Ai was.

4.4 Linear connections on filteredmanifolds

In this section we consider a linear connection on a filtered vector bundle over a filtered man-
ifold and its extension to bundle valued differential forms. We will show that this induces
a graded Rockland sequence in the sense of Definition 4.2 provided the linear connection
is filtration-preserving and its curvature is contained in filtration degree one, see Proposi-
tion 4.15.

Suppose E is a filtered vector bundle over a filtered manifold M . We consider the induced
filtration on the vector bundles�kT ∗M⊗E . To be explicit,ψ ∈ �kT ∗x M⊗Ex is in filtration
degree p iff, for all tangent vectors Xi ∈ T pi

x M , we have ψ(X1, . . . , Xk) ∈ E p+p1+···+pk
x .

Let us introduce the following notation for the associated graded vector bundle:

Ck(M; E) := gr(�kT ∗M ⊗ E) = �kt∗M ⊗ gr(E). (67)

We will denote the grading by Ck(M; E) =⊕
p C

k(M; E)p .
Suppose ∇ is a linear connection on E such that ∇Xψ ∈ �∞(E p+q) for all X ∈

�∞(T pM) and ψ ∈ �∞(Eq). In other words, ∇ : �∞(E) → �1(M; E), is assumed to
be filtration-preserving. It is easy to see that filtration-preserving connections always exist,
the space of all such connections is affine over the space of filtration-preserving vector bundle
homomorphisms E → T ∗M ⊗ E . The Leibniz rule implies that the induced operator on the
associated graded bundles, ω := gr(∇) : �∞(gr(E)) → �∞(gr(T ∗M ⊗ E)), is tensorial,
i.e.,

ω ∈ �∞
(
C1(M; end(E))0

)

where C1(M; end(E)) = gr(T ∗M ⊗ end(E)) = t∗M ⊗ end(gr(E)) with 0-th grading
component C1(M; end(E))0 =⊕

p,q(t
pM)∗ ⊗ hom(grq(E), gr p+q(E)). Let

d∇ : �∗(M; E)→ �∗+1(M; E) (68)

denote the usual extension of ∇ characterized by the Leibniz rule,

d∇(α ∧ ψ) = dα ∧ ψ + (−1)kα ∧ d∇ψ, (69)

for all α ∈ �k(M) and all ψ ∈ �∗(M; E). Recall the explicit formula
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(d∇ψ)(X0, . . . , Xk) =
k∑

i=0
(−1)i∇Xi ψ(X0, . . . , î, . . . , Xk)

+
∑

0≤i< j≤k
(−1)i+ jψ([Xi , X j ], X0, . . . , î, . . . , ĵ, . . . , Xk)

(70)

for ψ ∈ �k(M; E) and vector fields X0, . . . , Xk .

Lemma 4.13 Let∇ : �∞(E)→ �1(M; E) be a filtration-preserving linear connection on a
filtered vector bundle E over a filtered manifold M. Then, the extension d∇ : �k(M; E)→
�k+1(M; E) is a differential operator of gradedHeisenberg order atmost zero.Moreover, the
graded principal Heisenberg symbol at x ∈ M fits into the following commutative diagram:

C∞
(
Tx M,Ck

x (M; E)
)

σ̃ 0
x (d∇ )

��

�k
(
Tx M; gr(Ex )

)

d+ωx∧−
��

C∞
(
Tx M,Ck+1

x (M; E)
)

�k+1(Tx M; gr(Ex )
)

Here, the horizontal identifications are obtained by tensorizing the identity on gr(Ex )with the
identification C∞(Tx M,�kt∗x M) = �k(Tx M) induced by left trivialization of the tangent
bundle of the group Tx M. Moreover, ωx ∈ C1

x (M; end(E))0 is considered as a left invariant
end(gr(Ex ))-valued 1-form on Tx M.

Proof This follows readily from (70) and (9). Alternatively, this can be understood as follows.
Let A : E → T ∗M⊗E be a filtration-preserving vector bundle homomorphism. Then,∇+A
is another filtration-preserving linear connection on E , and ω∇+A = ω∇ + Ã where Ã =
gr(A) : gr(E)→ gr(T ∗M⊗ E) denotes the associate graded vector bundle homomorphism
induced by A. Moreover, d∇+A = d∇ + A ∧ − and thus σ̃ 0

x (d∇+A) = σ̃ 0
x (d∇) + Ãx ∧ −.

We conclude that the statement of the lemma holds for ∇ iff it holds for ∇ + A. Since this
statement is local, and since the space of filtration-preserving linear connections on E is affine
over the space of filtration-preserving vector bundle homomorphisms E → T ∗M ⊗ E , we
may w.l.o.g. assume that ∇ is the trivial connection on a trivial bundle E = M × E0. By
compatibility with direct sums, it suffices to consider the trivial line bundle E = M × C;
that is, we may assume d∇ = d , the de Rham differential on �∗(M). In view of the Leibniz
rule, it suffices to show that d : �k(M) → �k+1(M) has graded Heisenberg order at most
zero and σ̃ 0

x (d) = d , for k = 0, 1. This, however, can readily be checked. ��
Using the Leibniz rule (or Lemma 4.13 above), one readily checks that the differential

operator (68) is filtration-preserving.Moreover, the operator induced on the associated graded
is tensorial, given by a vector bundle homomorphism of bidegree (1, 0),

∂ω : Ck(M; E)p → Ck+1(M; E)p, ∂ω := gr(d∇), (71)

which can be characterized as the unique extension of C0(M; E)
ω−→ C1(M; E) satisfying

the Leibniz rule

∂ω(α ∧ ψ) = ∂α ∧ ψ + (−1)kα ∧ ∂ωψ, (72)

for all α ∈ �kt∗x M andψ ∈ C∗x (M; E). Here ∂ : �kt∗M → �k+1t∗M denotes the fiber-wise
Chevalley–Eilenberg differential. More explicitly, we have

∂ω = ∂ ⊗ idE +ω ∧ −. (73)
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Lemma 4.14 For each x ∈ M the following are equivalent:

(a) The curvature F∇x ∈ �2
x (M; end(E)) is contained in filtration degree one, that is, for

all Xi ∈ T pi
x M and ψ ∈ E p

x we have F∇x (X1, X2)ψ ∈ E p+p1+p2+1
x .

(b) ωx : tx M → end(gr(Ex )) provides a graded representation of the graded nilpotent Lie
algebra tx M on the graded vector space gr(Ex ).

(c) (∂ω
x )2 = 0.

(d) σ̃ 0
x (d∇)2 = 0.

In this case, the Chevalley–Eilenberg differential of the Lie algebra tx M with coefficients in
the representation gr(Ex ) coincides with (71) at the point x.

Proof Recall that (d∇)2 = F∇ ∧ − is tensorial. Using (41) and Remark 4.1, we obtain

σ̃ 0
x (d∇)2 = σ̃ 0

x ((d∇)2) = grx ((d
∇)2) = grx (d

∇)2 = (∂ω
x )2,

whence the equivalences (a)⇔(c)⇔(d). To see the equivalence (b)⇔(c), we note that (72)
and ∂2 = 0 give (∂ω

x )2(α ∧ ψ) = α ∧ (∂ω
x )2ψ . Furthermore, using (73) one readily shows

(
(∂ω

x )2φ
)
(X , Y ) = (

ω(X)ω(Y )− ω(Y )ω(X)− ω([X , Y ]))φ,

for φ ∈ Ex = C0
x (M; E) and X , Y ∈ tx M . ��

For flat connections (on nilpotent Lie groups) the following is due to Rumin, see [69,
Theorem 5.2] and [67, Theorem 3].

Proposition 4.15 Let ∇ : �∞(E)→ �1(M; E) be a filtration-preserving linear connection
on a filtered vector bundle E over a filtered manifold M. If the curvature of ∇ is contained
in filtration degree one, see Lemma 4.14, then

· · · → �k−1(M; E)
d∇−→ �k(M; E)

d∇−→ �k+1(M; E)→ · · · (74)

is a graded Rockland sequence.

Proof Fix x ∈ M , consider the nilpotent Lie group G := Tx M with Lie algebra g := tx M
and the g-module V := gr(Ex ), see Lemma 4.14. Hence,Ck

x (M; E) = �kg∗⊗V . According
to Lemma 4.13, the Heisenberg principal symbol sequence

· · · → C∞(G,�kg∗ ⊗ V )
σ̃ 0
x (d∇ )−−−−→ C∞(G,�k+1g∗ ⊗ V )→ · · ·

is isomorphic to the Chevalley–Eilenberg complex of the Lie algebra g with values in the
g-representation C∞(G)⊗ V . More explicitly, if X j is a basis of g and α j denotes the dual
basis of g∗ then, in U(g)⊗ hom

(
�kg∗ ⊗ V ,�k+1g∗ ⊗ V

)
, we have

σ̃ 0
x (d∇) =

∑

j

X j ⊗ eα j +
∑

j

1⊗ edα j iX j + 1⊗ ωx (75)

Here eα j ∈ hom
(
�kg∗ ⊗ V ,�k+1g∗ ⊗ V

)
denotes the exterior product with α j ∈ g∗; iX j ∈

hom
(
�kg∗ ⊗V ,�k−1g∗ ⊗V

)
denotes the contraction with X j ∈ g; edα j ∈ hom

(
�k−1g∗ ⊗

V ,�k+1g∗ ⊗ V
)
denotes the exterior product with dα j ∈ �2g∗; and ωx ∈ hom

(
�kg∗ ⊗

V ,�k+1g∗ ⊗ V
)
denotes the exterior product with the representation ωx : g→ end(V ).
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Suppose π : G → U (H) is a non-trivial irreducible unitary representation on a Hilbert
spaceH, and letH∞ denote the space of smooth vectors. Using (75) one readily checks, see
Sect. 2.2, that the sequence

· · · → H∞ ⊗�kg∗ ⊗ V
π(σ̃ 0

x (d∇ ))−−−−−−→ H∞ ⊗�k+1g∗ ⊗ V → · · ·
is isomorphic to the Chevalley–Eilenberg complex of the Lie algebra g with values in the
g-representationH∞⊗V . Consequently, it remains to show that the Lie algebra cohomology
of g with coefficients in the g-module H∞ ⊗ V vanishes, that is, H∗(g;H∞ ⊗ V ) = 0.

Since g is nilpotent, there exists a 1-dimensional subspaceW ⊆ V onwhich g acts trivially.
The corresponding short exact sequence of g-modules, 0→ W → V → V /W → 0, yields
a short exact sequence of g-modules 0→ H∞ → H∞⊗ V → H∞⊗ V /W → 0 which, in
turn, gives rise to a long exact sequence:

· · · → Hq(g;H∞)→ Hq(g;H∞ ⊗ V )→ Hq(g;H∞ ⊗ V /W )
∂−→ Hq+1(g;H∞)→ · · ·

Hence, by induction on the dimension of V , it suffices to show Hq(g;H∞) = 0, for all q .
The statement thus follows from Lemma 4.16. ��
Lemma 4.16 Consider a non-trivial irreducible unitary representation of a finite dimensional
simply connected nilpotent Lie group G on a Hilbert space H, and the associated represen-
tation of the corresponding Lie algebra g on the space of smooth vectorsH∞. Then, the Lie
algebra cohomology of g with coefficients in H∞ is trivial, that is, H∗(g;H∞) = 0.

Proof The proof proceeds by induction on the dimension of g. Since g is nilpotent, there
exists a 1-dimensional central subalgebra z ⊆ g. Recall that there is a Hochschild–Serre
spectral sequence [46] converging to H∗(g;H∞) with E2-term

E p,q
2
∼= H p(g/z; Hq(z;H∞)

)
.

Since the representation of G on the Hilbert spaceH is irreducible, z acts by scalars onH∞,
see [49, Theorem 5 in Appendix V]. If this action is non-trivial, then H∗(z;H∞) = 0 and,
consequently, the E2-term vanishes.Wemay thus assume that the action of z onH∞ is trivial.
Hence, H∗(z;H∞) = H0(z;H∞)⊕ H1(z;H∞) ∼= H∞ ⊕H∞ as g/z-modules.

Consider the closed connected central subgroup Z := exp(z) in G, and note that G/Z is
a simply connected nilpotent Lie group with Lie algebra g/z. Since H∞ is dense in H, the
subgroup Z acts trivially onH, see [49, Theorem 4 inAppendixV]. Hence, the representation
of G factors through a representation of G/Z on H. Clearly, this is a non-trivial irreducible
unitary representation of G/Z whose space of smooth vectors coincides with H∞. Hence,
H∗(g/z;H∞) = 0, by induction. We conclude H p(g/z; H∗(z;H∞)) ∼= H p(g/z;H∞ ⊕
H∞) = H p(g/z;H∞)⊕ H p(g/z;H∞) = 0. Thus, the E2-term vanishes, and the proof is
complete. ��

4.5 Subcomplexes of the de Rham complex

In this section, we apply the observations and constructions from Sects. 4.2 and 4.3 to the
de Rham sequence associated with a filtration-preserving linear connection. This directly
leads to themain result of this section, see Theorem4.17 andCorollary 4.18. In the subsequent
Sect. 4.6, wewill apply this to the curvedBGG sequences in parabolic geometrywhich appear
as a special case of the sequences considered here.
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Let ∇ be a filtration-preserving linear connection on a filtered vector bundle E over a
filtered manifold M , and consider its extension to E-valued differential forms characterized
by the Leibniz rule in (69),

· · · → �k−1(M; E)
d∇k−1−−→ �k(M; E)

d∇k−→ �k+1(M; E)→ · · · . (76)

Consider a sequence of differential operators

· · · ← �k−1(M; E)
δk←− �k(M; E)

δk+1←−− �k+1(M; E)← · · · (77)

which are of graded Heisenberg order at most zero. Then, the differential operator

�k : �k(M; E)→ �k(M; E), �k := d∇k−1δk + δk+1d∇k ,

is of graded Heisenberg order at most zero. Let

∂ω
k : Ck(M; E)→ Ck+1(M; E), ∂ω

k := gr(d∇k ),

δ̃k : Ck(M; E)→ Ck−1(M; E), δ̃k := gr(δk),

�̃k : Ck(M; E)→ Ck(M; E), �̃k := gr(�k) = ∂ω
k−1δ̃k + δ̃k+1∂ω

k ,

denote the associated graded vector bundle homomorphisms, see Remark 4.1, (67), and (71).
For each x ∈ M , let P̃k,x : Ck

x (M; E) → Ck
x (M; E) denote the spectral projection onto

the generalized zero eigenspace of �̃x,k : Ck
x (M; E)→ Ck

x (M; E), the restriction of �̃k to
the fiber over x . Assume that the rank of P̃k,x is locally constant in x for each k. Then, see
Lemma 4.4(a), P̃k : Ck(M; E) → Ck(M; E) is a smooth vector bundle homomorphism,
P̃2
k = P̃k , P̃k�̃k = �̃k P̃k , and we obtain a decomposition of graded vector bundles,

Ck(M; E) = img(P̃k)⊕ ker(P̃k), (78)

which is invariant under �̃k . Moreover, �̃k is nilpotent on img(P̃k) and invertible on ker(P̃k).
According to Lemma 4.4(b), there exists a unique filtration-preserving differential oper-

ator

Pk : �k(M; E)→ �k(M; E)

such that P2
k = Pk , Pk�k = �k Pk , and gr(Pk) = P̃k . This operator Pk has gradedHeisenberg

order at most zero and provides a decomposition of filtered vector spaces,

�k(M; E) = img(Pk)⊕ ker(Pk), (79)

invariant under �k and such that �k is nilpotent on img(Pk) and invertible on ker(Pk). If

Ck(M, E) = gr(�kT ∗M ⊗ E)
Sk−→ �kT ∗M ⊗ E,

are splittings of the filtrations, then according to Lemma 4.4(c)

Lk : �∞(Ck(M; E))→ �k(M; E), Lk := Pk Sk P̃k + (id−Pk)Sk(id−P̃k), (80)

is an invertible differential operator of graded Heisenberg order at most zero such that
gr(Lk) = id and L−1k Pk Lk = P̃k . Hence, Lk induces filtration-preserving isomorphisms

Lk : �∞(img(P̃k))
∼=−→ img(Pk) and Lk : �∞(ker(P̃k))

∼=−→ ker(Pk).
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Moreover, L−1k �k Lk is a differential operator of graded Heisenberg order at most zero
preserving the decomposition (78) and satisfying gr(L−1k �k Lk) = �̃k . Putting

Dk := P̃k+1L−1k+1d
∇
k Lk |�∞(img(P̃k ))

and Bk := (id−P̃k+1)L−1k+1d
∇
k Lk |�∞(ker(P̃k ))

(81)

we obtain two sequences of differential operators,

· · · → �∞(img(P̃k−1))
Dk−1−−−→ �∞(img(P̃k))

Dk−→ �∞(img(P̃k+1))→ · · · (82)

and

· · · → �∞(ker(P̃k−1))
Bk−1−−−→ �∞(ker(P̃k))

Bk−→ �∞(ker(P̃k+1))→ · · · , (83)

all of which have graded Heisenberg order at most zero.
Combining Proposition 4.5 with Proposition 4.15, we immediately obtain:

Theorem 4.17 In this situation the following hold true:

(a) If the curvature of ∇ is contained in filtration degree one, cf. Lemma 4.14, then (82) and
(83) are both graded Rockland sequences.

(b) If the curvature of ∇ vanishes, then the operator L−1k+1d∇k Lk decouples,

L−1k+1d
∇
k Lk = Dk ⊕ Bk,

and we have DkDk−1 = 0 as well as Bk Bk−1 = 0 for all k. In this situation,
Gk : �∞(ker(P̃k))→ �∞(ker(P̃k)),

Gk := Bk−1(id−P̃k−1)δ̃k�̃−1k + (id−P̃k)δ̃k+1�̃−1k+1∂
ω
k ,

is an invertible differential operator of graded Heisenberg order at most zero with
gr(Gk) = id that conjugates the complex (83) into an acyclic tensorial complex, namely,

G−1k+1BkGk = ∂ω
k |�∞(ker(P̃k ))

.

Moreover, the restriction Lk : �∞(img(P̃k)) → �k(M; E) provides a chain map,
d∇k Lk |�∞(img(P̃k ))

= Lk+1Dk, inducing an isomorphism between the cohomologies

of (82) and (76). More precisely, πk := P̃k L
−1
k : �k(M; E) → �∞(img(P̃k)), is

a chain map, Dkπk = πk+1d∇k , which is an inverse of Lk up to homotopy, i.e.,
πk Lk |�∞(img(P̃k ))

= id and id−Lkπk = d∇k−1hk + hk+1d∇k where the homotopy

hk : �k(M; E) → �k−1(M; E) is a differential operator of graded Heisenberg order
at most zero given by hk := Lk−1Gk−1(id−P̃k)δ̃k�̃−1k G−1k (id−P̃k)L−1k .

For flat connections the preceding theorem is due to Rumin, see [69, Theorems 2.6 and
5.2] or [67, Theorems 1 and 3].

Combining Proposition 4.8 with Proposition 4.15 we immediately obtain:

Corollary 4.18 Let∇ be a filtration-preserving linear connection on a filtered vector bundle E
over a filteredmanifold M whose curvature is contained in filtration degree one, and consider
its extension to E-valued differential forms characterized by the Leibniz rule, see (69),

· · · → �k−1(M; E)
d∇−→ �k(M; E)

d∇−→ �k+1(M; E)→ · · · . (84)
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Moreover, consider a codifferential of Kostant type, see Definition 4.6,

· · · ← �k−1T ∗M ⊗ E
δi←− �kT ∗M ⊗ E

δi+1←−− �k+1T ∗M ⊗ E ← · · · ,
which has locally constant rank, and let π̄k : ker(δk)→ Hk := ker(δk)/ img(δk+1) denote
the canonical vector bundle projection. Then, the following hold true:

(a) There exists a unique differential operator L̄k : �∞(Hk)→ �k(M; E) such that δk L̄k =
0, π̄k L̄k = id, and δk+1d∇k L̄k = 0. Moreover, L̄k is of graded Heisenberg order at most
zero.

(b) The differential operator

D̄k : �∞(Hk)→ �∞(Hk+1), D̄k := π̄k+1d∇k Lk,

is of graded Heisenberg order at most zero, and

· · · → �∞(Hk−1)
D̄k−1−−−→ �∞(Hk)

D̄k−→ �∞(Hk+1)→ · · · (85)

is graded Rockland sequence.
(c) If ∇ has vanishing curvature, then D̄k D̄k−1 = 0, and L̄k : �∞(Hk) → �k(M; E)

provides a chain map, d∇k L̄k = L̄k+1 D̄k , inducing an isomorphism between the coho-
mologies of (85) and (84).

(d) There exist invertible differential operators, Vi : �∞(img(P̃i ))→ �∞(Hi ) with inverse
V−1i : �∞(Hi ) → �∞(img(P̃i )), both of graded Heisenberg order at most zero, such
that

V−1i+1 D̄i Vi = Di ,

where Di : �∞(img(P̃i ))→ �∞(img(P̃i+1)) denotes the operator considered in Theo-
rem 4.17, see (81), corresponding to splittings Sk as in Definition 4.6(iii).

The operators L̄k and D̄k in Corollary 4.18 are direct generalizations of the splitting
operators and the curved BGG operators in parabolic geometry, respectively. This aspect will
be addressed in Sect. 4.6. The differential projector Pk generalizes the operator obtained by
composing (5.1) with (5.2) in [8].

Detailed explanations of how Rumin’s complex [65, 66] appears among the sequences
(85) considered in Corollary 4.18 can be found in [22, Example 4.21]. Hypoellipticity of this
sequence has been established by Rumin, see [66, Section 3]. Let us mention that Rumin and
Seshadri [70] have introduced an analytic torsion based on hypoelliptic Laplacians associated
with Rumin’s complex. We expect that their construction can be extended to all (ungraded)
sequences appearing in Corollary 4.18(b).

We conclude this section with a 4-dimensional geometry for which the sequence in The-
orem 4.17(b) turns out to be graded Rockland but not Rockland in the ungraded sense.

Example 4.19 (Engel structures) Recall that an Engel structure [60] on a smooth 4-manifold
M is a smooth rank two distribution T−1M ⊆ T M with growth vector (2, 3, 4). More
explicitly, Lie brackets of sections of T−1M generate a rank three bundle T−2M , and triple
brackets of sections of T−1M generate all of T M . Hence, M is a filtered manifold,

T M = T−3M ⊇ T−2M ⊇ T−1M ⊇ T 0M = 0.

One readily checks that the bundle of osculating algebras is locally trivial with typical fiber
isomorphic to the graded nilpotent Lie algebra g = g−3⊕g−2⊕g−1 with non-trivial brackets

[X1, X2] = X3, [X1, X3] = X4, [X2, X3] = 0,
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where X1, X2 is a basis of g−1, X3 is a basis of g−2 and X4 is a basis of g−3. If G denotes the
simply connected nilpotent Lie group with Lie algebra g, then the left invariant distribution
corresponding to g−1 provides an Engel structure on G. Locally, every Engel structure is
diffeomorphic to this left invariant structure. According to a result of Vogel [80], every
closed parallelizable smooth 4-manifold admits an (orientable) Engel structure.

We will exhibit explicit formulas for the graded Heisenberg principal symbol of the oper-
ators Dk in Theorem 4.17 corresponding to the de Rham complex, that is, the trivial flat line
bundle E . We work on M = G equipped with the left invariant Engel structure mentioned
before. We use the left invariant splitting for S : gr(�kT ∗G) → �kT ∗G provided by the
decomposition g = g−3⊕g−2⊕g−1. Moreover, we consider the left invariant codifferential
δk : �kT ∗G → �k−1T ∗G which, at the identity, is dual to the Chevalley–Eilenberg differ-
ential ∂k−1 : �k−1g∗ → �kg∗ with respect to the basis X1, . . . , X4. Clearly, this is a Kostant
type codifferential of maximal rank. In this situation, Theorem 4.17(b) provides a graded
Rockland complex of left invariant operators, cf. [6] and [69, Section 2.3]:

C∞(G)
D0−→ C∞(G)2

D1−→
C∞(G)

⊕
C∞(G)

D2−→ C∞(G)2
D3−→ C∞(G). (86)

Using matrices with entries in the universal enveloping algebra of g, and using the notation
Xi1...ik = Xi1 · · · Xik , these operators can be expressed as:

D0 =
(
X1

X2

)

D1 =
( −X22 X12 − 2X3

−X4 − X112 − X13 X111

)

D2 =
(

X111 −X3 − X12

3X4 − 3X13 + X112 −X22

)

D3 =
(−X2 X1

)

A detailed verification of these claims can be found in [22, Appendix A]. The direct sum
symbol in the sequence (86) indicates that its filtration is non-trivial. Correspondingly, the
operators D1 and D2 are not homogeneous, whence the lines in their matrices separating
different degrees. Evidently, the sequence (86) fails to be Rockland in the ungraded sense.

4.6 BGG sequences

Every regular parabolic geometry has an underlying filtered manifold M whose bundle of
osculating Lie algebras is locally trivial. The Cartan connection induces a linear connection∇
on every associated tractor bundle E over M . This linear connection is filtration-preserving
and its curvature is contained in filtration degree one. Moreover, Kostant’s codifferential
provides a vector bundle homomorphism δ : �kT ∗M⊗ E → �k−1T ∗M⊗ E , satisfying the
assumptions in Corollary 4.18. In this situation, the operator L̄ in Corollary 4.18(a) coincides
with the splitting operator in [12, Theorem 2.4], see also [8, 11]. Furthermore, the sequence in
Corollary 4.18(b) reduces to the “torsion free BGG sequence” in [8, Section 5] and coincides
with the sequence considered in [12, Section 2.4]. For torsion free parabolic geometries
this coincides with the original curved BGG sequence constructed by Čap et al. [11]. From
Corollary 4.18(b), we conclude that these BGG operators have graded Heisenberg order at
most zero and form a graded Rockland sequence, see Corollary 4.20.
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Let us point out that there is a normalization condition for the curvature of the Cartan
connection such that normal regular parabolic geometries can equivalently be described
by underlying geometric structures, see Theorem 3.1.14, Section 3.1.16, and the histori-
cal remarks at the end of Section 3 in [10]. For a large class of parabolic geometries this
underlying geometric structure consists merely of the underlying filtered manifold, [10,
Proposition 4.3.1]. These provide intriguing classes of filtered manifolds to which one can
associate graded Rockland sequences of differential operators in a natural way.

In the remaining part of this section we will, for the reader’s convenience, briefly recall
basic facts on parabolic geometries and provided detailed references supporting the claims
made above. We closely follow the presentation in [10, 11] and [12, Section 2].

Consider a |k|-graded semisimple Lie algebra

g = g−k ⊕ · · · ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ · · · ⊕ gk . (87)

More precisely, [gi , g j ] ⊆ gi+ j for all i, j , and the subalgebra g− := g−k ⊕ · · · ⊕ g−1 is
generated by g−1, see [10, Definition 3.1.2]. Consider the filtration

g = g−k ⊇ g−k+1 ⊇ · · · ⊇ g−1 ⊇ g0 ⊇ g1 ⊇ · · · ⊇ gk−1 ⊇ gk (88)

where gi := gi ⊕ · · · ⊕ gk . The subalgebras g0 and p := g0 = g0 ⊕ · · · ⊕ gk can be
characterized as grading and filtration-preserving subalgebras, respectively. More precisely,
g0 = {X ∈ g | ∀i : adX (gi ) ⊆ gi } and p = {X ∈ g | ∀i : adX (gi ) ⊆ gi }, see [10,
Lemma 3.1.3(1)]. Also note that p+ := g1 = g1 ⊕ · · · ⊕ gk is a nilpotent ideal in p.

Let G be a not necessarily connected Lie group with Lie algebra g. Then

{g ∈ G | ∀i : Adg(gi ) ⊆ gi } (89)

is a closed subgroup of G with Lie algebra p, see [10, Lemma 3.1.3(2)]. Let P be a parabolic
subgroup of G corresponding to the |k|-grading (87), i.e., a subgroup between (89) and
its connected component, see [10, Definition 3.1.3]. Hence, P has Lie algebra p, and the
corresponding Levi subgroup,

G0 := {g ∈ P | ∀i : Adg(gi ) ⊆ gi },
has Lie algebra g0. According to [10, Theorem 3.1.3] we have a diffeomorphism

G0 × p+ ∼= P, (g, X) �→ g exp(X). (90)

In particular, P+ := exp(p+) is a closed normal nilpotent subgroup of P , and the inclusion
G0 ⊆ P induces a canonical isomorphism G0 = P/P+. Note that P+ acts trivially on the
associated graded, gr(g), of the filtration (88). In particular, gr(g/p) can be considered as a
representation of P/P+ = G0. The inclusion g− ⊆ g induces a canonical isomorphism of
G0-modules,

g− = gr(g/p). (91)

A parabolic geometry of type (G, P) consists of a principal P-bundle p : G → M and
a Cartan connection ω ∈ �1(G; g), see [10, Definition 3.1.4 and Section 1.5]. Hence, the
g-valued 1-form ω provides a P-equivariant trivialization of the tangent bundle TG, that
is, ωu : TuG → g is a linear isomorphism for each u ∈ G, and (r g)∗ω = Adg−1 ω for all
g ∈ P , where r g denotes the principal right action of g ∈ P on G. Moreover, ω reproduces
the generators of the right P-action, i.e., for all X ∈ p, we have ω(ζX ) = X where ζX :=
d
dt |0rexp(t X) denotes the fundamental vector field. The prototypical example of a parabolic
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geometry of type (G, P) is its flat model, that is, the generalized flag variety G/P with the
canonical projection G → G/P and the Maurer–Cartan form on G.

Using the Cartan connection, the filtration (88) provides a filtration of the tangent bundle
TG by P-invariant subbundles,

TG = T−kG ⊇ T−k+1G ⊇ · · · ⊇ T kG,

where T i
uG := ω−1u (gi ) for u ∈ G. Note that T 0G coincides with the vertical bundle of the

projection p : G → M . Hence, there exists a unique filtration of T M by subbundles,

T M = T−kM ⊇ T−k+1M ⊇ · · · ⊇ T−1M, (92)

such that (T p)−1(T i M) = T iG. The Cartan connection induces an isomorphism

T M ∼= G ×P (g/p) (93)

intertwining the filtration (92) with the filtration induced from (88). Using (91) for the asso-
ciated graded we obtain an isomorphism of vector bundles,

gr(T M) ∼= G0 ×G0 g−. (94)

Here G0 := G/P+ is considered as a principal G0-bundle over M .
We assume that the Cartan connection ω is regular, see [10, Definition 3.1.7]. Hence,

the filtration on T M , see (92), turns M into a filtered manifold, and the corresponding
Levi bracket gr(T M) ⊗ gr(T M) → gr(T M) induced by the Lie bracket of vector fields
coincides with the algebraic bracket induced by the Lie bracket g− ⊗ g− → g− via (94). In
other words, using the notation from Sect. 2.1, the Cartan connection of a regular parabolic
geometry provides an isomorphism of bundles of graded nilpotent Lie algebras

tM ∼= G0 ×G0 g−. (95)

Recall that the Cartan connection induces a principal connection on P ×P G. More
precisely, there exists a unique principal connection on the principalG-bundle G×P G → M
which restricts to the Cartan connection ω along the inclusion G ⊆ G ×P G, see [10,
Theorem 1.5.6]. Consequently, for every finite dimensional G-representation E, the Cartan
connection induces a linear connection ∇ on the associated tractor bundle

E := G ×P E = (G ×P G)×G E.

Recall that E admits a grading, E = E−l ⊕· · ·⊕El , which is compatible with the grading of
g, i.e., X ·v ∈ Ei+ j for all X ∈ gi and X ∈ E j . Indeed, there exists a unique grading element
in gwhich acts by multiplication with j on the component g j , see [10, Proposition 3.1.2(1)],
and the eigenspaces of its action on E provide the desired decomposition. The grading of E

is G0-invariant since the uniqueness of the grading element implies that it is stabilized by
G0. Hence, the associated filtration E

i :=⊕
j≥i E j is P-invariant, see (90). Moreover, P+

acts trivially on the associated graded, and gr(E) = E as representations of P/P+ = G0.
The P-invariant filtration of E induces a filtration of E by subbundles Ei := G ×P E

i .
Clearly, the linear connection ∇ is filtration-preserving, that is, for all X ∈ �∞(T pM) and
ψ ∈ �∞(Eq) we have ∇Xψ ∈ �∞(E p+q). Since the Cartan connection is assumed to be
regular, its curvature F∇ ∈ �2(M; end(E)) is contained in filtration degree one, that is, for all
Xi ∈ �∞(T pi M) and ψ ∈ �∞(Eq) we have F∇(X1, X2)ψ ∈ �∞(E p1+p2+q+1), see [10,
Corollary 3.1.8(2) and Theorem 3.1.22(3)]. The isomorphism (93) induces an isomorphism

�kT ∗M ⊗ E ∼= G ×P (�k(g/p)∗ ⊗ E) (96)
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which intertwines the filtration on �kT ∗M ⊗ E with the one induced from the filtration on
�k(g/p)∗ ⊗ E. Moreover, (91) provides an isomorphism of G0-modules,

gr
(
�k(g/p)∗ ⊗ E

) = Ck(g−;E), (97)

where Ck(g−;E) := �kg∗− ⊗ E. Hence, (96) induces an isomorphism

gr
(
�kT ∗M ⊗ E

) ∼= G0 ×G0 C
k(g−;E). (98)

The extension d∇ : �k(M; E)→ �k+1(M; E) characterized by the Leibniz rule, see (69),
is filtration-preserving, and via (98) we have

gr(d∇) = G0 ×G0 ∂g− (99)

where ∂g− : Ck(g−;E) → Ck+1(g−;E) denotes the differential in the standard complex
computing Lie algebra cohomology H∗(g−;E), see Lemma 4.14.

Let δp+ : �kp+ ⊗ E → �k−1p+ ⊗ E denote the differential in the standard complex
computing the Lie algebra homology H∗(p+;E) with coefficients in E. Since δp+ is P-
equivariant, and since the Killing form provides an isomorphism of P-modules (g/p)∗ ∼= p+,
the differential δp+ dualizes to a P-equivariant map

δg/p : �k(g/p)∗ ⊗ E→ �k−1(g/p)∗ ⊗ E. (100)

Via the identification (96), it gives rise to a vector bundle homomorphism,

δ : �kT ∗M ⊗ E → �k−1T ∗M ⊗ E, δ := G ×P δg/p. (101)

In the literature [10–12] this homomorphism is often denoted ∂∗. Clearly, δ2 = 0. Moreover,
δ is filtration-preserving and via (98)

gr(δ) = G0 ×G0 δg− , (102)

where δg− : Ck(g−;E)→ Ck−1(g−;E) is obtained from (100) by passing to the associated
graded and using the identification (97), that is, δg− = gr(δg/p). Actually, δg/p is grading
preserving, hence δg− = δg/p via the isomorphism of G0-modules

�kg∗− ⊗ E = �k(g/p)∗ ⊗ E (103)

induced by the identification g− = g/p.
Recall that a Weyl structure is a G0-equivariant section of the principal P+-bundle

G → G0 = G/P+, see [10, Definition 5.1.1]. Global Weyl structures always exist, see [10,
Proposition 5.1.1]. Moreover, the (contractible) space of sections of the bundle of groups
G0 ×G0 P+ acts free and transitively on the space of Weyl structures. Using the isomor-
phism of G0-modules (103), every Weyl structure G0 → G induces a filtration-preserving
isomorphism of vector bundles,

G0 ×G0 C
k(g−;E)

∼=−→ G ×P
(
(�k(g/p)∗ ⊗ E

)
,

inducing the identity on the associated graded, see (97). Via (96) and (98) this corresponds
to a splitting of the filtration

S : gr(�kT ∗M ⊗ E)→ �kT ∗M ⊗ E

satisfying δ ◦ S = S ◦ gr(δ).
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Kostant [51] observed that δg− and ∂g− are adjoint with respect to positive definite inner
products on the spaces Ck(g−;E), see [10, Proposition 3.1.1]. Hence, the Laplacian

�g− : C∗(g−;E)→ C∗(g−;E), �g− := δg− ◦ ∂g− + ∂g− ◦ δg− ,

gives rise to a finite dimensional Hodge decomposition

C∗(g−;E) = img(δg−)⊕ ker(�g−)⊕ img(∂g−). (104)

Using (99) and (102) we see that � : �∗(M; E) → �∗(M; E), � = δ ◦ d∇ + d∇ ◦ δ, is
filtration-preserving, and via the identification (98) we have

gr(�) = G0 ×G0 �g− . (105)

For the fiber-wise projection P̃ : gr(�kT ∗M⊗E)→ gr(�kT ∗M⊗E) onto the (generalized)
zero eigenspace of gr(�), we obtain, via (98),

P̃ = G0 ×G0 Pg−

where Pg− : C∗(g−;E) → C∗(g−;E) denotes the projection onto ker(�g−) along the
decomposition (104). In particular, gr(δ) ◦ P̃ = 0.

From the discussion above we conclude that the homomorphism δ, see (101), is a Kostant
type codifferential of maximal rank for the linear connection ∇ on the tractor bundle E , see
Definition 4.6 and Remark 4.11. In this situation Corollary 4.18(a) reduces to the statement
in [12, Theorem 2.4], see also [8, 11]. Since P+ acts trivially on H∗(p+;E) the P-action on
H∗(p+;E) factors to an action by P/P+ = G0 and we have canonical identifications:

H∗ = G0 ×G0 H∗(p+;E) = G0 ×G0 ker(�g−) = G0 ×G0 H∗(g−;E).

The corresponding sequence of differential operators in Corollary 4.18(b) coincides with one
version of (curved) BGG sequences that can be found in the literature. This is called “torsion
free BGG sequence” in [8, Section 5] and coincides with the sequence constructed in [12,
Section 2.4]. For torsion free parabolic geometries, see [10, Section 1.5.7], this coincideswith
the original curved BGG sequence constructed by Čap et al. [11]. From Corollary 4.18(b)
we thus obtain

Corollary 4.20 The (torsion free) BGG sequence associated to a regular parabolic geometry
of type (G, P) and a finite dimensional G-representation is a graded Rockland sequence of
differential operators which have graded Heisenberg order at most zero.

Kostant’s version of the Bott–Borel–Weil theorem permits us to effectively compute the
homologies Hk(p+;E) as modules over g0. More precisely, Hk(p+;E) decomposes as a
direct sum of irreducible g0-modules whose dominant weights can be read off the Hasse
diagram of p, see [51] or [10, Theorem 3.3.5 and Proposition 3.3.6]. Moreover, the grading
element acts as a scalar on each of these irreducible componentswhich can easily be computed
too, see [10, Section 3.2.12]. Consequently, representation theory permits us to determine
the decomposition according to the grading Hk(p+;E) = ⊕

p Hk(p+;E)p . Decomposing

the BGG operators accordingly, D̄k =∑
p,q(D̄k)qp , with

�∞
(
G0 ×G0 Hk(p+;E)p

) (D̄k )qp−−−−→ �∞
(
G0 ×G0 Hk+1(p+;E)q

)
, (106)

one part of Corollary 4.20 asserts that the differential operator in (106) is of Heisenberg order
at most q − p, a statement which appears to be well known. Using a frame (G0)x ∼= G0 at
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x ∈ M , the Heisenberg principal symbol of the operator (106) at x can be regarded as a left
invariant differential operator which is homogeneous of order q − p,

C∞
(
Tx M, Hk(p+;E)p

) σ
q−p
x ((D̄k )qp)−−−−−−−−→ C∞

(
Tx M, Hk+1(p+;E)q

)
.

The second part of Corollary 4.20 asserts that these Heisenberg principal symbols combine
to form a sequence of left invariant differential operators

· · · → C∞
(
Tx M, Hk(p+;E)

) σ̃ 0
x (D̄k )−−−−→ C∞

(
Tx M, Hk+1(p+;E)

)→ · · · (107)

where σ̃ 0
x (D̄k) = ∑

p,q σ
q−p
x ((D̄k)qp), which is Rockland in the sense that it becomes

exact in every non-trivial irreducible unitary representation of Tx M . Up to the isomorphism
Tx M ∼= G− := exp(g−) provided by the frame, the graded Heisenberg principal symbol of
a BGG operator in (107) coincides with the corresponding BGG operator on the flat model
G/P restricted along the local diffeomorphism G− → G/P obtained from the inclusion
G− ⊆ G.

If the homology Hk(p+;E) is concentrated in a single degree for each k, that is, if there
exist numbers pk such that Hk(p+;E) = Hk(p+;E)pk , then the correspondingBGGoperator
D̄k : �∞(Hk)→ �∞(Hk+1) is ofHeisenberg order atmost pk+1− pk and theBGGsequence
is Rockland in the ungraded sense, see Definition 2.10. If, moreover, pk+1 − pk ≥ 1, then
the analytic results established in the preceding sections are applicable, see, in particular,
Corollaries 2.15, 2.16, 3.24, and 3.25. Below we will discuss a classical example of this type.

Example 4.21 (Generic rank two distributions in dimension five) Let M be a 5-manifold
equipped with a rank two distribution of Cartan type, T−1M ⊆ T M , see [7, 14, 71]. Hence,
T−1M is a rank two subbundle of T M with growth vector (2, 3, 5), that is, Lie brackets of
sections of T−1M span a rank three subbundle T−2M of T M and triple brackets of sections
of T−1M span all of T M . These geometric structures are also known as generic rank two
distributions in dimension five, see [9, 71]. The topological obstructions to global existence
of such a distribution are well understood in the orientable case, see [23, Theorem 1]. On
open 5-manifolds, Gromov’s h-principle is applicable and establishes existence, once the
topological requirements are met, see [23, Theorem 2]. It is unclear, however, if there are
further geometric obstructions on closed 5-manifolds. Whether rank two distributions of
Cartan type also abide by an h-principle on closed manifolds, appears to be an intriguing
open question and is a major motivation for our investigation of hypoelliptic sequences.

In his celebrated paper [14] Cartan has shown that, up to isomorphism, there exists a
unique regular normal parabolic geometry of type (G, P) on M with underlying filtration:

T M = T−3M ⊇ T−2M ⊇ T−1M ⊇ T 0M = 0.

HereG denotes the split real form of the exceptional Lie groupG2 and P denotes themaximal
parabolic subgroup corresponding to the shorter simple root. Hence, every finite dimensional
representation E of G gives rise to a curved BGG sequence on M ,

�∞(H0)
D̄0−→ �∞(H1)

D̄1−→ �∞(H2)
D̄2−→ �∞(H3)

D̄3−→ �∞(H4)
D̄4−→ �∞(H5), (108)

where Hk := G0 ×G0 Hk(p+;E). We label the longer simple root of the G2 root system
by α1 and let α2 denote the shorter simple root. Hence, 2α1 + 3α2 is the highest root,
and the corresponding fundamental weights are λ1 = 2α1 + 3α2 and λ2 = α1 + 2α2.
Suppose E is the irreducible complex representation with highest weight aλ1 + bλ2 where
a, b ∈ N0. Then Hk(p+;E) is an irreducible complex module of g0 ⊆ gC0

∼= gl2(C) which
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can readily be determined by working out the Hasse diagram of pC, see [10, Section 3.2.16],
and using Kostant’s version of the Bott–Borel–Weil theorem, see [10, Theorem 3.3.5 and
Proposition 3.3.6]. Denoting the highest weight of Hk(p+;E) by akλ1+ bkλ2, we obtain the
first three columns in the following table: 7

k ak bk dim Hk(p+;E) pk
0 a −3a − b a + 1 −3a − 2b
1 a + b + 1 −3a − 2b − 1 a + b + 2 −3a − b + 1
2 2a + b + 2 −3a − 2b − 1 2a + b + 3 −b + 4
3 2a + b + 2 −3a − b 2a + b + 3 b + 6
4 a + b + 1 −b + 3 a + b + 2 3a + b + 9
5 a b + 5 a + 1 3a + 2b + 10

(109)

The grading element acts by multiplication with the scalar pk = 3ak + 2bk on Hk(p+;E),
see [10, Section 3.2.12], whence the last column. Moreover, the highest weight of
Hk(p+;E) considered as sl2(C)-module is ak times the fundamental weight of sl2(C), hence
dim Hk(p+;E) = ak + 1, whence the remaining column. Since D̄k is of Heisenberg order
pk+1 − pk , we conclude that D̄0 and D̄4 are of Heisenberg order b + 1; D̄1 and D̄3 are of
Heisenbergorder 3(a+1); and D̄2 is ofHeisenbergorder 2(b+1).According toCorollary 4.20
the sequence (108) is Rockland in the ungraded sense, see Definition 2.10. In particular, the
differential operators D̄∗0 D̄0, (D̄0 D̄∗0)3(a+1) + (D̄∗1 D̄1)

b+1, (D̄1 D̄∗1)2(b+1) + (D̄∗2 D̄2)
3(a+1),

(D̄2 D̄∗2)3(a+1)+ (D̄∗3 D̄3)
2(b+1), (D̄3 D̄∗3)b+1+ (D̄∗4 D̄4)

3(a+1), and D̄4 D̄∗4 are all hypoelliptic
and maximal hypoelliptic estimates are available, see Lemma 2.14, Theorem 3.11, as well
as, Corollaries 3.12, 3.20, and 3.22. Here D̄∗k denotes the formal adjoint of D̄k with respect
to any fiber-wise Hermitian metrics on the vector bundlesHk and any volume density on M .

Let us finally put down explicit formulas for the Heisenberg principal symbol of the BGG
operators corresponding to the trivial representation E. We consider these operators as left
invariant differential operators on the simply connected nilpotent Lie group G−. According
to the discussion above, this BGG sequence has the form

C∞(G−)
D0−→ C∞(G−)2

D1−→ C∞(G−)3
D2−→ C∞(G−)3

D3−→ C∞(G−)2
D4−→ C∞(G−)

(110)

where D0 and D4 are homogeneous of degree 1; D1 and D3 are homogeneous of degree 3;
and D2 is homogeneous of degree 2, see also [6]. Using matrices with entries in the universal
enveloping algebra of g− these operators can be expressed as:

D0 =
(
X1

X2

)

D1 =
⎛

⎝
−X4 − X112 − X13 X111

−X5 − X122 X112 − 2X13

−X222 X122 − 3X23

⎞

⎠

D2 =
⎛

⎝
−X12 − X3 X11 0
−X22 −3X3 X11

0 −X22 X12 − 2X3

⎞

⎠

7 As formulated in [10, Theorem 3.3.5], Kostant’s version of the Bott–Borel–Weil theorem computes the
cohomology Hk (p+;E). Using the following facts, this permits working out the homology Hk (p+;E) as
well: Hk (p+;E∗) ∼= Hk (p+;E)∗ as g0-modules; E ∼= E

∗ as g-modules; If W is an irreducible g0 module
with highest weight aλ1 + bλ2, then W∗ is an irreducible g0 module with highest weight a′λ1 + b′λ2, where
a′ = a and b′ = −3a − b.
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D3 =
(
X122 + X23 − 2X5 −X112 + X4 X111

X222 −X122 + 2X32 X112 − 3X13 + 3X4

)

D4 =
(−X2 X1

)

Here X5, X4|X3|X2, X1 is a graded basis of g− = g−3 ⊕ g−2 ⊕ g−1 such that

[X1, X2] = X3, [X1, X3] = X4, [X2, X3] = X5.

The vertical bars above indicate that X1, X2 is a basis of g−1, X3 is a basis of g−2, and X4, X5
is a basis of g−3. Moreover, we use the notation Xi1...ik = Xi1 · · · Xik . These formulas are
derived in [22, Appendix B].

5 Graded hypoelliptic analysis

In this section, we adapt the analysis discussed in Sect. 3 to the filtered setup required to
deal with the sequences constructed in Sect. 4. Everything generalizes effortlessly, but one
bit: Formal adjoints of graded (pseudo)differential operators are in general only available if
the underlying manifold is closed. This is related to the fact that we can construct invertible
�s ∈ �s(E) with �−1s ∈ �−s(E) only on closed manifolds, see Lemma 3.13 and (117).

5.1 Graded pseudodifferential operators

The concept of graded Heisenberg order for differential operators introduced in Sect. 4.1 can
be generalized to pseudodifferential operators in a straight forward manner as follows. Let
E and F be two filtered vector bundles over a filtered manifold M , suppose A ∈ O(E, F),
and let s be a complex number. Choose splittings of the filtrations, SE : gr(E) → E and
SF : gr(F)→ F and decompose the operator accordingly, S−1F ASE =∑

q,p(S
−1
F ASE )q,p ,

where (S−1F ASE )q,p ∈ O(gr p(E), grq(F)). We say A has graded Heisenberg order s if

(S−1F ASE )q,p ∈ �s+q−p(gr p(E), grq(F)) for all p and q . We let �̃s(E, F) denote the
space of pseudodifferential operators of graded Heisenberg order s. One readily checks that
this space does not depend on the choice of splittings SE and SF .

Let us define the space of principal cosymbols of graded order s by

�̃s(E, F) :=
{
k ∈ K(T M; gr(E), gr(F))

K∞(T M; gr(E), gr(F))
: (δλ)∗k = λsδFλ kδ

E
1/λ for all λ > 0

}
,

where δEλ ∈ Aut(gr(E)) denotes the automorphism given by multiplication with λp on the
grading component gr p(E). These are essentially homogeneous kernels in a graded sense,
taking the grading on gr(E) and gr(F) into account. They can be canonically identified with
matrices of ordinary principal cosymbols,

�̃s(E, F) =
⊕

q,p

�s+q−p(gr p(E), grq(F)). (111)

For A ∈ �̃s(E, F) we define the graded Heisenberg principal cosymbol σ̃ s(A) ∈
�̃s(E, F) by σ̃ s(A) := ∑

p,q σ s+q−p
(
(S−1F ASE )q,p

)
where σ s+q−p((S−1F ASE )q,p) ∈

�s(gr p(E), grq(F)) are the Heisenberg principal symbols of the components. One read-
ily checks that the graded principal Heisenberg cosymbol is independent of the choice of
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splittings SE and SF . From Proposition 3.1(b) we immediately obtain a short exact sequence:

0→ �̃s−1(E, F)→ �̃s(E, F)
σ̃ s−→ �̃s(E, F)→ 0.

If A ∈ �̃s(E, F) and B ∈ �̃r (F,G), then BA ∈ �̃r+s(E,G) and

σ̃ r+s(BA) = σ̃ r (B)σ̃ s(A), (112)

provided at least one operator is properly supported. Moreover, At ∈ �̃s(F ′, E ′) and

σ̃ s(At ) = σ̃ s(A)t . (113)

These two properties follow immediately from the corresponding statements in the ungraded
case, see Proposition 3.1(d)&(e). Recall that the bundle E ′ = E∗ ⊗ |�|M is equipped with
the dual filtration as explained in Sect. 4.1.

For trivially filtered vector bundles these concepts clearly reduce to the ungraded case
discussed in Sect. 3.1. Moreover, for differential operators we recover the graded Heisenberg
order and graded Heisenberg symbol from Sect. 4.1. More precisely, for every non-negative

integer k, we have DO(E, F) ∩ �̃k(E, F) = D̃O
k
(E, F), and the graded Heisenberg prin-

cipal symbol from Sect. 4.1 coincides with principal Heisenberg cosymbol introduced in this
section via the canonical inclusion

(
U(tM)⊗ hom(gr(E), gr(F))

)
−k ⊆ �̃k(E, F), (114)

see Proposition 3.1(f) and (27).

Lemma 5.1 Let E be a filtered vector bundle over a filtered manifold M, and let E denote
the same vector bundle equipped with the trivial filtration, E = E0 ⊇ E1 = 0. For every
complex number s there exist �̃s ∈ �̃s

prop(E,E) and �̃′s ∈ �̃−sprop(E, E) such that �̃s�̃
′
s − id

and �̃′s�̃s− id are both smoothing operators. Moreover, these operators may be chosen such
that �̃s : �−∞c (E) → �−∞c (E) and �̃′s : �−∞c (E) → �−∞c (E) are injective. On a closed
manifold these operators may even be chosen such that �̃s�̃

′
s = id and �̃′s�̃s = id.

Proof Choose a splitting of the filtration, S : gr(E)→ E . Let �s−p ∈ �
s−p
prop (gr p(E)) and

�′s−p ∈ �
−(s−p)
prop (gr p(E)) be as in Lemma 3.13. Then, the operators

�̃s := S
(⊕

p �s−p
)
S−1 and �̃′s := S

(⊕
p �′s−p

)
S−1

have the desired properties. ��

5.2 Graded Heisenberg Sobolev Scale

Let E be a filtered vector bundle over a filtered manifold M . For each real number s we let
H̃ s
loc(E) denote the space of all distributional sectionsψ ∈ �−∞(E) such that Aψ ∈ L2

loc(F)

for all A ∈ �̃s
prop(E,F) and all trivially filtered vector bundles F over M , that is, F = F0 ⊇

F1 = 0. We equip H̃ s
loc(E) with the coarsest topology such that A : H̃ s

loc(E) → L2
loc(F) is

continuous for all such A ∈ �̃s
prop(E,F). Similarly, we let H̃ s

c (E) denote the space of all

compactly supported distributional sections ψ ∈ �−∞c (E) such that Aψ ∈ L2
loc(F) for all

A ∈ �̃s(E,F) and all trivially filtered vector bundles F over M . We equip H̃ s
c (E) with the

coarsest topology such that A : H̃ s
c (E)→ L2

loc(F) is continuous for all such A ∈ �̃s(E,F).
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We will refer to these spaces as graded Heisenberg Sobolev spaces. Any splitting of the
filtration on E gives rise to non-canonical topological isomorphisms

H̃ s
loc(E) ∼=

⊕

p

Hs−p
loc

(
gr p(E)

)
and H̃ s

c (E) ∼=
⊕

p

Hs−p
c

(
gr p(E)

)
.

Generalizing Proposition 3.17(a)&(b), we have continuous inclusions

�∞(E) ⊆ H̃ s2
loc(E) ⊆ H̃ s1

loc(E) ⊆ �−∞(E)

and

�∞c (E) ⊆ H̃ s2
c (E) ⊆ H̃ s1

c (E) ⊆ �−∞c (E)

for all real numbers s1 ≤ s2. If F is another filtered vector bundle, then each A ∈ �̃k(E, F)

induces continuous operators A : H̃ s
c (E) → H̃ s−�(k)

loc (F) for all real s, cf. Proposi-
tion 3.17(d). As in Proposition 3.17(c), the canonical pairing �∞c (E ′) × �∞(E) → C

extends to a pairing

H̃−sc (E ′)× H̃ s
loc(E)→ C

inducing linear bijections H̃ s
loc(E)∗ = H̃−sc (E ′) and H̃−sc (E ′)∗ = H̃ s

loc(E). If, moreover, M
is closed, then H̃ s

c (E) = H̃ s
loc(E) is a Hilbert space we denote by H̃ s(E), and the pairing

induces an isomorphism of Hilbert spaces, H̃ s(E)∗ = H̃−s(E ′). This can all be proved as
in Proposition 3.17 using Lemma 5.1.

Suppose M is closed. Fix a smooth volume density on M and a smooth fiber-wise Her-
mitian metric h on E. Moreover, let s be a real number, choose invertible �̃s ∈ �̃s(E,E)

with inverse �̃−1s ∈ �̃−s(E, E), see Lemma 5.1, and consider the associated Hermitian inner
product, cf. (11),

〈〈ψ1, ψ2〉〉H̃ s (E)
:= 〈〈�̃sψ1, �̃sψ2〉〉L2(E) = 〈�̃t

s(h ⊗ dx)�̃sψ1, ψ2〉 (115)

where ψ1, ψ2 ∈ �∞(E). In the expression on the right hand side h ⊗ dx : Ē→ E′ is con-
sidered as a vector bundle isomorphism, �̃t

s ∈ �̃s(E′, E ′), and 〈−,−〉 denotes the canonical
pairing for sections of E . The sesquilinear form in (115) extends to an inner product gener-
ating the Hilbert space topology on the graded Heisenberg Sobolev space H̃ s(E).

With respect to inner products on H̃ s1(E) and H̃ s2(F) as above, every A ∈ �̃k(E, F)

admits a formal adjoint, A	 ∈ �̃ k̄+2(s2−s1)(F, E) such that

〈〈A	φ, ψ〉〉H̃ s1 (E)
= 〈〈φ, Aψ〉〉H̃ s2 (F)

(116)

for all ψ ∈ �∞(E) and φ ∈ �∞(F). Indeed,

A	=�̃−1E,s1
(�̃F,s2 A�̃−1E,s1

)∗�̃F,s2=(�̃t
E,s1(hE ⊗ dx)�̃E,s1)

−1 At �̃t
F,s2(hF ⊗ dx)�̃F,s2 .

(117)

In the first expression the star denotes the adjoint of �̃F,s2 A�̃−1E,s1
∈ �k+s2−s1(E,F) with

respect to the L2 inner products associated with the fiber-wise Hermitian metrics hE and hF

and the volume density dx . One readily verifies:

(BA)	 = A	B	 and (A	)	 = A. (118)
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5.3 Graded Rockland operators

Let E and F be filtered vector bundles over a filtered manifold M . To formulate the graded
Rockland condition for operators in �̃s(E, F), we begin by extending the definition of π̄(a)

to graded cosymbols a ∈ �̃s
x (E, F) at x ∈ M , where π : Tx M → U (H) is a non-trivial irre-

ducible unitary representation of the osculating group:Write a =∑
p,q ap,q according to the

decomposition (111) with aq,p ∈ �
s+q−p
x (gr p(E), grq(F)), and put π̄(a) :=∑

p,q π̄(aq,p)

where π̄(aq,p) denotes the unbounded operator fromH⊗gr p(Ex ) toH⊗grq(Fx ) described
in Sect. 3.2. Hence, π̄(a) is an unbounded operator formH⊗ gr(Ex ) toH⊗ gr(Fx ). More-
over, the subspace H∞ ⊗ gr(Ex ) is contained in the domain of definition and mapped into
H∞ ⊗ gr(Fx ). From (34) we immediately obtain

π̄(ba) = π̄(b)π̄(a) (119)

for all a ∈ �̃s
x (E, F) and b ∈ �̃s′

x (F,G). For trivially filtered vector bundles, this clearly
specializes to the definition in Sect. 3.2. If k is a non-negative integer and, see (114), a ∈(
U(tx M)⊗hom(gr(Ex ), gr(Fx ))

)
−k ⊆ �̃k

x (E, F) then, onH∞⊗gr(Ex ), the operator π̄(a)

coincides with π(a) considered in Sect. 4.1, cf. Definition 4.2.
Generalizing Definition 3.8 to the graded situation we have:

Definition 5.2 (Graded Rockland condition) Let E and F be filtered vector bundles over a
filtered manifold M . A graded principal cosymbol a ∈ �̃s

x (E, F) at x ∈ M is said to sat-
isfy the graded Rockland condition if, for every non-trivial irreducible unitary representation
π : Tx M → U (H), the unbounded operator π̄(a) is injective on H∞ ⊗ gr(Ex ). An oper-
ator A ∈ �̃s(E, F) is said to satisfy the graded Rockland condition if its graded principal
cosymbol, σ̃ s

x (A) ∈ �̃s
x (E, F), satisfies the graded Rockland condition at each point x ∈ M .

We obtain the following generalization of Theorem 3.11 and Corollary 3.20.

Corollary 5.3 (Left parametrix and graded regularity) Let E and F be two filtered vec-
tor bundles over a filtered manifold M, let k be a complex number, and suppose A ∈
�̃k(E, F) satisfies the graded Rockland condition. Then, there exists a properly supported
left parametrix B ∈ �̃−kprop(F, E) such that BA− id is a smoothing operator. In particular, A

is hypoelliptic. More precisely, ifψ ∈ �−∞c (E) and Aψ ∈ H̃r−�(k)
loc (F), thenψ ∈ H̃r

c (E). If,
moreover, M is closed, then ker(A) is a finite dimensional subspace of �∞(E), and for every
r ′ ≤ r there exists a constant C = CA,r ,r ′ ≥ 0 such that the maximal graded hypoelliptic
estimate

‖ψ‖H̃r (E)
≤ C

(
‖ψ‖H̃r ′ (E)

+ ‖Aψ‖H̃r−�(k)(F)

)
(120)

holds for all ψ ∈ H̃r (E). Here we are using any norms generating the Hilbert space topolo-
gies on the corresponding graded Heisenberg Sobolev spaces. Moreover, if Q denotes the
orthogonal projection, with respect to an inner product of the form (115), onto the (finite
dimensional) subspace ker(A) ⊆ �∞(E), then there exists a constant C = CA,r ,s ≥ 0 such
that the maximal graded hypoelliptic estimate

‖ψ‖H̃r (E)
≤ C

(
‖Qψ‖ + ‖Aψ‖H̃r−�(k)(F)

)
(121)

holds for all ψ ∈ H̃r (E). Here ‖ − ‖ denotes any norm on ker(A).
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Proof Let E and F denote the vector bundles E and F equipped with the trivial filtrations,
respectively, that is to say, E = E0 ⊇ E1 = 0 and F = F0 ⊇ F1 = 0. According to
Lemma 5.1 there exist �̃E ∈ �̃0(E,E), �̃′E ∈ �̃0(E, E), �̃F ∈ �̃0(F,F), �̃′F ∈ �̃0(F, F)

such that �̃E �̃′E− id, �̃′E �̃E− id, �̃F �̃′F− id, and �̃′F �̃F− id are all smoothing operators.
Then A := �̃F A�̃′E ∈ �k(E,F) has Heisenberg order k in the ungraded sense, and

σ k
x (A) = σ̃ k

x (A) = σ̃ 0
x (�̃F )σ̃ k

x (A)σ̃ 0
x (�̃′E ),

see (112). Since A satisfies the graded Rockland condition, and since σ̃ 0
x (�̃F ) and σ̃ 0

x (�̃′E )

are invertible with inverses σ̃ 0
x (�̃′F ) and σ̃ 0

x (�̃E ), respectively, we conclude that A satis-
fies the (ungraded) Rockland condition, see (119). Hence, by Theorem 3.11, there exists
a left parametrix B ∈ �−kprop(F,E) such that BA − id is a smoothing operator. Putting

B := �̃′EB�̃F ∈ �̃−k(F, E) and using the fact that �̃′E �̃E − id is a smoothing opera-
tor, we see that BA − id is a smoothing operator. Hence, B is the desired left parametrix.
The hypoellipticity statements follow immediately from the pseudolocality of B and the
mapping property B : H̃r−�(k)

loc (F) → H̃r
loc(E). Assume M closed. As in Corollary 2.8

we see that ker(A) is a finite dimensional subspace of �∞(E). For the maximal graded
hypoelliptic estimate (120) we use boundedness of B : H̃r−�(k)(F) → H̃r (E) and the
fact that smoothing operators induce bounded operators H̃r ′(E) → H̃r (E). To see the
other hypoelliptic estimate, we consider the formal adjoint A	 ∈ �̃ k̄(F, E) with respect to
inner products of the form (115), see (117) with s1 = s2 = s. Clearly, A	A ∈ �̃2�(k)(E)

satisfies the graded Rockland condition and ker(A	A) = ker(A). Hence, Corollary 5.4
implies that A	A + Q is invertible with inverse (A	A + Q)−1 ∈ �̃−2�(k)(E). Thus,
B ′ := (A	A + Q)−1A	 ∈ �̃−k(F, E) is a parametrix such that B ′A = id−Q, whence
(121). ��

In view of Corollary 5.3, the graded Rockland condition implies Rumin’s C–C ellipticity,
cf. [69, Definition 5.1] or [67, Section 2].

We obtain the following generalization of Corollaries 2.9, 3.12, and 3.22. AHodge decom-
position for the Rumin complex on an equiregular C–Cmanifold has been established in [68,
Proposition 3.6].

Corollary 5.4 (Graded Hodge decomposition) Let E be a filtered vector bundle over a closed
filtered manifold M. Suppose A ∈ �̃k(E) satisfies the graded Rockland condition and is for-
mally self-adjoint, A	 = A, with respect to a graded Sobolev inner product of the form (115).
Moreover, let Q denotes the orthogonal projection onto the (finite dimensional) subspace
ker(A) ⊆ �∞(E) with respect to the inner product (115). Then, A + Q is invertible with
inverse (A+Q)−1 ∈ �̃−k(E). Consequently, we have topological isomorphisms and Hodge
type decompositions:

A + Q : �∞(E)
∼=−→ �∞(E) �∞(E) = ker(A)⊕ A(�∞(E))

A + Q : H̃r (E)
∼=−→ H̃r−�(k)(E) H̃r−�(k)(E) = ker(A)⊕ A(H̃r (E))

A + Q : �−∞(E)
∼=−→ �−∞(E) �−∞(E) = ker(A)⊕ A(�−∞(E))

Proof Let E denote the vector bundle E equipped with the trivial filtration, E = E0 ⊇
E1 = 0. Recall that A	 = �̃−1s (�̃s A�̃−1s )∗�̃s , see (117). Hence, the assumption A	 = A
implies that A := �̃s A�̃−1s ∈ �k(E) is formally self-adjoint with respect to the L2 inner
product (11), that is, A∗ = A. Moreover, A satisfies the (ungraded) Rockland condition for
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σ̃ s
x (�̃s) is invertible with inverse σ̃−sx (�̃−1s ), see (112). Hence, according to Corollary 3.12,

A+Q ∈ �k(E) is invertiblewith inverse (A+Q)−1 ∈ �−k(E), whereQ ∈ O−∞(E) denotes
the orthogonal projection onto ker(A), a finite dimensional subspace of �∞(E). Note that
Q := �̃−1s Q�̃s ∈ O−∞(E) is the orthogonal projection onto ker(A) with respect to the
inner product (115). Conjugating with �̃s , we conclude that A + Q ∈ �̃k(E) is invertible
with inverse (A + Q)−1 = �̃−1s (A+Q)−1�̃s ∈ �̃−k(E). The remaining assertions follow
at once. ��

We have the following generalization of Corollary 3.23:

Corollary 5.5 (Fredholm operators and index) Let E and F be a filtered vector bundles over
a closed filtered manifold M. Suppose A ∈ �̃k(E, F) is such that A and At both satisfy the
graded Rockland condition. Then, for every real number r , we have an induced Fredholm
operator A : H̃r (E)→ H̃r−�(k)(F) whose index is independent of r and can be expressed
as

ind(A) = dim ker A − dim ker At .

This index depends only on the graded Heisenberg principal cosymbol σ̃ k(A) ∈ �̃k(E, F).

Proof Using Corollary 5.3 we obtain a parametrix B ∈ �̃−k(F, E) such that BA − id and
AB − id are both smoothing operators, cf. Remark 3.15. We may now proceed exactly as in
the proof of Corollary 3.23. ��

5.4 Graded Rockland sequences

Throughout this sectionwe assumeM to be a closed filteredmanifold. Suppose Ei are filtered
vector bundles over M , and consider a sequence

· · · → �∞(Ei−1)
Ai−1−−→ �∞(Ei )

Ai−→ �∞(Ei+1)→ · · · (122)

where Ai ∈ �̃ki (Ei , Ei+1) for some complex numbers ki . Generalizing Definition 4.2 for
sequences of differential operators, we make the following

Definition 5.6 (Graded Rockland sequence) A sequence of operators as above is said to be
a graded Rockland sequence if, for every x ∈ M and every non-trivial irreducible unitary
representation π : Tx M → U (H), the sequence

· · · → H∞ ⊗ gr(Ei−1,x )
π̄(σ̃

ki−1
x (Ai−1))−−−−−−−−−→ H∞ ⊗ gr(Ei,x )

π̄(σ̃
ki
x (Ai ))−−−−−−→ H∞ ⊗ gr(Ei+1,x )→ · · ·

is weakly exact; that is, the image of each arrow is contained and dense in the kernel of the
subsequent arrow. Here H∞ denotes the subspace of smooth vectors in H.

Suppose the sequence in (122) is a Rockland sequence. Fix real numbers si such that
�(ki )+ si+1 − si is independent of i , and put

κ := �(ki )+ si+1 − si . (123)

Let Ei denote the vector bundle Ei considered as a trivially filtered bundle, that is, equipped
with the filtration Ei = E0

i ⊇ E1
i = 0. Fix a smooth volume density on M as well as smooth

fiber-wise Hermitian inner products hi on Ei and let 〈〈−,−〉〉L2(Ei )
denote the associated

L2 inner product on sections of Ei , see (11). Moreover, choose invertible �̃i ∈ �̃si (Ei ,Ei )
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with �̃−1i ∈ �̃−si (Ei , Ei ), see Lemma 5.1, and consider the associated graded Sobolev inner
product on sections of Ei ,

〈〈ψ1, ψ2〉〉H̃ si (Ei )
:= 〈〈�̃iψ1, �̃iψ〉〉L2(Ei )

= 〈�̃t
i (hi ⊗ dx)�̃iψ1, ψ2〉 (124)

where ψ1, ψ2 ∈ �∞(Ei ). Let A
	
i ∈ �̃2κ−ki (Ei+1, Ei ),

A	
i = �̃−1i (�̃i+1Ai �̃

−1
i )∗�̃i+1 = (�̃t

i (hi ⊗ dx)�̃i )
−1 At

i �̃
t
i+1(hi+1 ⊗ dx)�̃i+1

denote the formal adjoint of Ai with respect to these inner products, that is,

〈〈A	
i φ,ψ〉〉H̃ si (Ei )

= 〈〈φ, Aiψ〉〉H̃ si+1 (Ei+1)

for all ψ ∈ �∞(Ei ) and φ ∈ �∞(Ei+1). Let us finally consider the Laplace type operators

Bi := Ai−1A	
i−1 + A	

i Ai .

Note that Bi = B	
i ∈ �̃2κ(Ei ), see (123) and (118).

Lemma 5.7 The operator Bi satisfies the graded Rockland condition.

Proof Note that Bi := �̃i Bi �̃
−1
i ∈ �2κ(Ei ) is of the form Bi = A∗i Ai + Ai−1A∗i−1 where

Ai := �̃i+1Ai �̃
−1
i ∈ �ki+si+1−si (Ei ,Ei+1). Using (34), (35), and Remark 3.3, we obtain

π̄(σ 2κ
x (Bi )) = π̄(σ

ki−1+si−si−1
x (Ai−1))π̄(σ

ki−1+si−si−1
x (Ai−1))∗

+π̄(σ
ki+si+1−si
x (Ai ))

∗π̄(σ
ki+si+1−si
x (Ai )).

Since the operators Ai form an (ungraded) Rockland sequence, one readily concludes that
Bi satisfies the (ungraded) Rockland condition, cf. the proof of Lemma 2.14. Clearly, this
implies that Bi satisfies the graded Rockland condition, see (119). ��

In view of Lemma 5.7, Corollary 5.4 applies to each of the operators Bi and we obtain
the following generalization of Corollaries 2.15, 2.16, 3.24, and 3.25:

Corollary 5.8 The operator (A	
i−1, Ai ) is hypoelliptic. More precisely, if ψ ∈ �−∞(Ei ) is

such that A	
i−1ψ ∈ H̃r−2κ+�(ki−1)(Ei−1) and Aiψ ∈ H̃r−�(ki )(Ei+1), then ψ ∈ H̃r (Ei ).

Moreover, there exists a constant C = CAi ,r ≥ 0 such that the maximal graded hypoelliptic
estimate

‖ψ‖H̃r (Ei )
≤ C

(
‖A	

i−1ψ‖H̃r−2κ+�(ki−1)(Ei−1) + ‖Qiψ‖ker(Bi ) + ‖Aiψ‖H̃r−�(ki )(Ei+1)

)

holds for all ψ ∈ H̃r (Ei ). Here r is any real number, Qi denotes the orthogonal projection
onto the (finite dimensional) subspace ker(Bi ) ⊆ �∞(Ei ) with respect to the inner prod-
uct (124), ‖−‖ker(Bi ) denotes any norm on ker(Bi ), and ‖−‖H̃r (Ei )

is any norm generating

the Hilbert space topology on the graded Sobolev space H̃r (Ei ). Furthermore,

ker(Bi ) = ker(A	
i−1|�−∞(Ei )) ∩ ker(Ai |�−∞(Ei )) = ker(A	

i−1|�∞(Ei )) ∩ ker(Ai |�∞(Ei )).
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If, moreover, Ai Ai−1 = 0, then we have Hodge type decompositions

�∞(Ei ) = Ai−1(�∞(Ei−1))⊕ ker(Bi )⊕ A	
i (�
∞(Ei+1))

H̃r (Ei ) = Ai−1
(
H̃r+�(ki−1)(Ei−1)

)⊕ ker(Bi )⊕ A	
i

(
H̃2κ−�(ki )(Ei+1)

)

�−∞(Ei ) = Ai−1(�−∞(Ei−1))⊕ ker(Bi )⊕ A	
i (�
−∞(Ei+1))

as well as:

ker(Ai |�∞(Ei )) = Ai−1(�∞(Ei−1))⊕ ker(Bi )

ker(Ai |H̃r (Ei )
) = Ai−1(H̃r+�(ki−1)(Ei−1))⊕ ker(Bi )

ker(Ai |�−∞(Ei )) = Ai−1(�−∞(Ei−1))⊕ ker(Bi )

In particular, every cohomology class admits a unique harmonic representative:

ker(Ai |�−∞(Ei ))

img(Ai−1|�−∞(Ei−1))
= ker(Ai |�∞(Ei ))

img(Ai−1|�∞(Ei−1))
= ker(Bi ) = ker(A	

i−1) ∩ ker(Ai ).
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13. Čap, A., Souček, V.: Relative BGG sequences: II. BGG machinery and invariant operators. Adv. Math.

320, 1009–1062 (2017)
14. Cartan, E.: Les systèmes de Pfaff, à cinq variables et les équations aux dérivées partielles du second ordre.

Ann. Sci. École Norm. Sup. 3(27), 109–192 (1910)
15. Choi, W., Ponge, R.: Tangent maps and tangent groupoid for Carnot manifolds. Differential Geom. Appl.

62, 136–183 (2019)
16. Christ, M.: Inversion in some algebras of singular integral operators. Rev. Mat. Iberoam. 4(2), 219–225

(1988)
17. Christ, M., Geller, D., Głowacki, P., Polin, L.: Pseudodifferential operators on groups with dilations. Duke

Math. J. 68(1), 31–65 (1992)
18. Clare, P., Crisp, T., Higson, N.: Parabolic induction and restriction via C∗-algebras and Hilbert C∗-

modules. Compos. Math. 152(6), 1286–1318 (2016)
19. Connes, A.: An analogue of the Thom isomorphism for crossed products of a C∗-algebra by an action of

R. Adv. Math. 39(1), 31–55 (1981)
20. Connes, A.: Noncommutative Geometry. Academic Press Inc, San Diego (1994)
21. Connes, A., Moscovici, H.: The local index formula in noncommutative geometry. Geom. Funct. Anal.

5(2), 174–243 (1995)
22. Dave, S., Haller, S.: Graded Hypoellipticity of BGG Sequences (Preprint) (2017). Available at

arXiv:1705.01659v2
23. Dave, S., Haller, S.: On 5-manifolds admitting rank two distributions of Cartan type. Trans. Amer. Math.

Soc. 371(7), 4911–4929 (2019)
24. Dave, S., Haller, S.: The heat asymptotics on filtered manifolds. J. Geom. Anal. 30(1), 337–389 (2020)
25. de Monvel, L.B.: Hypoelliptic operators with double characteristics and related pseudo-differential oper-

ators. Comm. Pure Appl. Math. 27, 585–639 (1974)
26. deMonvel, L.B., Grigis, A., Helffer, B.: Parametrixes d’opérateurs pseudo-différentiels à caractéristiques

multiples, Astérisque, No. 34–35, pp. 93–121 (1976)
27. Debord, C., Skandalis, G.: Adiabatic groupoid, crossed product by R

∗+ and pseudodifferential calculus.
Adv. Math. 257, 66–91 (2014)

28. Duistermaat, J.J.: Fourier Integral Operators, Progress in Mathematics, vol. 130, Birkhäuser Boston, Inc.,
Boston (1996)

29. Dynin, A.S.: Pseudodifferential operators on the Heisenberg group. Dokl. Akad. Nauk SSSR 225(6),
1245–1248 (1975)

30. Dynin, A.S.: An algebra of pseudodifferential operators on the Heisenberg groups. Symbolic calculus.
Dokl. Akad. Nauk SSSR 227(4), 792–795 (1976)

31. Epstein, C., Melrose, R.: The Heisenberg Algebra, Index Theory and Homology (Preprint) (2000). Avail-
able at https://www.math.mit.edu/~rbm/book.html

32. Folland,G.B.: Subelliptic estimates and function spaces on nilpotent Lie groups.Ark.Mat. 13(2), 161–207
(1975)

33. Folland, G.B., Stein, E.M.: Estimates for the ∂̄b complex and analysis on the Heisenberg group. Comm.
Pure Appl. Math. 27, 429–522 (1974)

34. Folland, G.B., Stein, E.M.: Hardy Spaces on Homogeneous Groups, Mathematical Notes, vol. 28, Prince-
ton University Press, Princeton (1982)

123

http://arxiv.org/abs/math/0511110
http://arxiv.org/abs/1705.01659v2
https://www.math.mit.edu/~rbm/book.html


788 Annals of Global Analysis and Geometry (2022) 62:721–789

35. Gilkey, P.B.: Invariance Theory, the Heat Equation, and the Atiyah–Singer Index Theorem, Mathematics
Lecture Series, vol. 11, Publish or Perish, Inc., Wilmington (1984)

36. Głowacki, P.: The Rockland condition for nondifferential convolution operators. II. Studia Math. 98(2),
99–114 (1991)

37. Greub, W., Halperin, S., Vanstone, R.: Connections, Curvature, and Cohomology: Lie Groups, Principal
Bundles, and Characteristic Classes, vol. II, Academic Press [A Subsidiary of Harcourt Brace Jovanovich,
Publishers], New York-London (Pure and Applied Mathematics, Vol. 47-II) (1973)

38. Grigis, A.: Hypoellipticité et paramétrix pour des opérateurs pseudodifférentiels à caractéristiques dou-
bles, Astérisque, No. 34–35, pp. 183–205 (1976)

39. Gromov,M.: PartialDifferentialRelations,Ergebnisse derMathematik und ihrerGrenzgebiete (3) [Results
in Mathematics and Related Areas (3)], vol. 9, Springer, Berlin (1986)

40. Gromov,M.: Carnot–Carathéodory spaces seen fromwithin. In: Sub-RiemannianGeometry, Progr.Math.,
vol. 144, Birkhäuser, Basel, pp. 79–323 (1996)

41. Sadegh, A.R.H.S., Higson, N.: Euler-like vector fields, deformation spaces and manifolds with filtered
structure. Doc. Math. 23, 293–325 (2018)

42. Haller, S.: Analytic torsion of generic rank two distributions in dimension five. J. Geom. Anal. 32(10)
(article number 248, e-pub ahead of print) (2022). https://doi.org/10.1007/s12220-022-00987-z

43. Helffer, B., Nourrigat, J.: Caracterisation des opérateurs hypoelliptiques homogènes invariants à gauche
sur un groupe de Lie nilpotent gradué. Comm. Partial Differential Equations 4(8), 899–958 (1979)

44. Helffer, B., Nourrigat, J.: Hypoellipticitémaximale pour des opérateurs polynômes de champs de vecteurs,
Progress in Mathematics, vol. 58, Birkhäuser, Boston (1985)

45. Higson, N.: The tangent groupoid and the index theorem. In: Quanta of Mathematics, vol. 11, Clay Math.
Proc., Amer. Math. Soc., Providence, pp. 241–256 (2010)

46. Hochschild, G., Serre, J.-P.: Cohomology of Lie algebras. Ann. of Math. 2(57), 591–603 (1953)
47. Hörmander, L.: Hypoelliptic second order differential equations. Acta Math. 119, 147–171 (1967)
48. Julg, P., Kasparov, G.: Operator K -theory for the group SU(n, 1). J. Reine Angew. Math. 463, 99–152

(1995)
49. Kirillov, A.A.: Lectures on the Orbit Method, Graduate Studies in Mathematics, vol. 64, American

Mathematical Society, Providence (2004)
50. Kohn, J.J.: Boundaries of complex manifolds. In: Proceedings of Conference on Complex Analysis

(Minneapolis, 1964), Springer, Berlin, pp. 81–94 (1965)
51. Kostant, B.: Lie algebra cohomology and the generalized Borel–Weil theorem. Ann. of Math. 2(74),

329–387 (1961)
52. Melin, A.: Lie Filtrations and Pseudo-differential Operators (preprint) (1982)
53. Melin, A.: Parametrix constructions for right invariant differential operators on nilpotent groups. Ann.

Global Anal. Geom. 1(1), 79–130 (1983)
54. Mohsen, O.: On the deformation groupoid of the inhomogeneous pseudo-differential calculus. Bull. Lond.

Math. Soc. 53(2), 575–592 (2021)
55. Morimoto, T.: Geometric structures on filtered manifolds. Hokkaido Math. J. 22(3), 263–347 (1993)
56. Morimoto, T.: Lie algebras, geometric structures and differential equations on filtered manifolds. In:

Lie Groups, Geometric Structures and Differential Equations—One Hundred Years After Sophus Lie
(Kyoto/Nara, 1999), vol. 37, Adv. Stud. Pure Math., Math. Soc. Japan, Tokyo, pp. 205–252. Available at
http://www.mathbooks.org/aspm/ (2002)

57. Neusser, K.: Universal prolongation of linear partial differential equations on filtered manifolds. Arch.
Math. (Brno) 45(4), 289–300 (2009)

58. Neusser, K.: Weighted Jet Bundles and Differential Operators for Parabolic Geometries. PhD Thesis,
University of Vienna, Vienna, Austria. Available at http://othes.univie.ac.at/9768/ (2010)

59. Ponge, R.S.: Heisenberg calculus and spectral theory of hypoelliptic operators on Heisenberg manifolds.
Mem. Amer. Math. Soc. 194(906), viii+ 134 (2008)

60. Presas, F.: Non-integrable distributions and the h-principle. Eur. Math. Soc. Newsl. 99, 18–26 (2016)
61. Ray, D.B., Singer, I.M.: R-torsion and the Laplacian on Riemannian manifolds. Adv. Math. 7, 145–210

(1971)
62. Rockland, C.: Hypoellipticity on the Heisenberg group-representation-theoretic criteria. Trans. Amer.

Math. Soc. 240, 1–52 (1978)
63. Rothschild, L.P., Stein, E.M.: Hypoelliptic differential operators and nilpotent groups. Acta Math. 137(3–

4), 247–320 (1976)
64. Rouse, P.C., Lescure, J.M.,Monthubert, B.: A cohomological formula for theAtiyah–Patodi–Singer index

on manifolds with boundary. J. Topol. Anal. 6(1), 27–74 (2014)
65. Rumin, M.: Un complexe de formes différentielles sur les variétés de contact. C. R. Acad. Sci. Paris Sér.

I Math. 310(6), 401–404 (1990)

123

https://doi.org/10.1007/s12220-022-00987-z
http://www.mathbooks.org/aspm/
http://othes.univie.ac.at/9768/


Annals of Global Analysis and Geometry (2022) 62:721–789 789

66. Rumin,M.: Formes différentielles sur les variétés de contact. J. Differential Geom. 39(2), 281–330 (1994)
67. Rumin, M.: Differential geometry on C-C spaces and application to the Novikov–Shubin numbers of

nilpotent Lie groups. C. R. Acad. Sci. Paris Sér. I Math. 329(11), 985–990 (1999)
68. Rumin, M.: Sub-Riemannian limit of the differential form spectrum of contact manifolds. Geom. Funct.

Anal. 10(2), 407–452 (2000)
69. Rumin, M.: Around heat decay on forms and relations of nilpotent Lie groups. In: Séminaire de Théorie

Spectrale et Géométrie, vol. 19, Année 2000–2001, Sémin. Théor. Spectr. Géom., vol. 19, Univ. Grenoble
I, Saint-Martin-d’Hères, pp. 123–164 (2001)

70. Rumin, M., Seshadri, N.: Analytic torsions on contact manifolds. Ann. Inst. Fourier (Grenoble) 62(2),
727–782 (2012)

71. Sagerschnig, K.: Weyl Structures for Generic Rank Two Distributions in Dimension Five. PhD Thesis,
University of Vienna, Vienna, Austria. Available at http://othes.univie.ac.at/2186/ (2008)

72. Shubin, M.A.: Pseudodifferential Operators and Spectral Theory, 2nd edn. (Translated from the 1978
Russian original by Stig I. Andersson), Springer, Berlin (2001)

73. Taylor, M.E.: Noncommutative microlocal analysis. I. Mem. Amer. Math. Soc. 52(313), iv+182 (1984)
74. Trèves, F.: Topological Vector Spaces, Distributions and Kernels. Academic Press, New York-London

(1967)
75. van Erp, E.: The Atiyah–Singer Formula for Subelliptic Operators on a Contact Manifold. PhD Thesis,

The Pennsylvania State University (2005)
76. van Erp, E.: The Atiyah–Singer index formula for subelliptic operators on contact manifolds. Part I. Ann.

of Math. (2) 171(3), 1647–1681 (2010)
77. van Erp, E.: The Atiyah–Singer index formula for subelliptic operators on contact manifolds. Part II. Ann.

of Math. (2) 171(3), 1683–1706 (2010)
78. van Erp, E., Yuncken, R.: On the tangent groupoid of a filtered manifold. Bull. Lond. Math. Soc. 49,

1000–1012 (2017)
79. van Erp, E., Yuncken, R.: A groupoid approach to pseudodifferential calculi. J. Reine Angew. Math. 756,

151–182 (2019)
80. Vogel, T.: Existence of Engel structures. Ann. of Math. (2) 169(1), 79–137 (2009)
81. Yuncken, R.: The Bernstein–Gelfand–Gelfand complex and Kasparov theory for SL(3, C). Adv. Math.

226(2), 1474–1512 (2011)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

123

http://othes.univie.ac.at/2186/

	Graded hypoellipticity of BGG sequences
	Abstract
	1 Introduction and main results
	1.1 Filtered manifolds and their osculating groups
	1.2 Analytic results
	1.3 Construction of Rockland sequences
	1.4 Motivation and outlook
	1.5 Organization of the remaining part of the paper

	2 Hypoelliptic sequences of differential operators
	2.1 Differential operators on filtered manifolds
	2.2 Parametrices
	2.3 Rockland sequences

	3 A Rockland theorem for the Heisenberg calculus
	3.1 The Heisenberg pseudodifferential calculus
	3.2 Parametrices and Rockland condition
	3.3 The Heisenberg Sobolev scale

	4 Graded hypoelliptic sequences
	4.1 Filtered vector bundles and differential operators
	4.2 Differential projectors
	4.3 Splitting operators
	4.4 Linear connections on filtered manifolds
	4.5 Subcomplexes of the de Rham complex
	4.6 BGG sequences

	5 Graded hypoelliptic analysis
	5.1 Graded pseudodifferential operators
	5.2 Graded Heisenberg Sobolev Scale
	5.3 Graded Rockland operators
	5.4 Graded Rockland sequences

	Acknowledgements
	References




