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Introduction

• Relatively little is known which specific brain features
contribute to deep neural network based brain-age
estimations.

• To address this issue, Hofmann et al. (2021) used Layer-
wise Relevance Propagation (LRP; Lapuschkin et al.,
2019) on brain-age predicting multi-level ensembles
(MLENS) of 3D-convolutional neural networks (Fig. 1) to
identify which brain features contribute to brain-age
estimations.

• Here, we computed binarized white matter lesion (WML)
probabilistic maps of 1290 participants from a
population-based cohort study (LIFE-Adult; Loeffler et al.,
2015; age range 18-82 years) using the Lesion
segmentation toolbox (Schmidt et al., 2021).

• We hypothesized that the MLENS capture WMLs and
use them as a information source to predict higher
brain-age.
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LRP heatmaps (relevance maps) were
computed on FLAIR images of all
subjects and warped to the MNI152
space (2mm resolution).

For each subject the WML probabilistic
map and the relevance map were
aligned and overlaid.

In subjects with more than 30 WML
voxels, relevance values were averaged
over WML voxels and compared to the
expected relevance per voxel [=average
relevance of all brain-voxels with
positive relevance].

2

3

Methods

1

Fig. 3 Top: WML map (red voxels). Bottom: LRP
map of a single subject (age = 68, predicted brain-
age = 67.16). Here, red-yellow voxels indicate
information indicating a higher age, and vice versa.
Sum over all relevance represents the age estimate
by the model.

Probabilistic WML and relevance map 2

Conclusion

● Deep learning models capture WMLs and associate higher brain age with a
higher lesion load, underlining that these models are capable of learning
biologically relevant age-associated structural brain changes while being
trained end-to-end, that is on relatively raw MR images.

● However, we also found that brain-age estimates do not exclusively rely on
WML.

● In future studies further known brain features, such as gray matter volume and
sulcal widening should be studied with respect to the relevance maps.

● This would allow us to test how much deep learning models rely on brain
features that are known to be related to aging. Conversely, this approach also
numerically and visually indicates unexplained variance that could be studied
further, given the relevance maps of our study.

Fig. 2 Prediction step (top) and relevance
propagation (bottom) highlighting individual brain
areas that are relevant for the age estimation.
Figure adaptation from Montavon et al. (2017).

1 Average relevance of WML voxels
Number of WML voxels > 30, n = 654
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Fig. 4 Average relevance in WML voxels (yellow)
and expected relevance per voxel (red). WML
voxels contributed to higher brain-age estimates
significantly more than the average brain voxel
(Mdiff = 0.001, d = 0.90, t(653) = 22.95, p<.001).

Results

Identifying input features that drove the 
decision process

To test whether the FLAIR sub-ensemble of the
MLENS (Fig.1) uses WML as an information
source for higher brain-age we performed the
following analyses steps:

Fig. 1 Model architecture for brain-age 
estimations. (Figure from Hofmann et al., 2021)
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