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Following on the success of the recent application of holographic LEED to the determination of the three-
dimensional atomic geometry of Si adatoms on a SiC(fi(3X 3) surface, which enabled that structure to be
solved, we show in this paper that a similar technique allows the direct recovery of the local geometry of
adsorbates forming superstructures as smafi(@s<2), even in the presence of a local substrate reconstruc-
tion. [S0163-182698)07928-4

I. INTRODUCTION Obviously there is a need to examine some alternatives to
exhaustive trial-and-error searches. Consequently, proce-
The short inelastic scattering length of low-energy elec-dures applying a directed search in the multidimensional pa-
trons makes them ideal tools for surface crystallography. Theameter space have been develogfnt reviews see, e.g.,
energy variations of the intensiti¢s(V) curveq of the re- Refs. 3 and % In this context the testing of simulated an-
flected Bragg beams depend sensitively on the structure afealinglike and genetic algorithmhsre certainly steps in a
the few outermost atomic layers, which is usually deducednost promising direction. Also, quasidirect methods were
by a trial-and-error fitting to simulatet(VV) curves from developed allowing a search-free optimization of structural
model structures. parameters once a model near the correct structure had been
Even for a single model structure the calculation of a sefound or guessell The other approach that has shown con-
of I (V) curves is no trivial task. The calculation requires two siderable promise for LEED in recent years has been the
main ingredients: first, a representation of the scatterindnolographic method.
properties of each of the atoms of the presumed structure— This has been applied primarily to surfaces containing
this is parametrized in a set of energy-depengéatse shifts adatoms of either the same or different species than the sur-
for each angular momentum quantum number. Second, it iface atoms. Initially it was used to reconstruct a three-
necessary to evaluate the scattering of electrons among almensional3D) image of the local geometry of disordered
atoms of the sample. During the 1960’'s and 1970’s manytomic adsorbates on a surface from ttifuse LEED
ingenious methods were developed to efficiently sum th€ DLEED) patterns in which the electron intensity between
multiple-scattering paths followed by the electrons fromthe Bragg spots is capable of a holographic interpretdtion.
source to detectdr? Recent work has shown that essentially the same numerical
Although many of the simpler surface structures werealgorithm is able to form an image of the local geometry of
solved during this period, it was also becoming clear thaSi on a SiC(111)p(3%3) surface’ This work was impor-
more complicated structures would probably forever lie betant in that it showed that the holographic method can be
yond the reach of standard multiple-scattering trial-and-erroapplied to the case of an ordered array of adatoms on a
fitting methods due to the exponential scaling of computesurface by operating on the intensities of superstructore
time with the number of parameters to be fitted. A simplefractional-ordey Bragg spots, and in that it actually was the
example makes this abundantly clear: suppose we need tatalyst to the solution of this rather complex structure that
determine the three Cartesian coordinateBlgfymmetry in-  was most likely beyond the scope of the current techniques
equivalent atoms, and for this purpose we consider modelsf conventional LEED analysis.
with 10 values of each coordinate. The time required for an As has been pointed out earl#r,*®a set of superstruc-
exhaustive search among these paramete&=i$x 10°N, ture Bragg spots from an ordered array of adsorbates may be
whereSis the time required to calculate the low-energy elec-thought of as sampling the corresponding diffuse LEED in-
tron diffraction (LEED) spectra from each model. Takir® tensities at the positions of these spots. In the case of a large
=1 second an®l =3 we findT=30 years. Just doubling the adsorbate unit cell like th€3x3) one in the above-cited
number of atoms ttN=6 results in a timeT of the order of  case, the diffuse intensities may be thought as being sampled
the age of the universe! In the latter case, increases in conover a rather dense grid in the reciprocal-space planes paral-
puter speeds by even a millionfold would only briligiown  lel to the surface. However, within the class of ordered ad-
to a few millennia.(Of course, the above time estimates sorbate superstructures, those of smaller unit cells are much
would be reduced considerably if it were judged that not allmore frequently observed. One such set of superstructures
three Cartesian coordinates need to be determined indepetirat still can present difficulties for present state-of-the-art
dently) conventional LEED methods are thé2x 2) structures. Itis
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the aim of the present paper to show that even this class afesigned to single out the contributions due to the kinematic
adsorbate superstructures may also be brought within thebject wave. A benefit from this is that corrections for the

purview of holographic LEED methods. remaining anisotropies of the reference and object waves
may then be performed by assuming rather simple forms for
Il. THE “CORRECT” ALGORITHM FOR DIFFUSE LEED these quantities Subsequently, many variants of multien-

ergy reconstruction algorithms have been suggéested.

Holographic methods have already been employed suc- The most successful of such holographic DLEED inver-
cessfully to reconstruct the local geometry of disorderedsion algorithms to date has been tBempensated Object-
atomic adsorbates on a crystal surfit€. In the corre-  and Reference-wave Reconstruction by an Energy-dependent
sponding diffuse LEED patterns, diffraction intensity can beCartesian TransforriCORRECT.?* Unlike previous multi-
measured in the areas between the Bragg spots. This inte@nergy a|gorithms that perform the 3D ho|ographic recon-
sity arises from elastic scattering from a surface exhibitingstruction integral in a polar coordinate systéemgle and
structural elements Iacking lateral translational symmetry. |fenergy, this transform operates on a Cartesian data input
one considers elastic Scattering from a surface Containing e(llikl_)']j Considering that a Superstructure Spot is charac-
Single adsorbate atom, it is obvious that the DLEED intenSitMerized by a ConstarkH under Changes of electron energy,
Ha it gives rise to can arise from just those scattering pathshis algorithm has the advantage of being most suitable for
that include a scattering from the adsorbate atom since this ign extension to diffraction data from ordered superstructures.
the only one that breaks the lateral periodicity of the surfacewyith this algorithm, the reconstructed real-space distribution
The diffuse intensity from a disordered layer of such adsorgrgund the adsorbai®(r)|? [wherer=(r,,z) is a position
bates iQ the same local sites of a flat substrate may bgector relative to an origin at an adsorbate with components
written’ r, parallel andz perpendicular to the surfafean be calcu-

H(K) = H (k) S(k), y |Hedva

wherek=(k; ,k,) is the wave vector of the detected elec- B(r):f f [f K(k,,k, ;r)X(kH’kL)e—i(kr—kJ_z)dkL

tron, k; its component parallel tdg, that perpendicular to Kl Jko

the surface, an&is a lattice factor that quantifies the degree < ek fig2k 2.3
” . .

of long-range order among the adsorbates. In the case of

perfect lattice-gas disorder, which might be expected at very apart from the obvious fact that this involves a 3D inte-
low adsorbate coverageSpecomes constant and equaNp  gra| over reciprocal space, two noteworthy features are: first,
the total number of adsorbates illuminated by the electronihat it operates not directly on the measured intensiigsut

beam, except in the parts of the diffraction pattern occupiedather on a contrast-enhancing and normalizing function
by the substrate Bragg spotehich are excluded in prac-

tice), where it is equal tdN?. Thus the accessible part of the H(k; k) —Hga, (k)

DLEED pattern is just a more intense versiontbf. x (k. k)= . (k) 2.9
The holographic view of DLEEQRef. 8 focuses on the vt

fact that the obligatory scattering at an adsorbate leads to with

natural separation of all scattering paths: electrons the final

scattering of which is by an adsorbate form tteference

wave R(k), while those scattered subsequently by substrate

atoms before reaching the detector provide abgectwave

O(k). On this picture of the adsorbate as a microscopic It has been shown theoreticalfythat the use of such g

H(k,k,)dk
Hav<k>=”f'd+. (259

beam splitterH, can be written function helps to partially remove the self-interference terms
|IR(k)|? and|O(k)|? in the DLEED intensity in Eq(2.2),
Ha(k)=|R(k)+O(k)|?. (2.2 which give rise to high intensities around the origin of the

reconstructed real space distribution. More importangly,

For a single DLEED pattern, it was suggested that thehas been designed to remove effects due to partial ordering
holographic reconstruction algorithm derived by Batfdor ~ among the adsorbates. Since for flat substrétes those not
photoelectron holography could be used to produce a 3[@xhibiting stepsthe lattice factoiSin Eq. (2.1) is an exclu-
image of the local atomic environment of the adsorbatesive function ofk, it is unaffected by the integrals ovkr
Consequently, the numerical inversion algorithm can be forin the definition ofy and hence cancels out. Deviations from
mulated as a phased 2D Fourier transform of the DLEEDperfect lattice-gas disorder at higher coverages, which give
data overk; . rise to modulations 08, can thus be efficiently suppressgd.

Due to the fact that DLEED patterns of different electron  The anisotropic scattering of low energy electrons by the
energies can be measured easily, the idea emerged that infedsorbate beam splitter makes the local environment of the
mation from several such patterns could profitably be comadsorbate show up only within the forward-scattering cone
bined in reconstructing the imaddndeed, multienergy re- of the incident wave when images are reconstructed by pre-
construction algorithnf8?? led to a considerable vious inversion algorithm& Full 3D images are only
improvement in the images that could at that time be calledormed with such algorithms by taking sets of DLEED data
reliable for the first time. Apart from suppressing the un-of different electron energies for each of a numterleast
wanted holographic twin image, the additional stationarytwo) of different directions of incident electron$!® Of
phase condition arising from the integral over energies wasourse, this causes considerable experimental effort and so it
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would be preferable to use a set of DLEED patterns from jusholds even for relatively dense superstructures under normal
the most reliably-measured normal incidence data, which alelectron incidencé*

low us to improve the data quality by off-line averaging  With this understanding, a DLEED holographic inversion
according to the underlying surface symmetry. This becomesigorithm like CORRECT may, in principle, be applied to
possible with the use of the CORRECT algorithm, due to itssuperstructure spot intensities—in particular, since the latter
compensation for the anisotropy of the reference wave byakes its input diffraction intensities on a Cartesian grid in
estimating its value at the position of a scatterer, by inclusior}eciproca| space. The only apparent difference is that the

of the kernel finite sampling breaks down the integral okerto a discrete
sum. However, a numerical implementation of the recon-
struction algorithm does this even in DLEED, so that the real
(2.6)  difference is the stronglyeduceddata resolution irk; .?® In
this respect, the larger the new surface period, the more
i , AL i fractional-order spots and hence the more data left for the
under the integral in Eq2.3). Heref,(k;-r) is the atomic algorithm and the more similar the situation becomes to the
scattering factor of the adsorbate,is the direction of elec- former DLEED case. Recently, the CORRECT algorithm
tron incidence, an@ is the so called kernel constafwhich  was thus successfully applied to thé3x 3) reconstruction
we take to be real, and which represents a zeroth-order apf Sic(111).° The high density of superstructure spots corre-
proximation to the backscattering by the substrate prior taponding to such a large reconstructed surface unit cell al-
scattering by the adsorbaté\n order of magnitude estimate |owed the application of the DLEED algorithm without any
can be made fo€ from its theoretical derivatiofleading to  modifications caused by the finite sampling. Differences that
Coni=0.75 A andCyy=2.20 A for both of the systems, appear for small ordered superstructures with their even fur-
O/Ni and K/Ni, treated in this papef* In general, the effect  ther restricted database will be addressed in the next section.
of C is well defined and hence its value can also simply be Note that the application to SiC11) highlights the fact
optimized, such that all atoms in the local adsorption geomthat, for ordered superstructures, it becomes irrelevant for
etry show up with similar brightness. holography whether the microscopic beam splitter is an ad-
This algorithm has been shown to give reliable imagessorbate on top of a substrate or belongs intrinsically to the
using theoretical*® as well as experimental, DLEED substrate itself as in the case of adatoms in surface recon-
data’®*’ structions. This increases considerably the number of sys-
tems to which holographic LEED may be applied. The main
requirements are that the beam-splitter atom is the principal
cause of the break of the bulk lateral periodicity and that
Even though research on surfaces giving rise to diffuséhere be only one such atom per superstructure unit(izell
LEED intensities can provide important information on ini- order to prevent intermixing of images centered on several
tial (disorderedl stages of adsorption, the great majority of such holographic reference-wave soujcédarge, inequiva-
structures investigated manifest long-range order in the planient adsorbate overlayer domains exist on the surface the
parallel to the surfac¢henceforth referred to as tHateral  resulting image would be a simple superposition of the local
plane. Particularly, many systems, where this order resultsatomic structure around each adsorbate. Since the recon-
in the surface having larger lateral unit cells than that of thestructed image reveals essentially the local bonding geom-
bulk, put rather heavy demands on the standard quantitativetry of the adsorbates, even the existence of more than one
LEED analysis. The large number of structural parameters tinequivalent superstructure domain is immaterial, provided
be determined increases exponentially the number of triathe local geometries of the adsorption sites are identical.
structures to be considered. For such structures, the lattice As a last point, it is important to mention that for the
factor S becomes a sum o functions with peaks at the application to conventional LEED data, the strong reduction
reciprocal lattice rods due to the period of the new superin k; data resolution goes hand in hand with a strong increase
structure. In other words, destructive interference betweeim the available energy range and data quality. Conventional
the waves originating from different adsorbate-substratd EED spot intensities can be measured up to much higher
clusters extinguishes all diffraction intensity but that concen-energies(=400-500 eV and even higher at low tempera-
trating in the newly formed, sharp superstructure spots.  tureg than DLEED distributions, which suffer from disturb-
Nevertheless, these superstructure spots have been provieg effects from the much brighter substrate Bragg spots
to contain the same crystallographic information on the locahnd greater contributions from thermal diffuse scattering at
environment of the adsorbate: as long as scattering betwedtigher energies. Since atomic scattering factors show a much
different adsorbates can be neglected, the diffuse intensityweaker energy dependence at elevated energies, this addi-
from an adsorbate and its local surroundings correspondingionally accessible data range is also particularly favorable
to a particular value df; has the same energy dependence agor any holographic inversion algorithm, which tends to rely
the superstructure spot intensity from an ordered array odn rather smoothly varying electron scattering properties.
such adsorbates in an equivalent local adsorption geoffletryFurther, the signal-to-noise ratio of the bright discrete spots
and of a surface reciprocal lattice vector equal to the samis much higher than that of diffuse intensities, and contribu-
value ofk; . As pointed out earliet! the superstructure spots tions from thermal diffuse scattering are less important and
may be thought of as sampling the DLEED intensity distri-easier to subtract. In conclusion, the data acquisition of dis-
bution of the corresponding lattice gas on a finite grid. It wascrete LEED diffraction spots is thus much more standard and
also shown that the neglect of intra-adsorbate scatteringeliable than that of diffuse LEED distributions. Conse-

-1

fa(ki-1)+C
K(kuvkﬂr):[f

Ill. DLEED AND LEED INTENSITIES
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guently, the extension of holographic inversion algorithms to  Let us think of some hypothetical superstructure period-
ordered systems will make this technique much more appliicities: n=1 represents same periodicity of bulk and surface,

cable to a wider range of systems. and hence results in no fractional-order spots. Our holo-
graphic method is not applicable here. On the other hand,

IV. LIMITS OF VALIDITY FOR SMALL n>2 leads to a larger number of fractional-order spots and a
SUPERSTRUCTURES larger usable data density. Any restrictions on the algo-

rithm’s validity will be expected to affect such a case little,

_Even though the above-mentioned application 10an one can argue that it suffices to derive such limits for the
SiC(111)p(3%3) employed the unmodified CORRECT al- \yorst case, namelg= 2.

gorithm, it can only be seen as an intermediary step towards grom Eq.(4.3) above,f.=a, for this case. However, so
the real extension of DLEED holography to ordered supery, e have neglected the fact that the integer-order spots
structures. There are very few such large-unit-cell reconpaye to be excluded from the inversion algorithm since they
structions with the additional requirement pf having on_ly ON€are dominated by pure substrate scattering paths. This will
prominent atom to serve as a.holograph|c beam s.pl|t_te_r.. IRlouble the effective sampling interval to g and conse-
general, surface structures will show smaller per|od|C|t|esquem|y halve the critical frequency /2. On the other
with even less fractional-order spots remaining for the inveryang for real laterally two-dimensional cases, the effective
sion algorithm. In this case, the coarse sampling must eviggmpjing interval may also lie between these two estimates,
dently result in perturbing effects on the integral transformyenending on the periodicity in the other lateral direction.
designed for continuous data distributions. Hence, there argy, example, consider the LEED pattern fromp&2x 2)

two questions to be addressed: Will there be restrictions  gherstructure: there will be rows of superstructure Bragg
on the general validity of the method) Is there a way to  gnqts in the direction of each reciprocal lattice vector at in-
make more %fflment_use of the smaller quantity of the rexgnyais ofg/2 and alternate rows that include integer-order
maining data? We will treat questidi) first and defer ques-  gnqtq where the superstructure spots are found at intervals of

tion (ii) to the next section. g. Cum grano salisve may therefore argue, that the critical

When considering restrictions on the general validity, theqequency for this case must lie somewhere in the range
key point to notice is that the primary consequence of the

prevailing surface periodicity is to reduce the continu&ys
integral in Eq.(2.3) to a discrete sum. Since the term inside
the square brackets in E.J) is a slowly varying function

of r, this two-dimensional integral is essentially a Fourier Th mpling theorem now implies that anv real-
transform ink;. The problem encountered here is hence. € sampiing theorem no piies that any real-space

similar to the well-known numerical problem of discrete intensity represented by the functil(r)|? in Eq. (2.3 that

Fourier transforms. The sampling theorénstates in this woulddn_orr_r;alhk/) aplpea_r oul&sldeta I?teral range-of;, ISId b
case, that when a function that is not bandwidth limited jgmoved inside by aliasing. A natural consequence would be

sampled on discrete intervals of magnitutlethere will be a se\t/elre tIITagF dliaortlpns dui E)O ttrr]]esﬁ contrtljbutlo.ns. Ffotrrt]u-
frequency range in the dual space limited by tHequist nately, the aigoritnm 1S saved by the heavy damping ot the
.28 low energy electrons inside the crystal, which reduces

frequencyf.: strongly any contribution to the diffraction intensity from
atoms farther from the adsorbate. Also, holographic fringes
(4.2 due to more distant atoms will be of higher frequency in
reciprocal space that may be beyond the available data reso-
All power spectral densities of the original function that 'Ution. Thus we may deduce that any such aliased contribu-
would lie outside of this range will be spuriously moved ions inside the critical frequency rangef. be small com-
inside byaliasing and the Fourier transform will be periodic Paréd to the real intensities corresponding to true atomic
due to aliasing of the spectral density outsidef of posmons[|_n FOUI’IeI_’ tran_sfgrm terms this can l:_)e rephrased
For the application of this theorem to our present probhatH(k) is bandwidth limited. This reasoning is corrobo-
lem, consider for simplicity a laterally one-dimensional ex-rated by the fact that, in all previous investigations using
ample with a surface reconstruction with a periochaimes ~ DLEED data, where no such aliasing effects are expected,
the bulk one. This gives rise tm{ 1) fractional order dif- he only atomic positions recovered belonged to the direct
fraction spots per Brillouin zone in the LEED pattern. The!ocal adsorption geometry and no intensity due to further
sampling intervalA will thus beg/n, whereg is the magni- _outlylng6 ., toms appeared in the reconstructed
tude of the reciprocal lattice vector corresponding to the |atimages.®*"**

a2

5 <fc<ap. (4.9

. aw
[—fe:fc]  with fczﬂ.

eral bulk periodicity given by _ The more important consequence of th.e sampling th.eorem
in the present case is the folding out of intensity outside of
2 the critical rangef;. In other words, aliasing restricts the
9= (4.2 range of lateral validity of the algorithm to
P

and a, the lateral lattice constant. Substitution in E4.1) a,

determines thélyquistcritical frequency to be ?<fc<ap (4.5
f _Nna 4.3 for p(2Xx2) structures. Outside of this range one cannot be
© 2 ' sure whether reconstructed intensity is due to real atoms or
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solely due to aliased contributions. Note, that even in thismage features within such a raditi., settingB(r) to zero
worst case, the aliasing doast destroy the algorithm’s ap- in that regiod, is as effective a method of suppressing the
plicability: the latters” main task is to recover atomic posi- self-interference terms as by the use ofydunction, but
tions of the local adsorption geometry, or the local adatonwithout the danger of degradation of the useful holographic
environment. In almost any imaginable case the lateral disfringes in the diffraction data.

tance of such neighboring atoms is less tagn and hence
still accessible to the holographic inversion algorithm. In )
particular, for the case of a hollow-site adsorption on a VI. TEST CASE OF O/Ni(00D) p(2x2)

fcc(001) surface, which we discuss later, the lateral distance wjith these modifications, our algorithm should be appli-
of the four nearest first-layer substrate atoma 2 and thus  cable to LEED data from smaller ordered superstructures.
well within the critical range. Even though the very restrictedSuch data are characterized by a lower reciprocal-space den-
data resolution will thus not lead to a breakdown of oursjty of fractional-order spots, and there may indeed be a
holographic scheme, we must keep clearly in mind its lim-lower limit to this density for effective holographic recon-
ited range in the direction parallel to the surface. struction. Thus in the order of surface structures, as charac-
terized by overlayer sizes, holographic LEED promises to
occupy a niche essentially complementary to that of conven-
V- DROPPING THE y FUNCTION tional quantitative LEED methoF:js: the sr)wl"naller surface unit

We now consider the question whether the limited quancells possess a limited number of free structural parameters,
tity of remaining data in conventional LEED should be and can be almost routinely solved by standard trial-and-
treated differently by a holographic algorithm. After estab-error procedure$while the larger superstructures are more
lishing the equivalence, for our purposes, of DLEED andproblematical due to the exponential scaling with the number
LEED intensities, it is obvious that the general form of theof parameters, as discussed earlier. In contrast, the larger
3D integral transform does not need to be changed, since tifensity of fractional-order Bragg spots from the larger over-
algorithm still targets the same scattering-path phases. Oayer unit cells makes their LEED pattterns more favorable
the other hand, as mentioned earlier, the primary purpose fder an holographic analysis, as our earlier work on the
the design of the contrast-enhancigdunction in Eq.(2.4)  SiC(111) (3x3) has already demonstratddn the present
has been to suppress effects of partial ordering among theaper we show that even superstructures as smafi(2s
adsorbates, which leads to modulations in the lattice f&&tor X2), which have in the past posed considerable difficulties
However, for the case of an ideally ordered superstructure ofpr conventional LEED analysis, may be brought within the
a flat surfaceS becomes a sum of functions with equal purview of the holographic method.
value at each of the remaining reciprocal lattice rods. Any As an initial test system we chose thé2x2) phase of
filtering effect of y is thus no longer needed. O/Ni(001). Because this is an extensively investigated and

The second advantage of presenting data to the inversionell-known system, it is appropriate for testing method-
algorithm in the form of they function has been the partial ologic advances: since Ni is a strong scatterer @a weak
removal of the self-interference terms in E®.2), which  one adsorbed very close to the surface, it can be argued that
would be expected to give rise only to low-frequency oscil-this structure represents a rather unfavorable scenario for ho-
lations in the diffraction pattern. The principal argument forlographic techniques, which rely on dominant scattering by
this is that oscillations inH(k) are due mainly to the the O atom to enhance the reference wave and a suppression
reference-object interference term&* (k)O(k) and  of intra-Ni and O-Ni multiple scattering. A successful recov-
R(k)O* (k) and that henceéd,, (k) as defined in Eq(2.5) ery of the adsorption site in this case would suggest a general
represents a rough approximation to the remaining selfapplicability of our method, especially on, e.g., lighter scat-
interference terms it (k).?* It is clear that this crude esti- tering substrates like Si.
mate causes a degradation of the input diffraction data in the
construction of they function. This is of no importance in VII. IMAGE DISPLAY SCHEME
the DLEED case, where an abundance of data tends to aver-
age out such deleterious effects, and allows predominantly The reconstructed images in this paper will be displayed
the positive consequences of thdunction to be noticed’ in perspective to reveal their full 3D real-space geometry.

With the filtering effect not required for superstructures, The function|B(r)|? is calculated from Eq(2.3) on a grid of
and knowing that, due to the limited quantities of available0.2 A resolution inside a cylinder of depth 3.5 A and a lateral
conventional-LEED data, it will be advantageous to useradius of 2.0 A, consistent with our estimate of the limits of
rather the undegraded measured intensliék) as input to  lateral validity for the unit-cell paramete,= 2.49 A for Ni.
the reconstruction algorithm, we seek an alternative way té\ll atoms that specify the local adsorption geometry of
suppress the self-interference contributions to the image$/Ni(001)p(2x2) are located within this volume and their
This can actually be achieved with a much simpler procepositions should therefore be retrievable by our method.
dure: since these terms in the diffraction intensity are primasSmall spheres, with diameters proportional to the recon-
rily of low frequency in the diffraction data, they would be structed intensity|B(r)|?> and whose gray shading varies
expected to cause distortions mainly in the part of the reconfrom white for the lower intensities to black for the higher
structed image near its origf>*°2Given that the originis ones, are drawn at the grid points. The origin of the coordi-
defined by the position of the atomic beam splitter, no othenate system is defined by the adsorb@beam splittey,
atoms are expected within a hard-sphere radius of that adavhich is artificially added to facilitate the understanding. No
tom or adsorbate. We therefore suggest, that ignoring anintensity is calculated inside a sphere of 1.0 A around this
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the fourfold adsorption site. An unambiguous distinction be-
tween the five atoms of the Ni local adsorption geometry and
remaining residual “noise” on the image is easily possible.
The highest such noise at nonatomic locations is at 44% of
the intensity of the identified atoms. The consténin the
integral kernekK of Eqg. (2.6) has been optimized to a value
of 0.70 A to give approximately equal intensity for both first-
and second-layer atord& This value agrees very well with
the order-of-magnitude estimate derived from theory as de-
scribed in Sec. Il.

The most important property of a direct inversion algo-
rithm when applied ta priori unknown systems, is its sta-
bility. No fundamentally different information, that could
lead to wrong predictions of structural features, should be
reconstructed when changing the parameters of the algo-
rithm. With most of the data base parameters dictated by the
—_— experiment, the most influential one left to be adjusted is the
energy range of the data. Since the effect of the finite energy
integral in Eq.(2.3 is only to suppressand not toerase
multiple scattering contributions, it is to be expected that the
image quality can vary as a function of the energy range

FIG. 1. Recovered local geometry of the O adsorption site fromysed. Due to anisotropies in the atomic scattering factors
LEED data calculated for a model NI(OO:pX—ZXZ) surface with sometimes even smaller ranges may lead to improved im-
an un.reconstructed substrate. The electron energy range of the d%@es. However, changing the upper and lower energy bound-
used is 130400 eV, the kemel constant0.70 A, and the maxi-  aries should not result in completely different images, on the
mum noise level in the image was found to be 44% of the maximgy5is of which wrong adsorption sites would be inferred. We
denoting the atom positions. For details on the display procedurechecked this and found the image to be stable when increas-
see Sec. VI. ing the lower boundary or decreasing the upper one by ap-

o ) proximately 60 eV, i.e., the maximum intensities were al-
origin to suppress the self-interference terms as reasongglays found at the site of the five identified atoms. The use of
above. even smaller energy ranges caused the collapse of the algo-

Even though the commonly used 2D cut planes through @ithm as expressed by very noisy images with many new
reconstructed image may be more suited for an exact analyntensity peaks. So, no false adsorption site could have been
sis of the atomic position€, we believe that the overall 3D obtained from the present data.
presentation of the reconstruction result not only is more The vertical position of all atoms is retrieved to within a
honest (no choice of presentation of “particular” cut g2 A accuracy. As already experienced with DLEED déta,
planes, but also focuses better on the main task of the holothe |ateral position of the first-layer Ni atoms, which appear
graphic technlque: a d|r_ect insight into the _esse_ntial featuregmy due to the inclusion of the integral keri€lhas a much
of a structure, i.e., in this case the adsorption site. greater uncertainty o£0.5 A. Also, this lateral position can
shift inwards or outwardgsee results in the next sectjon
depending on the exact scattering geometry. This effect has
to be related to the simplicity of the compensating kernel,
which at its present stage includes only a zeroth-order ap-

As a first step we simulated LEEDQ{V) data for a sim- proximation to the backscattering properties of the sy&tem
plified O/Ni(001)p(2x 2) geometry: O residing in the four- and is hence very sensitive to details of the atomic scattering
fold symmetric hollow site of a bulk-truncated (8D1) sur-  factors. However, the unambiguous recovery of the essential
face at an adsorption height of 0.92AThe simulation was features of a structur@ike the adsorption sijeis more than
carried out with the standard van Hove-Tong computer odesufficient to allow a subsequent refinement by the conven-
using up to 11 phase shifts representing atomic scatteringonal quantitative LEED analysis.
properties(this was found to be appropriate for the envi- To verify the generality of the result obtained, we simu-
sioned energy rangeThe data set generated comprises thdated a second data set, with a different adsorbed chemical
(V) curves of all fractional-order spots for the energiesspecies and adsorption height, but with all other parameters
100-400 eV. This represents a typical and experimentallpynchanged. Consistent with the determination of the related
feasible range for LEED investigations. To closely simulateK/Ni(001)-c(4X 2) structure’® we positioned K in the four-
the conditions of a typical LEED experiment, the only datafold hollow site with an adsorption height of 2.56 A in a
used was that collectible from within a 50° polar semiangle hypotheticalp(2x 2) arrangement. Figure 2 shows that this
which corresponds to the standard angular range of convemdsorption geometry is reconstructed with quality and clarity
tional electron detectofsand additionally had been shown comparable to that in the case of O/Ni. The optimized kernel
to be the most appropriate in earlier holographic DLEEDconstantC=2.35 A again corresponds very well to its theo-
investigations® retical estimate. The slightly higher noise level of 63% is

The reconstructed image shown in Fig. 1 clearly identifiegprobably related to the K scattering factor, but nevertheless

I

VIIl. SIMULATED DATA FROM UNRECONSTRUCTED
SUBSTRATES
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FIG. 3. Same as Fig. 1, except that the LEED data is calculated
from a model that had been fitted to experimental LEED data in a
FIG. 2. Same as Fig. 1, except for a model K/Ni(0Qi(2 previous quantitative LEED study. This model includes reconstruc-
X 2) structure. The electron energy range was 160—385 eV, th#éon of the substrate and fitted thermal vibration parameters. The
kernel constan€=2.35 A and the maximum noise level at 63% of electron energy range used was 112.5-362.5 eV, the kernel con-
the maxima at the atom positions. stantC=0.95 A and maximum noise level found to be 37% of the
maxima at the atoms.
allows an unambiguous identification of all 5 atofsThe
new vertical positions due to the enlarged adsorption heighiest system proved again to be a rather unfavorable one with
are again correct within 0.2 A and the lateral shift of therespect to both of the above-mentioned features: not only is
first-layer atoms is comparable to the previous case. the determined vibrational amplitude of the O of 0.3 A un-
The stability encountered with respect to changes of theisually high, but also the Ni substrate experiences relax-
energy range used is even increased with respect to O/Nitions of the first two layer spacingd;,=1.80 A andd,;
(variations of up to 90 eV are possiblavhich corroborates =1.75 A), and a relatively strong buckling of 0.10 A in the
our hypothesis of O/Ni as an unfavorable system for hologsecond layer. In common with the previous simulations, the
raphy: the smaller multiple K-Ni scattering due to the in- full data set comprised again of all fractional-order spots in
creased adsorption height, together with the stronger refethe energy range 100—-400 eV and the holographic recon-
ence wave due to the K, reduce the required minimumstruction was carried out by exactly the same procedure as
energy range for multiple-scattering  suppressiondescribed in the last section.
Consequently, we are led to believe that the two results pre- Consequently, the result shown in Fig. 3 is particularly
sented here suggest the general applicability of the modifiedratifying. The local adsorption geometry is recovered just as
CORRECT algorithm. clearly as from the simplified data. Stability with respect to
changes of the energy range used and the accuracy of the
recovered atomic positions are found to match very well with
the ones described in the preceding section. Note, however,
that the unstable lateral position of the first-layer atoms now
A typical concern often raised about results of the typeappears shifted inward from the correct value as had already
presented in the last section is that such simplified simulabeen pointed out in the last section. Interestingly, the overall
tions cannot be compared to real data as obtained from anyoise level in the image is, at 37%, even slightly lower for
realistic structure. Since the van Hove-Tong computer codghis “tougher” more realistic model. Knowing that thermal
takes proper account of all multiple scattering, the main dif-vibrations lead to a reduction of the effective electron coher-
ference between data as in the last section and theoreticahce length, it might actually be argued that this effect helps
data as used for actual quantitative LEED analyses consisteduce disturbing multiple-scattering contributions due to at-
of two points: thermal vibrations and structural deviationsoms further from the adsorbate and hence benefits a holo-
from bulklike truncation such as, e.g., layer relaxations orgraphic inversion.
buckling. It is then argued that both effects might possibly However, the theoretical objection concerning structural
influence the holographic algorithm. deviations from bulklike positions has to be taken more se-
In order to address this question, we simulated a data setiously. Any substrate atom whose position deviates from
where all structural and nonstructural parameters involved ithat expected from its ideal lattice position, such as the buck-
the dynamical LEED calculation were taken exactly as theyed second-layer Ni atom, could, in principle, act as another
had been obtained in the previous quantitative analysis of theonduit for electrons to the fractional-order Bragg spots. The
O/Ni(001)-p(2x2) systen?t® Coincidentally, our previous standard argument for neglecting these contributions in the

IX. REALISTIC SIMULATION FROM RECONSTRUCTED
SUBSTRATES



PRB 58 EXTENDING HOLOGRAPHIC LEED TO ORDERE. .. 4109

FIG. 4. Experimental LEED pattern from a O/Ni(00p)2
X 2) surface for an electron energy of 100 eV. The inset shows the
I(V) curve of the(3 0) beam.

FIG. 5. Same as Fig. 3, except that the image is computed from
holographic theory has been that atoms that only diffeexperimental data from a O/Ni(00J)¢2X 2) surface. The energy
slightly from their lattice positions contribute rather weakly range used was 90—-344 eV, the kernel consExn0.33 A and the
to the resulting diffraction intensity, in comparison to the maximum noise level was 50% of the maxima at the atoms.

major rupture of the periodicity due to the introduction of a oflection in the energy range 90—344 eV. Good agreement
new atom, such as an adsorbate or adatom. As a furth%rf this enlarged data set was found with the three fractional-

theoretical test, we repeated the simulation for the realisti%rder spof (V) curves used in the earlier quantitative LEED
O/Ni(001)p(2x2) geometry, but this time with the studyzgp V) q

second-layer buckling artificially QOubIed to 0.2 A. Even_for Figure 5 shows the reconstructed local adsorption geom-
this case, the complete adsorption geometry was again regry. Although the experimental data set is smaller with re-
trievable under otherwise identical parameters. The only apspect to the total energy range and the total number of
parent effect of the increased buckling amplitude seemed réractional-order beams, we nevertheless find essentially the
flected in a rise of the overall noise level to 62%. This can besame stability, accuracy, and unambiguity of the image as
seen as a corroboration of the argument that the breaking efescribed for the other data sets. Even on reducing the num-
the bulk periodicity by a deviation of the position of a sub- ber of symmetrically inequivalent beams used to the five
strate atom leads to contributions to the fractional-order innearest to thé00) beam in the diffraction patterns, the image
tensities that may degrade the simple picture of the adsorbat®ntinued to reliably show the four-fold hollow adsorption
or adatom as the only path to those fractional-order spotssite with an only slightly degraded overall image quality.
However, the recovery of a good image1 even in this case, This final result shows, that no particularly Iarge data set
clearly suggests that their contribution is small and onlyneeds to be measured to ensure a proper working of the
serves to increase the background noise level on the imagéeconstruction algorithm. Rather, it is the sah¥) curves
These results also help explain the success of our earlidpat are measured for a quantitative LEED analysis that also
work® for the reconstructed SiC(115)3x 3) structure. In _prowde the input to the holographlc inversion. Ultimately, it
that case the application of our algorithm to fractional-order’S only this similarity Qf required data that can make holo-
Bragg spot data was able to recover an accurate image of tgEaPhic LEED a practically useful complement to the estab-
local site of an adatom despite the fact that other atoms in thléShed quantitative LEED analysis at the present time.
surface unit cell were deviated from their positions in an XI. CONCLUSIONS
unreconstructed layer.
We have shown in this paper that a fully three-
X EXPERIMENTAL DATA dimensional image of the adsorption site of atoms forming a
p(2x2) overlayer on a metal surface may be recovered
As a last step we try to invert experimental data of thefrom a data set that might typically be measured in the usual
O/Ni(001)p(2x 2) system. After standard crystal prepara- practice of conventional LEED studies, i.e., one from just the
tion, the Ni substrate was subjected to an exposurenost reliably measured normal-incidence LEED data. We
2108 mbar of O for 60 sec at 90 K. Subsequent annealinghave demonstrated this first for a simulated data set from
at 500 K led to the formation of a shap§2x 2) superstruc- models of O/Ni(001)p(2x2) and K/Ni(001)p(2X2) sur-
ture pattern as evidenced in Fig. 4. The measurement wdaces with unreconstructed substrates. The usual picture of
performed using the standard Video-LEED system develholographic LEED from adsorbates on surfaces assumes that
oped in Erlangeh® and included four-fold symmetry aver- the intensities of the fractional-order spots arise only from
aging according to the expected rotational symmetry of thescattering paths that include a scattering at the adsorbate.
diffraction pattern. The full data set comprises the eight sym-This is not strictly true in the presence of substrate recon-
metry inequivalent fractional-order beams closest to speculastructions, which also cause deviations from the periodicity
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