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#### Abstract

We consider vectors of random variables, obtained by restricting the length of the nodal set of Berry's random wave model to a finite collection of (possibly overlapping) smooth compact subsets of $\mathbb{R}^{2}$. Our main result shows that, as the energy diverges to infinity and after an adequate normalisation, these random elements converge in distribution to a Gaussian vector, whose covariance structure reproduces that of a homogeneous independently scattered random measure. A by-product of our analysis is that, when restricted to rectangles, the dominant chaotic projection of the nodal length field weakly converges to a standard Wiener sheet, in the Banach space of real-valued continuous mappings over a fixed compact set. An analogous study is performed for complex-valued random waves, in which case the nodal set is a locally finite collection of random points.
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## 1 Introduction

The aim of this paper is to prove second order results for sequences of random vectors obtained by restricting the nodal length of Berry's random wave model to finite collections of (possibly intersecting) smooth compact subsets of $\mathbb{R}^{2}$. Such a model was first introduced in [3], and typically emerges as the local scaling limit of random fields on Riemannian surfaces that are approximately eigenfunction of the associated Laplace-Beltrami operator-see e.g. [12,47], as well as Sect. 4 below. Berry's model has been recently the object of a an intense study, mainly in connection with the high-frequency analysis of local and non-local geometric

[^0]quantities associated with the nodal sets of smooth random fields-see e.g. [2,12,24] and the references therein.

Our main finding is that, in the high-energy limit, the above mentioned random vectors verify a multivariate central limit theorem (CLT), with a limiting covariance matrix reproducing the dependence structure of a homogeneous independently scattered random measure. Such a result extends the one-dimensional CLT recently proved in [30] (see also [4] for a seminal contribution). An analogous analysis will be also realised for complex-valued random waves, whose nodal set is almost surely a locally finite collection of points-see again [4,30].

The contributions of the present paper are part of a growing body of research (see e.g. [ $8,11,13,15-17,19,26,27,33,39,43,44]$ ) focussing on second order results for local quantities associated with nodal sets of Gaussian random waves, deduced by using tools of Gaussian analysis, in particular variational and Wiener chaos techniques. See $[4,23,32,38,46]$ for a sample of earlier fundamental contributions on variance estimates and related quantities.

Some conventions. In what follows, every random object is defined on a common probability space $(\Omega, \mathscr{F}, \mathbb{P})$, with $\mathbb{E}$ indicating mathematical expectation with respect to $\mathbb{P}$. The symbol $\Longrightarrow$ stands for convergence in distribution of random vectors (note that such a notation is silent on the dimension of the underlying objects). Given two positive sequences $\left\{a_{n}\right\},\left\{b_{n}\right\}$, we write $a_{n} \sim b_{n}$ whenever $a_{n} / b_{n} \rightarrow 1$, as $n \rightarrow \infty$. When no further specification is provided, the lowercase letter $c$ is used to denote an absolute finite and positive constant, whose exact value might change from line to line.

Plan. The paper is organized as follows. In Sect. 2 we introduce the model and the main objects of our study. In Sect. 3 we present our main results. In Sect. 4 we discuss some applications to monochromatic and superposed waves, and to fluctuations of $L^{p}$ norms. Section 5 contains the proofs while Appendix A contains some ancillary results.

## 2 The Model

For $E>0$, the real-valued Berry's random wave model $[3,4,30]$ with energy $4 \pi^{2} E$, written as

$$
B_{E}=\left\{B_{E}(x): x \in \mathbb{R}^{2}\right\},
$$

is defined as the centered Gaussian field on $\mathbb{R}^{2}$ having covariance kernel

$$
\begin{equation*}
r^{E}(x, y)=r^{E}(x-y):=J_{0}(2 \pi \sqrt{E}\|x-y\|), \quad x, y \in \mathbb{R}^{2} . \tag{2.1}
\end{equation*}
$$

where $J_{0}$ indicates the Bessel function of the first kind with order $\alpha=0$, namely

$$
\begin{equation*}
J_{0}(u)=\sum_{m=0}^{+\infty} \frac{(-1)^{m}}{(m!)^{2}}\left(\frac{u}{2}\right)^{2 m}, \quad u \in \mathbb{R} \tag{2.2}
\end{equation*}
$$

Note that formula (2.1) immediately yields that $B_{E}$ is isotropic, that is: the distribution of $B_{E}$ is invariant with respect to rigid motions of the plane. It is a standard fact that $J_{0}$ is the unique radial solution to the equation

$$
\begin{equation*}
\Delta f+f=0 \tag{2.3}
\end{equation*}
$$

verifying $f(0)=1$; here, $\Delta:=\partial^{2} / \partial x_{1}^{2}+\partial^{2} / \partial x_{2}^{2}$ denotes as usual the Laplace operator.

It is known (see e.g. [30]) that $B_{E}$ can be represented as a random series

$$
\begin{equation*}
B_{E}(x)=B_{E}(r, \theta)=\Re\left(\sum_{m=-\infty}^{+\infty} a_{m} J_{|m|}(2 \pi \sqrt{E} r) \varepsilon^{i m \theta}\right), \tag{2.4}
\end{equation*}
$$

where we have used polar coordinates $(r, \theta)=x, \Re(s)$ denotes the real part $s$, the set $\left\{a_{m}\right\}$ is a collection of i.i.d. complex Gaussian random variables such that $\mathbb{E}\left[a_{m}\right]=0$ and $\mathbb{E}\left[\left|a_{m}\right|^{2}\right]=2$, and $J_{\alpha}$ indicates the Bessel function of the first kind of index $\alpha$. The series (2.4) is almost surely convergent, and moreover uniformly convergent on any compact set, and the sum is a real analytic function-see again [30] and the references therein. From the representation (2.4) one also infers that $B_{E}$ is almost surely an eigenfunction of $\Delta$ with eigenvalue $-4 \pi^{2} E$, i.e.: with probability 1 , the random mapping $x \mapsto B_{E}(x)$ solves the Helmholtz equation

$$
\Delta B_{E}(x)+4 \pi^{2} E \cdot B_{E}(x)=0, \quad x \in \mathbb{R}^{2} .
$$

We will also consider a complex version of $B_{E}$ (referred to as the complex-valued Berry's random wave model with energy $4 \pi^{2} E$ ). Such a field is defined as

$$
\begin{equation*}
B_{E}^{\mathbb{C}}(x):=B_{E}(x)+i \widehat{B}_{E}(x), \quad x \in \mathbb{R}^{2}, \tag{2.5}
\end{equation*}
$$

where $\widehat{B}_{E}$ is an independent copy of $B_{E}$. One easily checks that $B_{E}^{\mathbb{C}}$ almost surely verifies the equation $\Delta B_{E}^{\mathbb{C}}+4 \pi^{2} E \cdot B_{E}^{\mathbb{C}}=0$.

Remark 2.1 In order to make more explicit the connection with [4,12], for $k>0$ we will sometimes use the special notation $b_{k}$ and $b_{k}^{\mathbb{C}}$, respectively, to indicate the fields $B_{E}(x)$ and $B_{E}^{\mathbb{C}}(x)$ in the special case $E=k^{2} /\left(4 \pi^{2}\right)$. In particular, $b_{k}$ and $b_{k}^{\mathbb{C}}$ are isotropic Gaussian solutions of the equation $\Delta f+k^{2} f=0$.

The principal focus of our analysis are the two nodal sets

$$
B_{E}^{-1}(0):=\left\{x \in \mathbb{R}^{2}: B_{E}(x)=0\right\} \text { and }\left(B_{E}^{\mathbb{C}}\right)^{-1}(0)=B_{E}^{-1}(0) \cap\left(\widehat{B}_{E}\right)^{-1}(0)
$$

It is proved in [30, Lemma 8.3] that $B_{E}^{-1}(0)$ is almost surely a union of disjoint rectifiable curves (called nodal lines), while $\left(B_{E}^{\mathbb{C}}\right)^{-1}(0)$ is almost surely a locally finite collection of isolated points (often referred to as phase singularities or optical vortices, see e.g. [20,45]).

Now denote by $\mathscr{A}$ the collection of all piecewise $C^{1}$ simply connected compact subsets of $\mathbb{R}^{2}$ having non-empty interior, that is: $D \in \mathscr{A}$ if and only if $D$ is a simply connected compact set with non-empty interior, and with a piecewise $C^{1}$ boundary. A direct adaptation of [30, Lemma 8.3] (that only deals with convex bodies with $C^{1}$ boundary, but the generalisation is straightforward, since the only element used in the proof is the piecewise smoothness of boundaries) shows that, if $D \in \mathscr{A}$ is fixed, then almost surely $B_{E}^{-1}(0)$ intersects $\partial D$ in at most a finite number of points, whereas the intersection $\left(B_{E}^{\mathbb{C}}\right)^{-1}(0) \cap \partial D$ is almost surely empty. We will also denote by $\mathscr{A}_{0} \subset \mathscr{A}$ the family of convex bodies of $\mathbb{R}^{2}$ having a $C^{1}$ boundary, that is: $D \in \mathscr{A}_{0}$ if and only if $D$ is a convex compact set, having non-empty interior and a $C^{1}$ boundary. For $D \in \mathscr{A}$, we set

$$
\begin{align*}
\mathscr{L}_{E}(D) & :=\text { length }\left(B_{E}^{-1}(0) \cap D\right),  \tag{2.6}\\
\mathscr{N}_{E}(D) & :=\#\left\{\left(B_{E}^{\mathbb{C}}\right)^{-1}(0) \cap D\right\} . \tag{2.7}
\end{align*}
$$

As shown in the next section, the main goal of the present paper is to study the weak convergence of the set-indexed random fields

$$
\begin{equation*}
\left\{\mathscr{L}_{E}(D): D \in \mathscr{A}\right\} \quad \text { and } \quad\left\{\mathscr{N}_{E}(D): D \in \mathscr{A}\right\} \tag{2.8}
\end{equation*}
$$

in the sense of finite-dimensional distributions.

## 3 Main Results

### 3.1 Multivariate CLTs

The following statement contains fundamental results from [4] (the mean and variance computations in (3.1)-(3.2)) and from [30] (the one-dimensional CLTs stated in (3.3)).

Theorem 3.1 (See $[4,30])$ Let the above notation prevail and fix $D \in \mathscr{A}_{0}$. For $E>0$, the expectation of the nodal length $\mathscr{L}_{E}(D)$ and of the number of phase singularities $\mathscr{N}_{E}(D)$ are, respectively,

$$
\begin{equation*}
\mathbb{E}\left[\mathscr{L}_{E}(D)\right]=\operatorname{area}(D) \frac{\pi}{\sqrt{2}} \sqrt{E} \text { and } \mathbb{E}\left[\mathscr{N}_{E}(D)\right]=\operatorname{area}(D) \pi E, \tag{3.1}
\end{equation*}
$$

whereas the corresponding variances verify the asymptotic relations

$$
\begin{equation*}
\operatorname{Var}\left(\mathscr{L}_{E}(D)\right) \sim \operatorname{area}(D) \frac{1}{512 \pi} \log E, \operatorname{Var}\left(\mathscr{N}_{E}(D)\right) \sim \operatorname{area}(D) \frac{11}{32 \pi} E \log E, E \longrightarrow \infty \tag{3.2}
\end{equation*}
$$

Now let

$$
\widetilde{\mathscr{L}}_{E}(D):=\frac{\mathscr{L}_{E}(D)-\mathbb{E}\left(\mathscr{L}_{E}(D)\right)}{\left.\sqrt{\operatorname{Var}\left(\mathscr{L}_{E}(D)\right.}\right)} \text { and } \widetilde{\mathscr{N}}_{E}(D):=\frac{\mathscr{N}_{E}(D)-\mathbb{E}\left(\mathscr{N}_{E}(D)\right)}{\left.\sqrt{\operatorname{Var}\left(\mathscr{N}_{E}(D)\right.}\right)}
$$

Then, as $E \rightarrow \infty$, one has that

$$
\begin{equation*}
\widetilde{\mathscr{L}}_{E}(D), \quad \widetilde{\mathcal{N}_{E}}(D) \Longrightarrow N, \tag{3.3}
\end{equation*}
$$

where $N \sim \mathcal{N}(0,1)$ is a standard Gaussian random variable.
Remark 3.1 We will see below that one of our technical findings (namely, the forthcoming Proposition 5.1), allows one to extend the content of Theorem 3.1 to the larger class $\mathscr{A}$.

The key tool in the proof of Theorem 3.1 is an explicit computation of the Wiener-It $\hat{o}$ chaos expansion of the two quantities $\widetilde{\mathscr{L}}_{E}(D)$ and $\widetilde{\mathscr{N}_{E}}(D)$ (see [29, Chapter 2], as well as Appendix A below). Such an approach reveals that, in the high-energy limit $E \rightarrow \infty$, the fluctuations of $\widetilde{\mathscr{L}}_{E}(D)$ and $\widetilde{\mathscr{N}_{E}}(D)$ are completely determined by their projections on the fourth Wiener chaos generated, respectively, by $B_{E}$ and $B_{E}^{\mathbb{C}}$. This observation provides a complete explanation of some striking cancellation phenomena for nodal length variances observed by Berry [4], and then confirmed in [46] and [23] for the models of random spherical harmonics and arithmetic random waves. The first paper connecting cancellation phenomena (for the variance of nodal lengths of random waves) to Wiener chaos expansions is [26], dealing with the arithmetic case. Further studies in this direction for related models can be found in $[7,8,11,14,19,27,33,39,43]$. We will see below that Wiener chaos expansions play an equally fundamental role in our findings.

Although Theorem 3.1 applies to generic elements of $\mathscr{A}_{0}$, it does not provide any information about the asymptotic dependence structure of random vectors of the type $\left(\widetilde{\mathscr{L}}_{E}\left(D_{1}\right), \ldots, \widetilde{\mathscr{L}}_{E}\left(D_{m}\right)\right)$ or $\left(\widetilde{\mathcal{N}_{E}}\left(D_{1}\right), \ldots, \widetilde{\mathscr{N}_{E}}\left(D_{m}\right)\right)$. The next statement fills such a gap by providing a non-trivial multivariate extension of Theorem 3.1; it is the main result of the paper.

Theorem 3.2 (Multivariate CLT for nodal lengths and phase singularities) For $m \geq 1$, fix $D_{1}, D_{2}, \ldots, D_{m} \in \mathscr{A}$, and define the $m \times m$ matrix $C=\left\{C_{i, j}\right\}$ by the relation

$$
\begin{equation*}
C_{i, j}:=\frac{\operatorname{area}\left(D_{i} \cap D_{j}\right)}{\sqrt{\operatorname{area}\left(D_{i}\right) \operatorname{area}\left(D_{j}\right)}} . \tag{3.4}
\end{equation*}
$$

Then, as $E \rightarrow \infty$, one has that

$$
\begin{equation*}
\left(\tilde{\mathscr{L}}_{E}\left(D_{1}\right), \tilde{\mathscr{L}}_{E}\left(D_{2}\right), \ldots, \tilde{\mathscr{L}}_{E}\left(D_{m}\right)\right) \Longrightarrow N(0, C) \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\widetilde{\mathcal{N}_{E}}\left(D_{1}\right), \widetilde{\mathcal{N}_{E}}\left(D_{2}\right), \ldots, \widetilde{\mathcal{N}_{E}}\left(D_{m}\right)\right) \Longrightarrow N(0, C) \tag{3.6}
\end{equation*}
$$

where $N(0, C)$ indicates an m-dimensional centered Gaussian vector with covariance $C$.
Theorem 3.2 implies in particular that, if $D_{1} \cap D_{2}=\emptyset$, then the two random variables $\widetilde{\mathscr{L}}_{E}\left(D_{1}\right)$ and $\widetilde{\mathscr{L}}_{E}\left(D_{2}\right)$ (resp. $\widetilde{\mathcal{N}_{E}}\left(D_{1}\right)$ and $\widetilde{\mathcal{N}_{E}}\left(D_{2}\right)$ ) are asymptotically independent. Relations (3.5) and (3.6) also contain a generalisation of (3.2), that we present in the next statement.

Corollary 3.3 For every $D_{1}, D_{2} \in \mathscr{A}$,

$$
\frac{\operatorname{Cov}\left(\mathscr{L}_{E}\left(D_{1}\right), \mathscr{L}_{E}\left(D_{2}\right)\right)}{(\log E) /(512 \pi)}, \quad \frac{\operatorname{Cov}\left(\mathscr{N}_{E}\left(D_{1}\right), \mathscr{N}_{E}\left(D_{2}\right)\right)}{(11 E \log E) /(32 \pi)} \longrightarrow \operatorname{area}\left(D_{1} \cap D_{2}\right),
$$

as $E \rightarrow \infty$.
Remark 3.2 Let $\mathscr{B}_{0}$ denote the class of Borel subsets of $\mathbb{R}^{2}$ having finite Lebesgue measure, and observe that $\mathscr{A} \subset \mathscr{B}_{0}$. Following e.g. [29, Chapter 2], we define a homogeneous independently scattered Gaussian random measure on $\mathbb{R}^{2}$, to be a centered Gaussian family

$$
\mathbf{G}=\left\{G(C): C \in \mathscr{B}_{0}\right\},
$$

verifying the following relation: for every $C_{1}, C_{2} \in \mathscr{B}_{0}, \mathbb{E}\left[G\left(C_{1}\right) G\left(C_{2}\right)\right]=\operatorname{area}\left(C_{1} \cap C_{2}\right)$ (a self-contained proof of the existence of such an object can be found in [29, p. 24]). In view of such a definition, the content of Theorem 3.2 can be reformulated in the following way: as $E \rightarrow \infty$, the two set-indexed processes

$$
\sqrt{\frac{512 \pi}{\log E}}\left\{\mathscr{L}_{E}(D)-\mathbb{E}\left(\mathscr{L}_{E}(D)\right): D \in \mathscr{A}\right\}
$$

and

$$
\sqrt{\frac{32 \pi}{11 E \log E}}\left\{\mathscr{N}_{E}(D)-\mathbb{E}\left(\mathscr{N}_{E}(D)\right): D \in \mathscr{A}\right\}
$$

converge to the restriction of $\mathbf{G}$ to $\mathscr{A}$ in the sense of finite-dimensional distributions. Whether such a convergence takes in place in a stronger functional sense (see e.g. [9]) is an open problem, whose complete solution seems to be still outside the scope of existing techniques. The next section contains some further discussion in this direction.

### 3.2 A (Partial) Weak Convergence Result

We recall that a Wiener sheet on $[0,1]^{2}$ is a centered Gaussian field

$$
\mathbf{W}=\left\{W\left(t_{1}, t_{2}\right): t_{1}, t_{2} \geq 0\right\}
$$

such that $\mathbb{E}\left[W\left(t_{1}, t_{2}\right) W\left(s_{1}, s_{2}\right)\right]=\left(t_{1} \wedge s_{1}\right)\left(t_{2} \wedge s_{2}\right)$ and the mapping $\left(t_{1}, t_{2}\right) \mapsto W\left(t_{1}, t_{2}\right)$ is almost surely continuous (see e.g. [40, p. 39] for an introduction to such an object). Now consider the two centered random fields on $[0,1]^{2}$ given by

$$
\begin{equation*}
X_{E}\left(t_{1}, t_{2}\right):=\sqrt{\frac{512 \pi}{\log E}}\left(\mathscr{L}_{E}\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right)-\mathbb{E}\left(\mathscr{L}_{E}\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right)\right)\right) \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{E}\left(t_{1}, t_{2}\right):=\sqrt{\frac{32 \pi}{E \log E}}\left(\mathscr{N}_{E}\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right)-\mathbb{E}\left(\mathscr{N}_{E}\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right)\right)\right) . \tag{3.8}
\end{equation*}
$$

Both $X_{E}$ and $Y_{E}$ belong almost surely to the Skorohod space $\mathbf{D}_{2}$ of 'cadlag' functions on $[0,1]^{2}$, as defined e.g. in the classical reference [28]. One immediate consequence of Theorem 3.2 (and Remark 3.2) is that, as $E \rightarrow \infty$, both $X_{E}$ and $Y_{E}$ converge to $\mathbf{W}$ in the sense of finite-dimensional distributions, and a natural question is whether such a convergence can be lifted to weak convergence in the metric space $\mathbf{D}_{2}$ (see again [28]). Proving such a functional result would typically allow one to deduce a number of novel limit theorems (involving e.g. the global and local maxima and minima of $X_{E}$ and $Y_{E}$-see also Sect. 4.3 below), as a consequence of the well-known Continuous Mapping Theorem (see e.g. [5]). Similarly to what is observed at the end of Remark 3.2, a complete solution to this problem seems to require novel ideas. A first step in this direction is contained in the next statement. From now on, we will denote by $C\left([0,1]^{2}\right)$ the space of continuous real-valued functions on $[0,1]^{2}$, that we endow with the metric induced by the supremum norm.

Theorem 3.4 For every $t_{1}, t_{2} \in[0,1]^{2}$ and every $E>0$, define $X_{E}^{[4]}\left(t_{1}, t_{2}\right)\left(\right.$ resp. $\left.Y_{E}^{[4]}\left(t_{1}, t_{2}\right)\right)$ to be the projection of $X_{E}\left(t_{1}, t_{2}\right)$ (resp. $Y_{E}\left(t_{1}, t_{2}\right)$ ) onto the fourth Wiener chaos generated by $B_{E}\left(\right.$ resp. $\left.B_{E}^{\mathbb{C}}\right)$. Then, for every fixed $\left(t_{1}, t_{2}\right), \mathbb{E}\left[\left(X_{E}^{[4]}\left(t_{1}, t_{2}\right)-X_{E}\left(t_{1}, t_{2}\right)\right)^{2}\right] \rightarrow 0$ and $\mathbb{E}\left[\left(Y_{E}^{[4]}\left(t_{1}, t_{2}\right)-Y_{E}\left(t_{1}, t_{2}\right)\right)^{2}\right] \rightarrow 0$, as $E \rightarrow \infty$. Moreover, the random mappings $\left(t_{1}, t_{2}\right) \mapsto$ $X_{E}^{[4]}\left(t_{1}, t_{2}\right)$ and $\left(t_{1}, t_{2}\right) \mapsto X_{E}^{[4]}\left(t_{1}, t_{2}\right)$ belong almost surely to the space $C\left([0,1]^{2}\right)$ and, as $E \rightarrow \infty$, both $X_{E}^{[4]}$ and $Y_{E}^{[4]}$ converge weakly to $\mathbf{W}$, that is: for every continuous bounded mapping $\varphi: C\left([0,1]^{2}\right) \rightarrow \mathbb{R}$,

$$
\mathbb{E}\left[\varphi\left(X_{E}^{[4]}\right)\right], \mathbb{E}\left[\varphi\left(Y_{E}^{[4]}\right)\right] \longrightarrow \mathbb{E}[\varphi(\mathbf{W})] .
$$

Theorem 3.4 is proved in Sect. 5.2.

## 4 Applications

We will now show that the main results of our paper allow one to deduce multivariate CLTs for (a) pullback random waves defined on general 2-dimensional manifolds, and (b) non-Gaussian waves obtained as the superposition of independent trigonometric waves with random directions and phases. Further applications of our findings to fluctuations of $L^{p}$ norms are outlined in Sect. 4.3.

### 4.1 Monochromatic Waves

Let $(\mathcal{M}, g)$ be a 2-dimensional compact smooth Riemannian manifold. We denote by $\Delta_{g}$ the Laplace-Beltrami operator on $\mathcal{M}$, and write $\left\{f_{j}: j \in \mathbb{N}\right\}$ to indicate an orthonormal basis of $L^{2}(\mathcal{M})$, composed of real eigenfunctions of $\Delta_{g}$ such that

$$
\Delta_{g} f_{j}+\lambda_{j}^{2} f_{j}=0,
$$

where the eigenvalues are implicitly ordered in such a way that $0=\lambda_{0}<\lambda_{1} \leq \lambda_{2} \leq \ldots \uparrow$ $\infty$. Following e.g. [12,47], the monochromatic random wave on $\mathcal{M}$ of parameter $\lambda$ is defined as the random field

$$
\begin{equation*}
\phi_{\lambda}(x):=\frac{1}{\sqrt{\operatorname{dim}\left(H_{c, \lambda}\right)}} \sum_{\lambda_{j} \in[\lambda, \lambda+1]} a_{j} f_{j}(x), \quad x \in M \tag{4.1}
\end{equation*}
$$

where the $a_{j}$ are i.i.d. standard Gaussian and

$$
H_{\lambda}:=\bigoplus_{\lambda_{j} \in[\lambda, \lambda+1]} \operatorname{Ker}\left(\Delta_{g}+\lambda_{j}^{2} \mathrm{Id}\right)
$$

with Id the identity operator. The field $\phi_{\lambda}$ is of course centered and Gaussian, and its covariance kernel is given by

$$
\begin{equation*}
K_{\lambda}(x, y):=\operatorname{Cov}\left(\phi_{\lambda}(x), \phi_{\lambda}(y)\right)=\frac{1}{\operatorname{dim}\left(H_{\lambda}\right)} \sum_{\lambda_{j} \in[\lambda, \lambda+1]} f_{j}(x) f_{j}(y), \quad x, y \in \mathcal{M} \tag{4.2}
\end{equation*}
$$

"Short window" monochromatic random waves such as $\phi_{\lambda}$ (for manifolds of any dimension) were first introduced by Zelditch in [47] as approximate models of random Laplace eigenfunctions on manifolds that do not necessarily possess spectral multiplicities; see [10,12,18,30,31,41] for further references and details.

Following [12], we now fix $x \in \mathcal{M}$, and consider the tangent plane $T_{x} \mathcal{M} \simeq \mathbb{R}^{2}$ to the manifold at $x$. We define the pullback random wave generated by $\phi_{\lambda}$ at $x$ to be the Gaussian random field on $T_{x} \mathcal{M}$ given by

$$
\phi_{\lambda}^{x}(u):=\phi_{\lambda}\left(\exp _{x}\left(\frac{u}{\lambda}\right)\right), \quad u \in T_{x} \mathcal{M}
$$

where $\exp _{x}: T_{x} \mathcal{M} \rightarrow \mathcal{M}$ is the exponential map at $x$. The planar field $\phi_{\lambda}^{x}$ is of course centered, and Gaussian and its covariance kernel is

$$
K_{\lambda}^{x}(u, v)=K_{\lambda}\left(\exp _{x}\left(\frac{u}{\lambda}\right), \exp _{x}\left(\frac{v}{\lambda}\right)\right), \quad u, v \in T_{x} \mathcal{M} .
$$

Definition 4.1 (See [12]) We say that $x \in \mathcal{M}$ is a point of isotropic scaling if, for every positive function $\lambda \mapsto r(\lambda)$ such that $r(\lambda)=o(\lambda)$, one has that

$$
\begin{equation*}
\sup _{u, v \in \mathbb{B}(r(\lambda))}\left|\partial^{\alpha} \partial^{\beta}\left[K_{\lambda}^{x}(u, v)-(2 \pi) J_{0}\left(\|u-v\|_{g_{x}}\right)\right]\right| \longrightarrow 0, \quad \lambda \longrightarrow \infty, \tag{4.3}
\end{equation*}
$$

where $\alpha, \beta \in \mathbb{N}^{2}$ are multi-indices classifying partial derivatives with respect to $u$ and $v$, respectively, $\|\cdot\|_{g_{x}}$ is the norm on $T_{x} \mathcal{M}$ induced by $g$, and $\mathbb{B}(r(\lambda))$ is the ball of radius $r(\lambda)$ containing the origin.

Sufficient conditions for a point $x$ to be of isotropic scaling are presented e.g. in [12, Section 2.5], and the references therein. We observe that it is always possible to choose coordinates around $x$ in such a way that $g_{x}=\mathrm{Id}$, and in this case the limiting kernel in (4.3) coincides
with the covariance of the Gaussian field $\sqrt{2 \pi} \cdot b_{1}$, as defined in Remark 2.1. It follows that, if $x$ is a point of isotropic scaling and $g_{x}$ has been chosen as above, then, as $\lambda \rightarrow \infty$, the planar field $\phi_{\lambda}^{x}$ converges $\sqrt{2 \pi} \cdot b_{1}$, in the sense of finite-dimensional distributions.

Keeping the above notation and assumptions, we now state a special case of [12, Theorem 1]. For this, we will need the following notation: for $x \in \mathcal{M}$, and $D \subset T_{x} \mathcal{M}$,

$$
\mathcal{Z}_{\lambda, E}^{x}(D):=\operatorname{length}\left\{\left(\phi_{\lambda}^{x}\right)^{-1}(0) \cap 2 \pi \sqrt{E} \cdot D\right\}, \quad E>0,
$$

where, for $c>0, c \cdot D:=\{y: c x$, for some $x \in D\}$. The next statement shows that, if $x$ is of isotropic scaling, then, for $\lambda$ sufficiently large, vectors of random variables of the type $\mathcal{Z}_{\lambda, E}^{x}(D)$ behave like the corresponding vectors of nodal lengths for Berry's random waves.

Theorem 4.1 (Special case of Theorem 1 in [12]) Let $x$ be a point of isotropic scaling, and assume that coordinates have been chosen around $x$ in such a way that $g_{x}=\mathrm{Id}$. Fix $E>0$, as well as balls closed balls $B_{1}, \ldots, B_{m}$. Then, as $\lambda \rightarrow \infty$, the random vector $\left(\mathcal{Z}_{\lambda, E}^{x}\left(B_{1}\right), \ldots, \mathcal{Z}_{\lambda, E}^{x}\left(B_{m}\right)\right)$ converges in distribution to

$$
\begin{aligned}
& \left(\text { length }\left(b_{1}^{-1}(0) \cap 2 \pi \sqrt{E} \cdot B_{1}\right), \ldots, \text { length }\left(b_{1}^{-1}(0) \cap 2 \pi \sqrt{E} \cdot B_{m}\right)\right) \\
& \left(\stackrel{d}{=} 2 \pi \sqrt{E} \cdot\left(\mathscr{L}_{E}\left(B_{1}\right), \ldots, \mathscr{L}_{E}\left(B_{m}\right)\right)\right),
\end{aligned}
$$

where the identity in distribution stated between brackets follows from the fact that, as random fields, $B_{E}(x)$ and $b_{1}(2 \pi \sqrt{E} x)$ have the same law.

The next statement (whose simple proof-analogous to the one of [30, Theorem 1.8]is omitted for the sake of brevity) is a direct consequence of Theorems 3.2 and 4.1, and provides both a second-order counterpart to Theorem 4.1 and a multivariate extension of [30, Theorem 1.8]. This shows in particular that nodal lengths of pullback random waves display multivariate high-energy Gaussian fluctuations reproducing the ones of Berry's model, at every point of isotropic scaling. We use the shorthand notation:

$$
\widetilde{\mathcal{Z}}_{\lambda, E}^{x}(D):=\frac{\mathcal{Z}_{\lambda, E}^{x}(D)}{2 \pi \sqrt{E}}
$$

Theorem 4.2 (CLT for the nodal length of pullback waves) Let $x$ be a point of isotropic scaling, and assume that coordinates have been chosen around $x$ in such a way that $g_{x}=I d$. Fix closed balls $B_{1}, \ldots, B_{m}$, and let $\left\{E_{k}: k \geq 1\right\}$ be a sequence of positive numbers such that $E_{k} \rightarrow \infty$. Then, there exists a sequence $\left\{\lambda_{k}: k \geq 1\right\}$ such that, as $k \rightarrow \infty$, the vector

$$
\left(\frac{\widetilde{\mathcal{Z}}_{\lambda_{k}, E_{k}}^{x}\left(B_{1}\right)-\operatorname{area}\left(B_{1}\right) \pi \sqrt{E_{k} / 2}}{\sqrt{\operatorname{area}\left(B_{1}\right) \log E_{k} /(512 \pi)}}, \ldots, \frac{\widetilde{\mathcal{Z}}_{\lambda_{k}, E_{k}}^{x}\left(B_{m}\right)-\operatorname{area}\left(B_{m}\right) \pi \sqrt{E_{k} / 2}}{\sqrt{\operatorname{area}\left(B_{m}\right) \log E_{k} /(512 \pi)}}\right)
$$

converges in distribution to a centered m-dimensional Gaussian vector with the same covariance matrix $C$ defined in Theorem 3.2 for $B_{i}=D_{i}, i=1, \ldots, m$.

As for [30, Theorem 1.8], a shortcoming of the previous statement is that it does not provide any quantitative information about the sequence $\left\{\lambda_{k}\right\}$. As already observed in [30, Section 1.4.3], in order to obtain a more precise statement, one would need some explicit estimates on the speed of convergence to zero of the supremum appearing in (4.3). Obtaining such estimates is a rather challenging problem; see [22] for some recent advances.

### 4.2 Superposition of Trigonometric Random Waves

In the already discussed paper [4], Berry proposed a simple random model for the statistics of nodal lines of Laplace eigenfunctions defined on chaotic quantum billiards. In particular, in [4] it is conjectured that the zero set of deterministic wavefunctions with wavenumber $k$, for highly excited chaotic states $k \gg 1$, behaves locally as the one of a superposition of independent random wavefunctions, having all the same wavenumber $k$, but different directions. Formally, such a superposition is defined as

$$
\begin{equation*}
u_{J ; k}(x):=\sqrt{\frac{2}{J}} \sum_{j=1}^{J} \cos \left(k x_{1} \cos \theta_{j}+k x_{2} \sin \theta_{j}+\phi_{j}\right), \quad x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}, \quad J \gg 1, \tag{4.4}
\end{equation*}
$$

where $\theta_{j}$ and $\phi_{j}$ are, respectively, random directions and random phases such that $\left(\theta_{1}, \phi_{1}, \ldots, \theta_{J}, \phi_{J}\right)$ are i.i.d. uniform random variables on $[0,2 \pi]$; observe that $\mathbb{E}\left[u_{J ; k}(x)\right]=$ 0 for every $x$. Our aim in this section is to illustrate how one can take advantage of the main findings of the present paper, in order to characterise the local high-energy fluctuations of the nodal lengths of the field $u_{J ; k}$, when restricted to the square $[0,1]^{2}$ (the discussion below actually applies to any bounded subset of $\mathbb{R}^{2}$-the choice of $[0,1]^{2}$ being only motivated by notational convenience).

For $i=1,2$, we set $\partial_{i}:=\partial / \partial x_{i}$, and define $\partial_{0}$ to be the identity operator. In what follows, we denote by $C^{1}\left([0,1]^{2}\right)$ the class of continuous real-valued mappings on $[0,1]^{2}$ having continuous first order partial derivatives. Recall that $C^{1}\left([0,1]^{2}\right)$ is a Polish space, when endowed with the metric induced by the norm $\|f\|=\sum_{i=0}^{2}\left\|\partial_{i} f\right\|_{\infty}$.

An application of the classical multivariate CLT, together with some standard covariance computations, reveals that, for every $d \geq 1$, for every $\left(i_{1}, \ldots, i_{d}\right) \in\{0,1,2\}^{d}$ and every $x^{1}, \ldots, x^{d} \in[0,1]^{2}$,

$$
\left(\partial_{i_{1}} u_{J ; k}\left(x^{1}\right), \ldots, \partial_{i_{d}} u_{J ; k}\left(x^{d}\right)\right) \Longrightarrow\left(\partial_{i_{1}} b_{k}\left(x^{1}\right), \ldots, \partial_{i_{d}} b_{k}\left(x^{d}\right)\right), \quad J \longrightarrow \infty,
$$

that is: the 3 -dimensional field ( $u_{J ; k}, \partial_{1} u_{J ; k}, \partial_{2} u_{J ; k}$ ) converges to $\left(b_{k}, \partial_{1} b_{k}, \partial_{2} b_{k}\right)$, in the sense of finite-dimensional distributions. Tedious but standard computations (omitted) also show that, for every fixed $k$, there exists a finite constant $B=B(k)$ such that, for every $i=0,1,2$, and every $x, y \in[0,1]^{2}$

$$
\mathbb{E}\left[\left(u_{J ; k}(x)-u_{J ; k}(y)\right)^{6}\right] \leq B\|x-y\|^{3} .
$$

We can now apply [37, Theorem 2 and Remark 2], together with [1, Theorem 3] and the Continous Mapping Theorem [5, Theorem 2.7] to deduce that, as $J \rightarrow \infty$ : (a) $u_{J ; k}$ weakly converges to $b_{k}$ in the space $C^{1}\left([0,1]^{2}\right)$ (that is, $\mathbb{E}\left[\varphi\left(u_{J ; k}\right)\right] \rightarrow \mathbb{E}\left[\varphi\left(b_{k}\right)\right]$ for every $\varphi$ : $C^{1}\left([0,1]^{2}\right) \rightarrow \mathbb{R}$ continuous and bounded), and (b) for every collection $D_{1}, \ldots, D_{m}$ of compact subsets of $[0,1]^{2}$,

$$
\begin{aligned}
& U(J, k, m):=\left(\operatorname{length}\left(\left(u_{J ; k}\right)^{-1}(0) \cap D_{1}\right), \ldots, \text { length }\left(\left(u_{J ; k}\right)^{-1}(0) \cap D_{m}\right)\right) \\
& \left.\quad \Longrightarrow\left(\operatorname{length}\left(\left(b_{k}\right)^{-1}(0) \cap D_{1}\right), \ldots, \text { length }\left(b_{k}\right)^{-1}(0) \cap D_{m}\right)\right) .
\end{aligned}
$$

Now denote by $\widehat{U}(J, k, m)$ the normalised version of the vector $U(J, k, m)$ defined above, obtained by replacing each random variable length $\left.\left(u_{J ; k}\right)^{-1}(0) \cap D_{i}\right), i=1, \ldots, m$, by the quantity

$$
\frac{\operatorname{length}\left(\left(u_{J ; k}\right)^{-1}(0) \cap D_{i}\right)-\operatorname{area}\left(D_{i}\right) k / \sqrt{8}}{\sqrt{\operatorname{area}\left(D_{i}\right) \log k / 256 \pi}}
$$

(observe that, according to Theorem 3.1, $\mathbb{E}\left[\right.$ length $\left.\left(\left(b_{k}\right)^{-1}(0) \cap D_{1}\right)\right]=\operatorname{area}\left(D_{i}\right) k / \sqrt{8}$ and, as $k \rightarrow \infty$, $\operatorname{Var}\left[\right.$ length $\left.\left.\left(\left(b_{k}\right)^{-1}(0) \cap D_{i}\right)\right] \sim \operatorname{area}\left(D_{i}\right) \log k / 256 \pi\right)$.

Reasoning as in the proof of [30, Theorem 1.8], we can therefore deduce the following consequence of Theorem 3.2.

Theorem 4.3 Let $\left\{J_{n}\right\}$ be a sequence of integers diverging to infinity. Then, there exists a sequence $\left\{k_{n}\right\}$ such that $k_{n} \rightarrow \infty$, and

$$
\widehat{U}\left(J_{n}, k_{n}, m\right) \Longrightarrow N(0, C), \quad n \longrightarrow \infty,
$$

where $N(0, C)$ denotes a m-dimensional centered Gaussian vector with covariance $C$ as in Theorem 3.2.

As for Theorem 4.2, the statement of Theorem 4.3 does not provide any quantitative information about the sequence $\left\{k_{n}\right\}$. In order to deduce a more informative conclusion, one would in principle need to explicitly couple the two fields $u_{J ; k}$ and $b_{1}$ on the same probability space, and then to use such a coupling in order to assess the distance between the distribution of $U(J, k, m)$ and that of $\left(\right.$ length $\left(\left(b_{k}\right)^{-1}(0) \cap D_{1}\right), \ldots$. , length $\left.\left.\left(b_{k}\right)^{-1}(0) \cap D_{m}\right)\right)$. We prefer to regard this technical task as a separate problem, and leave it open for further investigation.

### 4.3 Convergence in Distribution of $L^{p}$ Norms

As discussed in Sect. 3.2, one crucial motivation for the present work is the global study of the random fields $\left(t_{1}, t_{2}\right) \mapsto X_{E}\left(t_{1}, t_{2}\right)$ and $\left(t_{1}, t_{2}\right) \mapsto Y_{E}\left(t_{1}, t_{2}\right),\left(t_{1}, t_{2}\right) \in[0,1]^{2}$, as defined in (3.7) and (3.8). In particular, since for every $\left(t_{1}, t_{2}\right)$ the quantity $\left|X_{E}\left(t_{1}, t_{2}\right)\right|$ (resp. $\left.\left|Y_{E}\left(t_{1}, t_{2}\right)\right|\right)$ measures the discrepancy between $\mathscr{L}_{E}\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right)\left(\right.$ resp. $\left.\mathscr{N}_{E}\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right)\right)$ and its expectation, it would be desirable to have information (at least, in the high-energy limit) about the distribution of such objects as

$$
\left\|Z_{E}\right\|_{\infty}:=\sup _{t_{1}, t_{2} \in[0,1]}\left|Z_{E}\left(t_{1}, t_{2}\right)\right|, \quad \text { and } \quad\left\|Z_{E}\right\|_{p}:=\left(\int_{[0,1]^{2}}\left|Z_{E}\left(t_{1}, t_{2}\right)\right|^{p} d t_{1} d t_{2}\right)^{1 / p}
$$

where $p \in[1, \infty)$ and $Z=X, Y$, providing global indicators of the discrepancy between the sizes of random nodal sets and their expected values. As already recalled, in order to apprehend the asymptotic behaviour of the random variable $\left\|Z_{E}\right\|_{\infty}$, one should first prove tightness in the Skorohod space $\mathbf{D}_{2}$ of the laws of the random functions $\left\{Z_{E}: E>0\right\}$, a task that seems to require novel ideas and techniques. On the other hand, since $\sup _{E>0} \mathbb{E}\left\|Z_{E}\right\|_{2}^{2}<$ $\infty$ and $Z_{E}$ converges to the Brownian sheet $\mathbf{W}$ in the sense of finite-dimensional distributions (thanks to Theorem 3.2), one can directly apply e.g. [6, Corollary 2.4] and infer that, as $E \rightarrow \infty$, the law of $Z_{E}$ converges weakly to that of $\mathbf{W}$ in the space $L^{p}\left([0,1]^{2}, \mathcal{B}\left([0,1]^{2}\right), \lambda^{2}\right)$, where $\mathcal{B}\left([0,1]^{2}\right)$ indicates the Borel $\sigma$-field on $[0,1]^{2}, \lambda^{2}$ is the Lebesgue measure, and $p$ is any number in the interval $[1,2)$. A direct consequence of this result and of the Continuous Mapping Theorem is the following statement

Proposition 4.4 Under the above notation and settings one has that, as $E \rightarrow \infty$, the random variable $\left\|Z_{E}\right\|_{1}$ converges in distribution to

$$
A:=\int_{[0,1]^{2}}\left|\mathbf{W}\left(t_{1}, t_{2}\right)\right| d t_{1} d t_{2} .
$$

To the best of our knowledge, the distribution of the random variable $A$ is not known. On the other hand, one can still apply [6, Corollary 2.4] to arbitrary segments contained in
$[0,1]^{2}$ (endowed with the one-dimensional Lebesgue measure), and deduce e.g. the following statement

Proposition 4.5 As $E \rightarrow \infty$ and for every fixed $t \in(0,1]$, the random variable $B_{E}(t):=$ $\int_{0}^{1}\left|Z_{E}(t, s)\right| d s$ converges in distribution to

$$
B(t):=\int_{0}^{1}|\mathbf{W}(t, s)| d s \stackrel{l a w}{=} \sqrt{t} \int_{0}^{1}|W(s)| d s
$$

where $W$ is a one-dimensional standard Brownian motion.
We observe that the Laplace transform of the random variable $B(1)$ was explicitly computed by M. Kac in the classical reference [21], and that the corresponding density was derived in [42]. Following the same route as in Sects. 4.1 and 4.2, similar limit theorems can be proved for $L^{p}$ norms associated with pullback and superposed trigonometric random waves.

The rest of the paper is devoted to the proof of our main findings.

## 5 Proofs of Main Results

### 5.1 Proof of Theorem 3.2

In order to prove our main results, we first need to establish two technical statements, substantially extending [30, Propositions 5.1 and 5.2].

From now on, for any $D \in \mathscr{A}$, we set $\operatorname{diam}(D):=\sup _{x, y \in D}\|x-y\|$ (with $\operatorname{diam} \emptyset=0$ by definition) and define, for each $\eta \geq 0$,

$$
D^{+\eta}:=\left\{x \in \mathbb{R}^{2}: \operatorname{dist}(x, D) \leq \eta\right\} \quad \text { and } \quad D^{-\eta}:=\{x \in D: \operatorname{dist}(x, \partial D) \geq \eta\} .
$$

Proposition 5.1 Let $q_{i, j} \geq 1$ for $i, j=0,1,2$ and $\sum_{i, j=0}^{2} q_{i, j}=4$. Then, for all $D_{1}, D_{2} \in$ $\mathscr{A}$ one has that, as $E \rightarrow \infty$,

$$
\begin{align*}
& \int_{D_{1}} \int_{D_{2}} \prod_{i, j=0}^{2} \tilde{r}_{i, j}^{E}(x-y)^{q_{i, j}} d x d y=\int_{0}^{\operatorname{diam}\left(D_{1} \cap D_{2}\right)} d \phi \operatorname{area}\left(D_{1} \cap D_{2}^{-\phi}\right) \\
& \quad \times \int_{0}^{2 \pi} \prod_{i, j=0}^{2} \tilde{r}_{i, j}^{E}(\phi \cos \theta, \phi \sin \theta)^{q_{i, j}} \phi d \theta+o\left(\frac{\log E}{E}\right) \tag{5.1}
\end{align*}
$$

Remark 5.1 Relation (5.1) yields in particular that, if $D_{1}, D_{2} \in \mathscr{A}$ are such that area $\left(D_{1} \cap D_{2}\right)=0$, then, as $E \rightarrow \infty$,

$$
\begin{equation*}
\int_{D_{1}} \int_{D_{2}} \prod_{i, j=0}^{2} \widetilde{r}_{i, j}^{E}(x-y)^{q_{i, j}} d x d y=o\left(\frac{\log E}{E}\right) \tag{5.2}
\end{equation*}
$$

Remark 5.2 It is shown in [30, Proposition 5.1] that, if $D_{1}=D_{2} \in \mathscr{A}_{0}$, then, in (5.1) and (5.2) one can replace the symbol $o(\log E / E)$ with $O(1 / E)$, which provides of course a stronger estimate. By inspection of the arguments developed in [30], one also observes that: (i) the estimate $o(\log E / E)$ is the only one needed in the proofs of Theorem 3.1, and (ii) the proof of [30, Proposition 5.1] is the only place in [30] where convexity is used (since the argument used therein exploits Steiner's formula for convex sets). It follows in particular that, thanks to our Proposition 5.1, the conclusion of Theorem 3.1 can be extended to the larger class $\mathscr{A}$.

Proof of Proposition 5.1 Without loss of generality, we can assume that $E>1$. Using the coarea formula, we deduce that

$$
\begin{align*}
& \int_{D_{1}} \int_{D_{2}} \prod_{i, j=0}^{2} \widetilde{r}_{i, j}^{E}(x-y)^{q_{i, j}} d x d y \\
& =\int_{0}^{\operatorname{diam}\left(D_{1} \cup D_{2}\right)} d \phi \int_{D_{1}} d x \int_{\partial B_{\phi}(x) \cap D_{2}} \prod_{i, j=0}^{2} \widetilde{r}_{i, j}^{E}(x-y)^{q_{i, j}} d y \\
& =\int_{0}^{\operatorname{diam}\left(D_{1} \cup D_{2}\right)} d \phi \int_{D_{1}} \mathbb{1}_{\left\{x \in D_{1}: \partial B_{\phi}(x) \cap D_{2} \neq \varnothing\right\}} d x \int_{\partial B_{\phi}(x) \cap D_{2}} \prod_{i, j=0}^{2} \tilde{r}_{i, j}^{E}(x-y)^{q_{i, j}} d y \\
& =\int_{0}^{\operatorname{diam}\left(D_{1} \cap D_{2}\right)} d \phi \int_{D_{1}} \mathbb{1}_{\left\{x \in D_{1}: \partial B_{\phi}(x) \cap D_{2} \neq \varnothing\right\}} d x \int_{\partial B_{\phi}(x) \cap D_{2}} \prod_{i, j=0}^{2} \widetilde{r}_{i, j}^{E}(x-y)^{q_{i, j}} d y \\
& +\int_{\operatorname{diam}\left(D_{1} \cap D_{2}\right)}^{\operatorname{diam}\left(D_{1} \cup D_{2}\right)} d \phi \int_{D_{1}} \mathbb{1}_{\left\{x \in D_{1}: \partial B_{\phi}(x) \cap D_{2} \neq \varnothing\right\}} d x \int_{\partial B_{\phi}(x) \cap D_{2}} \prod_{i, j=0}^{2} \widetilde{r}_{i, j}^{E}(x-y)^{q_{i, j}} d y \\
& =\int_{0}^{\operatorname{diam}\left(D_{1} \cap D_{2}\right)} d \phi \int_{D_{1} \cap D_{2}^{-\phi}} d x \int_{0}^{2 \pi} \prod_{i, j=0}^{2} \tilde{r}_{i, j}^{E}(\phi \cos \theta, \phi \sin \theta)^{q_{i, j}} \phi d \theta \\
& +\int_{0}^{\operatorname{diam}\left(D_{1} \cap D_{2}\right)} d \phi \int_{D_{1} \cap\left(D_{2}^{+\phi} \backslash D_{2}^{-\phi}\right)} d x \int_{\partial B_{\phi}(x) \cap D_{2}} \prod_{i, j=0}^{2} \tilde{r}_{i, j}^{E}(x-y)^{q_{i, j}} d y  \tag{5.3}\\
& =: C_{2} \\
& +\underbrace{\int_{\operatorname{diam}\left(D_{1} \cap D_{2}\right)}^{\operatorname{diam}\left(D_{1} \cup D_{2}\right)} d \phi \int_{D_{1} \cap D_{2}^{+\phi}} d x \int_{\partial B_{\phi}(x) \cap D_{2}} \prod_{i, j=0}^{2} \tilde{r}_{i, j}^{E}(x-y)^{q_{i, j}} d y}_{=: C_{3}} \\
& =\int_{0}^{\operatorname{diam}\left(D_{1} \cap D_{2}\right)} d \phi \text { area }\left(D_{1} \cap D_{2}^{-\phi}\right) \int_{0}^{2 \pi} \phi d \theta \prod_{i, j=0}^{2} \tilde{r}_{i, j}^{E}(\phi \cos \theta, \phi \sin \theta)^{q_{i, j}}+C_{2}+C_{3} \text {, } \tag{5.4}
\end{align*}
$$

where the symbol $\mathbb{1}$ stands for the indicator function. We notice the following special cases: (i) $\operatorname{diam}\left(D_{1} \cap D_{2}\right)=\operatorname{diam}\left(D_{1} \cup D_{2}\right)$, which implies $C_{3}=0$, and (ii) $\operatorname{diam}\left(D_{1} \cap D_{2}\right)=0$, in which case $C_{3}$ is the only non-zero term of the previous sum. To deal with $C_{2}$, we first pass to polar coordinates $y_{1}=x_{1}+\phi \cos \theta, y_{2}=x_{2}+\phi \sin \theta$, and then we perform the change of variable $\phi=\psi / \sqrt{E}$, to have

$$
\begin{aligned}
& \left|C_{2}\right|=\left|\int_{0}^{\operatorname{diam}\left(D_{1} \cap D_{2}\right)} \phi d \phi \int_{D_{1} \cap\left(D_{2}^{+\phi} \backslash D_{2}^{-\phi}\right)} d x \int_{\partial B_{\phi}(x) \cap D_{2}} \prod_{i, j=0}^{2} \tilde{r}_{i, j}^{E}(\phi \cos \theta, \phi \sin \theta)^{q_{i, j}}\right| \\
& \leq \int_{0}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} \frac{d \psi}{E} \int_{D_{1} \cap\left(D_{2}^{+\psi / \sqrt{E}} \backslash D_{2}^{-\psi / \sqrt{E}}\right)} d x \int_{0}^{2 \pi} \prod_{i, j=0}^{2}\left|\tilde{r}_{i, j}^{1}(\psi \cos \theta, \psi \sin \theta)^{q_{i, j}}\right| \psi d \theta .
\end{aligned}
$$

We now split the integral on the right-hand side of the previous inequality as

$$
\int_{0}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)}=\int_{0}^{1}+\int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)}
$$

and denote the two resulting integrals as $C_{2,1}$ and $C_{2,2}$, respectively. Since $C_{2,1}$ is an integral over a fixed compact interval, we can directly use the fact that the kernels $\tilde{r}_{i, j}^{1}$ are all bounded
by 1 , to obtain that

$$
\left|C_{2,1}\right| \leq \frac{2 \pi}{E} \int_{0}^{1} \psi \text { area }\left(D_{1} \cap\left(D_{2}^{+\psi / \sqrt{E}} \backslash D_{2}^{-\psi / \sqrt{E}}\right)\right) d \psi=O\left(\frac{1}{E}\right) .
$$

To deal with $C_{2,2}$, we start by using the asymptotic relation (A.9) in order to deduce that, for some absolute constant $c$,

$$
\begin{equation*}
\left|C_{2,2}\right| \leq \frac{c}{E} \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} \frac{1}{\psi} \operatorname{area}\left(D_{1} \cap\left(D_{2}^{+\psi / \sqrt{E}} \backslash D_{2}^{-\psi / \sqrt{E}}\right)\right) d \psi \tag{5.5}
\end{equation*}
$$

Now, as $E \rightarrow \infty$, and since $D_{2}$ has a $C^{1}$ boundary, one has that, as $\alpha \downarrow 0$,

$$
\operatorname{area}\left(D_{1} \cap\left(D_{2}^{+\alpha} \backslash D_{2}^{-\alpha}\right)\right) \longrightarrow 0,
$$

which in turn implies that, $\forall \varepsilon>0$, there exists $\delta>0$ such that

$$
\operatorname{area}\left(D_{1} \cap\left(D_{2}^{+\psi / \sqrt{E}} \backslash D_{2}^{-\psi / \sqrt{E}}\right)\right) \leq \varepsilon, \quad \text { whenever } \frac{\psi}{\sqrt{E}}<\delta
$$

For a fixed $\varepsilon>0$, we consequently select such a $\delta$ and write

$$
\begin{aligned}
& \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} \frac{1}{\psi} \operatorname{area}\left(D_{1} \cap\left(D_{2}^{+\psi / \sqrt{E}} \backslash D_{2}^{-\psi / \sqrt{E}}\right)\right) d \psi \\
& =\int_{=: C_{2,2,1}}^{\int_{1}^{\delta \sqrt{E}} \frac{1}{\psi} \operatorname{area}\left(D_{1} \cap\left(D_{2}^{+\psi / \sqrt{E}} \backslash D_{2}^{-\psi / \sqrt{E}}\right)\right) d \psi} \\
& +\underbrace{\int_{\delta \sqrt{E}}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} \frac{1}{\psi} \operatorname{area}\left(D_{1} \cap\left(D_{2}^{+\psi / \sqrt{E}} \backslash D_{2}^{-\psi / \sqrt{E}}\right)\right) d \psi}_{=: C_{2,2,2}}
\end{aligned}
$$

hence ${ }^{1}$

$$
C_{2,2,2} \leq \operatorname{area}\left(D_{1}\right) \log \left(\frac{\operatorname{diam}\left(D_{1} \cap D_{2}\right)}{\delta}\right) \quad \text { while } \quad C_{2,2,1} \leq \varepsilon \log (\delta \sqrt{E}) .
$$

As a consequence

$$
\begin{aligned}
& \limsup _{E \rightarrow \infty} \frac{1}{\log \sqrt{E}} \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} \frac{1}{\psi} \operatorname{area}\left(D_{1} \cap\left(D_{2}^{+\psi / \sqrt{E}} \backslash D_{2}^{-\psi / \sqrt{E}}\right)\right) d \psi \\
& \quad \leq \limsup _{E \rightarrow \infty} \frac{1}{\log \sqrt{E}}\left(\varepsilon \log (\delta \sqrt{E})+\operatorname{area}\left(D_{1}\right) \log \left(\frac{\operatorname{diam}\left(D_{1} \cap D_{2}\right)}{\delta}\right)\right)=\varepsilon, \quad \forall \varepsilon>0,
\end{aligned}
$$

which implies

$$
\begin{equation*}
\lim _{E \rightarrow \infty} \frac{1}{\log \sqrt{E}} \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} \frac{1}{\psi} \operatorname{area}\left(D_{1} \cap\left(D_{2}^{+\psi / \sqrt{E}} \backslash D_{2}^{-\psi / \sqrt{E}}\right)\right) d \psi=0 \tag{5.6}
\end{equation*}
$$

[^1]and the last integral equals $C_{2,2,1}$.

Combining (5.5) with (5.6), we can conclude that, as $E \rightarrow \infty$,

$$
C_{2}=o\left(\frac{\log E}{E}\right) .
$$

To deal with $C_{3}$, consider first the case in which $\operatorname{diam}\left(D_{1} \cap D_{2}\right)>0$. Exploiting again the asymptotic relations in (A.8), we have

$$
\begin{aligned}
\left|C_{3}\right| & =\left|\int_{\operatorname{diam}\left(D_{1} \cap D_{2}\right)}^{\operatorname{diam}\left(D_{1} \cup D_{2}\right)} \phi d \phi \int_{D_{1} \cap D_{2}^{+\phi}} d x \int_{\partial B_{\phi}(x) \cap D_{2}} \prod_{i, j=0}^{2} \tilde{r}_{i, j}^{E}(\phi \cos \theta, \phi \sin \theta)^{q_{i, j}} d \theta\right| \\
& \leq \frac{2 \pi}{E} \int_{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cup D_{2}\right)} \frac{1}{\pi^{4} \psi} \int_{D_{1} \cap D_{2}^{+\psi / \sqrt{E}}} d x \\
& \leq \frac{2}{\pi^{3} E} \operatorname{area}\left(D_{1}\right) \int_{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cup D_{2}\right)} \frac{1}{\psi} d \psi \\
& =\frac{2}{\pi^{3} E} \operatorname{area}\left(D_{1}\right)\left(\log \left(\sqrt{E} \operatorname{diam}\left(D_{1} \cup D_{2}\right)\right)-\log \left(\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)\right)\right) \\
& =\log \left[\frac{\operatorname{diam}\left(D_{1} \cup D_{2}\right)}{\operatorname{diam}\left(D_{1} \cap D_{2}\right)}\right] \frac{2}{\pi^{3} E} \text { area }\left(D_{1}\right)=O\left(\frac{1}{E}\right) .
\end{aligned}
$$

If $\operatorname{diam}\left(D_{1} \cap D_{2}\right)=0$, then one proves exactly as above that

$$
\left|C_{3}\right|=O\left(\frac{1}{E}\right)+\frac{c}{E} \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cup D_{2}\right)} \frac{1}{\psi} \text { area }\left(D_{1} \cap D_{2}^{+\psi / \sqrt{E}}\right) d \psi
$$

Now, since area $\left(D_{1} \cap D_{2}\right)=0$ and $D_{2}$ has a $C^{1}$ boundary, as $\alpha \downarrow 0$,

$$
\operatorname{area}\left(D_{1} \cap D_{2}^{+\alpha}\right) \longrightarrow 0 ;
$$

as before, this implies that $\forall \varepsilon>0$, there exists $\delta>0$ such that

$$
\operatorname{area}\left(D_{1} \cap D_{2}^{+\psi / \sqrt{E}}\right) \leq \varepsilon, \quad \text { whenever } \frac{\psi}{\sqrt{E}}<\delta
$$

For any fixed $\varepsilon>0$, pick such a $\delta$ to split the integral as follows

$$
\begin{aligned}
& \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cup D_{2}\right)} \frac{1}{\psi} \operatorname{area}\left(D_{1} \cap D_{2}^{+\psi / \sqrt{E}}\right) d \psi \\
& =\underbrace{\int_{1}^{\delta \sqrt{E}} \frac{1}{\psi} \operatorname{area}\left(D_{1} \cap D_{2}^{+\psi / \sqrt{E}}\right) d \psi+\underbrace{\int_{\delta \sqrt{E}}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cup D_{2}\right)} \frac{1}{\psi} \operatorname{area}\left(D_{1} \cap D_{2}^{+\psi / \sqrt{E}}\right) d \psi ;}_{=: I_{2}}}_{=: I_{1}}
\end{aligned}
$$

hence $^{2}$

$$
I_{2} \leq \operatorname{area}\left(D_{1}\right) \log \left(\frac{\operatorname{diam}\left(D_{1} \cup D_{2}\right)}{\delta}\right) \text { while } I_{1} \leq \varepsilon \log (\delta \sqrt{E})
$$

[^2]As a consequence

$$
\begin{aligned}
& \limsup _{E \rightarrow \infty} \frac{1}{\log \sqrt{E}} \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cup D_{2}\right)} \frac{1}{\psi} \operatorname{area}\left(D_{1} \cap D_{2}^{+\psi / \sqrt{E}}\right) d \psi \\
& \quad \leq \limsup _{E \rightarrow \infty} \frac{1}{\log \sqrt{E}}\left(\varepsilon \log (\delta \sqrt{E})+\operatorname{area}\left(D_{1}\right) \log \left(\frac{\operatorname{diam}\left(D_{1} \cup D_{2}\right)}{\delta}\right)\right)=\varepsilon, \quad \forall \varepsilon>0,
\end{aligned}
$$

which implies

$$
\begin{equation*}
\lim _{E \rightarrow \infty} \frac{1}{\log \sqrt{E}} \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cup D_{2}\right)} \frac{1}{\psi} \operatorname{area}\left(D_{1} \cap D_{2}^{+\psi / \sqrt{E}}\right) d \psi=0 . \tag{5.7}
\end{equation*}
$$

Therefore, as $E \rightarrow \infty$, we have that

$$
\int_{D_{1}} \int_{D_{2}} \prod_{i, j=0}^{2} \tilde{r}_{i, j}^{E}(x-y)^{q_{i, j}} d x d y=o\left(\frac{\log E}{E}\right),
$$

and this concludes the proof.
Proposition 5.2 Let $q_{i, j} \geq 1$ for $i, j=0,1,2$ and $\sum_{i, j=0}^{2} q_{i, j}=4$. Then, for all $D_{1}, D_{2} \in$ $\mathscr{A}$ we have, as $E \rightarrow \infty$,

$$
\begin{align*}
& \int_{D_{1}} \int_{D_{2}} \prod_{i, j=0}^{2} \widetilde{r}_{i, j}^{E}(x-y)^{q_{i, j}} d x d y=o\left(\frac{\log E}{E}\right) \\
& \quad+\int_{0}^{2 \pi} \prod_{i, j=0}^{2} h_{i, j}^{1}(\theta)^{q_{i, j}} d \theta \frac{1}{E} \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} \operatorname{area}\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) g_{i, j}^{1}(\psi)^{q_{i, j}} \psi d \psi, \tag{5.8}
\end{align*}
$$

where the functions $g_{i, j}^{E}, h_{i, j}^{E}$ are defined in (A.8).
Proof Performing a change of variable, we have that the first term on the right hand side of (5.1) is equal to

$$
\begin{aligned}
\frac{1}{E} & \int_{0}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} d \psi \int_{D_{1} \cap D_{2}^{-\psi / \sqrt{E}}} d x \int_{0}^{2 \pi} \psi d \theta \prod_{i, j=0}^{2} \tilde{r}_{i, j}^{1}(\psi \cos \theta, \psi \sin \theta)^{q_{i, j}} \\
= & \frac{1}{E} \int_{0}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} d \psi \operatorname{area}\left(D_{1} \cap D_{2}^{-\frac{\psi}{\sqrt{E}}}\right) \int_{0}^{2 \pi} \psi d \theta \prod_{i, j=0}^{2} \tilde{r}_{i, j}^{1}(\psi \cos \theta, \psi \sin \theta)^{q_{i, j}} \\
= & \frac{1}{E} \int_{0}^{1} d \psi \operatorname{area}\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) \int_{0}^{2 \pi} \psi d \theta \prod_{i, j=0}^{2} \tilde{r}_{i, j}^{1}(\psi \cos \theta, \psi \sin \theta)^{q_{i, j}} \\
& +\frac{1}{E} \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} d \psi \text { area }\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) \int_{0}^{2 \pi} \psi d \theta \\
& \prod_{i, j=0}^{2} \tilde{r}_{i, j}^{1}(\psi \cos \theta, \psi \sin \theta)^{q_{i, j}}=: C_{1} .
\end{aligned}
$$

Using the asymptotic relations in (A.8) and (A.9), we have that

$$
\begin{aligned}
C_{1} & =O\left(\frac{1}{E}\right) \\
& +\int_{0}^{2 \pi} \prod_{i, j=0}^{2} h_{i, j}^{1}(\theta)^{q_{i, j}} d \theta \frac{1}{E} \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} \text { area }\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) g_{i, j}^{1}(\psi)^{q_{i, j}} \psi d \psi,
\end{aligned}
$$

which concludes the proof.
Proof of Theorem 3.2, real case From Theorem 3.1 suitably extended to the class $\mathscr{A}$ (see Remark 5.2), we already know that

$$
\tilde{\mathscr{L}}_{E}(D) \xrightarrow{d} Z \sim \mathcal{N}(0,1), \text { as } E \rightarrow \infty,
$$

which is implied by the convergence of the fourth chaotic component $\mathscr{L}_{E}^{[4]}(D)$, that is the projection of $\mathscr{L}_{E}(D)$ onto the 4-th Wiener chaos associated with $B_{E}$ (see Section A.2), i.e.
$\frac{\mathscr{L}_{E}^{[4]}(D)}{\sqrt{\operatorname{Var} \mathscr{L}_{E}^{[4]}(D)}} \xrightarrow{d} Z \sim \mathcal{N}(0,1), \quad$ and the fact that $\quad \tilde{\mathscr{L}}_{E}(D)=\frac{\mathscr{L}_{E}^{[4]}(D)}{\sqrt{\operatorname{Var} \mathscr{L}_{E}^{[4]}(D)}}+o(1)$,
where the notation $o(1)$ indicates a sequence converging to zero in $L^{2}(\mathbb{P})$. Moreover, from Proposition A.4, we infer that

$$
\begin{align*}
& \frac{\mathscr{L}_{E}^{[4]}(D)}{\sqrt{\operatorname{Var} \mathscr{L}_{E}^{[4]}(D)}}=\frac{\sqrt{\pi^{3} E}}{\frac{\sqrt{16 \operatorname{area}(D) \log E}}{}} \\
& \quad \times\left\{8 a_{1, E}(D)-a_{2, E}(D)-a_{3, E}(D)-2 a_{4, E}(D)-8 a_{5, E}(D)-8 a_{6, E}(D)\right\} . \tag{5.9}
\end{align*}
$$

To prove the convergence of $\left(\widetilde{\mathscr{L}}_{E}\left(D_{1}\right), \ldots, \widetilde{\mathscr{L}}_{E}\left(D_{m}\right)\right), D_{i} \in \mathscr{A}$ for each $i=1, \ldots, m$, one can now use [34, Theorem 1], which, since each variable $K_{E}(D) a_{i, E}(D), i \in\{1, \ldots, 6\}$ is a member of the fourth Wiener chaos associated with $B_{E}$ and converges to a Gaussian random variable, requires us to show that each covariance $K_{E}\left(D_{1}\right) K_{E}\left(D_{2}\right) \operatorname{Cov}\left(a_{i, E}\left(D_{1}\right)\right.$, $\left.a_{j, E}\left(D_{2}\right)\right), 1 \leq i, j \leq 6$, converges to an appropriate constant, as $E \rightarrow \infty$.

If area $\left(D_{1} \cap D_{2}\right)=0$, using Proposition 5.1, we have that

$$
\operatorname{Cov}\left(a_{1, E}\left(D_{1}\right), a_{1, E}\left(D_{2}\right)\right)=24 \int_{D_{1}} \int_{D_{2}} r^{E}(x-y)^{4} d x d y=o\left(\frac{\log E}{E}\right) ;
$$

while if area $\left(D_{1} \cap D_{2}\right)>0$, using Proposition 5.2 , we have that

$$
\begin{aligned}
& \operatorname{Cov}\left(a_{1, E}\left(D_{1}\right), a_{1, E}\left(D_{2}\right)\right)=24 \int_{D_{1}} \int_{D_{2}} r^{E}(x-y)^{4} d x d y=o\left(\frac{\log E}{E}\right) \\
& \quad+\frac{2 \pi 24}{E} \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} d \psi \operatorname{area}\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) \frac{1}{\pi^{4} \psi} \cos ^{4}\left(2 \pi \psi-\frac{\pi}{4}\right) .
\end{aligned}
$$

Recalling that

$$
\cos ^{4} x=\frac{3}{8}+\frac{1}{8} \cos (4 x)+\frac{1}{2} \cos (2 x)
$$

one has that

$$
\begin{align*}
& \operatorname{Cov}\left(a_{1, E}\left(D_{1}\right), a_{1, E}\left(D_{2}\right)\right) \\
&= o\left(\frac{\log E}{E}\right)+\frac{2 \pi 24}{E} \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} \operatorname{area}\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) \times \\
& \times \frac{1}{\pi^{4} \psi}\left[\frac{3}{8}+\frac{1}{8} \cos (8 \pi \psi-\pi)+\frac{1}{2} \cos \left(4 \pi \psi-\frac{\pi}{2}\right)\right] d \psi \\
&= o\left(\frac{\log E}{E}\right)+O\left(\frac{1}{E}\right)+\frac{18}{\pi^{3} E} \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)}  \tag{5.10}\\
& \frac{1}{\psi} \operatorname{area}\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) d \psi,
\end{align*}
$$

where the $O\left(E^{-1}\right)$ term comes from integrating the cosines-see Remark 5.3 for more details. Moreover, as $\alpha \downarrow 0$ and since $D_{2}$ has a smooth boundary,

$$
\operatorname{area}\left(D_{1} \cap D_{2}^{-\alpha}\right) \longrightarrow \operatorname{area}\left(D_{1} \cap D_{2}\right),
$$

implying that that $\forall \varepsilon>0$, there exists $\delta>0$ such that

$$
\begin{equation*}
\operatorname{area}\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) \geq \operatorname{area}\left(D_{1} \cap D_{2}\right)-\varepsilon, \quad \text { whenever } \frac{\psi}{\sqrt{E}}<\delta . \tag{5.11}
\end{equation*}
$$

Now,

$$
\begin{align*}
& \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} \frac{1}{\psi} \operatorname{area}\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) d \psi= \\
& =\underbrace{\int_{1}^{\delta \sqrt{E}} \frac{1}{\psi} \operatorname{area}\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) d \psi+\underbrace{\int_{\delta \sqrt{E}}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} \frac{1}{\psi} \operatorname{area}\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) d \psi}_{C_{1,2}}}_{C_{1,1}} \tag{5.12}
\end{align*}
$$

and $^{3}$

$$
C_{1,2} \leq \operatorname{area}\left(D_{1} \cap D_{2}\right) \log \left(\frac{\operatorname{diam}\left(D_{1} \cap D_{2}\right)}{\delta}\right)
$$

while

$$
\left(\operatorname{area}\left(D_{1} \cap D_{2}\right)-\varepsilon\right) \log (\delta \sqrt{E}) \leq C_{1,1} \leq \operatorname{area}\left(D_{1} \cap D_{2}\right) \log (\delta \sqrt{E})
$$

Hence

$$
\begin{aligned}
& \limsup _{E \rightarrow \infty} \frac{1}{\log \sqrt{E}} \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} \frac{1}{\psi} \operatorname{area}\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) d \psi \\
& \quad \leq \limsup _{E \rightarrow \infty} \frac{1}{\log \sqrt{E}}\left(\operatorname{area}\left(D_{1} \cap D_{2}\right) \log (\delta \sqrt{E})+\operatorname{area}\left(D_{1} \cap D_{2}\right) \log \left(\frac{\operatorname{diam}\left(D_{1} \cap D_{2}\right)}{\delta}\right)\right) \\
& \quad=\operatorname{area}\left(D_{1} \cap D_{2}\right)
\end{aligned}
$$

${ }^{3}$ Note that, if $\delta$ is such that $\operatorname{diam}\left(D_{1} \cup D_{2}\right) \leq \delta$, there is no need of splitting the integral in the sum of $C_{1,1}$ and $C_{2,2}$, as

$$
\int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} \frac{1}{\psi} \operatorname{area}\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) d \psi \leq \int_{1}^{\delta \sqrt{E}} \frac{1}{\psi} \operatorname{area}\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) d \psi=C_{1,1}
$$

and

$$
\liminf _{E \longrightarrow \infty} \frac{1}{\log \sqrt{E}} \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} \frac{1}{\psi} \operatorname{area}\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) d \psi \geq \operatorname{area}\left(D_{1} \cap D_{2}\right)-\varepsilon
$$

for each $\varepsilon>0$, and consequently

$$
\begin{equation*}
\lim _{E \longrightarrow \infty} \frac{1}{\log \sqrt{E}} \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} \frac{1}{\psi} \operatorname{area}\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) d \psi=\operatorname{area}\left(D_{1} \cap D_{2}\right) . \tag{5.13}
\end{equation*}
$$

Therefore, combining (5.10) with (5.13), we can conclude that, as $E \rightarrow \infty$ and for $D_{1}, D_{2}$ such that area $\left(D_{1} \cap D_{2}\right)>0$,

$$
\begin{equation*}
\operatorname{Cov}\left(a_{1, E}\left(D_{1}\right), a_{1, E}\left(D_{2}\right)\right) \sim \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{9 \log E}{\pi^{3} E} \tag{5.14}
\end{equation*}
$$

Remark 5.3 Fix $0<\varepsilon \lll 1$, and let $\delta=\delta_{\varepsilon}$ be as in (5.11), then

$$
\begin{aligned}
& \frac{6 \pi}{E} \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} \operatorname{area}\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) \frac{\cos (8 \pi \psi-\pi)}{\psi} d \psi \\
& \quad=\frac{6 \pi}{E} \int_{1}^{\delta \sqrt{E}} \operatorname{area}\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) \frac{\cos (8 \pi \psi-\pi)}{\psi} d \psi \\
& \quad+\frac{6 \pi}{E} \int_{\delta \sqrt{E}}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} \operatorname{area}\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) \frac{\cos (8 \pi \psi-\pi)}{\psi} d \psi
\end{aligned}
$$

Now,

$$
\begin{align*}
& \frac{6 \pi}{E} \int_{1}^{\delta \sqrt{E}} \operatorname{area}\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) \frac{\cos (8 \pi \psi-\pi)}{\psi} d \psi  \tag{5.15}\\
& \sim \frac{6 \pi}{E} \operatorname{area}\left(D_{1} \cap D_{2}\right) \int_{1}^{\delta \sqrt{E}} \frac{\cos (8 \pi \psi-\pi)}{\psi} d \psi \\
& =\frac{3}{E} \operatorname{area}\left(D_{1} \cap D_{2}\right)\left\{\left[\frac{\sin (8 \pi \psi-\pi)}{\psi}\right]_{1}^{\delta \sqrt{E}}+\int_{1}^{\delta \sqrt{E}} \frac{\sin (8 \pi \psi-\pi)}{\psi^{2}} d \psi\right\} \\
& =O\left(\frac{1}{E^{3 / 2}}\right) \tag{5.16}
\end{align*}
$$

while

$$
\begin{align*}
& \frac{6 \pi}{E} \int_{\delta \sqrt{E}}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} \operatorname{area}\left(D_{1} \cap D_{2}^{-\psi / \sqrt{E}}\right) \frac{|\cos (8 \pi \psi-\pi)|}{\psi} d \psi \\
& \quad \leq \frac{6 \pi}{E} \operatorname{area}\left(D_{1} \cap D_{2}\right) \int_{\delta \sqrt{E}}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} \frac{1}{\psi} d \psi \\
& \quad=\frac{6 \pi}{E} \operatorname{area}\left(D_{1} \cap D_{2}\right)\left[\log \left(\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)\right)-\log (\delta \sqrt{E})\right] \\
& \quad=\frac{6 \pi}{E} \text { area }\left(D_{1} \cap D_{2}\right) \log \left(\frac{\operatorname{diam}\left(D_{1} \cap D_{2}\right)}{\delta}\right)=O\left(\frac{1}{E}\right) \tag{5.17}
\end{align*}
$$

which explains why the two oscillating terms in (5.10) are negligible (the second oscillating term is treated exactly in the same manner).

Whenever area $\left(D_{1} \cap D_{2}\right)>0$, we can proceed in a completely analogous way to obtain the following rates (i.e. applying Proposition 5.2 and splitting the integral as in (5.12)), as $E \rightarrow \infty$ :

$$
\begin{aligned}
\operatorname{Cov}\left(a_{1, E}\left(D_{1}\right), a_{2, E}\left(D_{2}\right)\right) & =24 \int_{D_{1}} \int_{D_{2}} \widetilde{r}_{0,1}^{E}(x-y)^{4} d x d y \sim \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{27 \log E}{2 \pi^{3} E} \\
\operatorname{Cov}\left(a_{1, E}\left(D_{1}\right), a_{3, E}\left(D_{2}\right)\right) & =24 \int_{D_{1}} \int_{D_{2}} \widetilde{r}_{0,2}^{E}(x-y)^{4} d x d y \sim \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{27 \log E}{2 \pi^{3} E} \\
\operatorname{Cov}\left(a_{1, E}\left(D_{1}\right), a_{4, E}\left(D_{2}\right)\right) & =24 \int_{D_{1}} \int_{D_{2}} \widetilde{r}_{0,1}^{E}(x-y)^{2} \widetilde{r}_{0,2}^{E}(x-y)^{2} d x d y \\
& \sim \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{9 \log E}{2 \pi^{3} E}
\end{aligned}
$$

$$
\operatorname{Cov}\left(a_{1, E}\left(D_{1}\right), a_{5, E}\left(D_{2}\right)\right)=24 \int_{D_{1}} \int_{D_{2}} r^{E}(x-y)^{2} \widetilde{r}_{0,1}^{E}(x-y)^{2} d x d y
$$

$$
\sim \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{3 \log E}{\pi^{3} E}
$$

$$
\operatorname{Cov}\left(a_{1, E}\left(D_{1}\right), a_{6, E}\left(D_{2}\right)\right)=24 \int_{D_{1}} \int_{D_{2}} r^{E}(x-y)^{2} \widetilde{r}_{0,2}^{E}(x-y)^{2} d x d y
$$

$$
\sim \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{3 \log E}{\pi^{3} E}
$$

$$
\operatorname{Cov}\left(a_{2, E}\left(D_{1}\right), a_{2, E}\left(D_{2}\right)\right)=24 \int_{D_{1}} \int_{D_{2}} \tilde{r}_{1,1}^{E}(x-y)^{4} d x d y \sim \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{315 \log E}{8 \pi^{3} E}
$$

$$
\operatorname{Cov}\left(a_{2, E}\left(D_{1}\right), a_{3, E}\left(D_{2}\right)\right)=24 \int_{D_{1}} \int_{D_{2}} \tilde{r}_{1,2}^{E}(x-y)^{4} d x d y \sim \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{27 \log E}{8 \pi^{3} E}
$$

$$
\operatorname{Cov}\left(a_{2, E}\left(D_{1}\right), a_{4, E}\left(D_{2}\right)\right)=24 \int_{D_{1}} \int_{D_{2}} \widetilde{r}_{1,1}^{E}(x-y)^{2} \widetilde{r}_{1,2}^{E}(x-y)^{2} d x d y
$$

$$
\sim \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{45 \log E}{8 \pi^{3} E}
$$

$\operatorname{Cov}\left(a_{2, E}\left(D_{1}\right), a_{5, E}\left(D_{2}\right)\right)=24 \int_{D_{1}} \int_{D_{2}} \widetilde{r}_{0,1}^{E}(x-y)^{2} \widetilde{r}_{1,1}^{E}(x-y)^{2} d x d y$

$$
\sim \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{15 \log E}{2 \pi^{3} E},
$$

$$
\operatorname{Cov}\left(a_{2, E}\left(D_{1}\right), a_{6, E}\left(D_{2}\right)\right)=24 \int_{D_{1}} \int_{D_{2}} \widetilde{r}_{0,1}^{E}(x-y)^{2} \widetilde{r}_{1,2}^{E}(x-y)^{2} d x d y
$$

$$
\sim \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{3 \log E}{2 \pi^{3} E}
$$

$\operatorname{Cov}\left(a_{3, E}\left(D_{1}\right), a_{3, E}\left(D_{2}\right)\right)=24 \int_{D_{1}} \int_{D_{2}} \tilde{r}_{2,2}^{E}(x-y)^{4} d x d y \sim \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{315 \log E}{8 \pi^{3} E}$,
$\operatorname{Cov}\left(a_{3, E}\left(D_{1}\right), a_{4, E}\left(D_{2}\right)\right)=24 \int_{D_{1}} \int_{D_{2}} \widetilde{r}_{2,2}^{E}(x-y)^{2} \widetilde{r}_{1,2}^{E}(x-y)^{2} d x d y$

$$
\sim \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{45 \log E}{8 \pi^{3} E}
$$

$\operatorname{Cov}\left(a_{3, E}\left(D_{1}\right), a_{5, E}\left(D_{2}\right)\right)=24 \int_{D_{1}} \int_{D_{2}} \widetilde{r}_{0,2}^{E}(x-y)^{2} \widetilde{r}_{1,2}^{E}(x-y)^{2} d x d y$

$$
\sim \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{3 \log E}{2 \pi^{3} E}
$$

$$
\begin{aligned}
\operatorname{Cov}\left(a_{3, E}\left(D_{1}\right), a_{6, E}\left(D_{2}\right)\right)= & 24 \int_{D_{1}} \int_{D_{2}} \tilde{r}_{0,2}^{E}(x-y)^{2} \widetilde{r}_{2,2}^{E}(x-y)^{2} d x d y \\
\sim & \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{15 \log E}{2 \pi^{3} E}, \\
\operatorname{Cov}\left(a_{4, E}\left(D_{1}\right), a_{4, E}\left(D_{2}\right)\right)= & 4 \int_{D_{1}} \int_{D_{2}}\left(\widetilde{r}_{1,1}^{E}(x-y)^{2} \widetilde{r}_{2,2}^{E}(x-y)^{2}+\widetilde{r}_{1,2}^{E}(x-y)^{4}\right. \\
& \left.+4 \widetilde{r}_{1,1}^{E}(x-y) \widetilde{r}_{2,2}^{E}(x-y) \widetilde{r}_{1,2}^{E}(x-y)^{2}\right) d x d y \\
\sim & \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{27 \log E}{8 \pi^{3} E},
\end{aligned}
$$

$$
\operatorname{Cov}\left(a_{4, E}\left(D_{1}\right), a_{5, E}\left(D_{2}\right)\right)=4 \int_{D_{1}} \int_{D_{2}}\left(\widetilde{r}_{0,1}^{E}(x-y)^{2} \widetilde{r}_{1,2}^{E}(x-y)^{2}+\widetilde{r}_{0,2}^{E}(x-y)^{2} \widetilde{r}_{1,1}^{E}(x-y)^{2}\right.
$$

$$
\left.+4 \widetilde{r}_{0,1}^{E}(x-y) \widetilde{r}_{0,2}^{E}(x-y) \widetilde{r}_{1,1}^{E}(x-y) \widetilde{r}_{1,2}^{E}(x-y)\right) d x d y
$$

$$
\sim \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{3 \log E}{2 \pi^{3} E},
$$

$\operatorname{Cov}\left(a_{4, E}\left(D_{1}\right), a_{6, E}\left(D_{2}\right)\right)=4 \int_{D_{1}} \int_{D_{2}}\left(\widetilde{r}_{0,1}^{E}(x-y)^{2} \widetilde{r}_{2,2}^{E}(x-y)^{2}+\widetilde{r}_{0,2}^{E}(x-y)^{2} \widetilde{r}_{1,2}^{E}(x-y)^{2}\right.$
$\left.+4 \widetilde{r}_{0,1}^{E}(x-y) \widetilde{r}_{0,2}^{E}(x-y) \widetilde{r}_{2,2}^{E}(x-y) \widetilde{r}_{1,2}^{E}(x-y)\right) d x d y$

$$
\sim \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{3 \log E}{2 \pi^{3} E},
$$

$\operatorname{Cov}\left(a_{5, E}\left(D_{1}\right), a_{5, E}\left(D_{2}\right)\right)=4 \int_{\mathcal{D}} \int_{\mathcal{D}}\left(r^{E}(x-y)^{2} \widetilde{r}_{1,1}^{E}(x-y)^{2}+\widetilde{r}_{0,1}^{E}(x-y)^{4}\right.$
$\left.-4 r^{E}(x-y) \widetilde{r}_{1,1}^{E}(x-y) \widetilde{r}_{0,1}^{E}(x-y)^{2}\right) d x d y$
$\sim \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{3 \log E}{2 \pi^{3} E}$,
$\operatorname{Cov}\left(a_{5, E}\left(D_{1}\right), a_{6, E}\left(D_{2}\right)\right)=4 \int_{\mathcal{D}} \int_{\mathcal{D}}\left(r^{E}(x-y)^{2} \widetilde{r}_{2,2}^{E}(x-y)^{2}+\widetilde{r}_{0,2}^{E}(x-y)^{4}\right.$
$\left.-4 r^{E}(x-y) \widetilde{r}_{0,2}^{E}(x-y)^{2} \widetilde{r}_{2,2}^{E}(x-y)\right) d x d y$
$\sim \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{\log E}{2 \pi^{3} E}$,
$\operatorname{Cov}\left(a_{6, E}\left(D_{1}\right), a_{6, E}\left(D_{2}\right)\right)=4 \int_{\mathcal{D}} \int_{\mathcal{D}}\left(r^{E}(x-y)^{2} \widetilde{r}_{2,2}^{E}(x-y)^{2}+\widetilde{r}_{0,2}^{E}(x-y)^{4}\right.$
$\left.-4 r^{E}(x-y) \widetilde{r}_{2,2}^{E}(x-y) \widetilde{r}_{0,2}^{E}(x-y)^{2}\right) d x d y$
$\sim \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{3 \log E}{2 \pi^{3} E}$.
On the other hand, when area ( $D_{1} \cap D_{2}$ ) $=0$, applying Proposition 5.1, one has that, for all $1 \leq i, j \leq 6$

$$
\operatorname{Cov}\left(a_{i, E}\left(D_{1}\right), a_{j, E}\left(D_{2}\right)\right)=o\left(\frac{\log E}{E}\right) .
$$

Thus, we just obtained that each term

$$
K_{E}\left(D_{1}\right) K_{E}\left(D_{2}\right) \operatorname{Cov}\left(a_{i, E}\left(D_{1}\right), a_{j, E}\left(D_{2}\right)\right), \quad 1 \leq i, j \leq 6,
$$

converges to a constant, as $E \rightarrow \infty$ (where $K_{E}(D)$ is defined in (5.9)). Since each variable $K_{E}\left(D_{a}\right) a_{i, E}\left(D_{a}\right), a=1,2$, is a member of the fourth Wiener chaos associated with $B_{E}$
and, as $E \rightarrow \infty$, each of them converges in distribution to a Gaussian random variable, [34, Theorem 1] implies that the vector $\left(K_{E}\left(D_{l}\right) a_{i, E}\left(D_{l}\right): i=1, \ldots, 6, l=1,2\right)$ converges in distribution to a centered Gaussian vector. Moreover, this implies that for any $m \geq 1$, also $\left(\widetilde{\mathscr{L}}_{E}\left(D_{1}\right), \ldots, \widetilde{\mathscr{L}}_{E}\left(D_{m}\right)\right)$ converges to a Gaussian vector and the covariance structure of our limit object is obtained by a direct computation:

$$
\begin{aligned}
& \operatorname{Cov}\left(\tilde{\mathscr{L}}_{E}\left(D_{1}\right), \tilde{\mathscr{L}}_{E}\left(D_{2}\right)\right) \sim \operatorname{Cov}\left(\frac{\mathscr{L}_{E}^{[4]}\left(D_{1}\right)}{\sqrt{\operatorname{Var} \mathscr{L}_{E}^{[4]}\left(D_{1}\right)}}, \frac{\mathscr{L}_{E}^{[4]}\left(D_{2}\right)}{\sqrt{\operatorname{Var} \mathscr{L}_{E}^{[4]}\left(D_{2}\right)}}\right) \\
& =\frac{\pi^{3} E}{16 \sqrt{\operatorname{area}\left(D_{1}\right) \operatorname{area}\left(D_{2}\right)} \log E} \times \\
& \quad \times \operatorname{Cov}\left(8 a_{1, E}\left(D_{1}\right)-a_{2, E}\left(D_{1}\right)-a_{3, E}\left(D_{1}\right)-2 a_{4, E}\left(D_{1}\right)-8 a_{5, E}\left(D_{1}\right)-8 a_{5, E}\left(D_{1}\right),\right. \\
& \left.\quad 8 a_{1, E}\left(D_{2}\right)-a_{2, E}\left(D_{2}\right)-a_{3, E}\left(D_{2}\right)-2 a_{4, E}\left(D_{2}\right)-8 a_{5, E}\left(D_{2}\right)-8 a_{5, E}\left(D_{2}\right)\right) \\
& \longrightarrow \frac{\operatorname{area}\left(D_{1} \cap D_{2}\right)}{\sqrt{\operatorname{area}\left(D_{1}\right) \operatorname{area}\left(D_{2}\right)}},
\end{aligned}
$$

as $E \rightarrow \infty$.
Proof of Theorem 3.2, complex case Also in this case we know from Theorem 3.1 (suitably extended to the class $\mathscr{A}$-see Remark 5.2) that, as $E \rightarrow \infty$,

$$
\widetilde{\mathcal{N}_{E}}(D) \xrightarrow{d} Z \sim \mathcal{N}(0,1),
$$

which is implied by the convergence of the fourth chaotic component, that is the projection of $\mathscr{N}_{E}(D)$ onto the 4-th Wiener chaos associated with $B_{E}^{\mathbb{C}}$ (see Section A.2), i.e.
$\frac{\mathscr{N}_{E}^{[4]}(D)}{\sqrt{\operatorname{Var} \mathscr{N}_{E}^{[4]}(D)}} \xrightarrow{d} Z \sim \mathcal{N}(0,1), \quad$ and the fact that $\quad \widetilde{\mathcal{N}_{E}}(D)=\frac{\mathscr{N}_{E}^{[4]}(D)}{\sqrt{\operatorname{Var} \mathscr{N}_{E}^{[4]}(D)}}+o(1)$,
where once again $o(1)$ indicates a sequence converging to zero in $L^{2}(\mathbb{P})$. Moreover, from Proposition A.5, we have that

$$
\begin{equation*}
\frac{\mathscr{N}_{E}^{[4]}(D)}{\sqrt{\operatorname{Var} \mathscr{N}_{E}^{[4]}(D)}}=\frac{4 \pi^{2} E}{\sqrt{\sqrt{11 \operatorname{area}(D) E \log E}}}\left\{a_{E}(D)+\widehat{a}_{E}(D)+b_{E}(D)\right\} \tag{5.18}
\end{equation*}
$$

where $a_{E}=a_{E}(D), \widehat{a}_{E}=\widehat{a}_{E}(D), b_{E}=b_{E}(D)$ are uncorrelated and ${ }^{4}$
$a_{E}=\frac{1}{8}\left\{8 a_{1, E}-a_{2, E}-2 a_{3, E}-8 a_{4, E}\right\}$
$b_{E}=\left\{2 b_{1, E}-b_{2, E}-b_{3, E}-b_{4, E}-b_{5, E}-\frac{1}{4} b_{6, E}-\frac{1}{4} b_{7, E}+\frac{5}{4} b_{8, E}+\frac{5}{4} b_{9, E}-3 b_{10, E}\right\}$.
In order to prove the convergence of the vector $\left(\widetilde{\mathscr{N}_{E}}\left(D_{1}\right), \ldots, \widetilde{\mathscr{N}_{E}}\left(D_{m}\right)\right), D_{1}, \ldots, D_{m} \in$ $\mathscr{A}$, we want to use once again [34, Theorem 1]; namely, since we know that also each $C_{E}(D) b_{i, E}(D), i=1, \ldots, 10$, is a member of the fourth Wiener chaos associated with $B_{E}$ and converges to a Gaussian random variable as $E \rightarrow \infty$ (see [30, Proposition 8.2]) and since

[^3]we already showed that $C_{E}\left(D_{1}\right) C_{E}\left(D_{2}\right) \operatorname{Cov}\left(a_{i, E}\left(D_{1}\right), a_{j, E}\left(D_{2}\right)\right), 1 \leq i, j \leq 6$ converge to constants as $E \rightarrow \infty$ (as $\left.C_{E}(D)=16 \sqrt{\pi} K_{E}(D) / \sqrt{11}\right)$, we just have to prove that also the covariances $C_{E}\left(D_{1}\right) C_{E}\left(D_{2}\right) \operatorname{Cov}\left(b_{i, E}\left(D_{1}\right), b_{j, E}\left(D_{2}\right)\right), 1 \leq i, j \leq 10$, converge to some constants, as $E \rightarrow \infty$.

Now, it is tedious but easy to show (one has to do analogous computations as for achieving (5.14)), that, for each $1 \leq i \leq j \leq 10$, whenever area $\left(D_{1} \cap D_{2}\right)>0$,

$$
\operatorname{Cov}\left(b_{i, E}\left(D_{1}\right), b_{j, E}\left(D_{2}\right)\right) \sim \frac{n_{i, j}}{64} \operatorname{area}\left(D_{1} \cap D_{2}\right) \frac{\log E}{\pi^{3} E},
$$

where $n_{i, j}=n_{j, i}$ and

$$
n_{i, j}=\left\{\begin{array}{lll}
4 & \text { if } \quad(i, j) \in\left\{\begin{array}{l}
(2,7),(2,8),(2,9),(2,10),(3,6),(3,8),(3,9),(3,10), \\
(4,7),(4,8),(4,9),(4,10),(5,6),(5,8),(5,9),(5,10)
\end{array}\right\}  \tag{5.19}\\
8 & \text { if } \quad(i, j) \in\{(1,2),(1,3),(1,4),(1,5)\} \\
9 & \text { if } \quad(i, j) \in\{(6,7),(8,8),(8,9),(8,10),(9,9),(9,10),(10,10)\} \\
12 & \text { if } \quad(i, j) \in\{(1,8),(1,9),(1,10),(2,3),(2,5),(3,4),(4,5)\} \\
15 & \text { if } \quad(i, j) \in\{(6,8),(6,9),(6,10),(7,8),(7,9),(7,10)\} \\
20 & \text { if } \quad(i, j) \in\{(2,6),(3,7),(4,6),(5,7)\} \\
24 & \text { if } \quad(i, j)=(1,1) \\
36 & \text { if } \quad(i, j) \in\{(1,6),(1,7),(2,2),(2,4),(3,3),(3,5),(4,4),(5,5)\} \\
105 & \text { if } \quad(i, j) \in\{(6,6),(7,7)\}
\end{array} ;\right.
$$

on the other hand, whenever area $\left(D_{1} \cap D_{2}\right)=0$,

$$
\operatorname{Cov}\left(b_{i, E}\left(D_{1}\right), b_{j, E}\left(D_{2}\right)\right)=o\left(\frac{\log E}{E}\right) .
$$

Thus, we just obtained that each term

$$
\begin{array}{ll}
C_{E}\left(D_{1}\right) C_{E}\left(D_{2}\right) \operatorname{Cov}\left(a_{i, E}\left(D_{1}\right), a_{j, E}\left(D_{2}\right)\right), & 1 \leq i, j \leq 6, \\
C_{E}\left(D_{1}\right) C_{E}\left(D_{2}\right) \operatorname{Cov}\left(b_{i, E}\left(D_{1}\right), b_{j, E}\left(D_{2}\right)\right), & 1 \leq i, j \leq 10,
\end{array}
$$

converges to a constant, as $E \rightarrow \infty$. In conclusion, since each variable $C_{E}\left(D_{l}\right) a_{i, E}\left(D_{l}\right)$ and $C_{E}\left(D_{l}\right) b_{i, E}\left(D_{l}\right), l=1,2$, is a member of the fourth Wiener chaos associated with $B_{E}$ and, as $E \rightarrow \infty$, each of them converges in distribution to a Gaussian random variable, [34, Theorem 1] implies that the vector $\left(C_{E}\left(D_{l}\right) a_{i, E}\left(D_{l}\right), C_{E}\left(D_{h}\right) b_{j, E}\left(D_{h}\right): i=1, \ldots, 6, j=\right.$ $1, \ldots, 10, l, h=1,2)$ converges in distribution to a centered Gaussian vector. Moreover, this implies that, for any $m \geq 1$, also $\left(\widetilde{\mathcal{N}_{E}}\left(D_{1}\right), \ldots, \widetilde{\mathcal{N}_{E}}\left(D_{m}\right)\right)$ converges to a Gaussian vector and the covariance structure of our limit object is obtained by a direct computation:

$$
\begin{aligned}
& \operatorname{Cov}\left(\widetilde{\mathscr{N}_{E}}\left(D_{1}\right), \widetilde{\mathscr{N}}_{E}\left(D_{2}\right)\right) \sim \operatorname{Cov}\left(\frac{\mathscr{N}_{E}^{[4]}\left(D_{1}\right)}{\sqrt{\operatorname{Var} \mathscr{N}_{E}^{[4]}\left(D_{1}\right)}}, \frac{\mathscr{N}_{E}^{[4]}\left(D_{2}\right)}{\sqrt{\operatorname{Var} \mathscr{N}_{E}^{[4]}\left(D_{2}\right)}}\right) \\
& \quad=\frac{16 \pi^{4} E}{11 \sqrt{\operatorname{area}\left(D_{1}\right) \operatorname{area}\left(D_{2}\right)} \log E} \times
\end{aligned}
$$

$$
\begin{aligned}
& \times \operatorname{Cov}\left(a_{E}\left(D_{1}\right)+\widehat{a}_{E}\left(D_{1}\right)+b_{E}\left(D_{1}\right), a_{E}\left(D_{2}\right)+\widehat{a}_{E}\left(D_{2}\right)+b_{E}\left(D_{2}\right)\right) \\
& \longrightarrow \frac{\operatorname{area}\left(D_{1} \cap D_{2}\right)}{\sqrt{\operatorname{area}\left(D_{1}\right) \operatorname{area}\left(D_{2}\right)}},
\end{aligned}
$$

as $E \rightarrow \infty$.

### 5.2 Proof of Theorem 3.4

Recall the definitions of $X_{E}\left(t_{1}, t_{2}\right)$ and $Y_{E}\left(t_{1}, t_{2}\right)$ from Sect. 3.2; Theorem 3.2 straightforwardly implies that $X_{E}\left(t_{1}, t_{2}\right)$ and $Y_{E}\left(t_{1}, t_{2}\right)$ converge, as $E \rightarrow \infty$ and in the sense of finite-dimensional distributions, to a 2-dimensional Wiener sheet, namely a centered Gaussian process

$$
\mathbf{W}=\left\{W\left(t_{1}, t_{2}\right):\left(t_{1}, t_{2}\right) \in[0,1]^{2}\right\}
$$

with covariance function $E\left[W\left(t_{1}, t_{2}\right) W\left(s_{1}, s_{2}\right)\right]=\left(t_{1} \wedge s_{1}\right)\left(t_{2} \wedge s_{2}\right)$. Hence, in order to obtain a weak convergence result for $\left(X_{E}^{[4]}(\cdot)\right)_{E}$ (respectively $\left.\left(Y_{E}^{[4]}(\cdot)\right)_{E}\right)$, it is enough to prove that the sequence $\left(X_{E}^{[4]}(\cdot)\right)_{E}$ (respectively $\left.\left(Y_{E}^{[4]}(\cdot)\right)_{E}\right)$ is tight. We will do it by showing that $X_{E}^{[4]}\left(t_{1}, t_{2}\right)$ (respectively $\left.Y_{E}^{[4]}\left(t_{1}, t_{2}\right)\right)$ satisfies a Kolmogorov continuity criterion, i.e. that the following holds

$$
\begin{align*}
& \mathbb{E}\left[\left(X_{E}^{[4]}\left(t_{1}, t_{2}\right)-X_{E}^{[4]}\left(s_{1}, s_{2}\right)\right)^{a}\right] \leq K\left\|\left(t_{1}, t_{2}\right)-\left(s_{1}, s_{2}\right)\right\|^{2+b}, \quad \text { for some } \quad a, b>0 \\
& \mathbb{E}\left[\left(Y_{E}^{[4]}\left(t_{1}, t_{2}\right)-Y_{E}^{[4]}\left(s_{1}, s_{2}\right)\right)^{a}\right] \leq K\left\|\left(t_{1}, t_{2}\right)-\left(s_{1}, s_{2}\right)\right\|^{2+b}, \quad \tag{5.20}
\end{align*}
$$

and with $K$ an absolute finite constant ${ }^{5}\left(\|\cdot\|\right.$ denotes the Euclidean norm on $\left.\mathbb{R}^{2}\right)$.
Let us start with $X_{E}^{[4]}\left(t_{1}, t_{2}\right)$. Without loss of generality (see Remark 5.5), assume that $s_{1} \leq t_{1}$ and $s_{2} \leq t_{2}$, then

$$
\begin{aligned}
\mathbb{E} & {\left[\left|X_{E}^{[4]}\left(t_{1}, t_{2}\right)-X_{E}^{[4]}\left(s_{1}, s_{2}\right)\right|^{2}\right]=\mathbb{E}\left[\left|\frac{\mathscr{L}_{E}^{[4]}\left(\left[0, t_{1}\right] \times\left[0, t_{2}\right]\right)-\mathscr{L}_{E}^{[4]}\left(\left[0, s_{1}\right] \times\left[0, s_{2}\right]\right)}{\sqrt{\frac{\log E}{512 \pi}}}\right|^{2}\right] } \\
& =\mathbb{E}\left[\left|\frac{\mathscr{L}_{E}^{[4]}\left(D_{t, s}\right)}{\sqrt{\frac{\log E}{512 \pi}}}\right|^{2}\right] \leq \frac{\pi^{2} E}{4^{2} \log E} \mathbb{E}\left[8^{2}\left|a_{1, E}\left(D_{t, s}\right)\right|^{2}+\left|a_{2, E}\left(D_{t, s}\right)\right|^{2}+\left|a_{3, E}\left(D_{t, s}\right)\right|^{2}+\right. \\
& \left.+2^{2}\left|a_{4, E}\left(D_{t, s}\right)\right|^{2}+8^{2}\left|a_{5, E}\left(D_{t, s}\right)\right|^{2}+8^{2}\left|a_{5, E}\left(D_{t, s}\right)\right|^{2}\right],
\end{aligned}
$$

where $D_{t, s}:=\left[0, t_{1}\right] \times\left[0, t_{2}\right] \backslash\left[0, s_{1}\right] \times\left[0, s_{2}\right]$.
Set $t:=\left(t_{1}, t_{2}\right)$ and $s:=\left(s_{1}, s_{2}\right)$. In the sequel, the letter $c$ will denote any positive constant that depends neither on $t, s$ nor on $E$. Thanks to the diagram formula (see [25, Proposition 4.15]) and adapting Propositions 5.1 and 5.2 for $D_{1}=D_{2}=D_{t, s}$ (see Remark 5.4), we have

$$
\begin{aligned}
\mathbb{E}\left[\left|a_{1, E}\left(D_{t, s}\right)\right|^{2}\right] & =\mathbb{E}\left[\left|\int_{D_{t, s}} H_{4}\left(B_{E}(x)\right) d x\right|^{2}\right]=\int_{D_{t, s}^{2}} \mathbb{E}\left[H_{4}\left(B_{E}(x)\right) H_{4}\left(B_{E}(y)\right)\right] d x d y \\
& =6 \int_{D_{t, s}^{2}} \mathbb{E}\left[B_{E}(x) B_{E}(y)\right]^{4} d x d y=6 \int_{D_{t, s}^{2}} r^{E}(x-y)^{4} d x d y \\
& \leq c \text { area }\left(D_{t, s}\right) \frac{\log E}{E} \leq c\|t-s\| \frac{\log E}{E} .
\end{aligned}
$$

[^4]Remark 5.4 Recall the proof of Proposition 5.1; using the coarea formula we have, for any $t, s \in[0,1]^{2}$

$$
\begin{aligned}
& \int_{D_{t, s}^{2}} r^{E}(x-y)^{4} d x d y=\int_{0}^{\operatorname{diam}\left(D_{t, s}\right)} \phi d \phi \int_{D_{t, s}^{-\phi}} d x \int_{0}^{2 \pi} r^{E}(\phi \cos \theta, \phi \sin \theta)^{4} d \theta \\
& +\int_{0}^{\operatorname{diam}\left(D_{t, s}\right)} \phi d \phi \int_{D_{t, s \backslash D_{t, s}^{-,}}} d x \int_{\partial B_{\phi}(x) \cap D_{t, s}} r^{E}(\phi \cos \theta, \phi \sin \theta)^{4} d \theta \\
& \leq \frac{1}{E} \int_{0}^{\sqrt{E} \operatorname{diam}\left(D_{t, s}\right)} \psi d \psi \int_{D_{t, s}^{-\psi / \sqrt{E}}} d x \int_{0}^{2 \pi} r^{1}(\psi \cos \theta, \psi \sin \theta)^{4} d \theta \\
& +\frac{1}{E} \int_{0}^{\sqrt{E} \operatorname{diam}\left(D_{t, s}\right)} \psi d \psi \int_{D_{t, s} \backslash D_{t, s}^{-\psi / \sqrt{E}}} d x \int_{0}^{2 \pi} r^{1}(\psi \cos \theta, \psi \sin \theta)^{4} d \theta \\
& \leq \frac{\operatorname{area}\left(D_{t, s}\right)}{E} \int_{0}^{\sqrt{E} \operatorname{diam}\left(D_{t, s}\right)} \psi d \psi \int_{0}^{2 \pi} r^{1}(\psi \cos \theta, \psi \sin \theta)^{4} d \theta \\
& \leq \frac{c \operatorname{area}\left(D_{t, s}\right)}{E}\left(\int_{0}^{1} \psi d \psi+\int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{t, s}\right)} \frac{1}{\psi} d \psi\right) \leq c \operatorname{area}\left(D_{t, s}\right) \frac{\log E}{E},
\end{aligned}
$$

where we used once again the asymptotic relations for Bessel functions (A.9) and (A.8).
Consequently, using the hypercontractivity property of functionals living in a fixed Wienerchaos (see [29, Theorem 2.7.2]), we have that

$$
\frac{64 \pi^{6} E^{3}}{(\log E)^{3}} \mathbb{E}\left[\left|a_{1, E}\left(D_{t, s}\right)\right|^{6}\right] \leq c\|t-s\|^{3} .
$$

Moreover, one can prove in an analogous way that

$$
\frac{64 \pi^{6} E^{3}}{(\log E)^{3}} \mathbb{E}\left[\left|a_{i, E}\left(D_{t, s}\right)\right|^{6}\right] \leq c\|t-s\|^{3},
$$

for each $i=2,3,4,5,6$. Therefore, we obtain that

$$
\begin{equation*}
\mathbb{E}\left[\left|X_{E}^{[4]}(t)-X_{E}^{[4]}(s)\right|^{6}\right] \leq c\|t-s\|^{3} \tag{5.21}
\end{equation*}
$$

and hence that $X_{E}^{[4]}(t)$ satisfies (5.20), with $a=6$ and $b=1$. Thanks to the Kolmogorov continuity criterion for tightness, we just showed that $X_{E}^{[4]}(t)$ is tight. Showing the tightness of $Y_{E}^{[4]}(t)$ is completely analogous and it is left to the interested reader.

Remark 5.5 The reason why, taking $s_{1} \leq t_{1}$ and $s_{2} \leq t_{2}$, we do not loose any generality relies simply on the fact that the fourth chaotic component $X_{E}^{[4]}\left(t_{1}, t_{2}\right)$ is an integral over a domain $D_{t}:=\left[0, t_{1}\right] \times\left[0, t_{2}\right]$ and hence one can use additivity. More specifically, assume instead that $s_{1} \leq t_{1}$ but $s_{2} \geq t_{2}$, then

$$
D_{t}=\left[0, s_{1}\right] \times\left[0, t_{2}\right]+\left[s_{1}, t_{1}\right] \times\left[0, t_{2}\right]
$$

and

$$
D_{s}=\left[0, s_{1}\right] \times\left[0, t_{2}\right]+\left[0, s_{1}\right] \times\left[t_{2}, s_{2}\right] .
$$

Consequently, doing analogous computations as the ones we used to reach equation (5.21), we have that

$$
\begin{aligned}
& \mathbb{E}\left[\left|X_{E}^{[4]}\left(t_{1}, t_{2}\right)-X_{E}^{[4]}\left(s_{1}, s_{2}\right)\right|^{6}\right]=\mathbb{E}\left[\left|\frac{\mathscr{L}_{E}^{[4]}\left(\left[s_{1}, t_{1}\right] \times\left[0, t_{2}\right]\right)-\mathscr{L}_{E}^{[4]}\left(\left[0, s_{1}\right] \times\left[t_{2}, s_{2}\right]\right)}{\sqrt{\frac{\log E}{512 \pi}}}\right|^{6}\right] \\
& \quad \leq 2^{6}\left(\frac{512 \pi}{\log E}\right)^{3} E\left[\left|\mathscr{L}_{E}^{[4]}\left(\left[s_{1}, t_{1}\right] \times\left[0, t_{2}\right]\right)\right|^{6}+\left|\mathscr{L}_{E}^{[4]}\left(\left[0, s_{1}\right] \times\left[t_{2}, s_{2}\right]\right)\right|^{6}\right] \\
& \quad \leq c\left\{\operatorname{area}\left(\left[s_{1}, t_{1}\right] \times\left[0, t_{2}\right]\right)^{3}+\operatorname{area}\left(\left[0, s_{1}\right] \times\left[t_{2}, s_{2}\right]\right)^{3}\right\} \\
& \quad=c\left\{\left[\left(t_{1}-s_{1}\right) t_{2}\right]^{3}+\left[\left(s_{2}-t_{2}\right) s_{1}\right]^{3}\right\} \leq c\left\{\left|t_{1}-s_{1}\right|^{3}+\left|s_{2}-t_{2}\right|^{3}\right\} \leq c\|t-s\|^{3}
\end{aligned}
$$
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## A Ancillary Results from [30] and More

## A. 1 Covariances

In [30, Lemma 3.1], the authors computed the distribution of the Gaussian vector $\left(B_{E}(x), B_{E}(y), \nabla B_{E}(x), \nabla B_{E}(y)\right) \in \mathbb{R}^{6}$ for $x, y \in \mathbb{R}^{2}$, where $\nabla B_{E}$ is the gradient field $\nabla:=\left(\partial_{1}, \partial_{2}\right), \partial_{i}:=\partial_{x_{i}}=\partial / \partial x_{i}$ for $i=1,2$. For $i, j \in\{0,1,2\}$ define

$$
\begin{equation*}
r_{i, j}^{E}(x-y):=\partial_{x_{i}} \partial_{y_{j}} r^{E}(x-y), \tag{A.1}
\end{equation*}
$$

with $\partial_{x_{0}}$ and $\partial_{y_{0}}$ equal to the identity by definition.
Lemma A. 1 ([30, Lemma 3.1]) The centered Gaussian vector

$$
\left(B_{E}(x), B_{E}(y), \nabla B_{E}(x), \nabla B_{E}(y)\right) \in \mathbb{R}^{6}, \quad x \neq y \in \mathbb{R}^{2}
$$

has the following covariance matrix:

$$
\Sigma^{E}(x-y)=\left(\begin{array}{c}
\Sigma_{1}^{E}(x-y)  \tag{A.2}\\
\Sigma_{2}^{E}(x-y)^{t} \\
\Sigma_{3}^{E}(x-y) \\
(x-y)
\end{array}\right),
$$

where

$$
\Sigma_{1}^{E}(x-y)=\left(\begin{array}{cc}
1 & r^{E}(x-y) \\
r^{E}(x-y) & 1
\end{array}\right),
$$

$r^{E}$ being defined in (2.1),

$$
\Sigma_{2}^{E}(x-y)=\left(\begin{array}{ccc}
0 & 0 & r_{0,1}^{E}(x-y)  \tag{A.3}\\
r_{0,2}^{E}(x-y) \\
-r_{0,1}^{E}(x-y) & -r_{0,2}^{E}(x-y) & 0
\end{array}\right)
$$

with, for $i=1,2$,

$$
r_{0, i}^{E}(x-y)=2 \pi \sqrt{E} \frac{x_{i}-y_{i}}{\|x-y\|} J_{1}(2 \pi \sqrt{E}\|x-y\|)
$$

## Finally

$$
\Sigma_{3}^{E}(x-y)=\left(\begin{array}{cccc}
2 \pi^{2} E & 0 & r_{1,1}^{E}(x-y) & r_{1,2}^{E}(x-y) \\
0 & 2 \pi^{2} E & r_{2,1}^{E}(x-y) & r_{2,2}^{E}(x-y) \\
r_{1,1}^{E}(x-y) & r_{2,1}^{E}(x-y) & 2 \pi^{2} E & 0 \\
r_{1,2}^{E}(x-y) & r_{2,2}^{E}(x-y) & 0 & 2 \pi^{2} E
\end{array}\right)
$$

where for $i=1,2$

$$
\begin{equation*}
r_{i, i}^{E}(x-y)=2 \pi^{2} E\left(J_{0}(2 \pi \sqrt{E}\|x-y\|)+\left(1-2 \frac{\left(x_{i}-y_{i}\right)^{2}}{\|x-y\|^{2}}\right) J_{2}(2 \pi \sqrt{E}\|x-y\|)\right), \tag{A.4}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{12}^{E}(x-y)=r_{2,1}^{E}(x-y)=-4 \pi^{2} E \frac{\left(x_{1}-y_{1}\right)\left(x_{2}-y_{2}\right)}{\|x-y\|^{2}} J_{2}(2 \pi \sqrt{E}\|x-y\|) . \tag{A.5}
\end{equation*}
$$

Let us also define, for $k, l \in\{0,1,2\}$,

$$
\widetilde{r}_{k, l}^{E}(x, y)=\widetilde{r}_{k, l}^{E}(x-y):=\mathbb{E}\left[\widetilde{\partial}_{k} B_{E}(x) \widetilde{\partial}_{l} B_{E}(y)\right], \quad x, y \in \mathbb{R}^{2}
$$

with $\widetilde{\partial}_{0} B_{E}:=B_{E}$, where we define the normalized derivatives as

$$
\begin{equation*}
\widetilde{\partial}_{i}:=\frac{\partial_{i}}{\sqrt{2 \pi^{2} E}}, \quad i=1,2, \tag{A.6}
\end{equation*}
$$

and accordingly the normalized gradient $\widetilde{\nabla}$ as

$$
\begin{equation*}
\widetilde{\nabla}:=\left(\widetilde{\partial}_{1}, \widetilde{\partial}_{2}\right)=\frac{\nabla}{\sqrt{2 \pi^{2} E}} \tag{A.7}
\end{equation*}
$$

One has the following uniform estimate for Bessel functions: As $\phi \rightarrow \infty$,

$$
\begin{aligned}
& r^{E}((\phi \cos \theta, \phi \sin \theta))=\frac{1}{\frac{1}{\pi \sqrt{\sqrt{E} \phi}} \cos \left(2 \pi \sqrt{E} \phi-\frac{\pi}{4}\right)+O\left(\frac{1}{E^{3 / 4} \phi \sqrt{\phi}}\right)} \underset{=: h^{E}(\theta) g^{E}(\phi)}{ } \\
& \left.\widetilde{r}_{0,1}^{E}((\phi \cos \theta, \phi \sin \theta))=\frac{\frac{\sqrt{2} \cos \theta}{\pi \sqrt{\sqrt{E} \phi}} \sin \left(2 \pi \sqrt{E} \phi-\frac{\pi}{4}\right)+O\left(\frac{1}{E^{3 / 4} \phi \sqrt{\phi}}\right)}{=: h_{0,1}^{E}(\theta) g_{0,1}^{E}(\phi)}\right) \\
& \tilde{r}_{0,2}^{E}((\phi \cos \theta, \phi \sin \theta))=\frac{\sqrt{2} \sin \theta}{\pi \sqrt{\sqrt{E} \phi}} \sin \left(2 \pi \sqrt{E} \phi-\frac{\pi}{4}\right)+O\left(\frac{1}{E^{3 / 4} \phi \sqrt{\phi}}\right) \\
& =: h_{0,2}^{E}(\theta) g_{0,2}^{E}(\phi) \\
& \tilde{r}_{1,1}^{E}((\phi \cos \theta, \phi \sin \theta))=\frac{2 \cos ^{2} \theta}{\frac{\pi \sqrt{\sqrt{E}} \phi}{\ln }} \cos \left(2 \pi \sqrt{E} \phi-\frac{\pi}{4}\right)+O\left(\frac{1}{E^{3 / 4} \phi \sqrt{\phi}}\right)
\end{aligned}
$$

$$
\begin{align*}
& \widetilde{r}_{2,2}^{E}((\phi \cos \theta, \phi \sin \theta))=\frac{2 \sin ^{2} \theta}{\frac{\pi \sqrt{\sqrt{E} \phi}}{}} \cos \left(2 \pi \sqrt{E} \phi-\frac{\pi}{4}\right)+O\left(\frac{1}{E^{3 / 4} \phi \sqrt{\phi}}\right) \\
& \widetilde{r}_{1,2}^{E}((\phi \cos \theta, \phi \sin \theta))=\frac{2 \cos \theta \sin \theta}{\frac{\pi \sqrt{\sqrt{E} \phi}}{\pi}} \cos \left(2 \pi \sqrt{E} \phi-\frac{\pi}{4}\right)+O\left(\frac{1}{E^{3 / 4} \phi \sqrt{\phi}}\right), \tag{A.8}
\end{align*}
$$

uniformly on $(\phi, \theta)$, where the constants involved in the $O$-notation do not depend on $E$. As $\psi \rightarrow 0$,

$$
\begin{array}{ll}
r^{1}(\psi \cos \theta, \psi \sin \theta) \longrightarrow 1, & \widetilde{r}_{0, i}^{1}(\psi \cos \theta, \psi \sin \theta)=O(\psi) \\
\widetilde{r}_{i, i}^{1}(\psi \cos \theta, \psi \sin \theta) \longrightarrow 1, & \widetilde{r}_{1,2}^{1}(\psi \cos \theta, \psi \sin \theta)=O\left(\psi^{2}\right), \tag{A.9}
\end{array}
$$

uniformly on $\theta$, for $i=1,2$.
Remark A. 1 It is important to stress that the planar random waves can be formally represented as a stochastic integral with respect to a Gaussian random measure $W$, in the following way

$$
\begin{equation*}
B_{E}(x)=\int_{0}^{\pi} f_{E}(x, t) d W(t)=I_{1}\left(f_{E}(x, \cdot)\right), \tag{A.10}
\end{equation*}
$$

where $f_{E}$ is chosen in such a way that

$$
\begin{aligned}
\mathbb{E}\left[B_{E}(x) B_{E}(y)\right] & =J_{0}(2 \pi \sqrt{E}\|x-y\|) \\
& =\int_{0}^{\pi} \cos (2 \pi \sqrt{E}\|x-y\| \sin t) d t=\int_{0}^{\pi} f_{E}(x, t) f_{E}(y, t) d t
\end{aligned}
$$

## A. 2 Chaos

We refer the reader to [29, Chapter 2] and [35, Chapter 5] for a self-contained introduction to Wiener chaos. The next result contains an explicit description of the chaotic expansions of $\mathscr{L}_{E}(z):=$ length $\left(B_{E}^{-1}(z) \cap D\right)$ and $\mathscr{N}_{E}(z):=\#\left(\left(B_{E}^{\mathbb{C}}\right)^{-1}(z) \cap D\right), z \in \mathbb{R}$.

Proposition A. 2 The chaotic expansion of the level curve length in $D$ is

$$
\begin{align*}
\mathscr{L}_{E}(z)=\sum_{q=0}^{+\infty} \mathscr{L}_{E}^{[q]}(z)= & \sqrt{2 \pi^{2} E} \sum_{q=0}^{+\infty} \sum_{u=0}^{q} \sum_{m=0}^{u} \beta_{q-u}(z) \alpha_{m, u-m}  \tag{A.11}\\
& \times \int_{D} H_{q-u}\left(B_{E}(x)\right) H_{m}\left(\widetilde{\partial}_{1} B_{E}(x)\right) H_{u-m}\left(\widetilde{\partial}_{2} B_{E}(x)\right) d x
\end{align*}
$$

where $\left\{\beta_{n}(z)\right\}_{n \geq 0}$ are the formal coefficients of the chaotic expansion of $\delta_{z}$ (see Remark A.2), while $\left\{\alpha_{n, m}\right\}_{n, m \geq 0}$ is the sequence of chaotic coefficients of the Euclidean norm in $\mathbb{R}^{2}\|\cdot\|$ appearing in $\left[26\right.$, Lemma 3.5]. Here, the symbol $\mathscr{L}_{E}^{[q]}(z)$ indicates the projection of $\mathscr{L}_{E}(z)$ onto the qth Wiener chaos associated with $B_{E}$, as defined in [29, Section 2.2].

For the number of level points in $D$ we have

$$
\begin{align*}
& \mathscr{N}_{E}(z)=\sum_{q=0}^{+\infty} \mathscr{N}_{E}^{[q]}(z)=2 \pi^{2} E \sum_{q=0}^{+\infty} \sum_{i_{1}+i_{2}+i_{3}+j_{1}+j_{2}+j_{3}=q} \beta_{i_{1}}(z) \beta_{j_{1}}(z) \zeta_{i_{2}, i_{3}, j_{2}, j_{3}} \\
& \int_{D} H_{i_{1}}\left(B_{E}(x)\right) H_{j_{1}}\left(\widehat{B}_{E}(x)\right) H_{i_{2}}\left(\widetilde{\partial}_{1} B_{E}(x)\right) H_{i_{3}}\left(\widetilde{\partial}_{2} B_{E}(x)\right) H_{j_{2}}\left(\widetilde{\partial}_{1} \widehat{B}_{E}(x)\right) H_{j_{3}}\left(\widetilde{\partial}_{2} \widehat{B}_{E}(x)\right) d x, \tag{A.12}
\end{align*}
$$

where $i_{2}, i_{3}, j_{2}, j_{3}$ have the same parity; here the sequence $\left\{\zeta_{i_{2}, i_{3}, j_{2}, j_{3}}\right\}$ corresponds to the chaotic expansion of the absolute value of the Jacobian appearing in [19, Lemma 4.2]. Here, the symbol $\mathscr{N}_{E}^{[q]}(z)$ indicates the projection of $\mathscr{N}_{E}(z)$ onto the qth Wiener chaos associated with $B_{E}^{\mathbb{C}}$, as defined in [29, Section 2.2].
Remark A. 2 The coefficients $\beta_{l}$ are defined as the limit, as $\varepsilon \rightarrow 0$, of $\beta_{l}^{\varepsilon}:=\frac{1}{l!} \eta_{l}^{\varepsilon}(z)$, where

$$
\frac{1}{2 \varepsilon} \mathbb{1}_{[z-\varepsilon, z+\varepsilon]}(\cdot)=\sum_{l=0}^{\infty} \frac{1}{l!} \eta_{l}^{\varepsilon}(z) H_{l}(\cdot)
$$

In [36, Proposition 7.2.2], it is shown that

$$
\begin{align*}
\eta_{n}(z) & =\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} \gamma(t) H_{n}(t) d t=\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} \gamma(t)(-1)^{n} \gamma^{-1}(t) \frac{d^{n}}{d t^{n}} \gamma(t) d t \\
& =\lim _{\varepsilon \longrightarrow 0} \frac{(-1)^{n}}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} \frac{d^{n}}{d t^{n}} \gamma(t) d t=\gamma(z) H_{n}(z) . \tag{A.13}
\end{align*}
$$

with $\gamma$ the standard Gaussian density on $\mathbb{R}$ and

$$
\begin{equation*}
\alpha_{n, n-m}=\frac{1}{2 \pi(n)!(n-m)!} \int_{\mathbb{R}^{2}} \sqrt{y^{2}+z^{2}} H_{n}(y) H_{n-m}(z) \mathrm{e}^{-\frac{y^{2}+z^{2}}{2}} d y d z \tag{A.14}
\end{equation*}
$$

where (A.14) vanishes whenever $n$ or $n-m$ is odd. In [19], it is shown that

$$
\zeta_{a, b, c, d}=\frac{1}{a!b!c!d!} \mathbb{E}\left[|X Y-Z W| H_{a}(X) H_{b}(Y) H_{c}(Z) H_{d}(W)\right],
$$

where $(X, Y, V, W)$ is a standard real four-dimensional Gaussian vector.
In particular, we have

$$
\begin{align*}
& \beta_{0}(z)=\gamma(z) H_{0}(z)=\gamma(z), \quad \beta_{1}(z)=\gamma(z) H_{1}(z)=\gamma(z) z \\
& \beta_{2}(z)=\frac{1}{2} \gamma(z) H_{2}(z)=\frac{1}{2} \gamma(z)\left(z^{2}-1\right), \quad \beta_{3}(z)=\frac{1}{6} \gamma(z) H_{3}(z)=\frac{1}{6} \gamma(z)\left(z^{3}-3 z\right), \\
& \beta_{4}=\frac{1}{24} \gamma(z) H_{4}(z)=\frac{1}{24} \gamma(z)\left(z^{4}-6 z^{2}+3\right),  \tag{A.15}\\
& \alpha_{0,0}=\frac{\sqrt{2 \pi}}{2}, \quad \alpha_{2,0}=\alpha_{0,2}=\frac{\sqrt{2 \pi}}{8}, \quad \alpha_{4,0}=\alpha_{0,4}=-\frac{\sqrt{2 \pi}}{128}, \quad \alpha_{2,2}=-\frac{\sqrt{2 \pi}}{64} \tag{A.16}
\end{align*}
$$

and

$$
\begin{align*}
& \zeta_{0,0,0,0}=1, \quad \zeta_{2,0,0,0}=\zeta_{0,2,0,0}=\zeta_{0,0,2,0}=\zeta_{0,0,0,2}=\frac{1}{4}, \\
& \zeta_{1,1,1,1}=-\frac{3}{8}, \quad \zeta_{2,2,0,0}=\zeta_{0,0,2,2}=-\frac{1}{32},  \tag{A.17}\\
& \zeta_{2,0,2,0}=\zeta_{0,2,0,2}=-\frac{1}{32}, \quad \zeta_{2,0,0,2}=\zeta_{0,2,2,0}=\frac{5}{32}, \\
& \zeta_{4,0,0,0}=\zeta_{0,4,0,0}=\zeta_{0,0,4,0}=\zeta_{0,0,0,4}=-\frac{3}{192} .
\end{align*}
$$

Note that, when $z=0$, the odd-chaoses vanish.
Once the chaotic expansions were established, the authors of [30] proved that, as $E \rightarrow+\infty$ (see [30, Equation (2.29)])

$$
\frac{\mathscr{L}_{E}-\mathbb{E}\left[\mathscr{L}_{E}\right]}{\sqrt{\operatorname{Var}\left(\mathscr{L}_{E}\right)}}=\frac{\mathscr{L}_{E}^{[4]}}{\sqrt{\operatorname{Var}\left(\mathscr{L}_{E}^{[4]}\right)}}+o_{\mathbb{P}}(1), \quad \frac{\mathscr{N}_{E}-\mathbb{E}\left[\mathscr{N}_{E}\right]}{\sqrt{\operatorname{Var}\left(\mathscr{N}_{E}\right)}}=\frac{\mathscr{N}_{E}^{[4]}}{\sqrt{\operatorname{Var}\left(\mathscr{N}_{E}^{[4]}\right)}}+o_{\mathbb{P}}(1)
$$

using the following results (and in particular that $\operatorname{Var} \mathscr{L}_{E} \sim \operatorname{Var} \mathscr{L}_{E}^{[4]}$ ).
Lemma A. 3 [30, Lemma 4.1 and 4.2] We have

$$
\begin{equation*}
\mathscr{L}_{E}^{[2]}=\frac{1}{8 \pi \sqrt{2 E}} \int_{\partial D} B_{E}(x)\left\langle\nabla B_{E}(x), n(x)\right\rangle d x, \tag{A.18}
\end{equation*}
$$

where $n(x)$ is the outward pointing normal at $x$, and hence

$$
\begin{equation*}
\operatorname{Var}\left(\mathscr{L}_{E}^{[2]}\right)=O(1) . \tag{A.19}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\mathscr{\mathscr { N }}_{E}^{[2]}=\sqrt{2 E}\left(\mathscr{L}_{E}^{[2]}+\widetilde{\mathscr{L}}_{E}[2]\right) \tag{A.20}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\operatorname{Var}\left(\mathscr{N}_{E}^{[2]}\right)=O(E) \tag{A.21}
\end{equation*}
$$

Proposition A. 4 [30, Proposition 6.1] The fourth chaotic component of $\mathscr{L}_{E}$ is given by

$$
\begin{equation*}
\mathscr{L}_{E}^{[4]}(D)=\frac{\sqrt{2 \pi^{2} E}}{128}\left\{8 a_{1, E}-a_{2, E}-a_{3, E}-2 a_{4, E}-8 a_{5, E}-8 a_{6, E}\right\}, \tag{A.22}
\end{equation*}
$$

where

$$
\begin{align*}
& a_{1, E}:=\int_{D} H_{4}\left(B_{E}(x)\right) d x, \quad a_{2, E}:=\int_{D} H_{4}\left(\widetilde{\partial}_{1} B_{E}(x)\right) d x, \quad a_{3, E}:=\int_{D} H_{4}\left(\widetilde{\partial}_{2} B_{E}(x)\right) d x, \\
& a_{4, E}:=\int_{D} H_{2}\left(\widetilde{\partial}_{1} B_{E}(x)\right) H_{2}\left(\widetilde{\partial}_{2} B_{E}(x)\right) d x,  \tag{A.23}\\
& a_{5, E}:=\int_{D} H_{2}\left(B_{E}(x)\right) H_{2}\left(\widetilde{\partial}_{1} B_{E}(x)\right) d x, \quad a_{6, E}:=\int_{D} H_{2}\left(B_{E}(x)\right) H_{2}\left(\widetilde{\partial}_{2} B_{E}(x)\right) d x .
\end{align*}
$$

Its variance satisfies

$$
\begin{align*}
\operatorname{Var}\left(\mathscr{L}_{E}^{[4]}\right) & =\frac{\pi^{2} E}{8192} \operatorname{Var}\left(8 a_{1, E}-a_{2, E}-a_{3, E}-2 a_{4, E}-8 a_{5, E}-8 a_{6, E}\right)  \tag{A.24}\\
& \sim \frac{\operatorname{area}(D) \log E}{512 \pi},
\end{align*}
$$

where the last asymptotic equivalence holds as $E \rightarrow+\infty$.
Proposition A. 5 [30, Proposition 6.2] The fourth chaotic component of $\mathscr{N}_{E}$ is given by

$$
\begin{equation*}
\mathscr{N}_{E}^{[4]}(D)=a_{E}(D)+\widehat{a}_{E}(D)+b_{E}(D), \tag{A.25}
\end{equation*}
$$

where

$$
a_{E}(D)=\frac{\pi E}{64}\left\{8 a_{1, E}(D)-a_{2, E}(D)-2 a_{3, E}(D)-8 a_{4, E}(D)\right\},
$$

$\widehat{a}_{E}(D)$ is defined in the same way as $a_{E}(D)$, except for the fact that one uses $\widehat{B}_{E}$ instead of $B_{E}$, and

$$
\begin{gathered}
b_{E}=\frac{\pi E}{8}\left\{2 b_{1, E}-b_{2, E}-b_{3, E}-b_{4, E}-b_{5, E}-\frac{1}{4} b_{6, E}-\frac{1}{4} b_{7, E}\right. \\
\left.+\frac{5}{4} b_{8, E}+\frac{5}{4} b_{9, E}-3 b_{10, E}\right\}
\end{gathered}
$$

with $a_{i, E}, i=1, \ldots, 4$ defined in (A.23) and

$$
\begin{aligned}
& b_{1, E}:=\int_{D} H_{2}\left(B_{E}(x)\right) H_{2}\left(\widehat{B}_{E}(x)\right) d x \quad b_{2, E}:=\int_{D} H_{2}\left(B_{E}(x)\right) H_{2}\left(\widetilde{\partial}_{1} \widehat{B}_{E}(x) d x\right. \\
& b_{3, E}=\int_{D} H_{2}\left(B_{E}(x)\right) H_{2}\left(\widetilde{\partial}_{2} \widehat{B}_{E}(x)\right) d x \quad b_{4, E}=\int_{D} H_{2}\left(\widetilde{\partial}_{1} B_{E}(x)\right) H_{2}\left(\widehat{B}_{E}(x)\right) d x \\
& b_{5, E}:=\int_{D} H_{2}\left(\widetilde{\partial}_{2} B_{E}(x)\right) H_{2}\left(\widehat{B}_{E}(x)\right) d x \quad b_{6, E}:=\int_{D} H_{2}\left(\widetilde{\partial}_{1} B_{E}(x)\right) H_{2}\left(\widetilde{\partial}_{1} \widehat{B}_{E}(x)\right) d x \\
& b_{7, E}:=\int_{D} H_{2}\left(\widetilde{\partial}_{2} B_{E}(x)\right) H_{2}\left(\widetilde{\partial}_{2} \widehat{B}_{E}(x)\right) d x \quad b_{8, E}:=\int_{D} H_{2}\left(\widetilde{\partial}_{1} B_{E}(x)\right) H_{2}\left(\widetilde{\partial}_{2} \widehat{B}_{E}(x)\right) d x \\
& b_{9, E}:=\int_{D} H_{2}\left(\widetilde{\partial}_{2} B_{E}(x)\right) H_{2}\left(\widetilde{\partial}_{1} \widehat{B}_{E}(x)\right) d x \\
& b_{10, E}:=\int_{D} \widetilde{\partial}_{1} B_{E}(x) \widetilde{\partial}_{2} B_{E}(x) \widetilde{\partial}_{1} \widehat{B}_{E}(x) \widetilde{\partial}_{2} \widehat{B}_{E}(x) d x .
\end{aligned}
$$

Its variance satisfies

$$
\begin{equation*}
\operatorname{Var}\left(\mathscr{N}_{E}^{[4]}\right)=2 \operatorname{Var}\left(a_{E}\right)+\operatorname{Var}\left(b_{E}\right) \sim \frac{11 \operatorname{area}(D)}{32 \pi} E \log E, \tag{A.27}
\end{equation*}
$$

where the last asymptotic equivalence holds as $E \rightarrow+\infty$.
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[^1]:    ${ }^{1}$ Note that, if diam $\left(D_{1} \cap D_{2}\right) \leq \delta$, there is no need of splitting the integral in the sum of $C_{2,2,1}$ and $C_{2,2,2}$, as in this case

    $$
    \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cap D_{2}\right)} \frac{d \psi}{\psi} \operatorname{area}\left(D_{1} \cap\left(D_{2}^{+\frac{\psi}{\sqrt{E}}} \backslash D_{2}^{-\frac{\psi}{\sqrt{E}}}\right)\right) \leq \int_{1}^{\delta \sqrt{E}} \frac{d \psi}{\psi} \operatorname{area}\left(D_{1} \cap\left(D_{2}^{+\frac{\psi}{\sqrt{E}}} \backslash D_{2}^{-\frac{\psi}{\sqrt{E}}}\right)\right),
    $$

[^2]:    ${ }^{2}$ Note that, if $\operatorname{diam}\left(D_{1} \cup D_{2}\right) \leq \delta$, there is no need of splitting the integral in the sum of $I_{1}$ and $I_{2}$, as

    $$
    \int_{1}^{\sqrt{E} \operatorname{diam}\left(D_{1} \cup D_{2}\right)} \frac{1}{\psi} d \psi \operatorname{area}\left(D_{1} \cap D_{2}^{+\psi / \sqrt{E}}\right) \leq \int_{1}^{\delta \sqrt{E}} \frac{1}{\psi} d \psi \text { area }\left(D_{1} \cap D_{2}^{+\psi / \sqrt{E}}\right)=I_{1} .
    $$

[^3]:    ${ }^{4}$ Recall that $\widehat{a}_{E}(D)$ is defined in the same way as $a_{E}(D)$, except for the fact that one uses $\widehat{B}_{E}$ instead of $B_{E}$.

[^4]:    5 see also [40, Theorem 2.1].

