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Abstract

We consider vectors of random variables, obtained by restricting the length of the nodal
set of Berry’s random wave model to a finite collection of (possibly overlapping) smooth
compact subsets of R?. Our main result shows that, as the energy diverges to infinity and
after an adequate normalisation, these random elements converge in distribution to a Gaussian
vector, whose covariance structure reproduces that of a homogeneous independently scattered
random measure. A by-product of our analysis is that, when restricted to rectangles, the
dominant chaotic projection of the nodal length field weakly converges to a standard Wiener
sheet, in the Banach space of real-valued continuous mappings over a fixed compact set. An
analogous study is performed for complex-valued random waves, in which case the nodal
set is a locally finite collection of random points.

Keywords Random plane waves - Gaussian random measures - Weak convergence - Wiener
sheet - Bessel functions

Mathematics Subject Classification 60G60 - 60F05 - 341.20 - 33C10

1 Introduction

The aim of this paper is to prove second order results for sequences of random vectors
obtained by restricting the nodal length of Berry’s random wave model to finite collections
of (possibly intersecting) smooth compact subsets of R%. Such a model was first introduced in
[3], and typically emerges as the local scaling limit of random fields on Riemannian surfaces
that are approximately eigenfunction of the associated Laplace—Beltrami operator—see e.g.
[12,47], as well as Sect. 4 below. Berry’s model has been recently the object of a an intense
study, mainly in connection with the high-frequency analysis of local and non-local geometric
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quantities associated with the nodal sets of smooth random fields—see e.g. [2,12,24] and the
references therein.

Our main finding is that, in the high-energy limit, the above mentioned random vectors
verify a multivariate central limit theorem (CLT), with a limiting covariance matrix reproduc-
ing the dependence structure of a homogeneous independently scattered random measure.
Such a result extends the one-dimensional CLT recently proved in [30] (see also [4] for a
seminal contribution). An analogous analysis will be also realised for complex-valued ran-
dom waves, whose nodal set is almost surely a locally finite collection of points—see again
[4,30].

The contributions of the present paper are part of a growing body of research (see e.g.
[8,11,13,15-17,19,26,27,33,39,43,44]) focussing on second order results for local quantities
associated with nodal sets of Gaussian random waves, deduced by using tools of Gaussian
analysis, in particular variational and Wiener chaos techniques. See [4,23,32,38,46] for a
sample of earlier fundamental contributions on variance estimates and related quantities.

Some conventions. In what follows, every random object is defined on a common probability
space (€2, .7, P), with E indicating mathematical expectation with respect to P. The symbol
— stands for convergence in distribution of random vectors (note that such a notation is
silent on the dimension of the underlying objects). Given two positive sequences {a,}, {b,},
we write a, ~ b, whenever a,/b, — 1, as n — o0o. When no further specification is
provided, the lowercase letter ¢ is used to denote an absolute finite and positive constant,
whose exact value might change from line to line.

Plan. The paper is organized as follows. In Sect. 2 we introduce the model and the main
objects of our study. In Sect. 3 we present our main results. In Sect. 4 we discuss some
applications to monochromatic and superposed waves, and to fluctuations of L” norms.
Section 5 contains the proofs while Appendix A contains some ancillary results.

2 The Model

For E > 0, the real-valued Berry’s random wave model [3,4,30] with energy 4 2E, written
as

BE = {BE(X) X e Rz} s
is defined as the centered Gaussian field on R? having covariance kernel
rfy) =rfx—y) = J@aVE|x -y, x.yeR. .1

where Jy indicates the Bessel function of the first kind with order &« = 0, namely

+00 m "
Jow =3 (Salbi (5)2 . ueR. (2.2)

— (mN2 \2

Note that formula (2.1) immediately yields that Bg is isotropic, that is: the distribution of
Bp is invariant with respect to rigid motions of the plane. It is a standard fact that Jy is the
unique radial solution to the equation

Af+f=0 2.3)

verifying f(0) = 1; here, A := 92/ 8x12 + 9%/ 8x22 denotes as usual the Laplace operator.
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It is known (see e.g. [30]) that Bg can be represented as a random series

—+00
Bg(x) = Be(r,0) = m( > anlJm(2nﬁr)8im0>, (2.4)

m=—0Q

where we have used polar coordinates (r,0) = x, N(s) denotes the real part s, the set
{a;} is a collection of i.i.d. complex Gaussian random variables such that E[a,,] = 0 and
Ellan |2] = 2, and J, indicates the Bessel function of the first kind of index «. The series
(2.4) is almost surely convergent, and moreover uniformly convergent on any compact set,
and the sum is a real analytic function—see again [30] and the references therein. From
the representation (2.4) one also infers that Bg is almost surely an eigenfunction of A with
eigenvalue — 472 E, i.e.: with probability 1, the random mapping x — Bg(x) solves the
Helmbholtz equation

ABg(x) +47%E - Bp(x) =0, x € R%.

We will also consider a complex version of B (referred to as the complex-valued Berry’s
random wave model with energy 4> E). Such a field is defined as

BS(x) := Bp(x) +iBp(x), xeR? 2.5)

where EE is an independent copy of Bg. One easily checks that Bg almost surely verifies
the equation ABS + 472E - BE = 0.

Remark 2.1 In order to make more explicit the connection with [4,12], for £ > 0 we will
sometimes use the special notation by and b;{c, respectively, to indicate the fields B (x) and
Bg (x) in the special case E = k>/(47?). In particular, by and b}g are isotropic Gaussian
solutions of the equation A f + K2f =0.

The principal focus of our analysis are the two nodal sets
B;'(0) == {x e R?: Bp(x) =0} and (BE)~'(0) = B;'(0) N (Br)~'(0).

It is proved in [30, Lemma 8.3] that BEl (0) is almost surely a union of disjoint rectifiable
curves (called nodal lines), while (Bg)_] (0) is almost surely a locally finite collection of
isolated points (often referred to as phase singularities or optical vortices, see e.g. [20,45]).

Now denote by .« the collection of all piecewise C! simply connected compact subsets of
RR? having non-empty interior, thatis: D € . if and only if D is a simply connected compact
set with non-empty interior, and with a piecewise C! boundary. A direct adaptation of [30,
Lemma 8.3] (that only deals with convex bodies with C! boundary, but the generalisation
is straightforward, since the only element used in the proof is the piecewise smoothness of
boundaries) shows that, if D € <7 is fixed, then almost surely Bgl (0) intersects d D in at most
a finite number of points, whereas the intersection (B%)_1 (0) N 9D is almost surely empty.
We will also denote by < C . the family of convex bodies of R? having a C! boundary,
that is: D € & if and only if D is a convex compact set, having non-empty interior and a
C! boundary. For D € <7, we set

L5 (D) = length(B;' (0) N D), (2.6)

N (D) = # {(Bg)‘l ©) N D} . Q.7)
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As shown in the next section, the main goal of the present paper is to study the weak conver-
gence of the set-indexed random fields

{(ZE(D): De o/} and {AE(D): D e o}, (2.8)

in the sense of finite-dimensional distributions.

3 Main Results
3.1 Multivariate CLTs

The following statement contains fundamental results from [4] (the mean and variance com-
putations in (3.1)—(3.2)) and from [30] (the one-dimensional CLTs stated in (3.3)).

Theorem 3.1 (See [4,30]) Let the above notation prevail and fix D € <. For E > 0, the
expectation of the nodal length £g (D) and of the number of phase singularities Vg (D) are,
respectively,

E[ZE(D)] = area(D) \%\/E and E[Ag(D)] = area(D)nE, 3.1

whereas the corresponding variances verify the asymptotic relations

11
Var(ZLg (D)) ~ area(D) log E, Var(AE (D)) ~ area(D) o ElogE, E — oo.
T

512w
(3.2)
Now let
~ Zg(D) —E(ZLE(D)) ~ NE(D) —E(AE(D))
ZLe(D) = d Ng(D) := .
ED = ey " P T T e oy
Then, as E — 00, one has that
Z&(D), Np(D) = N, (3.3)

where N ~ N(0, 1) is a standard Gaussian random variable.

Remark 3.1 We will see below that one of our technical findings (namely, the forthcoming
Proposition 5.1), allows one to extend the content of Theorem 3.1 to the larger class 7.

The key tool in the proof of Theorem 3.1 is an explicit computation of the Wiener-Ito
chaos expansion of the two quantities jE(D) and J%(D) (see [29, Chapter 2], as well as
Appendix A below). Such an approach reveals that, in the high-energy limit £ — oo, the
fluctuations of .Z (D) and Az (D) are completely determined by their projections on the
fourth Wiener chaos generated, respectively, by Bg and Bg. This observation provides a
complete explanation of some striking cancellation phenomena for nodal length variances
observed by Berry [4], and then confirmed in [46] and [23] for the models of random spherical
harmonics and arithmetic random waves. The first paper connecting cancellation phenomena
(for the variance of nodal lengths of random waves) to Wiener chaos expansions is [26],
dealing with the arithmetic case. Further studies in this direction for related models can be
found in [7,8,11,14,19,27,33,39,43]. We will see below that Wiener chaos expansions play
an equally fundamental role in our findings.
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1000 G. Peccati, A. Vidotto

Although Theorem 3.1 applies to generic elements of <, it does not provide any
information about the asymptotic dependence structure of random vectors of the type
(Ze(Dy), ..., LE(Dy)) or (NE(D1), ..., Vg(Dy)). The next statement fills such a gap
by providing a non-trivial multivariate extension of Theorem 3.1; it is the main result of the
paper.

Theorem 3.2 (Multivariate CLT for nodal lengths and phase singularities) For m > 1, fix
Dy, Dy, ..., Dy € o, and define the m x m matrix C = {C,-,j} by the relation
area (D; N D;
Ciji= (Binb) (3.4)
\/area (Dy) area (D))

Then, as E — o0, one has that

(Ze(DV), Zp(D2), ..., LE(Dy)) = N(0,C), (3.5)
and

(Ne(D1), Np(D2), ..., Np(Dy)) = N(0, 0), (3.6)
where N (0, C) indicates an m-dimensional centered Gaussian vector with covariance C.

Theorem 3.2 implies in particular that, if D; N Dy = {J, then the two random vari-
ables ,@E(D 1) and ,@E(Dz) (resp. J%(Dl) and /?1; (Dy)) are asymptotically independent.
Relations (3.5) and (3.6) also contain a generalisation of (3.2), that we present in the next
statement.

Corollary 3.3 For every Dy, Dy € <,
Cov(Zg(D1), Z5(D2))  Cov(AE(D1), N (D2))

(ozE)/GI2n) (ElgE)Gan)  Areal@in D).
as £ — oc.

Remark 3.2 Let %, denote the class of Borel subsets of R? having finite Lebesgue mea-
sure, and observe that «# C . Following e.g. [29, Chapter 2], we define a homogeneous
independently scattered Gaussian random measure on R2, to be a centered Gaussian family

G ={G(C):C e %)},

verifying the following relation: for every Cy, Ca € %o, E[G(C1)G(C>)] = area(C1 N C»)
(a self-contained proof of the existence of such an object can be found in [29, p. 24]). In view
of such a definition, the content of Theorem 3.2 can be reformulated in the following way:
as E — oo, the two set-indexed processes

512
‘/1—” (26 (D) — E(Z:(D)) : D e o)
ogE

32r
11 ElogE

and

{AE(D) —E(AE(D)) : D € o}

converge to the restriction of G to <7 in the sense of finite-dimensional distributions. Whether
such a convergence takes in place in a stronger functional sense (see e.g. [9]) is an open

problem, whose complete solution seems to be still outside the scope of existing techniques.
The next section contains some further discussion in this direction.
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3.2 A (Partial) Weak Convergence Result

We recall that a Wiener sheer on [0, 1]% is a centered Gaussian field
W ={W(,n):1n,t>0},

such that E[W (¢, ) W (s1, s2)] = (t1 A s1)(2 A s2) and the mapping (71, 1) — W(t1, 1)
is almost surely continuous (see e.g. [40, p. 39] for an introduction to such an object). Now
consider the two centered random fields on [0, 1]* given by

512
Xg(t1, 1) == logg (fE([O’ 1] x [0, ]) — E(ZEe ([0, 1] x [0, lz]))) 3.7
and
32
Ye(ty, 1) = ElogE (A£0 11 x [0, ) = E(A (0, 1] X [0,21). (3.8

Both X and Y belong almost surely to the Skorohod space D, of ‘cadlag’ functions
on [0, 112, as defined e.g. in the classical reference [28]. One immediate consequence of
Theorem 3.2 (and Remark 3.2) is that, as E — oo, both X and Yg converge to W in the
sense of finite-dimensional distributions, and a natural question is whether such a convergence
can be lifted to weak convergence in the metric space D (see again [28]). Proving such a
functional result would typically allow one to deduce a number of novel limit theorems
(involving e.g. the global and local maxima and minima of X and Yg—see also Sect. 4.3
below), as a consequence of the well-known Continuous Mapping Theorem (see e.g. [5]).
Similarly to what is observed at the end of Remark 3.2, a complete solution to this problem
seems to require novel ideas. A first step in this direction is contained in the next statement.
From now on, we will denote by C([0, 1]2) the space of continuous real-valued functions on
[0, 1]2, that we endow with the metric induced by the supremum norm.

Theorem 3.4 Foreveryty, t; € [0, 112 and every E > 0, define X?] (t1, 1) (resp. Yg” (1, 1))
to be the projection of Xg(t1, t2) (resp. YE(t1, t2)) onto the fourth Wiener chaos generated
by Bg (resp. B(E:). Then, for every fixed (11, t2), E[(X[E“](ﬁ,tz) — Xg(t1,0)? — 0and
IE[(Y};] (t1, 1) — YE(11, 02))%] = 0, as E — o0. Moreover, the random mappings (t1, ty) —
X?] (t1, ) and (1, 1)) — X?] (t1, 1) belong almost surely to the space C([0, 11%) and, as
E — oo, both X E] and YE] converge weakly to W, that is: for every continuous bounded
mapping ¢ : C([0, 1% - R,

Elp(X;")] Ele(vg")] — E[e(W)].

Theorem 3.4 is proved in Sect. 5.2.

4 Applications

We will now show that the main results of our paper allow one to deduce multivariate
CLTs for (a) pullback random waves defined on general 2-dimensional manifolds, and (b)
non-Gaussian waves obtained as the superposition of independent trigonometric waves with
random directions and phases. Further applications of our findings to fluctuations of L?”
norms are outlined in Sect. 4.3.
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1002 G. Peccati, A. Vidotto

4.1 Monochromatic Waves

Let (M, g) be a 2-dimensional compact smooth Riemannian manifold. We denote by A the
Laplace-Beltrami operator on M, and write {f; : j € N} to indicate an orthonormal basis
of L2(M), composed of real eigenfunctions of A ¢ such that

Agfj+215fj =0,

where the eigenvalues are implicitly ordered in such away that 0 = g < A1 <Ay < ... 7}
oo. Following e.g. [12,47], the monochromatic random wave on M of parameter A is defined
as the random field

¢, (x) == ajfi(x), xeM, “4.1)

! )
Vdim(H, ;) hjelha+1]

where the a; are i.i.d. standard Gaussian and

Ho= @ Ker(A,+231d),
rjelna+1]

with Id the identity operator. The field ¢, is of course centered and Gaussian, and its covari-
ance kernel is given by

K (x,y) := Cov(gs(x), pr(y)) = % Z [i)fi(y), x,yeM. (42)
im(H,)
rjelna+1]

“Short window” monochromatic random waves such as ¢, (for manifolds of any dimen-
sion) were first introduced by Zelditch in [47] as approximate models of random Laplace
eigenfunctions on manifolds that do not necessarily possess spectral multiplicities; see
[10,12,18,30,31,41] for further references and details.

Following [12], we now fix x € M, and consider the tangent plane 7, M =~ R? to the
manifold at x. We define the pullback random wave generated by ¢, at x to be the Gaussian
random field on 7, M given by

o5 () 1= ¢y, (expx (%)) ,  ueT M,

where exp, : T, M — M is the exponential map at x. The planar field ¢; is of course
centered, and Gaussian and its covariance kernel is
K3 (u,v) = K, (expx (%) , eXP, (%)) , u,v e Ty M.

Definition 4.1 (See [12]) We say that x € M is a point of isotropic scaling if, for every
positive function A +— r(A) such that r(A) = o(X), one has that

sup  |3%9P[K (u, v) — @m)Jo(lu — v]g )] — 0, * —> oo, 4.3)
u,veB(r(1))

where «, 8 € N? are multi-indices classifying partial derivatives with respect to u and v,
respectively, || - ||¢, is the norm on 7, M induced by g, and B(r (1)) is the ball of radius (1)
containing the origin.

Sufficient conditions for a point x to be of isotropic scaling are presented e.g. in [ 12, Section
2.5], and the references therein. We observe that it is always possible to choose coordinates
around x in such a way that g, = Id, and in this case the limiting kernel in (4.3) coincides
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Gaussian Random Measures Generated by Berry’s Nodal Sets 1003

with the covariance of the Gaussian field ~/27 - by, as defined in Remark 2.1. It follows that,
if x is a point of isotropic scaling and g, has been chosen as above, then, as . — oo, the
planar field ¢} converges V27 b 1, in the sense of finite-dimensional distributions.

Keeping the above notation and assumptions, we now state a special case of [12, Theorem
1]. For this, we will need the following notation: for x € M, and D C T, M,

Zf (D) := length{(¢7)""(0) N 27VE - D}, E >0,

where, for ¢ > 0, ¢ - D := {y : cx, for some x € D}. The next statement shows that, if x
is of isotropic scaling, then, for A sufficiently large, vectors of random variables of the type
Z5 (D) behave like the corresponding vectors of nodal lengths for Berry’s random waves.

Theorem 4.1 (Special case of Theorem 1 in [12]) Let x be a point of isotropic scaling,
and assume that coordinates have been chosen around x in such a way that g« = 1d. Fix
E > 0, as well as balls closed balls By, ..., By. Then, as .. — 00, the random vector
(Zj{’E(B]), e Z)}f’E(Bm)) converges in distribution to

(tength (57" @ N27VE - By).... length (b7 ) N 27 VE - B ))
(£27VE - (ZeBO). ... Zu(Bu)).

where the identity in distribution stated between brackets follows from the fact that, as random
fields, Bg(x) and by (2w VEx) have the same law.

The next statement (whose simple proof—analogous to the one of [30, Theorem 1.8]—
is omitted for the sake of brevity) is a direct consequence of Theorems 3.2 and 4.1, and
provides both a second-order counterpart to Theorem 4.1 and a multivariate extension of [30,
Theorem 1.8]. This shows in particular that nodal lengths of pullback random waves display
multivariate high-energy Gaussian fluctuations reproducing the ones of Berry’s model, at
every point of isotropic scaling. We use the shorthand notation:

Theorem 4.2 (CLT for the nodal length of pullback waves) Let x be a point of isotropic
scaling, and assume that coordinates have been chosen around x in such a way that g, = 1d.
Fix closed balls By, ..., By, and let {E} : k > 1} be a sequence of positive numbers such
that Ex — o0o. Then, there exists a sequence {Ay : k > 1} such that, as k — 00, the vector

B, n(B) —wreaBOnVET2 B (Ba) = area(B)n T2
Jarea(B)) log Ex/(5127) " \Jarea(B,) log Ex/(5127)

converges in distribution to a centered m-dimensional Gaussian vector with the same covari-
ance matrix C defined in Theorem 3.2 for B = D;, i =1, ..., m.

As for [30, Theorem 1.8], a shortcoming of the previous statement is that it does not
provide any quantitative information about the sequence {\¢}. As already observed in [30,
Section 1.4.3], in order to obtain a more precise statement, one would need some explicit
estimates on the speed of convergence to zero of the supremum appearing in (4.3). Obtaining
such estimates is a rather challenging problem; see [22] for some recent advances.
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1004 G. Peccati, A. Vidotto

4.2 Superposition of Trigonometric Random Waves

In the already discussed paper [4], Berry proposed a simple random model for the statistics
of nodal lines of Laplace eigenfunctions defined on chaotic quantum billiards. In particular,
in [4] it is conjectured that the zero set of deterministic wavefunctions with wavenumber
k, for highly excited chaotic states k >> 1, behaves locally as the one of a superposition
of independent random wavefunctions, having all the same wavenumber &, but different
directions. Formally, such a superposition is defined as

) J
uyr(x) = \/;Zcos (kx1 cosB; + kx; sinf; —l—(j)j), x = (x1,x2) € Rz, J>1,
j=1
4.4)

where 0; and ¢; are, respectively, random directions and random phases such that
61,1, ...,0y, ¢y)areii.d. uniformrandom variables on [0, 277 |; observe that E[u ;.4 (x)] =
0 for every x. Our aim in this section is to illustrate how one can take advantage of the main
findings of the present paper, in order to characterise the local high-energy fluctuations of
the nodal lengths of the field u ;.x, when restricted to the square [0, 177 (the discussion below
actually applies to any bounded subset of R2—the choice of [0, 1]? being only motivated by
notational convenience).

Fori = 1,2, we set 9; := 9/0dx;, and define dp to be the identity operator. In what
follows, we denote by C'([0, 1]%) the class of continuous real-valued mappings on [0, 1]?
having continuous first order partial derivatives. Recall that C([0, 11%) is a Polish space,
when endowed with the metric induced by the norm || f|| = le:o 19i f1loo-

An application of the classical multivariate CLT, together with some standard covariance

computations, reveals that, for every d > 1, for every (i1, ...,iq) € {0, 1, Z}d and every
xl o xd e 0,177,
@y, B ua () = @b, 0, bk (xD). T —> oo,

that is: the 3-dimensional field (u ., 01u .k, d2uy.k) converges to (bi, 01D, d2bk), in the
sense of finite-dimensional distributions. Tedious but standard computations (omitted) also
show that, for every fixed k, there exists a finite constant B = B(k) such that, for every
i=0,1,2,and every x, y € [0, 1]?

E{(u s (x) — us ()1 < Bllx — y|°.

We can now apply [37, Theorem 2 and Remark 2], together with [1, Theorem 3] and the
Continous Mapping Theorem [5, Theorem 2.7] to deduce that, as J — oo: (a) u ., weakly
converges to by in the space C!([0, 1]1?) (that is, Elouj.x)] — Ele(br)] for every ¢ :
C1([0,11*) — R continuous and bounded), and (b) for every collection Dy, ..., Dy, of
compact subsets of [0, 1]2,

U(J,k,m) = (length((uj;k)*l(O) NDy),..., length((uj;k)’l(O) N Dm))
= (length((bx)"'(0) N D). ..., length(bx) ' (0) N Dy)) .
Now denote by U (J, k, m) the normalised version of the vector U (J, k, m) defined above,

obtained by replacing each random variable length(u ;. O~ o ND),i=1,...,m, by the
quantity

length((u ;) =" (0) N D;) — area(D)k/v/8
Varea(D;) log k /2567
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(observe that, according to Theorem 3.1, IE[length((bk)’l O)yNDy] = area(D,-)k/«/g and,
as k — oo, Var([length((bx) ™' (0) N D;)] ~ area(D;) log k/256m).

Reasoning as in the proof of [30, Theorem 1.8], we can therefore deduce the following
consequence of Theorem 3.2.

Theorem 4.3 Let {J,} be a sequence of integers diverging to infinity. Then, there exists a
sequence {ky,} such that k, — oo, and

U(Ju, kn,m) = N(0,C), n —> oo,

where N (0, C) denotes a m-dimensional centered Gaussian vector with covariance C as in
Theorem 3.2.

As for Theorem 4.2, the statement of Theorem 4.3 does not provide any quantitative
information about the sequence {k,}. In order to deduce a more informative conclusion, one
would in principle need to explicitly couple the two fields u ;.x and by on the same probability
space, and then to use such a coupling in order to assess the distance between the distribution
of U(J, k, m) and that of (length((bx)~'(0) N Dy), ..., length(bx) ~1(0) N D,,)). We prefer
to regard this technical task as a separate problem, and leave it open for further investigation.

4.3 Convergence in Distribution of LP Norms

As discussed in Sect. 3.2, one crucial motivation for the present work is the global study of the
random fields (¢{, 1) — Xg(t1, ) and (t1, 1) — Yg(t1, 12), (1, 12) € [0, 112, as defined in
(3.7)and (3.8). In particular, since forevery (#1, t2) the quantity | X g (1, t2)| (resp. | YE (t1, 22)])
measures the discrepancy between .Z£ ([0, #1] x [0, 12]) (resp. A£([0, 1] x [0, £2])) and its
expectation, it would be desirable to have information (at least, in the high-energy limit)
about the distribution of such objects as

1/p
IZElloo := sup [Zg(n, )], and || Zg|p = (/ |ZE(, tz)l”dtldt2> )
t1,1€[0,1] [0,1]2

where p € [1,00) and Z = X, Y, providing global indicators of the discrepancy between
the sizes of random nodal sets and their expected values. As already recalled, in order to
apprehend the asymptotic behaviour of the random variable || Zg ||, one should first prove
tightness in the Skorohod space D; of the laws of the random functions {Zg : E > 0}, a task
that seems to require novel ideas and techniques. On the other hand, since supg. o E||Zg ||% <
oo and Z g converges to the Brownian sheet W in the sense of finite-dimensional distributions
(thanks to Theorem 3.2), one can directly apply e.g. [6, Corollary 2.4] and infer that, as
E — o0, the law of Z converges weakly to that of W in the space L” ([0, 1]2, B([0, 1]2), Az),
where B([0, 11%) indicates the Borel o-field on [0, 112, A2 is the Lebesgue measure, and p is
any number in the interval [1, 2). A direct consequence of this result and of the Continuous
Mapping Theorem is the following statement

Proposition 4.4 Under the above notation and settings one has that, as E — 00, the random
variable || Zg |1 converges in distribution to

A= / |W(t1, 1) |dtdt.
[0.1]%

To the best of our knowledge, the distribution of the random variable A is not known.
On the other hand, one can still apply [6, Corollary 2.4] to arbitrary segments contained in
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1006 G. Peccati, A. Vidotto

[0, 1]? (endowed with the one-dimensional Lebesgue measure), and deduce e.g. the following
statement

Proposition 4.5 As E — oo and for every fixed t € (0, 1], the random variable Bg(t) :=
fol |ZE(t, s)|ds converges in distribution to

1 1
B(1) :=f IW(t, 5)lds "2 ﬁf |W(s)lds,
0 0

where W is a one-dimensional standard Brownian motion.

We observe that the Laplace transform of the random variable B (1) was explicitly com-
puted by M. Kac in the classical reference [21], and that the corresponding density was
derived in [42]. Following the same route as in Sects. 4.1 and 4.2, similar limit theorems
can be proved for L? norms associated with pullback and superposed trigonometric random
waves.

The rest of the paper is devoted to the proof of our main findings.

5 Proofs of Main Results

5.1 Proof of Theorem 3.2

In order to prove our main results, we first need to establish two technical statements, sub-
stantially extending [30, Propositions 5.1 and 5.2].

From now on, for any D € &, we set diam(D) := SUPy vep lx — y|l (with diam ¥ = 0
by definition) and define, for each n > 0,

D™ :={x e R* : dist(x, D) <y} and D" :={x € D :dist(x,dD) > n}.

Proposition 5.1 Letq; j > 1 fori, j =0, 1,2 and Zl‘z,jzo qi,j = 4. Then, for all Dy, D, €
o/ one has that, as E — 00,

2 diam(D;N D)
/ / 1_[ ZE; (x —y)¥idxdy = / d¢ area (D1 N D2_¢>
D1 J Dy 0

i,j=0

w2 ~E NG log E
xfo ]_[ 7E (@ cos 6, ¢ sinb) «/¢d6+o<T>. 5.1

i,j=0
Remark 5.1 Relation (5.1) yields in particular that, if D;, Do € & are such that
area (D1 N D) = 0, then, as E — oo,

2
log E
/ / || 7"[]:“/-(x—y)‘“*/d)cdy:0<Olg5 ) (5.2)
Dy YDy

i,j=0

Remark 5.2 Ttis shown in [30, Proposition 5.1] that, if D; = D> € 4%, then,in (5.1) and (5.2)
one can replace the symbol o(log E/E) with O(1/E), which provides of course a stronger
estimate. By inspection of the arguments developed in [30], one also observes that: (i) the
estimate o(log E/E) is the only one needed in the proofs of Theorem 3.1, and (ii) the proof
of [30, Proposition 5.1] is the only place in [30] where convexity is used (since the argument
used therein exploits Steiner’s formula for convex sets). It follows in particular that, thanks
to our Proposition 5.1, the conclusion of Theorem 3.1 can be extended to the larger class <.
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Gaussian Random Measures Generated by Berry’s Nodal Sets 1007

Proof of Proposition 5.1 Without loss of generality, we can assume that £ > 1. Using the
coarea formula, we deduce that
2
/ / [T 7% @ = % dxay
DidDr iy
diam(DUD>) 2
0 Dy By(1)ND2 ;7 ’
2

diam(D;UD;y) £
:/0 d¢/D ]1{xeD|:aB¢(x)ﬂD27£®}dx/8 [1 7« =n%idy
1

By (x)ND> i,j=0

2

diam(D;NDy) £
= / d¢/ ]l{xeDI:GB¢(x)ﬁD27éz}dx/ [ 7« —wo%idy
0 Dy 9Bs(ND2 ;2

diam(D1UDy) 2 .
+ / d¢ / ]l{XED]:aBd,(x)ﬂDz,-éZ} dx/ l_[ ri,j(x —y4idy
diam(D1NDy) D 9By (x)NDy j=0

diam(D;ND>) 2 2
= / d¢ dx / 1_[ ffj (¢pcosh, psind)-i ¢do
0 0

—¢
D\ND, i,j=0

diam(D;ND3) 2 -
+ f d¢/ dx/ FE(x — y)4hidy (5.3)
0 Dm(Dzﬂf’\D;d’) 8By (x)ND; i,lj—:[() b

| |
=

diam(D1UD») 2
+/ dqb/ dx/ [T 7 —wn5iay
diam(D;NDs) DinD}? 9B5(ND ;2

| |
=:C3

diam(D1ND3) 27 2
= / d¢ area <D1 n D2_¢) / ¢ do l_[ ffj(q) cos, ¢sinf)?i + Cp + Cs,
0 0 P '
i,j=0

5.4

where the symbol 1 stands for the indicator function. We notice the following special cases:
(i) diam(D; N Dy) = diam(D; U D»), which implies C3 = 0, and (ii) diam(D; N D) = 0,
in which case C3 is the only non-zero term of the previous sum. To deal with C», we first
pass to polar coordinates y; = x1 + ¢cosf, y» = x2 + ¢ sinf, and then we perform the
change of variable ¢ = ¢/ VE, to have
diam(D1NDy)
cl=|[ pds

2
[T 7 (@coso, ¢ sinoy?

dx/
Dlﬂ(D+d’\D_¢> 3By (x)NDy
2 2 ¢ i,j=0

VE diam(D1ND,) dl//

2t 2
< dx /
/0 E Dlm<u;"'/ﬁ\pg‘f'/ﬁ) o il;lo

We now split the integral on the right-hand side of the previous inequality as

VE diam(D{NDy) 1 VE diam(D{NDy)
/ -1+ ’
0 0 1

and denote the two resulting integrals as C 1 and C3 7, respectively. Since C» 1 is an integral
over a fixed compact interval, we can directly use the fact that the kernels Fi] jare all bounded

;7[1’./(1// cos @, ¥ sin@)?7 | ¢ do.
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1008 G. Peccati, A. Vidotto

by 1, to obtain that

27 ! VW/VE \ p—/VE 1
|C2,1|Sf/0 1/farea(Dlﬂ(D2 \ D, )) dlp_o(f)‘

To deal with C7 >, we start by using the asymptotic relation (A.9) in order to deduce that, for
some absolute constant c,

VE diam(D;ND;) 1

1C2a] < % / 5 area (131 N (D;Wﬁ \ D;‘Wﬁ)) dv.  (5.5)
1
Now, as E — 00, and since D, has a C! boundary, one has that, as o | 0,
area (D1 n (D;“ \ D;D‘)) — 0,
which in turn implies that, V¢ > 0, there exists 6 > 0 such that
area (Dl N (D;Wﬁ \ D;Wﬁ)) < g, whenever i < 4.
VE

For a fixed ¢ > 0, we consequently select such a § and write

VE diam(D1ND>) 1
/ J area (D1 N (D;Wﬁ \ D;Wﬁ)) dyr
1

= [ L e (010 (09 ) ay
J

=:C221

VE diam(D1ND>) 1
+/ Jarea(Dlﬂ(D;rWﬁ\D;Wﬁ)) dyr;
B

L vE |
=:C222

1

di DN D
Cy2.2 <area (D) log (M> while Cp21 < ¢ log (5«/5) .

hence

8

As a consequence

1 VE diam(D;ND>) 1 B
lim sup — area (D1 N (D;W\/E \ D, Wﬁ)) dyr
E— o0 10g \/E 1 1//

. 1 diam(D; N Dy)
< limsu g log (6V E ) + area (Dq) lo (7 =g Ve>0,
E—>o§ logVE < g( ) (D1) log 8

which implies

VE diam(D1ND>) 1
5 area (D10 (DFVEN DYYEY) ay = 0. 6.6)

1
lim /
E—o0 logv/E J1

! Note that, if diam(D N Dy) < 6, there is no need of splitting the integral in the sum of C > | and C7 2 2,
as in this case

VEdiam(DinDy) 4 o WE g sy
/ %area<D10<D2ﬁ\D2‘/E 5/ Vwarea DN Dzﬁ\Dz‘/E> N
1 1

and the last integral equals C 5 1.
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Gaussian Random Measures Generated by Berry’s Nodal Sets 1009

Combining (5.5) with (5.6), we can conclude that, as E — oo,

log E
C2=0<0g >
E

To deal with C3, consider first the case in which diam(D; N D) > 0. Exploiting again the
asymptotic relations in (A.8), we have

diam(D,UD») 2
|C3] = / ¢do / dx/ l_[ fiEj(¢ cosf, ¢ sin9)?i db
diam(D1ND>) DinDy? dBy()ND2 ;5 2o ’
2 VE diam(D1UD») 1
< —

= e fdx
E JVE dampinDy) TV JpinpfVvE

VE diam(D{UD,) 1
< —— area(Dy) —dy
n3E VE diam(DinDy) ¥

- ﬂf - area (D) (1og(ﬁ diam(D; U D)) — log(v/E diam(D; N D2))>

diam(D; U Dy) | 2 1
= - area (D)) =0 | —= ).
diam(Dy N D,) | n3 E E

If diam(D; N D,) = 0, then one proves exactly as above that

1 VE diam(D{UD5) 1
|C3|=0<E>+%/ E area (DlﬂD;Wﬁ) dy.
1

Now, since area (D N Dy) = 0 and D, has a C! boundary, as « |, 0,
area (D N D;*) — 0;

as before, this implies that V& > 0, there exists 6 > 0 such that

area <D1 N D;Wﬁ> <&, whenever l < 4.

VE

For any fixed ¢ > 0, pick such a § to split the integral as follows

VEdiam(DiUD2) |
/ — area (Dl ﬂD;Wﬁ) dy
1

14
SE VE diam(DUDy) |
=/ Jarea(DlﬂD;Wﬁ)dV/—i—/f Jarea(DlﬂD;Wﬁ)dw;
1 SVE
| |
=1 =1

hence

diam(D; U D»)

I, < area (D) log ( 5

) while I} < ¢ log (8«@)

2 Note that, if diam(D1 U Dy) < 4, there is no need of splitting the integral in the sum of 71 and I, as

VE diam(D1UDy) | SVE
/ JdWarea(DlﬁD;Wﬁ)gf Edw area(DlﬂD;Wﬁ>=11.
1 1
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1010 G. Peccati, A. Vidotto

As a consequence

1 VE diam(DUD>) 1
lim supif — area (Dl N D;“/f/ﬁ) dyr
E—oo log/E Ji 14
1 di D, UD
< lim sup (s log (8ﬁ)+area (Dy) log (M)) =&, Ve>0,
E— o0 logVE )
which implies
1 VE diam(D,UD>) 1
lim / . area (01 n DS VVE ) dy = 0. (5.7)
E—o0 log/E Ji 1

Therefore, as E — 0o, we have that

2
~ o log E
// [1 rf;(x—yﬂ'vdxdy:o("i )
Dy JD, .

i,j=0

and this concludes the proof. O

Proposition 5.2 Letq; j > 1 fori, j =0, 1,2 and Z%jzo qi,j = 4. Then, for all Dy, D, €
o/ we have, as E — o0,

2
log E
ff l_[’ri-‘?j(x—y)qfv-fdxdyzoci )
Dy JDy .

i,j=0
21 2 1 VE diam(D{NDy)
+ /0 [T »l ;@) do /1 area (D1 0 Dy YYF) gl iy ay,
i,j=0

(5.8)

where the functions gfj, hlEJ are defined in (A.8).

Proof Performing a change of variable, we have that the first term on the right hand side of
(5.1)is equal to

2 2

7l in 6)%-
dyr /Dmogwﬁ dx A ydo [ 7 coso, ysing)ts

I/ﬁdiam(DlﬂDz)
E Jo i.j=0

1 [VE diam(DiNDy) _ 27 2
E,/o dy area | D1 N D, VE A ¥ do l_[ Fil,j(‘l/COSQ,l[/SiHQ)qi'j

i,j=0

1 1 VE 2 2
f/ dy area (D101 Dy )/ vdo [] 7 cose. ysing)ti
E 0 0 £j=0 o]

| [VE diam(DiNDy) B 27
+ = / dyr area (D1 NnD, W*/E)/ v do
E Ji 0

2

[ 7@ coso, ysing)si =: .

i,j=0
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Using the asymptotic relations in (A.8) and (A.9), we have that

e

27 2 VE diam(D;ND;)
1 11152 _Ww/VE
+ / [T j(e)‘ft-fdeg / area (Dl npyY E) gl )iy dy,
0o . 1
i,j=0

which concludes the proof. O

Proof of Theorem 3.2, real case From Theorem 3.1 suitably extended to the class &/ (see
Remark 5.2), we already know that
Fw(D) % Z ~ N0, 1), as E — o0,

which is implied by the convergence of the fourth chaotic component XEJ(D), that is the
projection of Z£ (D) onto the 4-th Wiener chaos associated with Bg (see Section A.2), i.e.

14 - 2D
£ (D) LN Z ~N(0,1), and the fact that Zg(D) = (D)

V/ Var 2Dy JVar 2¥(D)

where the notation o(1) indicates a sequence converging to zero in L2(PP). Moreover, from
Proposition A.4, we infer that

+o(1),

2oy VA E
/Var fg](D) | V16 area(D) log E |
=:Kg(D)

x {8a1,£(D) — azg(D) — a3,g(D) — 2a4 (D) — 8as g(D) —8as (D)} . (5.9)

To prove the convergence of (.,QZE(Dl), . jE(Dm)), D; € of foreachi = 1,...,m, one
can now use [34, Theorem 1], which, since each variable Kg(D)a; (D), i € {1,...,6}
is a member of the fourth Wiener chaos associated with Br and converges to a Gaussian
random variable, requires us to show that each covariance K (D1)K g (D>) Cov (a,-, e(Dy),
a_,',E(Dz)), 1 <i, j < 6, converges to an appropriate constant, as £ — oo.

If area (D; N Dy) = 0, using Proposition 5.1, we have that

E 4 log E
Cov (a1,£(D1), a1,g(D2)) = 24 re(x —y)tdxdy =o ;
' Dy J D> E

while if area (D1 N D3) > 0, using Proposition 5.2, we have that

COV(GI,E(Dl)val,E(DZ)):24/ / rE(x—y)4dxdy=o(10gE)
Dy /Dy

E

27 24 /ﬁ diam(D;ND>)

—y/VE) _| 4 T
z 1 dyr area(DlﬂD2 ) mcos (27“#—2).
Recalling that

3 1 1
cos*x = 3 + 3 cos(4x) + 3 cos(2x),
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1012 G. Peccati, A. Vidotto

one has that

Cov (a1,£(Dy), a1,£(D2))

log E 27 24 VE diam(D1ND>) B
:O(Oi )+ NE / area(Dsz"’/*/E)x
1

1 [%4_lcos(gnw—n)—i—%cos(@rw—%)] dyr

X Ty 8
IOgE 1 18 VE diam(D;NDy) 1 —y)VE
(5.10)

where the O(E~') term comes from integrating the cosines—see Remark 5.3 for more
details. Moreover, as « | 0 and since D; has a smooth boundary,

area (D1 N D;o‘) —> area (D; N Dy),

implying that that V & > 0, there exists § > 0 such that

area (Dl N D;Wﬁ) > area (D; N Dy) — e, whenever i < 4. (5.11)
VE
Now,

VE diam(DinNDy) |
/ Earea(DM\D;Wﬁ) dyr =
1

SWE VE diam(D;ND>)
=/ L area <D1 N D;‘/’/“/E) d¢+/ 1 area (Dl A D;x/x/«/f) dy
1 ¥ | SVE v |
Cui Cia
(5.12)
and?
diam(D; N Dy)
Ci2 < area(D; N D) log —
while
(area (D1 N Dy) — ¢) log (8@) < Cy1 < area (D1 N Dy) log (8ﬁ) .
Hence
1 VE diam(DiNDs) | -
lim sup ~ area (Dl N D; Wﬁ) dy
E— o0 log«/E 1 w
1 iam(D; N D
< limsup (area (D1 N Dy) log <6\/E) + area (D N D) log (M))
E— 00 IOg E S

=area (D) N D)

3 Note that, if § is such that diam(Dq U D) < &, there is no need of splitting the integral in the sum of C 1
and C 5, as

VE diam(D1ND3) | SVE
/ v area (DIOD;W“/E> dlﬁf/ 7 area (DlﬁD;Wﬁ> dy =Cy 1
1 1
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Gaussian Random Measures Generated by Berry’s Nodal Sets 1013

and
1 VE diam(D\ND>) 1 _
lim inf . area (Dl N D; Wﬁ) dy > area (Dy N Dy) — ¢
E—oc logE Ji 14

for each ¢ > 0, and consequently

1 VE diam(D1ND) 1 _
lim — area <D1 N D, Wﬁ) dyr = area (D1 N Dy).
e log VE v

(5.13)
Therefore, combining (5.10) with (5.13), we can conclude that, as E — oo and for Dy, D;
such that area(D; N Dy) > 0,
9 logE

Cov (al’E(Dl),al,E(Dz)) ~ area (D1 N D) TE

(5.14)

Remark 5.3 Fix 0 < ¢ << 1, and let § = 8, be as in (5.11), then
61 VE diam(D1ND;)

,Wﬁ) cos (8ﬂw—n)d
E Ji

area (Dl N D,
14

area (D1 N Dz—sﬁ/\/f) W "

area (D; N D;/f/ﬁ) COS“E& d

4
SVE

_ (.4
== 1
61 VE diam(DND,)

E JsvE v

Now,
SVE

6

area (Dl N D;‘”/ﬁ) cos@rv =1 4, (5.15)
E Ji

14
WE cog @y — ) J
4

3 sin (87 W — ) SVE WE gin @y —m)
E area (D1 N Dy) {|:¢ ] -l—/; 71#2

1
—0 (W) , (5.16)

6
N—area(DlﬂDz)/ v
E 1

dy

1

while
67 «/Ediam(DlﬂDz)

E JsyE v

area <D1 N D;‘/f/ﬁ) W .

61 VE diam(DND;) 1
< — area (D; N Dy) / —dy
E SVE ¥

- %’ area (Dy N D) [log (ﬁ diam(D; N DQ)) —log (aﬁ)]

iam(D; N D 1
= %T area (D1 N Dy) log (W) =0 (E) , (5.17)

which explains why the two oscillating terms in (5.10) are negligible (the second oscillating
term is treated exactly in the same manner).
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1014 G. Peccati, A. Vidotto

Whenever area (D1 N D>) > 0, we can proceed in a completely analogous way to obtain
the following rates (i.e. applying Proposition 5.2 and splitting the integral as in (5.12)), as
E — oo:

27 log E
C Dy), D)) =24 FE (x — y)*dxdy ~ area (D) N D7) =~
ov (aj,g(D1), az, g(Dy)) / /Dz ro(x —y) dxdy (D1 2) A E
Cov (a1, £(D1), a3, (D)) = // 7y — »tdxd (Dy N Dy) L 18E
ov \a a I X — X ~~ area -
1,LE(D1), a3 (D2 o, I, 702 y y 1 ) S 3E
Cov (a1, g(D1). as,p(D2)) = 24 /D /D T — )P (x — ) dxdy
1 2
area (D1 N D )9 log £
VY53
Cov (a1, (D), as. g (D)) = 24 /D fD rE (e — w5E, (= )2 dxdy
1 2
3logE
~area(D1 N D)
Cov (a1, £(D1), ag. £ (D)) = 24 / /D r (x—y)zrm(x—y) dxdy
2
3log E
~ area(D1 N Dy) ogE ,
~ 3151log E
Cov (az’E(Dl),az,E(Dz)) =24 rl,l(x - y) dxdy ~ area(D1 N DZ)W,
271og E
Cov (a2 E(Dy), a3, E(Dz) / / rl z(x — y)4dxdy ~area(D1 N Dy) o 3gE ,
Cov (az, (D1), as g (D2)) =24/D /D 71,1(16 - 71,2()6 —y)?dxdy
1 2
(DD )4510gE
~ area ,
! Y83k
Cov (a2, D1, as,p(00) =24 [ [ 71— 373 = )P dvdy
1 2
151log E
~ area(Dg ﬂDz) og )
73E
_ ~ 2~E 2
Cov (az,g(D1), as g (D2)) —24/D /D ro’l(x — YT (x — y) dxdy
1 2
(DD )3logE
~ area ,
! 2 273E
~ 3151og E
Cov (a3,g(D1), a3, g(Dy)) :24/ / rZEz(x —y)*dxdy ~ area(D; N Dz)if,
DI JDy © 8n°E

Cov (a3, D0, asp(00) =24 [ [ 7ot = 3P7fs(r = 307 dvdy
1 2

45log E

873E

Cov (a3, (D1), as. g (D)) = 24 /D fD R (e — P, (x — )2 dxdy
1 2

310gE
~ area(D1 N D2) 3p

~ area(D1 N Dy)

5
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Gaussian Random Measures Generated by Berry’s Nodal Sets 1015

Cov (a3, D0, o £(0) =24 [ [ 7 = 3P (r = )P dudy
1 2

151log E
213E

Cov (a4, £(D1), ag, £(D2)) =4 fD fD FEL = 92 (= )7 + 7 (0 =
1 2

~ area(D1 N Dy)

’

+ 4";:lbj] (x = Y)7£2(x - Y)’FEQ(X - y)2) dxdy
271log E
873E

Cov (a1, D0, as,p(0) =4 [ [ Gy~ 9076 = 0 47t = 9Py 1= 7
1 2

~ area(D1 N Dy)

’

F4FE (= RS, — 2FE (e = 0P (0 — ) dxdy
3log E
273E

Cov (04,E(Dl)»a6,E(D2)) :4-/D /; (?0’1(35 _)’) 72 z(x—y) + 7 oz(x_)’) ’”1 (x _)’)2
14Dy

~area(D1 N Dy)

F 4TS (x = YR (x — Y)Fa,(x — W (x — y)) dxdy
3log E
2m3E

Cov (as, £ (D1). as, £ (D)) —4// PE (e — w5E (= )2 +7E (e — )

~area(D1 N Dy)——=—

—4rF(x = T O = YT (8 = »)?) dxdy
3log E
213E

Cov (a5, 5D a6, D) =4 [ [ P =927 505 = 02 47 55 = '

~area(D1 N Dy)

—4rE (x — )7, (0 = 9?75 (x — ) dxdy
log E
273E’

Cov (a6,£D1. a6, D) =4 [ [ (55 = 9027 55 = 02 47 = '

~ area(D1 N Dy)

—4rE (x — ), (x = Y)FGL (x = )?) dxdy

3logE

273E

On the other hand, when area (D1 N D;) = 0, applying Proposition 5.1, one has that, for all
1<i,j<6

~area(D1 N Dy)———

log E
Cov (a;,£(D1), aj £(D2)) =0 ( 01%2 ) '

Thus, we just obtained that each term
Kg(D)KE(Dy) Cov (aig(D1),aje(Dy), 1<i,j=<6,
converges to a constant, as £ — oo (where Kg (D) is defined in (5.9)). Since each variable

KEg(Dy)ai g(Dy), a = 1,2, is a member of the fourth Wiener chaos associated with Bg
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and, as E — 00, each of them converges in distribution to a Gaussian random variable, [34,
Theorem 1] implies that the vector (Kg(Dy)a; g(Dy) :i =1,...,6, 1 =1, 2) converges in
distribution to a centered Gaussian vector. Moreover, this implies that for any m > 1, also
(,i;E (Dy), ..., jE (D)) converges to a Gaussian vector and the covariance structure of our
limit object is obtained by a direct computation:

Z¥(Dy) 2 (Do)

Cov (L& (D1), L¢(D2)) ~ Cov ,
\/Varfgﬂ(Dl) \/Vargg”(pz)

a3 E
= X
16 /area(D1) area(D;) log E

x Cov (8al,E(Dn—az,E(Dn—aa,E(Dn —2a4,(D1) — 8as.p(Dy) — 8as.g(Dy),

8ay,g(D2) —az g(D2) — a3 g(D2) —2a4 g(D2) — 8as g(D3) — 805,5(02))
area(D1 N D»)
N )
Jarea(Dq) area(D»)

as £ — oo. [m}

Proof of Theorem 3.2, complex case Also in this case we know from Theorem 3.1 (suitably
extended to the class .«/—see Remark 5.2) that, as E — o0,
Ae(D) -5z ~ N, 1),

which is implied by the convergence of the fourth chaotic component, that is the projection
of g (D) onto the 4-th Wiener chaos associated with Bg (see Section A.2), i.e.

4 - A(D
£ (D) i>Z~N(O, 1), and the fact that A% (D)= e (D)

Var 4 (D) Var 4 (D)

where once again o(1) indicates a sequence converging to zero in L?(P). Moreover, from
Proposition A.5, we have that

+o(1),

'/VEM](D) 47’ E R
- {ap(D) +ag(D) + be(D)}. (5.18)
\/Var A(D) I\/11 area(D) E log EI
Ce(D)

where ap = ag(D), ag = ag(D), bg = bg(D) are uncorrelated and*

1

ag =g {8ai,e —are —2a35 —8as )

1 1 5 5
bg = {Zbl,E —by g —b3 g — Dby — bS,E_Zb&E_ZbIE + st,E + Zb9,E - 3b10,E} .

In order to prove the convergence of the vector (,/%(Dl), cey /Z/E (Dm)), Dy,...,D, €
</, we want to use once again [34, Theorem 1]; namely, since we know that also each
Ceg(D)b; g(D),i =1, ..., 10, is a member of the fourth Wiener chaos associated with Bg
and converges to a Gaussian random variable as E — oo (see [30, Proposition 8.2]) and since

4 Recall that ap (D) is defined in the same way as ag (D), except for the fact that one uses B, £ instead of Bg.
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Gaussian Random Measures Generated by Berry’s Nodal Sets 1017

we already showed that C(D1)Cg(D3) Cov (ai,g(D1), aj e(D2)), 1 < i, j < 6 converge
to constants as E — oo (as Cg(D) = 16/ KE(D)/«/H), we just have to prove that
also the covariances Cg (D1)CE (D7) Cov (b,-,E(Dl), bj,E(Dz)), 1 <i,j <10, converge to
some constants, as £ — 00.

Now, it is tedious but easy to show (one has to do analogous computations as for achieving
(5.14)), that, foreach 1 <i < j < 10, whenever area(D; N Dy) > 0,

Cov (bi.£ (D1). b;. (D) ~ =1 area(Dy 1 Dy) 225
i.E 1),0j E 2 64 1 2 ]T3E7

where n; j =n;; and

) o (2,7),(2,8),(2,9), (2,10), (3,6), (3,98), (3,9), (3, 10),
4 if (i,)) €

4,7), 4,8),4,9), 4,10), (5,6), (5,8), (5,9), (5, 10)

8 it (G, ))e{,2),(,3),(1,4), (1,5}

if (i, ) € {(6,7),(8,8),(8,9), (8,10),(9,9), (9, 10), (10, 10)}
12 if (i, )) € {(1,8),(1,9),,10), (2,3), (2,5), (3,4), (4,5)}
15 if (i, )) €{(6,8),(6,9), (6, 10),(7,8),(7,9), (7, 10)}
20 if (i,)) €{(2,6),(3,7),(4,6),(5,7)}
24 if (1,j)=(1,1)
36 if (,))e{,6),(1,7),12,2),12,4),3,3),3,5),4,4), (5,5}
105 if (i, j) € {(6,6), (7,7}

ni,j =

(5.19)

on the other hand, whenever area(D N D) = 0,

log E
Cov (bi,e(D1), bj,g(D2)) = 0 ( Oi" > .

Thus, we just obtained that each term

Ce(D)CE(D2) Cov (a;,g(D1),aj p(D2), 1=<i,j<6,
Ce(D1)Cp(D2) Cov (bi e(D1),bj e(Dy)), 1<i,j <10,

converges to a constant, as E — oo. In conclusion, since each variable Cg(Dy)a; g(Dy)
and Cg(D))b; g(D;),l = 1, 2, is a member of the fourth Wiener chaos associated with Bg
and, as E — o0, each of them converges in distribution to a Gaussian random variable, [34,
Theorem 1] implies that the vector (Cg(Dy)a; g(Dy), CE(Dp)bj g(Dy) :i=1,...,6, j =
1,...,10, I, h = 1, 2) converges in distribution to a centered Gaussian vector. Moreover,
this implies that, for any m > 1, also (% (Dy), ..., J?Z:(Dm)) converges to a Gaussian
vector and the covariance structure of our limit object is obtained by a direct computation:

A (Dy) A (Dy)

Cov (A&(D1), A& (D)) ~ Cov :
\/Var %4](D1) \/Var ,/VE[4](DQ)

167* E

= X
11 /area(Dy) area(D») log E
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1018 G. Peccati, A. Vidotto

x Cov (ag (D) +@x(D1) +bg(D1), ag(D2) +x(D2) + be(Dy))
area(D; N Dy)

H b
Jarea(Dq) area(D»)

as £ — oo. [m}

5.2 Proof of Theorem 3.4

Recall the definitions of X g (#1, t2) and Yg (¢, t2) from Sect. 3.2; Theorem 3.2 straightfor-
wardly implies that Xg(#1, ) and Yg(t1, ) converge, as E — oo and in the sense of
finite-dimensional distributions, to a 2-dimensional Wiener sheet, namely a centered Gaus-
sian process

W= {W(.0): (t.0) €0, 1)
with covariance function E [W (t1, )W (s1, s2)] = (t1 A s1) (2 A 52). Hence, in order to
obtain a weak convergence result for (X E?]()) g (respectively (YE](-)) E), it is enough to
prove that the sequence (X [E4] (-)) E (respectively (YE] (+)) g) is tight. We will do it by showing
that X ?J (1, 1) (respectively Y};J (11, 1)) satisfies a Kolmogorov continuity criterion, i.e. that
the following holds
E[(XE 11, 0) — X s1.50) < KNIt 1) — (1, s0)1PF

4] 4 . . forsome a,b >0
E[(YE (11, 2) — Yi (51, 52)] < K||(t1, 22) — (51, 2|

(5.20)

and with K an absolute finite constant’ (||| denotes the Euclidean norm on R?).
Let us start with X Eﬂ (t1, t2). Without loss of generality (see Remark 5.5), assume that
s1 <t and 5o < 1p, then

2
210,11 [0, ) — 2510, 511 x [0, 521)

log E
512w

2
E [‘X?](tl,tz) - XE?](Sl,Sz)) ] =E

2
4
LD | | 2PE

log E ~ 42 10gE
5127

+22 |ag, £ (Dy ) + 82 |as. g (Dy.)|* + 82 Ias,E(D[,n}z] ,

=E

E[8 |a £ (Do)l + a2, (Dr) > + a3 (D) [P+

where D; ¢ := [0, #1] x [0, 2] \ [0, s1] x [O, s2].

Sett := (t1, 1) and s := (s1, 52). In the sequel, the letter ¢ will denote any positive constant
that depends neither on #, s nor on E. Thanks to the diagram formula (see [25, Proposition
4.15]) and adapting Propositions 5.1 and 5.2 for D1 = D, = D, ; (see Remark 5.4), we have

E[al,E<Dt,s>|2]=E{

:6/2 E[Bg(x)Be()I* dxdy=6/2 rE = y)*dxdy

Dis Dis

/ Hy (Bp(x)) dx
Drg

t,s

2
:| =f2 E[H4 (Be(x)) Ha (BE(y))] dxdy

log E

log E
< c area (Dy ) % <c |t —s|

5 see also [40, Theorem 2.1].
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Remark 5.4 Recall the proof of Proposition 5.1; using the coarea formula we have, for any
t,s €0, 11

diam(Dy ) 2
/ rE(x —y)4dxdy =/ ¢d¢/ dx/ rE(¢>COSG,¢sin9)4d9
D2 0 D¢ 0

I.s

diam(Dy )
+f $do dx/ rE(¢cos b, ¢ sin6)*do
0 D \D, | 3By (x)ND;

2

wdw/ Wf rl(y cos 6, ¥ sin 6)*do

VE diam(Dy 5)
< —
E
1/fd1am(Dm) 21

v dy dx rl(y cos 6, ¥ sin 0)*dO
DD YYE T Jo

D VE diam(D; ;) 2
weab) | way [ coso. v sinoytas
0

VE diam(D; ;)
%(DH) (/ v dy +/ ;dz/f> < ¢ area(Dy ) loiE,

where we used once again the asymptotic relations for Bessel functions (A.9) and (A.8).

Consequently, using the hypercontractivity property of functionals living in a fixed Wiener-
chaos (see [29, Theorem 2.7.2]), we have that

64 70 E3

6 3
—E [ a1, g(Dys ] <c|t—s]|°.
(log E)° lar gD [ <el I
Moreover, one can prove in an analogous way that

6470 E3

Tog By L@l el =l

foreachi =2, 3,4, 5, 6. Therefore, we obtain that
6
E ng‘](t) —xJ1s)] ] <clt—sP (5.21)

and hence that X I[é] (1) satisfies (5.20), with a = 6 and b = 1. Thanks to the Kolmogorov
continuity criterion for tightness, we just showed that X E;” (1) is tight. Showing the tightness
of qu (t) is completely analogous and it is left to the interested reader. O

Remark 5.5 The reason why, taking s; < #; and 55 < tz, we do not loose any generality relies
simply on the fact that the fourth chaotic component X (t 1, t2) is an integral over a domain
D; := [0, 1] x [0, o] and hence one can use add1t1v1ty More specifically, assume instead
that s; < t; but s > o, then

D; =10, s1] x [0, 2] + [s1, 1] x [0, 12]
and

=10, s1] x [0, 2] + [0, 51] X [t2, 52].
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1020 G. Peccati, A. Vidotto

Consequently, doing analogous computations as the ones we used to reach equation (5.21),

we have that
6
L ([s1,11 % [0, 1) — 20 ([0, 511 % [12, 52])

log E
5127w

5127 \° 6 6
szﬁ(ﬁ) E[),z’g“ (Is1. 11 x [0, )| + | 2} ([o,sl]x[tz,szb\]

6
E [‘X?](n, 1) — xW(sy, sz)‘ ] —E

<c {area (Is1, 1] % [0, 2])® + area ([0, 1] X [12, 521)3}

=c {[(n —sD6P + [(s2 712)51]3} <c {Itl —s1P + 12 ,,2|3} <clt—slP.
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A Ancillary Results from [30] and More
A.1 Covariances

In [30, Lemma 3.1], the authors computed the distribution of the Gaussian vector
(BE(x), BE(y), VBE(x), VBE(y)) € RO for x, y € R?, where VB is the gradient field
V = (01, 02), 0; :=0y; = d/dx; fori =1,2.Fori, j € {0, 1, 2} define

rEiGe—y) o= 00,0 (x — y), (A.1)
with 0y, and 9y, equal to the identity by definition.
Lemma A.1 ([30, Lemma 3.1]) The centered Gaussian vector
(Be(x), Bp(y). VBE(x), VBE(y) € RO, x #y e R?,

has the following covariance matrix:

E _ (=) TEGx—y)
P = (2§(x—y)' 2?(x—y>>’ (A2

where

1 Ex —
EIE()C—y) _ (rE(x_y) r (Xl )’))7

rE being defined in (2.1),

0 0 Ex- ro’%z(x—w) A3

Ex—y) =
(=) (—r(fl(x—y)—r(fz(x—y) 0 0

with, fori =1, 2,
Xi — )i
rfie—y) = Znﬁm L QrVE|x - yl).
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Finally
2n2E 0 rfl(x —-y) rfz(x —-y)
0 2n2E rE (x — v rE (x —y)
Ece oy — 2.1 2.2
23—y rfl(x —-) rfl(x —y) 272E 0 ’
rfz(x —y) rfz(x —y) 0 272E

where fori = 1,2

E a2 (xi — yi)?
rii(x—=y)=2n"E | JHoQrVE|x—yl)+ (1 - 27”)6 T )Jz(ZﬂVEllx —yIbJ,
(A.4)

and

s =) =y =) = =42 I o VR ). (A5)

Let us also define, for k, [ € {0, 1, 2},
FELGy) =FE (= y) = B[ Be()dBe(y)].  x.yeR%,

with 50 Br := Bp, where we define the normalized derivatives as

~ 31‘

0; == N i=1,2, (A.6)
and accordingly the normalized gradient V as
Vim (1) = . (A7)
V2rnlE

One has the following uniform estimate for Bessel functions: As ¢ — oo,

1 T 1
E (¢ cos0, ¢ sin)) = — 2\/E——+0(7)
rHpeost. psing) = — = cos (3rVES = ) 40 (g
|

=hE0)gE (9)

b4 JE;&
| J
=:hg 1 (0)851 (@)

b4 JE;&
| |
=:h€2(0)g(§2 ()]

~F . 2cos? 6 b4 1
ri1((¢cosO, ¢sinb)) = ———cos <2nx/E¢— Z> +0 VRN
o/ VEo oV
| |
=hf 0)¢f ()
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1022 G. Peccati, A. Vidotto

~ 2sin? 0 1
7L, (¢ cos B, ¢ sin6)) = ———— cos (2m/E¢ - %) +0 (W)
o VE® oo
| |
=:h5,0)85, (@)
~ 2cos @ sin 0 1
FE, (¢ cos B, psin)) = —— "7 cog (2m/f¢ - %) ) <7E3/4 ) ,
| |
=h{,0)¢f, (@)

(A.8)

uniformly on (¢, 0), where the constants involved in the O-notation do not depend on E. As
‘(/j % 0’

rl(Ycos®, ¥sind) — 1, (Y cosd, ¥sind) = O(),
7 i(Weosh, Ysing) — 1, 7, (Ycosh, ¥sind) = Oy, (A.9)

uniformly on 0, fori =1, 2.

Remark A.1 Tt is important to stress that the planar random waves can be formally represented
as a stochastic integral with respect to a Gaussian random measure W, in the following way

Bp(x) = fo JEG, ) dW (@) =11 (fe(x, ), (A.10)

where fg is chosen in such a way that
E[Bg(0)Br()] = JoQ@aVE x — yl)

— /n cos (2nﬁ||x I sint) di = /ﬂ Fe(e, 1) fi(y, 1) dt.
0 0

A.2 Chaos

We refer the reader to [29, Chapter 2] and [35, Chapter 5] for a self-contained introduction
to Wiener chaos. The next result contains an explicit description of the chaotic expansions

of Ze(z) := length(Bgl(z) N D) and N5 (2) :=# ((B((E:)fl @)N D), z€eR.

Proposition A.2 The chaotic expansion of the level curve length in D is

400 +oo g4 u

ZLE(2) = Ziﬂgﬂ(z) :\/27TTEZ Z Z ﬂq—u(Z)am,u—m

q=0 q=0u=0m=0 (A.11)

x /D Hy—y(BE (X)) Hy (81 B (X)) Hy—m (92 BE (x)) dx,

where {B,(2) }n>0 are the formal coefficients of the chaotic expansion of §; (see Remark A.2),
while {oty m}n.m>0 is the sequence of chaotic coefficients of the Euclidean norm in RZ || - |
appearing in [26, Lemma 3.5]. Here, the symbol féq](z) indicates the projection of £k (2)
onto the qth Wiener chaos associated with Bg, as defined in [29, Section 2.2].

For the number of level points in D we have
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+o0 T
NEe(2) = Z,/VEM](Z) = 27‘[2EZ Z ﬁil (Z)ﬂh (z) giz,i3,j2,j3
q=0 q=0i1+ir+iz+j1+p+j3=q
/D H;, (B (x))Hj, (BE (X)) Hiy (31 BE (x)) Hiy 32 B (X)) Hj, (91 BE (x)) Hjy (92 BE (x)) dx,

(A.12)

where i3, i3, j2, j3 have the same parity; here the sequence {{;, i j,, j;} corresponds to the
chaotic expansion of the absolute value of the Jacobian appearing in [19, Lemma 4.2]. Here,
the symbol Ji/ll-[q] (z) indicates the projection of NE (z) onto the qth Wiener chaos associated
with BS, as defined in [29, Section 2.2].

Remark A.2 The coefficients B; are defined as the limit, as ¢ — 0, of g/ := 71'7718 (z), where

1 S
g]l[zfs,z%ﬂ(') = ]ZO: 17 n; (2) H ().

In [36, Proposition 7.2.2], it is shown that

1 zte 1 ite 1 dt
n(z) = lim — H, = lim — D'y~ —_—
M (z) = lim e /Z_s y(OH, (1) dt = lim % /Z_S y(O(=D"y (l‘)dtnl/(l‘)dt

_1 n z+e dn
= lim ( 28) / Sy (0 dt =y (@) Hy(2). (A.13)

with y the standard Gaussian density on R and

1 v 422
— 2 2 =
= T — )] /Rz VY F 2 Hy (D Hpm(z)e” 2 dydz,  (A.14)

where (A.14) vanishes whenever n or n — m is odd. In [19], it is shown that

abed = E[IXY — ZW| Ho(X)Hp(Y)He(Z)Ha(W)],

a'blcld!
where (X, Y, V, W) is a standard real four-dimensional Gaussian vector.

In particular, we have

Bo(z) = y(2)Ho(z) = y(2), Bi1(z) =y (@2)H1(2) = y(2) z,

1 1 1 1
B2(2) = 3 y(2)H(z) = 3 Y@@ =1, Bi) = 3 y(2)H3(z) = 3 Y (@)@ = 32),
1 1
= — Hi(z) = — 4 _ 672 , Al
Ba 7 v (2) Ha(2) 7 y(2) (" — 627 +3) (A.15)
_ 2w _ _ V2 _ _ 2 _ V2 (A.16)
@0 = "5, @20 =02 = T, @0 =004 =m0 2= .
and
1
20,0,00 =1, £2,0,0,0 = £0,2,0,0 = $0,0,2,0 = £0,0,0,2 = T
J— 3 J— J—
CL1,1,1 = 3’ £2,2,0,0 = §0,0,2,2 = 3

(A.17)

5
£2,0,0,2 = £0,2,2,0 = 55>

£2,0,2,0 = $0,2,02 = ~3 )

£4,0,0,0 = £0,4,0,0 = £0,0,4,0 = £0,0,0,4 = 192"
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1024 G. Peccati, A. Vidotto

Note that, when z = 0, the odd-chaoses vanish.
Once the chaotic expansions were established, the authors of [30] proved that, as E — 400
(see [30, Equation (2.29)])

7 257 N SN e 2 0/ W/ S
V7D Nar(zf) VETE) Nar(a )
using the following results (and in particular that Var £ ~ Var ., [4])
LemmaA.3 [30, Lemma 4.1 and 4.2] We have
= ﬂ / B (x)(VBE (x), n(x))dx (A18)
where n(x) is the outward pointing normal at x, and hence
Var(ZE) = 0(1). (A.19)
Moreover,
M = V2E(L + ZE12)) (A.20)
and hence
Var(A2)) = O(E). (A.21)

Proposition A.4 [30, Proposition 6.1] The fourth chaotic component of £ is given by

V2rn2E

280y = 22

{8a1, —are —as g —2asp —8as e —8as g}, (A22)

where

ag = /D Hy(Bp(x)dx, ayp = /D Hy(3Bp(x)dx, a3 p = /D Hy(3 B (x))dx,
P = /D H (31 B (1)) Hy (3 B (x))dx, (A23)

as,p = fD H>(Bp(x))Hy (31 Bp (x))dx, ae.p i= /D Hy(BE (x)) Hy (9, BE (x))dx.

Its variance satisfies

w, _ TE
Var (%}, )_—Var(smE—azE—a3E—2a4E—8a5E—8a6E)

8192 (A.24)
area(D) log £

5127

where the last asymptotic equivalence holds as E — +00.

)

Proposition A.5 [30, Proposition 6.2] The fourth chaotic component of N is given by

NUD) = ap(D) +ag(D) + be(D), (A.25)
where
ap(D) = 7N {8a1 g(D) —az (D) — 2a3 g(D) — 8“4,E(D)}7
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ag(D) is defined in the same way as ag (D), except for the fact that one uses B, g instead of
Bg, and

b = %{2191,5 —bog — b3, g —bap —bsp — ther — b1k
+3bg£+ 3bog — 3b10,E],

witha; g, i =1, ..., 4 defined in (A.23) and
by g = /D Ha(Be(x))Hy(Bp(x))dx by f = /D H> (B (x))Ha (3 BE (x)dx
by g = /D Ha(B(x))Hy (3B (x))dx  bap = /D Ha(91 B (x)) Ha (B (x))dx

bsp = f Hy(9,Bp(x))Ha(Bg(x))dx b g i= f H) (31 Bg (x))Ha (31 B (x))dx
D ~ ~ b ~ N (A.26)
by = fD Hy BB () HA®:Bp()dx  byg = | H(01Bp () Ha(0B (x))dx

bo.p = / Hy (32 B (<)) Hy (31 B (v))dx
D

bio.E ::/ 91BE(x)0yBE (x)9) B (x)92 B (x)dx.
D

Its variance satisfies

11 D
area( )El

Var(A3*) = 2Var(ag) + Var(bg) ~
32

ogE, (A.27)

where the last asymptotic equivalence holds as E — +00.
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