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Preface

This Book of Short Papers includes all peer-reviewed long-abstracts submitted to
the TES2022 conference, titled “Innovation & Society 5.0: Statistical and Economic
Methodologies for Quality Assessment”, held at the University of Campania “L.
Vanvitelli” on January 27-28, 2022. TES2022 is the 10th meeting of the biennial
international conference proposed by the permanent group Statistics for the Eval-
uation and Quality in Services (SVQS) of the Italian Statistical Society (SIS). The
SVQS group, born in 2004, focuses on national research programs and applied
research activities, on statistical methods and methodologies for the evaluation
of the quality of services in public and private fields. For further information,
please visit https://www.svgs.it/. IES2022 has been sponsored by the Italian Sta-
tistical Society (SIS), the European Network for Business and Industrial Statistics
(ENBIS), and the International Association for Statistical Computing (IASC). In
addition, also the two SIS groups Statistics and Data Science (SDS) and Enhance-
ment of Public Statistics (VSP) actively supported the conference. IES2022 aims
at stimulating a scientific debate on the challenges of Society 5.0 with respect to
quality assessment. The conference provides an important moment of reflection for
the development of new ideas and methodologies by promoting the rethinking of
the open issues in service evaluation within the new paradigm of an interconnected
cyber-social system. Service quality assessment represents the starting point for
the development of effective policies for private and public institutions, which
is crucial for the development of society. Big data, heterogeneous multi-layered
structure and designs, cutting-edge analytical tools, and advanced data harvest-
ing techniques have become fundamental for research; nonetheless, they require a
continuous effort in terms of proper treatment, interpretation, and supervision to
ensure the centrality of human and social problems. In this perspective, IES 2022
main goals are:

- to promote and coordinate the statistical and economic methodologies for the
evaluation of a human-centered society emphasizing how statistical thinking,
design, and analysis may be of use to a Society 5.0;

- to foster advanced methodological research supporting the assessment of the
quality of social services;

IV



- to be a platform where the experts of Statistics, Data Mining, Data Science,
Machine Learning, and related disciplines meet for analyzing Big Data.

The high turn-out of the conference, with a total of 107 presentations organized
in 22 solicited sessions and 11 contributed sessions, two plenary talks, and the
participation of over 300 authors, made evident a very alive interest in evaluation
topics. Previous IES editions include:

- TES2009 was held at the University of Brescia (June 24-26, 2009) with se-
lected papers published in special issues of Electronic Journal of Applied
Statistical Analysis (EJASA) and Statistica & Applicazioni;

- IES2011 was held at the University of Florence (May 30 — June 1, 2011)
with selected papers published in a special issue of the Journal of Applied
Quantitative Methods;

- TES2013 held at the University of Milan “Bicocca” (December 9 — 13, 2013)
with selected papers published in the Procedia Economics & Finance (Else-
vier Publisher);

- IES2015 was held at the University of Bari “Aldo Moro” (June 8 — 9, 2015)
with selected papers published in a special issue of Quality & Quantity;

- TES2017 held at the University of Naples “Federico II” (September 6 — 7,
2017) with selected papers published in special issues of Social Indicator
Research, Quality & Quantity, and EJASA;

- IES2019 was held at the European University of Rome (July 4 — 5, 2019)
with selected papers published in special issues of Socio-Economic Planning
Science and EJASA.

All TES2022 contributions are based on the development of innovative statistical
methodologies or interesting applications. The topics covered in the numerous pre-
sentations range over the following fields: Sustainability, Health, Wellness, Sport,
Tourism, Education, Training and Research, Bank and FinTech, Transportation,
Environment, Enterprise, Cultural changes and values, Industry and Finance, E-
commerce, Digital Marketing, Labour Market, Public Administration, Advertising,
Political preferences, Justice System. Several short papers deal with the shock of
the COVID-19 pandemic and its impact in different areas such as poverty and
sustainability, education and distance learning, student satisfaction, environment,
health services, and social interactions. From a methodological standpoint, many
of the short papers deal with challenging structures such as high-dimensional data,
complex survey designs, constrained variability, sparsity, multicollinearity, and
multidimensional longitudinal series. A wide range of statistical tools and models
have been employed, including functional data analysis, various types of regression
models (high-dimensional, logit, quantile, OLR, LASSO, etc.), machine learning
algorithms for classification, methods for multi-way data and contingency tables,
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generalized discriminant analysis, multidimensional Item Response Theory, PLS-
SEM, advanced visualization techniques, compositional data analysis, Bayesian
methods and so on. Extended versions of selected IES2022 papers will be included
in a special issue of the Computational Statistics Journal titled “High-dimensional
Data Analysis and Visualisation to Assess Service Quality” and of Annals of Oper-
ations Research Journal, titled “Statistical Methods and Data-Driven for Decision
Making in Public Sector”.

Rosaria Lombardo, Ida Camminatiello and Violetta Simonacci
Editors

Luigi D’Ambra

Onorary Coordinator of SVQS Group
Maurizio Carpita

Coordinator of SVQS Group
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Compositional Data and graph theory
Dati Compositivi e Teoria dei grafi

Christopher Rieser and Peter Filzmoser

Abstract In this short paper we discuss an extension of compositional data to sig-
nals with network domain. We recapture the geometric nature of compositional data
and describe its relationship to graphs. The derived methodology is illustrated with
a data set originating from the Gemas project. This data set with concentrations of
chemical elements in soil samples has been considered multiple times in the liter-
ature, and we present new insights by using this connection of compositional data
analysis with graph theory.

Key words: Compositional Data, Graph theory

1 Introduction

Compositional data analysis (CoDa) has been a very active field of research since
the original work of John Aitchison [1]. Assume that x = (x1,...,xp)’ is a D-
dimensional multivariate strictly positive variable of interest, then the core assump-
tion in CoDa is that the information we are interested in is carried by all pairwise
log-ratios log(;‘—;), for i,j = 1,...,D. This point of view led to the development of
the Aitchison geometry and the adaption of tools from classical multivariate statis-
tics to the compositional framework. Many data sets, such as Microbiome data [4]
or chemical compositions, have been recognized to bear a compositional nature and
have to be treated accordingly. In reality, however, the assumption that all pairwise
log-ratios are equally important and influential in the analysis does not seem to be
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appropriate. In practice it seems more realistic that only specific log-ratios are rele-
vant for the analysis, and some log-ratios shall not even be considered because the
corresponding compositional parts might not present any interpretable relationship.
This naturally leads to a consideration in form of a graph structure of the relevant
connections between compositional parts, and an approach with links graph theory
and CoDa has been proposed in [10]. In this paper we use this approach and present
an application to a well studied compositional data set from the Gemas project, a
European geochemical mapping project, where the chemical element concentrations
of more than 2000 soil samples have been analyzed. The data set is freely available
in the R package [11].

2 Some important concepts from CoDa

We denote RQ as the space of strictly positive D-dimensional real valued vectors.
In classical CoDa one works in the D-part simplex .7

D
‘ZXJ'ZI}CRQ,

P = {(xl,...,xD)’ eR?
j=1

equipped with the two operations x@®y := (x1y1,...,xpyp) and ¢ ©x := (x¥,... . x}),
for any x = (x1,...,xp)",y = (y1,...,yp) € R? and a € R, and the Aitchison inner
product,

1 2 i i
(X)) o 1= 3D Z log (x) log <;)> . 1)

ij=1 Xj J

The inner product (1) being at the core of the Aitchison geometry (.72, (-,-) ,,®,®)
has the important property of scale invariance — any rescaling of x or y by a constant
will not change the analysis. Further desirable properties are permutation invariance
and subcompositional coherence [1]. The space (.77, (,-) ,,®,®) can be shown
to be a Hilbert space as well as one-to-one isometrically to (RP~1 (- )., +,-),
where (-,-) is the standard Euclidean Inner product. Multiple isometries exist, of-
ten considered are so called ilr (isometric logratio)-maps, see [2], which are given
after fixing a matrix V € RP*P~1 with orthogonal columns spanning the space
{z€R”|(z,1)p =0}, by

ilry : P2 - RP™! iy (x) := Velr(x) | )

where clr denotes the centered log-ratio map

!
cr:. 7P 5 RP clr(x) := <log (2),...,10;; (xDD)) . 3
\D/ ITj=: x; v ITj=ix;
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Being isometries, any ilr map has the following properties

ilr(x®y) = ilr(x) +ilr(y) 4)
ilr(oe ®x) = oilr(x) 5)
(3 o = (ilr(x), ilr(y)) g ©)

for any x = (x1,...,xp)",y = (1,...,yp)’ € R? and & € R. For a more detailed
introduction to CoDa we refer to [3].

The Aitchison inner product (1) contains the information of all log-ratios which
is in certain settings undesirable. Generalizing (1) leads to considering instead an
inner product that only contains the information of certain pairs of ratios. Such an
extension can be made by means of graph theory by defining an inner product on a
subspace of the strictly positive variables as

(x,yyw = log(x) Ly log(y),

see [10], where Lw is the Laplacian matrix to a graph induced by weights W =
(wij)1<i,j<p, see [7]. The entries of the matrix W correspond to the weights one
wants to put on different log-ratios. Similar to the compositional case this approach
allows for the construction of isometric maps.

2.1 Analysis of data from the Gemas project

We consider in the following a data set from the Gemas project, see [8] and [9],
which is freely available in the R package robCompositions [11]. It contains infor-
mation about 2108 soil samples taken at various locations throughout Europe. Each
soil sample has been analyzed for the chemical composition and the concentration
of the 18 elements Al, Ba, Ca, Cr, Fe , K, Mg, Mn, Na, Nb, P, Si, Sr, Ti, V, Y, Zn,
Zr, in in mg/kg, has been recorded together with the sample location.

Figure 1 shows the graph of all elements as nodes with the log-ratios that have
been included in the analysis as edges. These log-ratios were chosen such that high
variation between log-ratios in the data gets weighted highly while retaining the
information by all pairwise log-ratios. This is similar to a stepwise approach con-
sidered in [6]. Some elements such as Calcium have seemingly a more central role
with multiple edges to other elements. Since the line thickness reflects the size of
the weight, Figure 1 also displays that high weight is put, for example, on the ratios
(Calcium, Zirconium), (Calcium, Silicon) and (Magnesium, Zirconium), due to a
high variation of the log-ratio between these elements in the data. Given a graph
structure and its weighs we can construct an isometric map to the Euclidean space
in a similar way as in (2).

Figure 2 shows the first three coordinates of this Graph-ilr map in addition to the
explained variance and the procrustes score, see [5], relative to the original data set.
Each coordinate is of the form log( ,-D:1 xf "), where p; is plotted on the upper left
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Fig. 1 Graph of chemical elements. Edges indicate which log-ratios have been used for the analy-
sis. Thicker edges correspond to higher weights.

corner of the plots. For better readability we have scaled the values to lie in [—1, 1].
We see that the first coordinate, accounting for 39% of the variance, weights Cal-
cium very highly. Compared to all the other elements, Calcium is prevalent in the
East and South-East of Spain as well as in the South of France, and in some parts of
Italy and Greece. In the Northern countries there are no elevated concentrations. The
second coordinate, accounting for an additional 14% of variance, is heavily influ-
enced by the magnitude of Zirconium, and to some extent Sodium as well as Mag-
nesium. It is, comparatively to the other elements, low in the Eastern and Central
parts of Central Europe and higher in Scandinavia and Southeast as well as in South-
ern Europe. The third coordinate accounts for another 18% of explained variance.
This coordinate is strongly influenced by the magnitude of Sodium and Chromium
as well as lightly by Zirconium and Silicon. A higher third coordinate indicates that
Sodium and Zirconium are elevated, relative to the weighted geometric average of
the other elements. This is the case for Finland, Sweden and Norway, but also the
islands of Sardinia and Corsica as well as a small region at the Spanish-Portuguese
border. The first three coordinates together explain up to 71% of the variance and
have a procrustes score of 84%. As there are fourteen more coordinates, we can say
that a lot of the total information of all pairwise log-ratios is retained in these three
coordinates already. For comparison, the first three principal components of the clas-
sical CoDa approach explain slightly more variance, at 74%, with a procrustes score
of 86%.

Acknowledgements This research was supported by the Austrian Science Fund (FWF) under the
grant number P 32819 Einzelprojekte.
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Fig. 2 Scaled values of the first three coordinates of the Graph-ilr map. The cumulative explained
variance as well as the procrustes score of the coordinates relative to the original data set is at the
top of every plot. On the upper left we plot the weighs of the elements for each coordinate.
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3 Conclusions

In this short paper we first started by recalling the most important properties of
CoDa and the Aitchison geometry, as well as the graph theoretical extension. We
then analyzed a geochemical data set from this new perspective and saw that without
any loss of information we could consider this data set as a graph compositional one.
The (graphical) ilr coordinates were interpretable and almost as informative as the
projection onto the first three principal component loadings of classical CoDa.
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Compositional deviations from linear
and non-linear equilibria

Deviazioni composizionali da equilibri linear:
e non lineart

J. J. Egozcue, V. Pawlowsky-Glahn and A. Buccianti

Abstract Equilibrium of components is an important issue. Well known
examples are the Hardy-Weinberg law in population dynamics and chemical
equilibrium regulated by stoichiometry in mineralogy. These equilibria appear
as a restriction in the sample space of compositional data. Hardy-Weinberg
equilibrium corresponds to a linear equilibrium, while olivine crystals have
a stoichiometry that corresponds to a non-linear one. The basic concepts
on which our model is based are introduced. The non-linear cases admit
a linearisation by adding terms to the original composition. The deviation
to the equilibrium locus is shown to be the Aitchison distance between an
observation and its orthogonal projection on that locus.

Abstract Lo studio dell’equilibrio tra componenti differenti di un sistema é
un noto campo di ricerca. Esempi sono dati dalla legge di Hardy- Weinberg in
dinamica delle popolazioni e dalla stechiometria in mineralogia. Questi equi-
libri appaiono come una restrizione nello spazio campionario delle compo-
sizioni. L’equilibrio di Hardy- Weinberg e rappresentato da una linea retta nel
stmplex mentre la stechiometria delle olivine mostra un equilibrio non lineare.
I concetti base su cui il modello di questi equilibri € basato sono presentati. I
casi non lineari ammettono una linearizzazione addizionando alcuni termini
alla composizione originale. La deviazione dal luogo dell’equilibrio é mostrata
essere la distanza di Aitchison tra una osservazione e la sua proiezione or-
togonale da questo sito.

Keywords: compositional data, Aitchison geometry, sample space
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1 Introduction

In [5] the idea of deviation from compositional equilibrium was developed and
some techniques of linearisation in the non-linear case were discussed. The
key concept for such a development is the sample space and its structure. In
the case of compositional data, an appropriate sample space is the simplex
endowed with a particular, Euclidean, geometry, termed Aitchison geometry
[10] because the main elements were introduced by J. Aitchison [1, 2]. Later
developments can be found in [11] and [4], as well as in references therein.

Compositions, as elements of a Euclidean space, can be represented by co-
ordinates, specifically by orthonormal Cartesian coordinates. These are called
isometric log-ratio or orthonormal, ilr or olr, coordinates. A particular type of
olr coordinates, termed balances, are obtained applying a Sequential Binary
Partition (SBP) [11]. A balance of two groups of parts is a normalised log
ratio of geometric means of parts within each group. Once compositions are
represented by their olr coordinates, distances and projections are computed
as in a standard Euclidean space.

2 Deviations from compositional equilibrium

Equilibrium can have different meanings depending on the context. Here equi-
librium refers to a restriction in the sample space. In the compositional case,
when realisations of a random composition are limited to span a locus within
the sample space it is said they are in equilibrium. The subset is the equi-
librium locus. The origin of the equilibrium locus can be diverse. It may
correspond to physical situations where the samples are attracted or pushed
away; or it may be defined subjectively by the analyst. In practice, compo-
sitional samples seldom satisfy exactly a well-defined equilibrium locus, and
interest is then focused on the deviations from equilibrium.

The simplest equilibrium loci are given by a single point of the sample
space. For instance, consider D shares of a commodity. Equality means that
all shares are equal, that is, equality is the neutral element, the origin of
the sample space. Then, interest is on departures from equality, taken as
equilibrium, and consequently, on indices of inequality like the Gini index
[7] or, more close to the compositional approach, that defined in [4]. More
general cases are those in which the equilibrium locus is a hyperplane of the
simplex. The points x of the D-part simplex in an hyperplane satisfy

D D
Zailog:cizK, Zaizo,
i=1 i=1
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where K is some real value. Yet, this approach is too general, since it lacks
sparsity and simplicity [9]. As an alternative, attention is centred in hyper-
planes defined as a constant balance (see [5] and Section 3). Then, the devi-
ation from the equilibrium locus is

[ rs gm(G)
5eq_ r+s IOggm(H) K7

where gy, (-) denotes the geometric mean of the argument and G and H are
groups of parts. Note that d., can be considered as a real random variable
that allows statistical inference about it when a sample is available (Fig. 1).

There are non-linear cases of equilibrium loci which are both sparse and
simple. For example, a constant log ratio which is not scale invariant or
which includes amalgamation of parts, thus defining a warped surface. The
linearisation technique consists in expanding the original composition with
new parts including terms necessary to form the constant log ratio defining
the equilibrium locus (see Section 3). Once the equilibrium locus is expressed
as a constant balance of the expanded composition, the problem of computing
deviations from equilibrium is reduced to the linear case.

3 Examples

(1) Hardy- Weinberg equilibrium (HWE) is a well-known genetic law [8, 12]. It
states that the proportion of genotypes AA, BB, AB in a closed population
under random mating is (p%, p%, 2paps), where pa, pg, are the proportions
of alleles A, B in the parent population. HWE is then expressed as

2 21\1/2
B(AA, BBJAB) — \/g log PAPE) " _ \/g log(1/2) = K |,

2papB

that is the balance B(AA, BB/AB) = K under exact equilibrium. Conse-
quently, ., = B(AA, BB/AB) — K measures the distance or deviation from
equilibrium. The set of olr coordinates is completed with B(AA/BB), which
can take any real value depending on p4 and pp.

A data set of frequencies of blood types MM, NN, M N in several popu-
lations is used for illustration. The data come from Gower (1987), referenced
in [3]. Figure 1 (left) shows the frequencies of blood types in different popula-
tions represented by different colours. The line in red is the Hardy-Weinberg
equilibrium locus. This data set can be represented using the following olr

coordinates
1 MM 2 vMM-NN
by =1/= log , bo=1/- log———M—— ,
2 NN 3 MN

10
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Fig. 1 Left: HWE data, raw proportions. Middle: HWE data in olr coordinates. Right:
Box plot of deq. See text for details.

where the Hardy-Weinberg equilibrium corresponds to by = K (Fig. 1, mid-
dle). The red line is the HWE locus, and the blue arrows are the deviations
deq from HWE. The boxplot at the right corresponds to the sample of d4’s.

(2) Stoichiometric equilibrium. Crystals of olivine are formed by atoms of
Si combined with 2 atoms of Fe and/or Mg, which can substitute each
other. The composition, expressed in proportions of atoms, is here denoted
([Si], [Fe], [Mg]). The stoichiometric equilibrium of Ferric-Magnesic olivines is
expressed as

(sl + i) =3 10w e B = g f = w0 )

The equilibrium locus depends on the units of the elements. The value of [Fe]+
[Mg] is not proportional to Fe + Mg in ppm, as amalgamation is not a linear
function in the simplex [4], and the equilibrium locus defined by Equation
(1) is a non-linear manifold in the Aitchison geometry of the simplex.

To define a deviation from the stoichiometric equilibrium using the tech-
nique described for linear cases, the term [Fe] + [Mg] can be included as a
part in a new composition ([Si], [Fe], [Mg], [Fe] + [Mg]). When representing
this new composition in olr coordinates, an appropriate SBP can produce
the balance B([Si]/([Mg] + [Fe])). Hence, d.q is the difference between this
balance and the value of K. Note that the Aitchison geometry used is that
of the new 4-part composition and not that of the 3-part original one. For
illustration a set of 1180 olivine samples in mg/kg [6] has been selected and
converted to atoms using the average atomic weight of each element (see [5]).

Figure 2 shows the olivine sample in a ternary diagram following approxi-
mately the red line corresponding to the stoichiometric equilibrium. Straight
lines in a ternary diagram are curved in a representation in olr Cartesian
coordinates. For instance, using

11
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FeOt

Si Mg

Fig. 2 Olivine data (Mg,Fe,Si) in (atoms) represented in a ternary diagram. The red line
is the stoichiometric equilibrium locus.
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the left panel of Figure 3 is obtained. Now the equilibrium locus (red line) is

0.1

delta_eq
0.0
|

-0.1
I

-03  -02

Fig. 3 Olivine data (Mg,Fe,Si) in (atoms) in olr coordinates,left panel. The red line is the
stoichiometric equilibrium locus. Right panel: d.q for each observation ordered by b;.

curved. The blue arrow shows the projection of one point on the equilibrium
line. The length of the arrow is not proportional to d.q. The values of d., are
shown in Figure 3 (right panel), where the length of the blue arrow is now
proportional to d.q. The red line represents the equilibrium after linearisation.

4 Conclusions

Compositional equilibrium is defined as a restriction of the sample space.
The restriction, or equilibrium locus, can be a very general set, but inter-
est is focused on simple cases, like a single point, or a hyperplane defined

12
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by a constant balance. In this case, the deviation from equilibrium is natu-
rally identified with the difference between the balance and the equilibrium
constant. Hardy-Weinberg equilibrium illustrates this case. Stoichiometry of
olivines is a case in which the equilibrium locus is a wrapped hyper-surface.
A linearisation is proposed so that measuring deviation from equilibrium is
reduced to the linear case. Deviation from equilibrium is measured by the
departure of a log-ratio from the equilibrium constant.

Acknowledgements JJE and VPG were supported financially by Ministerio de Economia
y Competitividad (MINECO/FEDER (Spain), MTM2015-65016-C2-1-R) and AB by Uni-
versity of Florence (Italy) funds 2020.
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The knockoff filter for FDR control in robust
ZeroSum regression in microbiome analysis

11 filtro knockoff per il controllo del tasso di false scoperte
nella regressione robusta ZeroSum per ’analisi del
microbiota

Gianna Serafina Monti and Peter Filzmoser

Abstract In this contribution we consider the knockoff filter in robust ZeroSum
regression, an approach to high-dimensional regression with compositional covari-
ates based on a class of shrinkage estimators for least trimmed squares regression in
combination with elastic-net penalty [8]. The goal is to select a set of relevant fea-
tures which have a nonzero effect on the response, and, at the same time, controlling
for the false discovery rate. The proposed methodology is particularly useful in the
analysis of microbiome compositional data.

Abstract In questo contributo consideriamo il filtro knockoff nella regressione ro-
busta ZeroSum, un approccio alla regressione ad alta dimensionalita con covariate
composizionali [8]. L'obiettivo é selezionare un insieme di variabili rilevanti che ab-
biano un effetto non nullo sulla risposta e, allo stesso tempo, tenere sotto controllo il
tasso di false scoperte. La metodologia proposta é particolarmente utile nell’ analisi
dei dati composizionali del microbioma.

Key words: FDR control, knockoft filter, log-contrast model, microbiome.

1 Introduction

The analysis of human microbiome has garnered great attention in recent research
thanks to next-generation sequencing technologies which allow to collect a huge
amount of data with relatively low costs.
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The sequencing reads data, usually collected into operational taxonomic units
(OTUs), are commonly normalized due to the high variations of the microbial
abundances among samples, inducing relative abundances. The relevant information
for each sample is contained into the ratios between components, thus the microbiome
data has essentially the characteristics of compositional data [1].

One of the main interest in microbiome analysis is to identify microbial taxa that
are meaningfully associated with an outcome of interest. The high-dimensional set-
tings and the compositional nature of microbiome data stimulated several proposals
of variable selection. Recently [8] developed a robust and sparse method for variable
selection by means of the least trimmed squares regression approach.

2 Zerosum regression

Let y € R" denote the response vector, X the matrix of compositional covari-
ates, X = [x;j]1<i<n;1<j<p, Whose rows are normalized to a unit sum, with the
implicit assumption that x;; > 0, and Z = [z;; = log(x;;j)]1<i<n;1<j<p € R"*P the

log-transformed matrix of X. The symmetric log-contrast regression model [2, 7] is
defined as

p
y=ZB+s, st ) f;=0, (1)

J=1

where & ~ N(0,021) is the error component. Model (1) is also known as ZeroSum
regression, due to the constraint of the B vector. In an high-dimensional setting,
namely p > n, the variable selection of a log-contrast model is conducted via
penalized regression [7].

A 1
Bzs =a2gmin(; ly = ZBI13 + 41181, ) st B =0, @)
eRP

where A > 0, is the regularization parameter, which calibrates the sparseness, and
|1, and || - ||; indicate the £, and ¢; norm, respectively.

To cope with the presence of vertical and horizontal outilers, [8] proposed the
RobZS estimator, a robust version of the penalized ZeroSum regression model (2),
defined as

=

p
Brobzs = argmin argmin (Z(y,- -x/ B)’ +h/lPa(,3)) StY Bi=0, ()
j=1

HC{1,.n}: | 4
PBerr C‘{leh"} ieH

where P, (B) = | ||Bll; + I’T" ||ﬂ||§ is the elastic-net penalty, @ € [0, 1] is a tuning

parameter which balances the ¢, and ¢; penalty. H is an outlier-free subset of the set
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of all indexes {1,2,...,n}, and |H| denotes the cardinality of the set H. An analog
of the fast LTS algorithm [3, 6] was proposed to fit the model (3).

The RobZS estimator fulfills desirable compositional properties such as scale
invariance, permutation invariance, and selection invariance.

3 Compositional knockoff filter

The penalized regression models described in Section 2 select a set of relevant taxa,
but there they have no guarantee on the false discoveries.

[9] suggested to consider the knockoff filter [4, 5] to control the fase discovery
rate (FDR), i.e. the expected fraction of false discoveries among all discoveries,
and proposed the compositional knockoff filter (CKF) to address the compositional
nature of the data involved. CKF is a two-steps procedure: the compositional screen-
ing procedure to select the relevant features under the zerosum constraint, and the
controlled step bringing off via the knockoff filter methodology.

In our contribution we propose a robust version of the CKF (RobCKF). More
precisely we suggest to implement a robust screening procedure in the fist step,
achieved recurring to the least trimmed squared framework by means of the estimator
(3), and to a use robust versions of the elastic net estimator for linear regression
[6] in the knockoff regression step, as the augmented design matrix is no longer
compositional.

Numerical simulation studies demonstrate the ability of RobCKF in controlling
the nominal FDR with respect to other existing methods in presence of contaminated
data.
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Poverty indicators adjusted using local price
indexes

Indicatori di poverta corretti con indici locali dei prezzi

Marchetti S., Giusti C., Pratesi M. and Biggeri L.

Abstract This paper focuses on the estimation of poverty incidence at sub-regional
level in Italy taking into account the different price levels within the country. The
local price level is accounted by computing a spatial price index using retail scanner
data on sub-regional retail volumes (units) and price for food. Indexes are obtained
by a Country Product Dummy model, where we relax the like to like approach as
in the International Comparison Program of the World Bank. We compare prices of
products belonging to the same type, instead of comparing exactly the same prod-
ucts. Then, price indexes are used to adjust the national poverty line, which is used to
estimate poverty incidence at sub-regional level by means of small area estimation
methods taht are needed to get reliable estimates.

Abstract In questo lavoro si presenta metodologia e applicazione della stima di
poverta relativa a livello provinciale in Italia, aggiustando la linea di poverta con
un’indice spaziale dei prezzi ricavato dai dati “scanner” della grande distribuzione
organizzata. L’indice spaziale dei prezzi e ottenuto utilizzando il modello “country
product dummy”, dove, al contrario di quanto fa la Banca Mondiale, si confrontano
i prezzi dei prodotti appartenenti ad una stessa categoria (COICOP 8 digit) - e
non si confrontano esattamente gli stessi prodotti. Inoltre, a casua della ridotta
dimensione campionaria, per ottenere le stime di poverta a livello provinciale si
utilizzano modelli di stima per piccole aree al fine di ottenre stime attendibili.

Key words: Country-product-dummy model, small area estimation, scanner data,
big data
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1 Sub-regional spatial price indexes

The aim of this work is to improve the measure of the incidence of relative poverty
- a monetary based measure - by taking into account the different price level within
the country. First, we use a methodology to compute Spatial Price Indexes (SPIs) at
sub-regional level in Italy using retail scanner data on sub-regional retail volumes
(units) and price for food and non alcoholic beverages (food for short). The data
were provided by Istat/Nielsen within the framework of the H2020 project Makswell
(www.makswell.eu). Secondly, we adjust sub-regional poverty incidence using the
sub-regional SPIs.

Specifically, we compute SPIs for 103 (out of 107) Italian provinces, by using the
scanner data referring to the year 2018 and only to the products (barcodes or Global
Trade Item Numbers - GTINs) in food and beverages categories, excluding fresh
food. Usually the information on products’ quantities is reported in terms of grams
and milliliter, but sometimes in units; given that we needed to use comparable prices,
we discarded about 17,000 quotations expressed in units (out of about 630,000
quotations). We used a Country Product Dummy (CPD) (Laureti and Rao (2018))
model to obtain SPIs, where we model the average price of unit (gr or ml) of 102
groups of products classified by COICOP with 8 digits, for each provinces. The
hypothesis is that products (items) in the same COICOP-8-digit group give the same
utility. By this way it is easier to apply the CPD model and we avoid the impact on
prices that can be observed for products that are popular in some areas (demand is
high) and that they are not in other areas (demand is low). Moreover, average prices
obtained from scanner are based on real purchases carried out by households, which,
according to the HBS, buy at least 50% of food in supermarket.

Let p;; be the mean price for COICOP-8-digit j and province i and let r; j and g; jx
be the annual turnover and the total quantity sold respectively of item k belonging
to COICOP-8-digit j in province i. These quantities are estimated by Istat using the
scanner data and the sampling weights computed according to the survey design
(refer to Deliverable 3.2 of the MAKSWELL project for further details). Let u; j; be
the quantity of the item i jk in terms of gr or ml. For each item we define its annual
price per gr or ml and its relative weights in term of turnover as

gijk Tijk
Pijk =" Wijk= Zm; s
ijk k—1Tijk
where n; is the number of items in the jth COICOP-8-digit aggregation and the ith
province. The weighted mean price per gr. or ml. for products in ECOICOP-8-digit
J and province i is:
1 M
Pij=— Y PijtWijk-
Mij =1

The CPD model we propose is as follows:

logﬁ,j:ao+a,D,+[3/IJ+£,J, i=1,...,103 j=1,...,102, (1)
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where D; is a vector equal 1 if the mean price is in province i and O otherwise,
I; is equal 1 if the mean price belongs to jth COICOP-8-digits and 0 otherwise,
so that B;s account for difference in quality. We assume the error €; ~ N(0, o?).
Moreover, we consider the different level of the turnover between the COICOP-8-
digit aggregates by estimating parameters in (1) using weighted least squares, where
the weights are computed as the ratio between the total turnover of one aggregate in
one province and the total turnover in the province (n; is the number of items in the
ith province)

s
o Zkil Tijk
Yl Tijk

As it is, model (1) is not identified, because the D;s vectors are a linear combination
of the constant. Therefore, we impose the constraint a; = 0 so that ¢ is the fixed
effect of province i respect to province 1. Once the parameters are estimated, we
apply the method in Suits (1984) to use as a reference Italy instead of area 1. In
this way, &; represents the estimated fixed effect of province i compared to Italy and
exp(0;) is, finally, the SPI of province i.

The proposed method can be easily extended to produce SPIs related to the first
quintile (or any other quantile) of the distribution of the price of each specific prod-
uct, assuming that poor purchase the cheaper items of the product. To obtain these
SPIs we can modify model (1) using the first quintile (weighted) of the p; ;s as tar-
get variable instead of p;;. Figure 1 shows two choropleth maps of SPIs based on
the mean (left) and SPIs based on first quintile (quantile 0.2), denoted as SPI(Qg2)’s
(right).

The results we obtained are somehow expected. Indeed, provinces in the south of
Italy show SPIs smaller than 1, while provinces in the north show values greater than
1. However, there are exceptions, provinces in the north-east Alps mountains show
SPIs below 1, even if they are close, both considering the mean and the quantile 0.2
of unit prices.

2 Poverty incidence adjusted using sub-regional spatial price
indexes

In Italy the official measure of relative poverty incidence is defined as the propor-
tion of persons whose consumption expenditure is below a fixed threshold, called
poverty line. The poverty line for an household of two components is defined as
the mean per capita consumption expenditure. For households with members differ-
ent from two, the poverty line is adjusted using the Carbonaro scale (Istat (2010)),
which assigns 0.6,1.33,1.63,1.90,2.16,2.40 to households with 1,3,4,5,6 and 7
or more components respectively. Poverty incidence estimates in Italy are based on
the household budget survey (HBS), which design allows for reliable estimates at
regional level. The poverty line is fixed at the national level.
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Spatial Price Indicies ~ ASESD method, Mean Spatial Price Indicies ~ ASESD method, Quant. 0.2
Malian provinces talian provinces

he?
1, - i

Fig. 1 Choropleth map of SPIs obtained using mean unit prices (left) and quantile 0.2 of unit prices
(right).

The use of a national poverty line allows to establish a general scheme of how
local areas (e.g. regions or provinces) compare with national standards. However,
considering the same poverty line for each area implies an equity concept in which
individuals with equal income are assumed to have similar wellbeing regardless of
the area where they live. Using the province SPIs we can adjust the national poverty
line at the province level, taking into account the different price level within the
country.

In this work we adjust the national poverty line using the SPI(Qq>) values.
Specifically, the national poverty line is adjusted for each province using the
SPI(Qp 2) values opportunely weighted (adapting the idea in Renwick et al. (2014)):

nPLE = nPL x (ASPIi+1— 1) @

where nPL is the national poverty line, nPL; is the adjusted poverty line for province
i, A; is the estimated share of food consumption in province i and SPI; is the
SPI(Qo ) for province i. The quantities A;’s are estimated from the HES 2017 as
the provincial mean of the ratios between the food expenditure and the total con-
sumption expenditure:

1 i i
Ai= i QWU, 3
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where n; is the sample size in province i, w;; is the survey weight of household j
in area i, p;; is the food expenditure of household j in area i and ¢;; is the total
consumption expenditure of household j in area i. The survey weights have been
calibrated to sum to the total households at provincial level. Although the A;’s are
estimated at the provincial level — thus possibly unreliable because of small sample
size — we judge the direct estimates suitable for our purpose.

Having computed the adjusted nPLs, we then calculated the corresponding direct
estimates of the poverty rates. As the variability of the direct estimates was too high
(approximately half of the provinces have a CV greater than 30%) we estimated a
Fay-Herriot (FH) model with the following auxiliary variables: the ratio between
number of taxed persons over the population, and the ratios between the number of
persons with i. income coming from salary, ii. income coming from pensions and iii.
income lower than 10,000 euros per year, over the number of taxed persons. These
data come from the Italian tax agency database 2017. The EBLUPs (Empirical Best
Linear Unbiased Predictors) obtained with the FH model showed a gain in efficiency
with respect to direct estimates. We obtained a CV smaller than 16% in 37 provinces,
while half of the provinces had a CV smaller than 20%. We also computed the
EBLUPs without any adjustment of the national poverty line, using the same small
area model as for adjusted EBLUPs. Figure 2 reports the comparison of the two set
of EBLUPs estimates: as we can see, using the SPI(Qq2) to adjust the poverty lines,
the HCRs in northern and central provinces slightly decrease.

The results obtained here suggest that the methodology can be extended to in-
clude other Spatial Price Indexes, therefore adjusting the national poverty line with
other components of households’ consumption expenditure. Indeed, our results sug-
gest the products included in the scanner data represent a relevant but still limited
share of the total household consumption expenditure, approximately equal to the
20%. Therefore, by including other consumption expenditure components, such as
for example the expenditure for the rent, the national poverty line could be adjusted
in a more complete manner.
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Fig. 2 Poverty rate at provincial level in Italy: provincial EBLUPs estimates using the SPI(Qo2)
adjusted vs not adjusted national poverty line.
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Assessing the targeting of the anti-poverty
measure “Reddito di Cittadinanza” using Small
Area Estimation methods

Valutazione del targeting del Reddito di Cittadinanza
attraverso la stima per piccole aree

Giovanni Tonutti, Gaia Bertarelli, Caterina Giusti and Monica Pratesi

Abstract Sustainable Development Goal 1 calls for the implementation of nation-
ally appropriate social protection systems to contrast poverty. In Italy, a crucial anti-
poverty policy is the “Reddito di Cittadinanza” (RdC) introduced in April 2019.
In this work we aim at evaluating the targeting of the RdAC in 59 local areas rep-
resented by the region by degree of urbanisation level in Italy. To measure the lo-
cal poverty share, we estimate At-Risk-of-Poverty rates and Absolute Poverty rates
through the application of Small Area Estimation models. Our results suggest that
the RdC shows very heterogeneous targeting performance at the local level, exclud-
ing large shares of poor households from the program.

Abstract L’Obiettivo di Sviluppo Sostenibile 1 richiede 'implementazione di sis-
temi di protezione sociale adeguati a livello nazionale per contrastare la poverta.
In Italia il ”Reddito di Cittadinanza” (RdC), introdotto nell’aprile 2019, rappre-
senta una misura cruciale in tal senso. In questo lavoro valutiamo il targeting del
RdC in 59 aree locali rappresentate dai tre gradi di urbanizzazione in ciascuna
regione. Per misurare i tassi di poverta, stimiamo il rischio di poverta e la poverta
assoluta attraverso I’applicazione di modelli di stima per piccole aree. I nostri risul-
tati suggeriscono che I’RdC mostra un targeting molto eterogeneo a livello locale,
escludendo ampie quote di famiglie povere dal programma.
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1 Introduction

In April 2019, the Italian government introduced a national measure of guaranteed
minimum income under the name of “Reddito di Cittadinanza” (RdC). RdC repre-
sents the largest monetary transfer program to low-income families in the history
of the Italian social security system. For the year 2019 alone, total program expen-
diture was forecasted at €5.6bn, with an estimated cohort of beneficiaries of 1.3m
households. Poverty reduction represented the first and key objective of the policy
as well as the central theme in the communication campaign leading to the intro-
duction of the measure. Official statistics by the Italian National Statistical Institute
(ISTAT) show indeed how the number of households in absolute poverty in Italy had
been on the rise over the course of the five years previous to the introduction of the
policy. In 2018, the number of families in absolute poverty has reached the figure
of 1.8m, with an absolute poverty incidence in the Italian population of 7% (ISTAT
2019), against an estimated total of 1.3m households as potential beneficiaries of
the RdAC highlighting a gap between the overall cohort of RdC beneficiaries and the
total number of families in absolute poverty in Italy (compare INPS 2019). Based on
these considerations, this research assesses the extent to which the policy succeeds
in targeting support to families in poverty at the local level and which factors related
to the local demographic and economic characteristics drive variations in targeting
coverage and take-up rates. In addressing these questions, the research will provide
the first assessment of the targeting of RdC based on administrative data on its ben-
eficiaries. To capture the geographical heterogeneity in the effects of anti-poverty
interventions, we consider as the unit of analysis the degree of urbanization as mea-
sured by the DEGURBA classification across the 20 Italian regions. By and large,
official poverty indicators are estimated on the basis of surveys collected by national
statistical agencies at the national level, and often, due to their limited sample sizes,
cannot provide accurate estimates at lower sub-regional units of analysis (Tzavidis
et al. 2018). Small Area Estimation (SAE) methods offer the tools to overcome
this gap, introducing statistical models that combine the direct estimates obtained
from the surveys with error-free administrative covariates to improve the precision
of the estimates. While the application of SAE models to study of the geographi-
cal distribution of poverty is an established methodology, this work proposes a new
application of SAE methods to assess an anti-poverty program. In this paper SAE
methods are instrumental to provide the baseline poverty estimates for each of the
59 areas of analysis to successively estimate the targeting performance of the RdC
across such areas. The results and conclusions drawn by this research are important
for policy makers as they can help them in the design of livelihood policies in the
territory where people live. In addition, this paper propose a novel application of
SAE methods for assessing local targeting of anti-poverty policies.

2 Data

The analyses presented in this work are based on four main data sources. Estimates
for absolute poverty (AP) are based on the HBS data for the year 2017. The survey
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provides information on households consumption behaviour. The data-set provides
a flag for households living in AP and comprises =~ 17,000 observations. The es-
timates produced are reliable at regional level but not at the sub-regional due to
the limited sample size. Estimates for the at-risk-of-poverty rate (AROP) are based
instead on EU-SILC survey collected in 2017. EU-SILC aims at collecting timely
and comparable cross-sectional and longitudinal multidimensional microdata on in-
come, poverty, social exclusion and living conditions. The 2017 wave of survey con-
tains information on self-reported income for the year 2016 with a total of 22,200
observations. Finally, information on the number of RdC beneficiaries and the mon-
etary amount of benefit received by municipality was provided by INPS, the Italian
Social Security Agency. The data-set identifies the total number of households and
individuals in receipt of the scheme as of December 2019.

3 Methods

For both AP and AROP estimates, our target indicators are the small area means.
The application of SAE models aims at increasing the precision of direct survey
estimates through the use of the administrative covariates at DEGURBA x region
level. To this purpose, we apply the Bivariate Fay-Herriot (FH) model (Benevanent
and Morales 2016). The FH model and its multivariate transformations are area
level models that links direct estimates to area level covariates. In the study of anti-
poverty programs, the concept of targeting refers to the attempt by public officials
to identify who is poor and then to restrict transfers to those individuals (Hanna
and Olken 2018). Data on RdAC beneficiaries was made available for this research
at the municipality level. This level of aggregation does not allow to identify those
recipients of RAC who can be considered as not poor. As such, the most meaningful
targeting indicator to be applied in this analysis is the Coverage Rate (CR) metric
(Coady et al. 2004) Defining by D;; an indicator variable that takes value 1 if unit j
living in area i was beneficiary of the RdC and by c;; and y;; the unit consumption
and income measure, and with #;; and ¢ the corresponding poverty lines, two CRs
can be defined as following:

CRup ):filé_Di_;-I(ci_fgrij> and  CRuop ):y%\ll.Dij'I(}'ijgl‘).
Zji] I(Cijgtij) Zjlzl I(}’ijgf)

The two measures above correspond to the ratio between the total amounts of
households in absolute poverty and at risk of poverty who received the RdC living
in area i, over the corresponding total amount of households in absolute and relative
poverty in area i.
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4 Results and Discussion

(@) (b)

Fig. 1: Estimates of absolute poverty (panel a) and of the AROP (panel b) for the
59 degrees of urbanisation across 20 regions in Italy.

() (b)

Fig. 2: Coverage rate of RAC estimated on AP (CR4p - panel a) and on AROP
(CRarop - panel b) for the 59 degrees of urbanisation across Italy 20 regions.

Small area estimations are employed to improve the precision of direct estimates
from both HBS and EU-SILC, surveys designed to provide reliable information at
higher geographical levels. To assess gains in the accuracy of our estimates we com-
pare the coefficient of variations of bivariate FH model with those of the respective
direct estimates. In this analysis, the application of SAE methods brings consider-
able gains to the precision of estimates as illustrated in Table 1. The bivariate FH
model reduces the number of areas with CV estimates above the 33.3% threshold by
more than three times, compared to the direct estimates of absolute poverty, leaving

28



IES 2022

Assessing the targeting of RDC using SAE

only 7 areas with an uncertainty of estimation too high to be considered as reliable.
By contrast, the bivariate FH estimates of AROP show CVs all below the 16.5%
threshold. The difference in precision between the two estimates stems from three
main reasons.

| <16.5% 16.5-33.3% >33.3%]|

Direct 5 32 22
} AP FH bivariate 11 41 7 }
Direct 33 22 2
‘AROP FH bivariate 59 0 0 ‘

Table 1: Comparison of the coefficients of variation of absolute poverty and AROP
estimates.

Figure 1 shows the distribution of poverty for the 59 degree of urbanisation across
Italy 20 regions for both AP and AROP indicators. Both maps show a clear dis-
tinction in poverty incidence across the country’s three main areas of north, cen-
tre and south: higher poverty incidence characterise southern areas. The AP index
ranges from a maximum of 13.38% for the rural areas of Molise (South), to 1.11%
in the sub-urban areas of Trentino-Alto Adige (North). The AROP ranges from
37.62% in sub-urban Sicilian areas (South) to 9.13% in sub-urban Friuli-Venezia
Giulia (North). These findings reflect the country long-lasting economic dualism.
While following a clear north-south divide, the geographical distribution of abso-
lute poverty incidence shows variation within the three main geographical areas.
The second main consideration is related to the within region heterogeneity in the
incidence of AP, in contrast with a rather homogeneous within-region distribution
of the AROP indicator. When poverty is measured on consumption, there seems to
be greater variations within the same region across different degrees of urbanisation.
The considerations highlighted so far are the result of differences in the definition
of the poverty indicators considered by the analysis. As discussed in Section 2, AP
is estimated on the basis of consumption behaviour based on different poverty lines,
varying across Italy three macro-areas and across the size and type of municipal-
ity of the survey respondent. Unlike single national poverty threshold, such as the
AROP indicator present in the EU-SILC data, this approach allows to capture dif-
ferences in costs of living. Given the limitations of the data on RdC beneficiaries,
which are available at aggregate municipalities level, and the difficulty in exclud-
ing non-poor recipients from the overall share, the targeting indicators are likely an
overestimate of the true parameter. Figure 2 plots the two CR indicators of the RdC
for each of the 59 DEGURBA areas across the 20 Italian regions. We observe a
rather heterogeneous distribution of the CR indicators across Italy. The main differ-
ence in the comparison of the two indicators is in the width of the range of values.
The CR4p indicator ranges from 5.6% in the rural areas of Trentino-Alto Adige to
179.31% in the sub-urban areas of Sardinia. Values of the CRgop indicator, on the
contrary, show a significant narrower range, from 3.31% of rural areas in Trentino-
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Alto Adige to 31.07% of urban areas in Sicily. The CRsrop indicator highlights how
the vast majority of households identified as at risk of poverty are excluded from the
support provided by the RdC. The CRyp indicator, on the contrary, describes a pol-
icy with large geographical heterogeneity in its targeting performance, excluding
large number of absolute poor households in areas with higher costs of living, and
including non-poor households in more affordable ones. Overall, the policy seems to
consistently show lower targeting performance in the northern areas of the country,
especially in the North East. Approximately all among the bottom 10 areas for both
CR4p and CRpgop indicators are in the North. Moreover, if we consider both CR4p
and CR4gop metrics, rural areas across Italy present lower targeting performance,
irrespective of the three macro-areas considered.

5 Conclusion

In this work we presented a first study on the targeting at the local level of the RAC
anti-poverty policy in Italy. The study was based on four main data sources and
made used of appropriate SAE techniques to obtain reliable poverty estimates for
the 59 local areas of interest. It is essential to implement local level targeting of
anti-poverty policies to meet the needs and problems of the territory where people
live. The results of this study show an heterogeneous targeting performance of the
RdC policy, with a general lower targeting affecting norther regions and rural areas.
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Household Consumption and Food Insecurity in

Mexico: Covid19 and Sustainable Development

Consumi delle famiglie e insicurezza alimentare in

Messico: Covid19 e sviluppo sostenibile

Adrian Vargas-Lopez and Luca Secondi

Abstract Attaining a lower level of food insecurity is crucial for developing
countries as its consequences spread wide and deep into specific communities.
Covid-19 has magnified the adverse effects of several problems worldwide, including
food security. This study investigates the Mexican Households' four food security
thresholds using the 2018 and 2020 waves of the National Household Income and
Expenditure Survey (ENIGH), which contains the Latin American and Caribbean
Food Security Scale (ELCSA). In this research, we assess the differences in the four
food security categories with reference to both individual and household variables as
well as contextual factors.

Abstract Raggiungere un livello inferiore di insicurezza alimentare & fondamentale
per i paesi in via di sviluppo poiché le conseguenze si estendono in modo ampio e
profondo in comunita specifiche. Il Covid-19 ha amplificato gli effetti negativi di
diversi problemi in tutto il mondo, inclusa la sicurezza alimentare. Questo studio
indaga le quattro soglie di sicurezza alimentare delle famiglie messicane
utilizzando i microdati delle indagini 2018 e 2020 del National Household Income
and Expenditure Survey (ENIGH), che contiene la scala di sicurezza alimentare
dell’America Latina e dei Caraibi (ELCSA). In questa ricerca, valutiamo le
differenze nelle quattro categorie di sicurezza alimentare sia con riferimento a
variabili individuali e familiari che contestuali.
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1 Introduction

Food security is defined as "having at all times, physical, social and economic
access to sufficient, safe and nutritious food that meets dietary needs and food
preferences for an active and healthy life" (World Food Summit, 1996). On the
other end, household food insecurity is a significant threat that targets wulnerable
groups (Vilar-Compte et al., 2014). According to figures from FAO, almost 811
million people faced hunger last year.

The physical consequences of all forms of malnutrition intensify problems
related to chronic illnesses, obesity and additional forms of maladies (Santana-
Cérdenas and Lopez-Uriarte, 2021). People living in food insecurity conditions
significantly reduce their quality of life and cut their life expectancy (Hampton,
2007). Thus, reducing the number of people that suffer from food insecurity is
morally urgent.

We know global crises intensify problems that individuals face daily (Vilar-
Compte et al., 2014; Vilar-Compte et al., 2019). The Covid-19 pandemic is not the
exception since several studies suggest that food supply chains were disrupted
(Singh et al., 2021). Living in a family heavily hit by the pandemic made things more
difficult for each member, where infants suffered the most (Magafia-Lemus et al.,
2016).

In this study, we explore the likelihood of being into the four food security
thresholds by referring to two different waves of the Mexican Household Income and
Expenditure Survey (ENIGH) carried out in 2018 (before) and 2020 (during the
Covid-19 pandemic).

The remainder of this paper is organized as follows. In the next section, we
briefly describe the food security status in Mexico. Then, in Section 3, we describe
the data and briefly mention the type of model we selected. In Section 4, we describe
our results, while in Section 5, we draw the main conclusions and further necessary
progress of the research.

2 Food insecurity in Mexico

In Mexico, individuals experiencing severe food insecurity are geographically located
in some of the poorest regions (Mundo-Rosas et al., 2018). These areas are
predominantly rural sites in the southern part of the country. Additionally, of these
families, when asked if they speak an indigenous language, most state they do
(Mundo-Rosas et al., 2018).

Concerning Mexicans' type of diet, Mundo-Rosas et al., 2019 find that
having less healthy diets correlates with harsher food insecurity levels. Moreover,
they also find that people with severe food insecurity have remained unchanged from
2012 until 2018, at 43%. Magafia-Lemus et al., 2016 paint a clear picture regarding

32



IES 2022

Household consumption and Food Security in Mexico

the characteristics of the head of the household. Dwellings, where the head of the
household is a woman with less education, single or widowed, younger, with a
disabled relative, experience higher insecurity levels (Magafia-Lemus et al., 2016).
Mora-Rivera and van Gameren, 2021 find that homes with access to remittances
improve their food security conditions (Mora-Rivera, J. and van Gameren, E., 2021).

3 Data and Methods

The data we used for the analysis considers two waves retrieved from the National
Household Income and Expenditure Survey (ENIGH), a nationally representative
survey conducted every two years. Most countries in Latin America measure food
insecurity using the Latin American and Caribbean Food Security Scale (ELCSA).
These are six questions where families signal if during the past three months they
had access to a limited variety of food, whether they skipped a meal, if they had eaten
less than they thought they should, if they ran out of food, if they felt hungry but did
not eat, and if they had not eaten for a whole day. These questions are asked twice if
in the household there are children (i.e., individuals younger than 18). The second
time, respondents answer for the infants living in the dwelling (Villagbmez-Ornelas,
2014).

The severity of food insecurity is constructed by the number of questions
that people answer affirmatively. When households without children answer "Yes" to
5-6 questions, they are Severely Insecure. If they answer 3-4 questions affirmatively,
they are Moderately Insecure; 1-2 questions, Mildly Insecure; and, O questions,
Secure. Similarly, each threshold is built for households with and without children.
Those homes with children that answer 8-12 questions affirmatively are Severely
Insecure; 4-7, Moderately Insecure; 1-3, Mildly Insecure; and 0, Secure.

Additionally, the data we include in our model is if people live in an urban
or rural condition (1 "Rural" or 0 "Urban"), their level of socioeconomic status (1
"Low", 2 "Medium Low", 3 "Medium High" or 4 "High"), the gender of the head of
the household (1 "Male" or 0 "Female™), if they receive government's aid (1 "Yes" or
0 "No"), if the household receives remittances (1 "Yes" or 0 "No"), if they have a
form of debt (1 "Yes" or 0 "No"), if they have received donations in the past three
months (1 "Yes" or 0 "No"), if they live in a household with children (1 "Yes" or 0
"No"), the type of diet consumed at home to meet basic needs (1 "Poor", 2
"Bordering" or 3 "Acceptable"), and the region they belong (i.e., eight regions in
total). Where traditionally, regions 6 and 7 are the ones with higher levels of poverty.

To analyze food insecurity in households, we used a multinomial logistic
regression. The preliminary analysis considers the variables described in the data
section as the vector of X; independent variables and the four possible thresholds of
food insecurity as the k categorical outcomes. Furthermore, we stick to the traditional
approach of multinomial logistic regressions shown in Greene, 2012. Since the
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interpretation of the coefficients from multinomial logit is not straightforward
because they are relative to the base outcome, we evaluated the effect of covariates
through Marginal Effects (ME) of changing their values on the probability of
observing an outcome.

4 Results

Some of the preliminary results from Tables 1 and 2 show the average marginal
effects of food insecurity conditions for 2018 and 2020.

Table 1: Average Marginal Effects by Food Insecurity Condition for 2018

Secure Mild Moderate Severe
Urban (ref.) " " " T
Rural -0.007 0.017*** -0.003 -0.007***
(0.005) (0.004) (0.003) (0.003)
Socioeconomic (Low) (ref.) - - - -
Socioeconomic (MedLow) 0.076%* -0.080% -0.028% -0.024%
(0.006) (0.004) (0.004) (0.003)
Socioeconomic (MedHigh) 0.170%* -0.066% -0.050% -0.054%
(0.008) (0.006) (0.005) (0.004)
Socioeconomic (High) 0.255%** -0.100%*** -0.076*** -0.079***
(0.009) (0.007) (0.005) (0.004)
Head HH (Female) (ref.) - - - -
0.047*** -0.006* -0.016*** -0.025***
Head Household (Male) (0.004) (0.003) (0.003) (0.002)
Government beneficiary -0.095m 0.048> 0.029w 0.019%
(0.004) (0.003) (0.003) (0.002)

. . 0.028*** 0.000 -0.013*** -0.016***
Recelves remitances (0.007) (0.006) (0.004) (0.004)
Is in debt -0.063*** 0.020*** 0.032*** 0.011***

(0.007) (0.005) (0.004) (0.004)
. . -0.079*** 0.036*** 0.025*** 0.017***
Receives donations (0.005) (0.004) (0.003) (0.003)

- -0.069*** 0.026*** 0.049%** -0.007***
Household with infants (0.004) (0.003) (0.002) (0.002)

Diet (Poor) (ref.) - - - -

Diet (Bordering) -0.016 0.093*** 0.010 -0.086***
(0.026) (0.017) (0.020) (0.024)

Diet (Acceptable) 0.251*** 0.064*** -0.063*** -0.252***
(0.024) (0.016) (0.019) (0.023)

Region 1 (ref.) - - - -

Region 2 -0.071*** 0.029*** 0.031*** 0.011***
(0.007) (0.006) (0.005) (0.004)

Region 3 -0.094*** 0.056*** 0.026*** 0.011***
(0.007) (0.006) (0.004) (0.004)

Region 4 0.005 -0.019*** 0.002 0.012***
(0.007) (0.005) (0.004) (0.004)

Region 5 0.028*** -0.008* 0.009** 0.027***
(0.006) (0.005) (0.004) (0.003)

Region 6 -0.098*** 0.019*** 0.038*** 0.042%**
(0.007) (0.006) (0.005) (0.004)

Region 7 -0.146%** 0.077*** 0.042*** 0.028***
(0.008) (0.007) (0.005) (0.004)

. -0.030%*** 0.004 0.013*** 0.013***
Region 8 (0.007) (0.005) (0.004) (0.004)
N 74,647 74,647 74,647 74,647
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Notes: Ref.- Reference category; SE in parenthesis; * p<0.10, ** p<0.05, *** p<0.01

Table 2: Average Marginal Effects by Food Insecurity Condition for 2020

Secure Mild Moderate Severe
Urban - : : :
Rural 0.023*** -0.000 -0.009*** -0.014***
(0.004) (0.004) (0.003) (0.002)
Socioeconomic (Low) - - - -
Socioeconomic (MedLow) 0.084%* -0.085% -0.026% -0.024%
(0.005) (0.004) (0.003) (0.003)
Socioeconomic (MedHI h) 0.188*> -0.073% -0.061* -0.054%
g (0.007) (0.006) (0.004) (0.004)
FkK ~ Hekk ~ Hekke ~ Hkok
Socioeconomic (High) 0.274 0.112 0.082 0.081
(0.008) (0.006) (0.005) (0.004)
Head Household (Female) - - - -
0.035*** -0.004 -0.015%** -0.016***
Head Household (Male) (0.004) (0.003) (0.002) (0.002)
Government beneficia -0.027 0.024% 0.008% -0.005%
ry (0.004) (0.003) (0.002) (0.002)
Receives remittances 0.011 0.011* -0.011 -0.011
(0.007) (0.006) (0.004) (0.004)
Is in debt -0.073*** 0.031*** 0.024*** 0.018***
(0.006) (0.005) (0.004) (0.003)
Receives donations -0.081*** 0.030*** 0.028*** 0.024***
(0.004) (0.003) (0.003) (0.002)
- -0.084*** 0.030*** 0.054*** -0.000
Household with infants (0.003) (0.003) (0.002) (0.002)
Diet (Poor) - - - -
Kk ek ~ . ek
Diet (Bordering) 0.089 0.056 0.030 0.115
(0.025) (0.020) (0.022) (0.025)

. 0.365*** 0.036* -0.110*** -0.291***
Diet (Acceptable) 0.023) (0.019) (0.021) (0.024)
Region 1 - - - -
Region 2 -0.075%** 0.042*** 0.036*** -0.003

9 (0.007) (0.006) (0.004) (0.003)
Region 3 -0.093*** 0.050*** 0.033*** 0.010***

g (0.007) (0.006) (0.004) (0.004)
Region 4 0.047*** -0.036*** -0.010*** -0.001

g (0.006) (0.005) (0.004) (0.004)

. 0.021*** -0.033*** 0.001 0.010***
Region 5 (0.005) (0.004) (0.003) (0.003)
Region 6 -0.085*** 0.020*** 0.039*** 0.026***

g (0.007) (0.006) (0.004) (0.004)
Region 7 -0.109*** 0.061*** 0.036*** 0.012***

4 (0.008) (0.006) (0.005) (0.004)
Region 8 0.026*** -0.021*** -0.001 -0.004

g (0.006) (0.005) (0.004) (0.003)
N 89,006 89,006 89,006 89,006

Notes: Ref.- Reference category; SE in parenthesis; * p<0.10, ** p<0.05, *** p<0.01

The analysis of the two ENIGH waves led us to a picture of household food
(in)security in Mexico and changes that occurred with the COVID-19 pandemic. As
a general result, we found that food insecurity conditions remained similar before
and during the pandemic for socioeconomic status. People living in a high economic
power household still maintain higher chances of food security (and vice versa).
However, specific findings deserve to be mentioned and further investigated. First,
people living in rural zones were less likely to become food insecure during the
Covid-19 period than people living in urban areas. Second, receiving government's
aid has helped to stave off severe food insecurity. Third, maintaining a close to or
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acceptable diet confirmed in both 2018 and 2020 (during the pandemic) is an
essential driver of reducing household food insecurity, holding other variables
constant. Lastly, the regional effect - proxied at this stage by the dummy variables in
the model - shows that the probability of being severely food insecure in 2020
measured through ME was lower than 2018 in regions 5 and 7, while it remained
constant for region 1, ceteris paribus.

5 Conclusions

Traditional public policies designed to reverse the effects of food insecurity have to
account for the multiple variables operating at different levels. In this study, we begin
to explore and understand how the regions have different food insecurity levels and
how the context where individuals live can explain food insecurity levels. It is worth
noting that these are preliminary results, and further analysis is needed in order to
disentangle correctly, through a multilevel approach, the variability of food insecurity
at least into individual/households and state/regional levels.
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Forecasting Traffic Flows with Complex
Seasonality using Mobile Phone Data

Previsione di flusst di traffico a stagionalita
complessa con dati di telefonia mobile

Rodolfo Metulini and Maurizio Carpita

Abstract In the era of big data, the ones extracted from mobile phones in-
crease the potentiality for forecasting the amount of traffic flows in a specific
area and in a specific time interval. Traffic flows among two regions, however,
present a peculiar time series structure, where the daily and the weekly peri-
ods are strongly pronounced. For a good prediction performance, one needs
to consider a time series modelling structure that takes into account for this
kind of complex seasonality. Using one year of mobile phone traffic flows data,
retrieved at one hour intervals, in this short paper we aim at forecasting with
Harmonic Dynamic Regression models the flows in the strongly urbanized
and flooding risk area of the Mandolossa, at the western outskirt of Brescia.
Abstract Big data estratti dai telefoni cellulari incrementano le potenzialita
nella previsione dei flussi di traffico in una determinata area e in un determsi-
nato intervallo di tempo. I flussi di traffico presentano una peculiare struttura
di serie storica, dove le periodicita giornaliere e settimanali sono fortemente
pronunciate. Per una buona “performance” previsiva, ¢ necessario quindi
considerare dei modelli che tengano conto di questo tipo di stagionalita com-
plessa. Utilizzando un anno di dati sui flussi di traffico di telefonia mobile,
recuperati ad intervalli di un’ora, in questo articolo ci poniamo l’obiettivo
di prevedere, con un modello appropriato, i flussi nell’area urbanizzata e a
rischio di alluvione della Mandolossa, alla periferia occidentale di Brescia.

Key words: Origin-destination data, high frequencies time series, flood risk
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1 Introduction

Monitoring and forecasting people mobility is a relevant aspect for metropoli-
tan areas, and in smart cities Information and communication technologies
(ICT) with big data are massively used to support the optimization of traffic
flows and the study of urban systems [1, 3, 4]. The new technology of mobile
phone network data suits with the aim of producing dynamic information on
people’s presences [6] and movements [7] that can be used also to develop
dynamic exposure to flood risk maps for areas with hydrogeological criticity,
as proposed in [2]. From a prevention perspective, this could make the iden-
tification of preferential traffic flows possible, thus evidencing potential risks
during inundation onsets or emergency situations.

Using data provided by Olivetti (www.olivetti.com/en/iot-big-data) and
FasterNet (www.fasternet.it) for the MoSoRe Project 2020-2022 on the flow
of mobile phone signals of TIM (Telecom Italia Mobile) users among differ-
ent census areas (ACE of ISTAT, the [talian National Statistical Institute),
recorded on hourly basis for twelve months from September 2020 to August
2021, in this Project we aim at modelling such a flows for the Mandolossa
area (a critical zone with flood episodes in the north-west of the city of Bres-
cia, Italy) to predict the amount of traffic flows in the context of smart cities
emergency management plans.

As traffic flows from TIM mobile phone data show strong daily and weekly
patterns, the Harmonic Dynamic Regression (HDR) model with multiple sea-
sonal periods and ARIMA error proposed in [5] suits for our purposes. The
short paper is structured as follows: Section 2 presents data, pre-processing
and preliminary evidences, Section 3 explain the HDR model adopted and
the preliminary results. Section 4 concludes the short paper.

2 Data, pre-processing and preliminar evidences

The original TIM mobile phone data flows are a square origin-destination
(OD) matrix of dimension N x N, with N = 235 being the number of ACE
in the Province of Brescia, retrieved at hourly time intervals from September
2020 to August 2021, so the length of the time series is 24 x 365. The ACE of
interest are four (Brescia Mandolossa, Gussago, Cellatica, Rodengo Saiano),
which intersect with the identified flooding-risk area, as reported in the map
of Fig. 1. We identified other 38 neighboring ACE (aggregated, as represented
in Fig. 1, in 4 macro areas), which fulfil the criteria of having a minimum
outflow from or to the four ACE of the Mandolossa: the total flows counted
between the 4 Mandolossa’s ACE and the 38 selected neighboring ACE counts
for about the 84% of the total outflows from or to the Mandolossa’s ACE.
We consider the time series of the flows from the ACE of Brescia Man-
dolossa to the ACE of Gussago (green and yellow respectively on the map
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Fig. 1 Map of flooding risk area, ACE of Mandolossa and neighboring macro-areas.

of Fig. 1) and we study the partial autocorrelation function (PACF): Fig. 2
(top right) displays this autocorrelation till a time lag of 168 (one week), and
shows that it is very strong for the first two lags (positive for the first and neg-
ative for the second); also a strong negative partial autocorrelation emerges
among the volume of traffic flows in the same hour interval of a different day
of the week. These evidences suggest to model the time series dependence by
accounting for daily and weekly seasonality. To explore further the seasonal-
ity issue, Fig. 2 (bottom) shows the additive decomposition of the time series
of flows from Gussago to Brescia Mandolossa (left) and vice-versa (right), ob-
tained using the Seasonal-Trend decomposition using LOESS (STL) for daily
and weekly seasonality [5]. According to the height of the related grey bars on
the left of each graph, the daily pattern (seasonal 24) is the most important,
whereas the importance of the trend is smaller than the other components.
Furthermore, it emerges the presence of some outliers in the residuals (Fig. 2,
bottom charts): to avoid negative effects on the estimated models, data have
been replaced with 4+ 3 - o (where p and o are the mean and the standard
deviation of the time series) all flows larger than this cut-off.

3 Modelling the complex seasonal patterns

After data pre-processing, the two time series of flows have been modelled us-
ing the Harmonic Dynamic Regression (HDR) with multiple seasonal periods
represented by sin and cos functions of a Fourier basis, and a non seasonal
Auto Regressive Integrated Moving Average (ARIMA) error [5]:

Flow = a+ fourier_day(kq)+ fourier_week(ky)+month+e_ARIM A(p, d, q)

40



IES 2022

Rodolfo Metulini and Maurizio Carpita

Brescia Mandolossa to Gussago, 1 Week

300 400
I I

traffic flows
200
1

Partial ACF

100
I

0 100 200 300 400 500 600 700 0 50 100 150
observations Lag
STL decomposition STL decomposition
flow = trend + season_24 + season_168 + remainder flow = trend + season_24 + season_168 + remainder

=] e =
2 uoseas. puan oy
— =
2 uoseas puan moy

= ]
Japurewal 897 Uoseas
= [
Japurewal 89T Uoseas

ot 2020 gen 2021 apr 2021 lug 2021

Fig. 2 Traffic flows from Brescia Mandolossa to Gussago in April 2021 (top left) and
PACF (top right) with one week of hourly lags. STL decomposition with trend, daily,
weekly and error components for one year of traffic flows from Gussago to Brescia
Mandolossa (bottom left) and from Brescia Mandolossa to Gussago (bottom right).

where k4 and k,, (the number of Fourier bases for each seasonal component)
is selected by minimising the Akaike Information Criterion (AIC). More in
details, we choose that numbers by a two step approach: (1) k4 has been
selected by minimizing the AIC for the model with no ARIMA error; (2)
kw has been selected minimizing the AIC for the model with k4 chosen in
the first step and no ARIMA error. As a result, for both flows’ directions we
obtain kg = 7 Fourier bases for the daily component and k,, = 4 Fourier bases
for the weekly component; it worth noting that the number of parameters
to be estimated for each Fourier basis is two (sin and cos). We also include
dummies for the months to control for the possible presence of changes in
levels (e.g., higher traffic flows in march, as shown in STL charts of Fig. 2).
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Results are reported in Tab. 1: daily and weekly Fourier bases as well as most
of the monthly dummies show statistical significance and, for both models,
error is a stationary autoregressive process of order p = 5. Finally, in Fig.
3 an example of one day forecast with confidence bands estimated with the
HDR model and the boostrap are presented for both flows.

Table 1 Estimated Harmonic Dynamic Regression Models with ARIMA errors.

Regressors Brescia Man. — Gussago Gussago — Brescia Man.
Intercept 160*** 160***
fourier_day(1)cos;sin -132.0%** ; -62.8%** -135.0%** ; -54.7***
ourier_day(2)cos:sin -9.6%** ; -12.1%* -21.2%** ; _23.5%**
Y ;
fourier_day(3)cos;sin 13.5%** ; 24.0*** 19.8*** ; 20.3***
ourier_day(4)cos:sin 0.1 HE/ 5 Rt -2.1%**% 5 -0.2
! Y ;
fourier_day(5)cos;sin -8.1*** ;0.3 -8.9*** . 0.7
fourier_day(6)cos;sin 3.0%** ;  1.7*** 3.6%** ; 0.2
ourier_day(7)cos:sin 1.7%** ;  5.4*** 3.8%** . 5.3***
! Yy ; ; ;
ourier_week(1)cos:sin 28.5%** 5 -6.9*** PAS R Y O e
f ;
ourier_week(2)cos:sin -15.9%** ; -11.0*** -15.8%*%* ;5 11.8***
f ;
fourier_week(3)cos;sin TTF** . _4.6%** 8.0*** ; _5.1***
ourier_week(4)cos:sin -6.7F**F 4.7 ST2HKE 4 g
f 3 b K
Month (ref: January)
February 12.3 13.7
March 43.7%** 44.2%**
April 19.1%** 20.9%**
May 32.4%** 35.9%**
June 12.4 15.2
July -11.4 -9.6
August -30.3*** -30.0***
September 30.2%** 32.7%**
October 34.1%** 37.5%**
November 11.0 12.0
December 0.2 1.5
ARIMA (p,d,q) 5,0,0 5,0,0
AIC 78,885 80,093

Notes: Significance levels for t test: . p < 0.1; *p < 0.05; **p < 0.01; ***p < 0.001.

4 Conclusions

In this short paper, after studying the seasonal structure of the traffic flows
recorded between two ACE of the Mandolossa area in the north of Brescia
(Italy) using the hourly TIM mobile phone data from September 2020 to
August 2021, the HDR model with ARIMA error is estimated.
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Brescia Mandolossa to Gussago Gussago to Brescia Mandolossa

400~ 400-
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Fig. 3 One day forecast of traffic flows from Brescia Mandolossa to Gussago (left)
and from Gussago to Brescia Mandolossa (right) with the HDR models in Tab. 3.
Bootstrap confidence bands are reported for the confidence levels of 80% and 95%.

Preliminary results show the statistical significance of daily, weakly and
monthly effects, and the opportunity offered by this model to forecast future
traffic flows.
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Decomposizione CP di tensori composizionali di ordine 4

Violetta Simonacci, Tullio Menini and Michele Gallo

Abstract Multifold data structures are generally stored in high-dimensional objects
defined as nth-order tensors. Generalization of trilinear decompositions such as the
CANDECOMP/PARAFAC model can be used for modelling 4th order tensors. The
application of these techniques is, however, quite limited due to procedural com-
plexity and interpretational issues. These concerns increase when tensors contain
data with a compositional structure. This work aims at addressing these difficulties
through an application on Italian university staff.

Abstract Strutture di dati complesse sono generalmente memorizzate in oggetti
multidimensionali definiti come tensori di ordine n. Per modellare tensori di or-
dine 4, e possibile utilizzare generalizzazioni delle decomposizioni trilineari come
il modello CANDECOMP/PARAFAC. L’applicazione di queste tecniche ¢, tuttavia,
piuttosto limitata a causa della loro complessita procedurale e interpretativa. Tali
difficolta aumentano poi nel caso in cui i tensori contengano dati con una strut-
tura composizionale. Questo lavoro mira ad affrontare tali problemi attraverso
un’applicazione sul personale universitario italiano.
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1 Introduction

Complex social phenomena are the results of different layers of information contin-
uously interacting at repeated occasions. As data-storing capabilities become virtu-
ally unbounded, finding effective ways of modeling together multiple entities has
become an ongoing challenge.

Tensors are the preferred algebraic architecture for storing complex data and de-
scribing multilinear relationships between entities in a compact form. A generic
nth-order tensor stores data along n indices and can be described as a generalization
of simple structures such as scalars, vectors and matrices which are special cases of
0-order (no index), 1st-order (1 index) and 2nd-order (2 indices) tensors.

Tensor data structure may presents additional challenges besides a multidimen-
sional variability structure. Let us think of tensor with proportion values (e.g. per-
centages, shares, parts of a total), defined in statistical literature data as Composi-
tional Data (CoDa). Such data are characterized by a biased covariance structure
which can be modeled only in relative terms [1] and requires special tools.

Tensor decompositions techniques can come quite handy when dealing with mul-
tilinear data. These tools allow capturing the multidimensional information in a ten-
sor by breaking it down in sets of simpler objects, generally lower order tensors.
The two most commonly used techniques for the decomposition of nth-order tensors
are the Higher-Order TUCKER and CANDECOMP/PARAFAC (CP) models [9, 5].
The TUCKER model is more suitable for summarizing large information into con-
densed sets of variables, thus, it is the preferred method for tensor compression and
variability structure descriptions. The CP method is more appealing when trying to
retrieve a meaningful underlying structure. This is because this model provides a
unique solution under mild conditions [8].

The higher order CP model can be easily adapted to compositional data by use
of log-ratio transformations which, applied prior to the decomposition, do not alter
its procedural steps but call for an additional interpretability effort.

Multilinear decomposition for tensors of order higher than 3 are occasionally
used in Chemistry related fields, however, their applications in social sciences is
uncommon. This is mainly due to model complexity which makes these tools un-
friendly for non-experts. For tensors of compositions the degree of complexity in-
creases even more, thus, compositional adaptations of n-th order decompositions are
completely absent in social sciences.

Given these considerations the aim of this work is to address two issues which
cause the infrequent use of these tools, namely, parameter estimation ambiguities
and interpretability concerns. The focus will be only on the CP procedure because its
desirable uniqueness makes it more vulnerable to efficiency and algorithmic prob-
lems.

In order to reach this goal, an application on University teaching staff in Italy
recorded by macro-region, disciplinary field, role and year will be presented. Specif-
ically, a 4th-order tensor is considered in which disciplinary field shares are treated
as compositional data. After following CoDa methodology by extending the strat-
egy proposed for tridimensional arrays to a 4-way tensor, the CP model will be
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computed. Results will be analyzed by paying careful attention to the advantages
of using such procedure and to the estimating problems of current algorithms in a
compositional setting.

In Section 2 tensor notation is explained and the dataset is briefly introduced; in
Section 3 the methodology is outlined for the four-way CoDa-CP procedure and in
Section 4 some initial consideration are conveyed.

2 Tensor notation a data

Let us consider a 4th-order tensor .7 with data arranged over the four indices
(... 0. 1), [y gy I [k, K] and [1,... 1, ... L]. Tts generic ele-
ment is denoted by #; ;. The information contained in such tensor can be rearranged
in many ways to focus on index relationships. The simplest way is to consider its
composing vectors, generally referred to fibers. There are four types of fibers, one
for each index so that I-,J-, K- and L-dimensional vectors can be identified as a gen-
eralization of rows and columns of a matrix. It is clear that there are as many fibers
of a type as the product of the remaining indices, e.g. there are /KL fibers or rows
t;..; with dimension J.

The tensor .7 can also be rearranged in 3rd-order blocks obtained by combining
two of the four modes together into pseudo-fully stretched arrays T;(I x JK x L),
T;(JXKLXI), Tg(K x LI xJ) and T; (L x IJ X K) [6].

Each of these tridimensional blocks can be seen as a set of slices, namely 2nd-
order sections obtained by fixing one the three indices of the pseudo-fully stretched
arrays and varying the remaining two. Specifically, it is possible to identify four sets
of frontal slices T..;(I x JK), T.;(J x KL), T..;(K x LI) and T..x(L x 1J).

These alternative notations are only some of the many ways tensor information
can be rearranged presented here to aid methodological explanations.

A 4th-order tensor presents a compositional structure if the elements of at least
one of the fiber types describe the parts of a whole. Following conventions, let us
assume that the J-dimensional fibers or rows are CoDa. Formally we have that the
generic row t;; is a compositional vector if it describes a point bounded in a sub-
space of ‘J(i known as simplex and defined as:

J ) ) _
§ = {<Ii1kl(l)~,---7l‘uk1) i 20, g 2 Ostiyg + -+ g = K} ey

where K is a positive constant. To operate within this subspace special operations
and rules known as Aitchison geometry must be followed. Alternatively CoDa vec-
tors can be conveyed in real space coordinates by transforming them into log-ratios.
Several transformations have been proposed in the literature, however, for brevity
purposes only centered log-ratio (clr) coordinates are introduced. This function gen-
erates an isometric mapping between S’ and a hyperplane of R’ in this fashion:
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i Lijki Ligkl
z;.; = clr(t;. lo Ikt ,...,lo L lo } with t 2)
ikl (tig) = gg( ti) gg(ti:kl)’ , gg(ti:kl) g(tiw) H ijkl

These coordinates have the limit of yielding a pure multicollinear structure, which
may cause estimating issues. As demonstrated in [2, 3] for 3rd-order tensors, clr-
coordinates can be directly modeled with standard statistical tools. For the 4th-order
tensor .7 a four-way CP model can be implemented, than results are translated back
into compositional terms.

After clarifying tensor notation, the application of interest can be described in
these terms. The dataset contains information on University teaching staff in Italy
arranged over 4 directions with the following dimensions: 5 macro-region, 14 dis-
ciplinary fields, 3 role and 5 year, yielding a small tensor .7 with dimensions
(I=5xJ=14xK=3xL=5).

For each macro-region, the partitioning among different disciplinary fields of
the total number employee can be described as a compositional problem. Each row
vector can thus be transformed as shown in eq.2 obtaining a new 4th-order ten-
sor 2 € R3*14%35 This tensor can be decomposed with the CoDa-CP model as
showed in the following section.

3 Four-way CoDa-CP model

Four-way CoDa-CP is an estimating model based on the polyadic decomposition
which aims at providing the best low rank approximation of the tensor 2 = % + &,
where & is the tensor of residuals. Here, the tensor is decomposed into the sum of a
finite f = 1,...,F number of Ist-order factors as, by, ¢y and d:

~

32 Zafobfocfodf (3)
f=1
The F terms of this decomposition can be arranged in four factor matrices A =
[al,...,af,...,ap],B: [b],...,bf,...,bp], C= [C],...,Cf,...,CF} and
D=d,...,ds,....dF].

The model can also be rewritten using the pseudo fully starched array slice nota-
tion as follows:

Z.; = Adiag(d;))(COB) +E; I=1,---,L )
Z.;=Bdiag(a;)(DOC)' +E; i=1,--- 1 o)
Z.; = Cdiag(b(;))(AOD)' +E.; j=1,---,J ©)
Z.; =Ddiag(c())(BOA) +Ey k=1,--- K N
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Here © is the Khatri-Rao product and diag(d;)), diag(ay;)), diag(b ;) and diag(c))
denote the diagonal matrices extracting the Ith, ith, jth and kth rows of the factor
matrices respectively.

The four-way CoDa-CP model is unique under mild conditions and is generally
estimated through a least-squares loss function. Estimation problems may, how-
ever, occur, such as solution degeneracies [10] and slow convergence, especially
for collinear data [7].

4 Preliminary considerations

One of the best ways to unveil the latent structure of 4th-order tensor is to carry out a
CP decomposition. The uniqueness of the CP model makes this procedure both ap-
pealing and harder to estimate with respect to other techniques for the decomposion
of 4th-order tensors as the TUCKER model [9]. Many difficulties may arise when
estimating CP parameters connected to both efficiency and accuracy of the solution.
Multicollinearity, typical of clr-coordinates, makes this issues even more pressing.

Several procedure have been proposed over the years to cope with these diffi-
culties, all with different points of strenght and fallacies. The problem, however, is
generally dealt with for the simpler case of 3rd-order tensors.

In this work, by considering the 4th-order tensor of University teaching staff data
we are going to tackle two challenges: 1) show the potential of the four-way CoDa
CP methodology with respect to other, more common, modeling tools; 2) explore
the estimation problem of the CP model in the generalized framework of 4-way
compositional data by extending the work of [4].
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A strategy of analysis of symmetry and skew-
symmetry in asymmetric relationships

Una strategia di analisi di simmetria ed emi-simmetria in
relazioni asimmetriche

Giuseppe Bove

Abstract Proximity matrices are frequently asymmetric and analysed by the additive
decomposition in the symmetric and the skew-symmetric component. Models for joint
or separate graphical representations of the two components have been proposed by
many authors. A strategy for such graphical analysis is proposed and applied to a data
set regarding relationships between members of an organizational structure of a
Japanese firm.

Abstract Le matrici di prossimita sono spesso asimmetriche ed analizzate attraverso
la decomposizione additiva nelle componenti simmetrica ed emisimmetrica. Molti
autori hanno proposto modelli per la rappresentazione grafica congiunta o separata
delle due componenti. In questo lavoro si propone una strategia per tale analisi
grafica, applicandola a dati riguardanti la struttura organizzativa di una impresa
giapponese.

Key words: proximity data, asymmetry, graphical representation

1 Introduction

In many disciplines such as economics, sociology, marketing research and other
behavioral sciences, asymmetric proximities between pairs of entities in a set (e.g.,
import-export data, sociomatrices, brand switching, flows and migration data, etc.)
are frequently studied to detect meaningful relationships. In particular, members in
organizational structures (e.g., employees in a firm, students at school, friends on web,

! Giuseppe Bove, Dipartimento di Scienze della Formazione, Universita degli Studi Roma Tre;

email: giuseppe.bove@uniroma3.it
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etc.) are usually related in an asymmetric way (e.g., 'A approaches B for help and
advice', ‘Ais a friend of B’, ‘A sends an e-mail to B’, etc.). Fromnow on, a proximity
is denoted by the symbol w, and the values on the pairs (i,j) (i,j = 1,2, ....,n) collected
ina(n x n) data matrix @ = (w;;). The unique additive decomposition & =M + N,
with matrix M = (m;; = 1/2(w;; + w;;)) symmetric and matrix N = (n;; =
1/2(w;; — wj;)) skew-symmetric (N = —N’) has been largely studied and applied. In
this contribution a strategy of analysis will be presented to represent jointly or
separately in diagrams the symmetric and the skew-symmetric components, in order
to detect easily the information regarding symmetry and asymmetry. The different
steps of the strategy will be presented by using a data matrix regarding the
organizational structure of a Japanese firm.

2 Afirst look at symmetry and skew-symmetry

Krackhardt (1987) reported an empirical study concerning relationships among 21
managers of a small manufacturing organization, producing high-tech machinery. The
kind of relationship to be analysed (of the type 'A approaches B for help and advice')
was submitted to all 21 managers, who were presented with a questionnaire of 21
questions (one for each manager). Therefore, the original data consist of 21 square
(21 x 21) matrices (termed slices) of dichotomous values 0/1 (available in Krackhardt,
1987, Appendix A, p. 129), each provided by one manager. The aggregated proximity
matrix resulting by summing all the slices is provided in Okada (2011, Table 2). Each
off-diagonal entry (i,j) represents the number of managers who responded that
manager i goes to manager j for help or advice at work. Diagonal entries are not
defined. The proximity is assumed as a measure of closeness (or similarity) between
managers. The management consists of one president (label 7), four vice presidents
(labels 2, 14, 18, 21) and sixteen supervisors. Each vice president heads up a
department, and each of the sixteen supervisors belongs to one of the four departments
(see Okada, 2011, Table 1). As often happens, the contribution of the two matrices M
and N (not reported here) to the decomposition of matrix Q is very unbalanced, the
two sum of squares ratios are 97% and 3%, respectively. The correlation coefficient
between Q and its transpose Q' is 0.64 that confirms the dominance of the symmetry
in the observed data matrix (the correlation is 1 when Q is symmetric and -1 when it
is skew-symmetric). However, the skew-symmetric component can reveal interesting
aspects of the relationship ‘A approaches B for help and advice', in spite of its small
contribution. In the following, the two components will be analysed by different
spatial models that allow to detect easily in diagrams the relationships for help and
advice between managers at work, and the centrality role of the president and vice-
presidents.

A method for displaying simultaneously the symmetric and the skew-symmetric
component based on the drift vector model is presented in Borg & Groenen (2005, p.
502). Firstly, a map for the symmetric component matrix M is provided by a
symmetric MDS method, then the skew-symmetric information in N is incorporated
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in the map by drawing arrows from each point i to any other point j of the map, so that
lengths and directions correspond to the entries in the rows of the skew-symmetric
matrix. When the number of rows (managers) of the proximity matrix is large,
reporting all arrows can provide cluttered pictures, and it can be convenient to draw
only the resultant (average) of the arrow bundle attached to each point. Even if the
possibility to depict pair-wise skew-symmetries is lost, the average arrow (called drift
vector) can allow to better detect how the symmetric and the skew-symmetric data
components are related to each other.

In Figure 1 the drift vectors for the 21 managers are shown, points labelled by
numbers represent managers. Distances between points represent entries of matrix M
(Stress-1=0.26), the higher m;; the smaller the distance. Departments are represented
by points labelled D1, D2, D3, D4, obtained as the averages of the coordinates of the
corresponding managers. First, we remark that the president (point 7) and three vice-
presidents (points 2, 14 and 18) are positioned in the centre of the diagram, that means
they are the main destinations of the requests for advice. The distance between
managers reflects quite well the departments they belong to, with just a few exceptions
(managers 3 and 8). The vice president labelled 21 is located in the fourth quadrant,
close to the managers of Department 1 that he heads up (this suggests that his advice
is almost exclusively oriented to the managers of his Department). The pattern
defined by the drift vectors show that the asymmetries are not random. Most of the
arrows attached to the supervisors have a direction opposite to the centre of the
diagram, confirming the central role and the dominance of the president and the vice
presidents. The lengths of the drift vectors show that asymmetries are mainly
concentrated in Department 2. However, a detailed analysis of matrix N is possible by
the explicit models for skew-symmetry presented in the next sections.

1.0

L
{

Second dimension

-0.5

ﬁﬁg4 7
<1,
4 15 jj ésg‘j

-1.0

First dimension

Fig. 1 Representation of symmetry (distances) and skew-symmetry (drift vectors)

52



IES 2022

Giuseppe Bove
3 Models for one-dimensional skew-symmetry

A simple model to represent skew-symmetry in one dimension is n;; = (r; — ;) + &,
(i=1,...,n). A unique least-square solution cannot be identified, because, given the
solutions 7;, any translation 7; 4+ ¢ by any constant ¢ represents equivalent solution.
Without loss of generality, if the constraint >, r; = 0 is assumed, it is easy to prove
that least-squares estimates of r; (i=1,...,n) are the averages of the n;; values within

. - A 1 -
each row i over the columns, that is 7; = - ", n;. The variance accounted for by

the one-dimensional model is 65%. The estimates 7; can be represented separately on
a straight line (Figure 2) or they can be attached as radii on the points of Figure 1
(Figure 3) by the radius-distance model (Okada & Imaizumi, 1987). The radii of the
circles can be obtained from the nonnegative estimates #; by an appropriate translation
by a constant ¢ such that min(#; + ¢) = 0 (the smallest radius is equal to zero, radii
can be also rescaled to be easily comparable).

In Figure 2, the skew-symmetries can be analysed as differences between the
estimates 7; (oriented or signed Euclidean distances). The president and the vice
presidents are positioned on the left side of the axis, so most of the skew-symmetries
with the supervisors are negatives, that means supervisors ask for help and advice to
the president and vice presidents more frequently than the reverse. The order from the
left to the right side of the axis reflects the dominance order between the managers.

In Figure 3, when the circle around point i is larger than circle around point j, then
the estimate of the skew-symmetry n;; is positive and the estimate of the skew-
symmetry n;; is negative. So, the president and the vice presidents have the smallest
radii because they are characterized by negative skew-symmetries (vice president 2
has radius zero).

2 8 2114 1 6 14103 3 S w13
— oS — AR RIRE T R
-3 2 -1 0 1 2

Fig. 2 Representation of skew-symmetry on one dimension (manager labels above the line)

4 Singular Value Decomposition of skew-symmetry

Since M and N are orthogonal (i.e., tr(MN) = 0), Constantine and Gower (1978)
suggested to representing the two components separately.
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An advantage of this approach is that we can represent skew-symmetry in more
than one dimension to obtain a better approximation of matrix N. A representation in
a plane (named Gower diagram) is obtained by the singular value decomposition of
N (Figure 4). The variance of N accounted for in the diagram is 74%. The
interpretation of the diagram in Figure 4 is not in terms of distances (or inner products)
but in terms of areas (Gower, 1977).

Second dimension

First dimension

Fig. 3 Representation of proximities by the radius-distance model

So, for instance, the area of the triangle depicted in the diagram approximates the
skew-symmetry between the president and the vice president 2 and it is positive
counterclockwise, that means vice president 2 ask for help and advice to the president
more frequently than the reverse (this aspect was incorrectly represented in one
dimension, Figures 2 and 3). Most of the triangles from supervisors to the president
and the vice presidents have large areas and the skew-symmetries are positive, that
confirm that supervisors ask for help and advice to the president and the vice
presidents more frequently than the reverse.

Other approaches to the analysis of symmetry and skew-symmetry in proximity
data can be found in Bove et al. (2021, Chapter 3).

5 Conclusion

A strategy for the graphical analysis of the symmetric and the skew-symmetric
components of asymmetric proximity matrices has been described. Models are chosen
following their levels of complexity (i.e., the number of parameters), firstly applying
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parsimonious models with joint graphical representations of the two components easy
to interpret. A separate analysis of symmetry and skew-symmetry should be preferred
when an adequate level of data approximation is not obtainable by models for joint
representation.
Information concerning some R functions for fitting the models presented can be
found in Bowe et al. (2021).
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Fig. 4 Representation of skew-symmetry by the singular value decomposition
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Toward an early detection of SME’s default with
websites’ indicators

Verso un rilevamento precoce del fallimento delle PMI
tramite i loro siti web

Lisa Crosato, Josep Domenech, Caterina Liberati

Abstract Small and medium enterprises (SMEs) contribution to the European
Union economy has always been relevant, for both value added and the creation
of jobs. On the same time, SMEs are more fragile and likely to default as compared
to larger firms so to induce public policies targeted on them. Specific default predic-
tion models, accounting for SMEs idyiosincratic traits, are based on several types
of data, mainly accounting indicators. We explore the possibility of complementing
accounting information with data scraped from the firms’ websites.

Abstract Le piccole e medie imprese (PMI) costituiscono I’ ossatura dell’ economia
dell’Unione Europea, con la formazione di gran parte del valore aggiunto e la
creazione di posti di lavoro. Purtroppo le PMI sono allo stesso tempo pi frag-
ili e a rischio di fallimento rispetto alle imprese di dimensioni maggiori. Anche
per questo motivo, in tutti i paesi dell’Unione Europea, esistono dei programmi
di sostegno specificatamente indirizzati alle PMI. I modelli di previsione del fal-
limento per questa categoria di imprese pi utilizzati analizzano dati derivati dai
bilanci d’impresa. La nostra proposta di aggiungere a questi ultimi anche le carat-
teristiche dei siti web delle imprese.

Key words: SMEs default, web scraping, kernel discriminant analysis
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1 Introduction

Preventing SMEs default, financing most promising firms and sustaining them in
difficult times [4] means protecting 99% of all enterprises in the EU (Eurostat), as
well as the largest part of the European value added and jobs (56.4% and 66.6%
respectively, [12]). Thus, it is not by chance that single governments and European
Institutions promote SMEs-addressed support policies [10, 9, 11].

Accordingly, there is a vast literature studying SMEs default factors in European
countries [6, 13, 25], mainly on the basis of accounting indicators derived from
balance sheets or rarely on other kinds of data [7, 26, 28]. All of these data sources
suffer of a large delay between their availability and their reference period.

In this paper we explore the possible use of websites as a relevant source of
information for an earlier detection of SMEs default [8] to be of help for avoid-
ing both credit and public funding misallocation. On the one hand, web content
data clearly require substantial efforts in data retrievement, selection, cleaning and
ultimately analysis with respect to traditional sources of data. On the other hand,
website information is free, assures finer granularity, a larger coverage of the firms’
population and, most importantly, up-to-dateness. Previous works in the literature
have used corporate websites to retrieve online proxies of firms’ economic charac-
teristics, such as corporate culture [24], firm performance [22], firm strategies [19]
or innovation [2].

The online indicators can be generated after manually reviewing firm websites, or
automatizing the process via web crawling and scraping techniques, as in [5]. The
latter technique allows for a new approach to systematically monitor companies
based on the changes (or updates) of these company websites. The study can be
done retrospectively with the Wayback Machine of the Internet Archive, which is a
digital library storing Internet sites and their evolution in time.

Using about 700 spanish SMEs sampled from the SABI -Sistema de Anélisis
de Balances Ibéricos (Bureau van Dijk)- we intend to build up a unique dataset
combining the accounting (offline) indicators with our new online indicators. Our
first purpose is to classify and describe the characteristics of a website which can be
used to discriminate between surviving and defaulted firms. The joint use of online
and offline information for enhancing correct prediction of default will be explored
through nonlinear discriminant analysis keeping logistic regression as a benchmark.

2 Website features

In simple terms, websites are a set of documents (generally HTML) which are stored
in a web server. HTML is a mark-up language which describes the content of a web
page, providing the page text and some semantics on how to interpret it and its
structure.
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Business websites can be analyzed (or mined) from two different perspectives!:
web structure mining and web content mining. While the former focuses on how
the different pages are linked, the latter concentrates on understanding the seman-
tics and the meaning of the contents. This section focuses only on content mining,
since it is the closest approach to the business activity. Content mining has been ap-
proached below from two different perspectives: i) the mining of the text composing
the business website, and ii) the mining of the HTML code describing the text.

2.1 Textual Content

Most business websites include a significant part of text, which usually describes the
main activity of the company. Therefore, it is expected that information such as the
sector in which it operates and its market orientation (e.g., national or international,
final consumer or other businesses) emerges from the analysis of this text. Changes
in this text would also mean that the company is changing its behavior to some
extent, and thus, it is still alive and investing in the website.

The feature extraction from the website text can be done by means of general text
mining techniques, which encompass a wide variety of the processes for discovering
information in textual data. The particular techniques that are used in this paper are
stemming and the bag-of-words model. Stemming consists on reducing word found
to its stem (e.g., industry and industrial are reduced to industri). The bag-of-words
model is a representation of the frequency of occurrence of each word in a text.
This way, the text is converted into a set of variables that can be later used by the
classifiers.

2.2 HTML code

The HTML language is a standard defined by the World Wide Web Consortium that
describes the elements of a web page by using tags. These tags are useful to describe
the interaction (e.g., defining hyperlinks or forms), appearance (e.g., bold or italics),
and the structure (e.g., defining lists or different blocks) of a web page. Since it has
evolved through years, the tags used in a website may be related to how updated it
is. How these tags are used provide relevant information to capture the underlying
behavior of companies. For instance, FORM is usually employed to interact with the
company/site. EMBED is generally employed to include Flash technology, which is
currently being abandoned. LAYER is another legacy tag, used decades ago to de-
sign the web page (browsers support it for compatibility reasons). Hyperlinks are
defined with A tags, whose analysis allows us to detect connections with external
agents and website structure. They can be further analyzed by checking which text is

! There is a third perspective (web usage mining) that can only be used by the owners of the
website, which is not the case for the research presented in this paper.
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included in the hyperlink reference, or href (e.g., twitter, government, associations),
or which file extensions are used, as they are related to the underlying technology
(php/asp/htm...) or to which information is offered (pdf, xls...). The number of im-
ages (IMG tags) in the website or the extension used (png, jpg...) is related to depth
and quality of the information provided. Some other tags, such as META and LINK,
are also related to the technology used in the company website.

3 Research design and Methodology

The research design of our study presents two challenges to be tackled: the dimen-
sionality of the data matrix and the modelling of non linear patterns. The first task
was to select the variables relevant for our analysis among the -more than 15.000-
total websites’ features. We work with binary indicators simply obtained as pres-
ence or absence of a given feature in a firm’s website. In order to proceed to a
first screening, we have selected as relevant features those with higher occurrences
among 100 runs of a LASSO regression. The final subset of variables counts 50
binary indicators that were transformed into 41 numerical orthogonal factors, via
Multiple Correspondence Analysis [16], to allow the application of any classifier.

As about the second task, we referred to the financial literature, where the
bankruptcy prediction of the SMEs has been widely studied using different statis-
tical techniques. Since this classification problem is hard to solve, also due to the
overbalance between survived and defaulted companies, it requires the application
of machine learning models that generally outperform the linear ones. Indeed, the
majority of studies in this field have successfully employed non linear models as
Deep Learning [20], Boosting [18] Neural Networks [27, 3] keeping the z-score
proposed by [1] or the logistic regression [17] as a benchmark. In our work we
use Kernel Discriminant Analysis (KDA) [23] since kernel-based algorithms have
demonstrated their predictive power in screening SMEs [15, 29, §].

More in detail, given a training set #xy = {(x1,1), ..., (X, )} of size n where
data x; € R? and labels y; € {1,1}, the objective of KDA is to devise a decision
function f(x) as a combination of features that separates two classes of objects.
Due to the recurrent non-linear separability of training data in the input space R”,
in most cases one associates the training data x; to some feature space .# through a
non-linear mapping

@ xi— ¢(x;) (1)

We can refer to % as a Reproducing Kernel Hilbert Space (RKHS) if the Mercers
theorem is satisfied [21].

As in the Fisher Discriminant Analysis [14], maximizing the ratio of Between
and the Within covariance matrices (computed in the Feature Space) is then used to
define a separating hyperplane in .% with direction vector w
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gx) =w o(x)+b @

where w is the weight vector in RKHS, and b € R is the bias term.

Optimal generalization of kernel-based method still depends on the selection of
a suitable kernel function out of the many maps proposed in the literature. Among
the common kernel already employed, we have selected the Cauchy, Laplace, Mul-
tiquadric and RBF functions due to their remarkable performances.
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The Culture and Values of Italians after two
years of pandemic
La Cultura ed i Valori degli Italiani dopo due anni di

pandemia

Raffaele Angelone

Abstract The study gives us a picture of Italians who are less traditionalist, less
religious, and more concerned with self-care and self-affirmation. For most of them,
freedom of thought and choice, chasing their dreams is more important than economic
independence. Self-care is accompanied by a growing attention to the environment
and a rediscovery of social responsibility and solidarity as fundamental components
for improving the social environment in which we live.

Abstract Lo studio ci restituisce un’immagine degli Italiani meno tradizionalisti,
religiosi, ma sempre piu attenti a valori di liberta di scelta, alla cura e all’affermazione
di sé. Per la maggioranza di loro la libera di pensiero e di scelta e rincorrere i propri
sogni ¢ pit importante dell’indipendenza eeconomica. La cura di s¢ si accompagna ad
una crescente attenzione rispetto all’ambiente e ad una riscoperta della responsabilita
sociale e della solidarietd come componenti fondamentali per migliorare ’ambiente
sociale in cui si vive

Key words: Values, Italians, Pandemic

The Methodology
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The analysis is based on a survey run by Demoskopea Research Institute to understand
Italians’ value systems after two years of Covid-19 pandemic. A sample of 1014
individuals representative of the adult population (18+ years old) was interviewed at
the end of Sept. 2021. The interview was administered through a 15-minutes CAWI
questionnaire. The segmentation was performed using the k-means method.

The Italians’ Values — Main Results

A different and transformed Italy emerges from the pandemic, starting with its own

values. ltalians seem to focus on self-direction, wellbeing, and self-care, but they
assign a growing importance to the context around them, showing a high interest in
environmental issues. It is an extremely practical and pragmatic form of self-care. The
focus is on health and physical wellbeing which does not translate into a quest for
greater religiosity. Money and career find less space in the Italian reshaping of values.

Table 1: The Italians’ Values Ranking [1]

The Values Importance Avg.

Score
(1=not important; 10=
extremely important)

Freedom of action 8,7
Attention to the environment 8,4
Self-confidence 8,3
Health 8,3
Stable personal relationships 8,3
Happiness 8,3
Fun 7,7
Solidarity 7,7
Social responsibility 7,5
Thrift 7,2
Modesty 7,2
Excitement 6,8
Traditional gender roles 6,1
Status 5,8
Wealth 58
Faith 5,6
Power 49
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Adherence to these values is common to all geographical areas of the country and age
groups with some differences:
e  The South differs in being more traditionalist and more attached to values such as
status, wealth, and power.
e Young people tend to be less traditionalist, more hedonist and in search of status
e Mature people tend to be more traditionalist and religious, more attentive to
solidarity and social responsibility values

The Italians’ Segmentations by Values

The clustering exercise highlighted the presence of three groups of Italians who differ
in their approach to values and life:

e  The “Achievers”. They represent 40% of population. They share the values of self-
care, self-direction, attention to environment, social responsibility subscribed by most
of population. Their approach to life is more sensitive to happiness and hedonistic
values such as fun and stimulating experience. They are quite traditionalist, and the
most interested group in power, wealth and status

e  “The Mindless” They represent 30% of population. They are the least interested in
self- direction, social responsibility, caring for environment and solidarity values.
Their approach to life is moderately traditionalist and attracted to power.

e  “The Unconventionals”. They represent 30% of population. As “the Achievers” they
share the attention to themselves, to ecology and social environment they live. Their
approch to life is not traditionalist and they are less drawn to fun, excitement, and
religious faith. They are also the least sensitive to power status and wealth
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Table 2: The Values by Segment [1,2]

The Values Total Achievers Mindless Unconventional

Population Index vs. Total Index vs. Total Index vs. Total

Importance

Avg. Score

(1=not important;

10= extremely
important)
Freedom of action 8,7 107 85 106
Attention to the environment 8,4 108 83 107
Self-confidence 8,3 108 85 104
Health 8,3 110 85 102
Stable personal relationships 8.3 108 85 104
Happiness 8,3 109 85 104
Fun 7,7 110 85 102
Solidarity 7,7 110 84 103
Social responsibility 75 111 83 102
Thrift 7,2 110 89 08
Modesty 7,2 111 93 93
Excitement 6,8 113 88 94
Traditional gender roles 6,1 127 109 55
Status 5,8 118 98 78
Wealth 58 113 99 83
Faith 5,6 135 102 52
Power 49 119 106 69
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Thematic evolution of Academic Medical Centers’
research: a focus on Italian public owned AOUs in
metropolitan areas

L’evoluzione delle tematiche di ricerca nei Centri Medici
Accademici: un focus sulle strutture sanitarie italiane

pubbliche in aree metropolitane

Massimo Aria, Corrado Cuccurullo, Luca D’ Aniello and Maria Spano

Abstract In recent years, there is an increasing recognition of the potential value of
research evidence as one of the many factors considered by policymakers and
practitioners. Even more, in the case of medical science, the analysis of research and
its impact is indispensable, considering its implications for public health. By means
of science mapping techniques, we provide a tool for the visualization of strategic
positioning of different Italian public owned Academic Medical Centers in terms of
their research positioning. Our proposal aims to provide a conceptual framework for
policymakers involved in healthcare institutions, and at the same time, for the
institutions themselves, to direct their research activities towards increasingly
innovative scenarios that consider the general landscape of current research.

Abstract Negli ultimi anni, c'é un crescente riconoscimento del valore delle prove di
ricerca come uno dei tanti fattori considerati dai responsabili delle politiche e dai
professionisti. Ancor di piu, nel caso della ricerca medica, I'analisi della produzione
scientifica e del suo impatto & indispensabile, considerando le sue implicazioni per la
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salute pubblica. Attraverso [’'uso di metodi di science mapping, proponiamo uno
strumento per la visualizzazione del posizionamento strategico di diversi Centri
medici accademici italiani di proprieta pubblica in termini di posizionamento nella
ricerca. La nostra proposta fornisce sia un quadro concettuale per i policy maker, sia
uno strumento per orientare le attivita di ricerca e le future collaborazioni degli
istituti sanitari verso scenari sempre pit innovativi.

Key words: bibliometrics, science mapping, academic medical centers, research
positioning

1 Introduction

Health research is to be considered one of the key elements and an integral part of
the complex of activities carried out by the National Health Service (SSN). In ltaly,
public institutions dealing with health research are known as Academic Medical
Centers (AMCs - that is 20 public AMCs as “Aziende Ospedaliere integrate con
I’Universita” (AOUS), 9 public AMCs as “Ex Policlinici Universitari a gestione
diretta” (AOUs SSN), 21 public-owned “Istituti di Ricovero ¢ Cura a Carattere
Scientifico” (IRCCS) (Ministry of Health - http://www.salute.gov.it/, 2018)). The aim
of health research is a continuous improvement of assistance, care and services that
significantly increases the health of citizens, their expectations of well-being, and
quality of life. In addition to increasing scientific knowledge a good research activity
has a great impact on cultural and professional growth of researchers. It facilitates
them in entering international research networks and contributes to increasing the
prestige of the involved healthcare institutions.

Health research must be considered as an investment for the future and then, the
analysis of scientific production and its impact becomes indispensable. Bibliometrics
introduces transparent and reproducible methods for measuring the quantity and
quality of scientific production (performance analysis) (Cuccurullo et al., 2016).
Moreover, it provides a conceptual structure of the extant research by synthesizing
past research findings, deducing trends and gaps, and identifying the main centers of
interest (science mapping) (Zaho, 2010).

In this work, we focus on science mapping as it allows identifying and displaying
themes and trends with a synchronic (Callon et al., 1983) or a diachronic perspective
(Cobo et al., 2011). By means of science mapping techniques, namely the term co-
occurrence networks, and strategic/thematic maps, we aim at providing a data
visualization of strategic positioning of different Italian public owned AMCs in terms
of their research positioning.

We identify the research-front of different AMCs and then, we visualize them in
ajoint representation, useful for comparing their main research themes and at the same
time their different specializations simultaneously. Moreover, this innovative
approach is useful also to detect and capture their research evolution during the years
(Cuccurullo et al., 2021).
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Mapping the dynamic positioning of Italian medical research at various levels (i.e.
national, regional, AMCs type, AMC) will provide a conceptual framework for
policymakers and managers to understand and manage the issues of the AMCs (e.g.
appropriate funding mechanisms for financing the triple-mission). The tool we
propose could be useful for the institutions themselves to direct their research efforts
towards increasingly innovative fronts taking into account the general landscape and
at the same time exploiting this information to establish collaborations with other
AMCs dealing with the same research topics.

We propose a focus on the evolution of scientific production published the last 20
years of AOUs located in metropolitan areas.

This work has been partially financed by the research project “Leading Change in
Academic Medical Centers”, funded by the competitive call for projects V:ALERE
2019. The project aims to provide evidence, advice, and remarks to support System
and AMC decision-makers to address the many challenges that AMC faces.

2 Methodological framework

To map the conceptual structure of each AOU we conducted two related analyses:
aterm co-occurrence network analysis and a strategic or thematic map. The combined
use of these techniques allows us to illustrate: how terms relate to each other, the main
research themes within each institution, and how they develop.

The basic idea behind the term co-occurrence network analysis (Wang et al., 2019)
is that each research field or topic can be represented as a set of terms (e.g. keywords,
terms extracted from titles, or abstracts). Network representation is used to understand
the themes covered by a research field, to define which are the most important and the
most recent research fronts. Following the network approach, we built a term co-
occurrence matrix, in which each cell outside the principal diagonal contains the
number of times two terms appear together in the articles (co-occur). Then, the co-
occurrences among terms were normalized by the association index as proposed by
Van Eck and Waltman (2009). This measure assumes values in the interval [0,1] and
reflects the strength of the association among terms. Co-occurrence matrices can be
seen as undirected weighted graphs; therefore, we can build a network in which each
term is a node and the association between linked terms is expressed as an edge,
visualizing both single terms and subsets of terms frequently co-occurring together.
To detect subgroups of strongly linked terms, where each subgroup corresponds to a
center of interest or to a theme of the analyzed collection, we refer to community
detection algorithms (Fortunato, 2010) by using Louvain algorithm (Blondel et al.,
2008).

Strategic or Thematic map (Cobo et al., 2011) allows plotting the themes,
identified through community detection, in a bi-dimensional matrix where axes are
functions of the Callon centrality and density, respectively (Callon et al., 1983).
Centrality can be read as the importance of the theme in the research field, while
density can be read as a measure of the theme’s development.
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In this way, we identified the conceptual structure of each AOU in the three
different temporal intervals. Then, we standardized centrality and density values, in
order to make a comparison among the research fronts of the different institutions by
plotting themes in a joint map. The obtained strategic map allows defining four
typologies of themes (Cahlik, 2000) according to the quadrant in which they are
placed. Themes in the upper-right quadrant are known as the motor themes. They are
characterized by both high centrality and density. This means that they are both
developed and important for the research field. Themes in the upper-left quadrant are
known as isolated themes or niche themes. They have well developed internal links
(high density) but unimportant external links and so are of only limited importance
for the field (low centrality). Themes in the lower-left quadrant are known as
emerging or declining themes. They have both low centrality and density meaning
that are weakly developed or marginal. Themes in the lower-right quadrant are known
as basic and transversal themes. They are characterized by high centrality and low
density. These themes are important for a research field and concern general topics
transversal to the different research areas of the field. In each temporal interval, we
build the strategic maps using the KeyWords Plus (ID) as units of analysis. The 1D
are words or phrases that frequently appear in the titles of an article’s references but
do not appear in the title of the publication itself. Their generation is based upon a
special algorithm (Garfield, 1990) that is unique to Clarivate Analytics databases.

3 Data collection and Main findings

As we said above, in Italy there are 20 public AOUs. To make a comparison among
homogeneous institutions, in this work, we considered only the six institutions located
in metropolitan areas. To retrieve their scientific production the Preferred Reporting
Items for Systematic Reviews and Meta-Analyses (PRISMA) was used (Liberati et
al., 2009). We queried the Web of Science (WoS) indexing database — launched by
the Institute for Scientific Information (ISI) and now maintained by Clarivate
Analytics — all the publications from January 2000 to December 2019. To identify the
publications related to each AOU, we searched by full name, part of the organization
name’s or by its commonly known abbreviation from the Organizations — Enhanced
List available on WoS (e.g. “Azienda Ospedaliera Universitaria (AOU) MEYER” for
the “Azienda Ospedaliero-Universitaria Meyer”). We limit our search by document
type and selected only Articles, Proceedings Papers, Review Articles, and Book
Chapters in the English language. The records were exported into PlainText format.

Starting from our final collection, we loaded the data and converted it into R data
frame using bibliometrix, an open-source tool for quantitative research in
scientometrics and bibliometrics that includes all the main methods for performance
analysis and science mapping (Aria and Cuccurullo, 2017).

To highlight the main research themes of AOUs and evaluating their evolution
over time, we decided to divide our reference timespan (2000-2019) into three-time
slices. In all AOUs there was a constant increase of the scientific production, both in
the total number and in the average number of publications per author.
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In Figures 1-2-3 the thematic evolution of AOUs’ research is shown. It is worth
noting that each theme, identified with the community detection algorithm, is labelled
with the corresponding most frequent ID. In the first time slice (2000 — 2006) for
almost all AOUs the theme expression is a motor theme, highlighting how their
research focuses on investigating genetics of diseases. This theme disappears in the
second time slice (2007 — 2013) for some AUOs and for all of them in the third slice
(2014 —2019). Since 2000 studies focus on management that appeared as an emerging
theme only for the AOU CAREGGI on the lower-left quadrant - low density and low
centrality. In the second period, management becomes a motor theme for many AOUSs,
and then starting to shift from the upper-right quadrant to the lower-right quadrant in
the third slice (2014 — 2019), consolidating its role as traditional theme - low density
and high centrality. This is an interesting result as it shows how AOUs research is
evolving considering how important the management and organizational aspects of
the institutions is to guarantee efficiency in care services. On the upper-left quadrant,
we have observed that niche themes - low centrality and high density - have increased
over time. This means that the research of AOUs is oriented towards studies more and
more specialized from 2000 to 2019.

CEEEEEE

Figure 1: Thematic map slice 1:2000-2006

Figure 2: Thematic map slice 2:2007-2013
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Figure 3: Thematic map slice 3:2014-2019

These graphical representations summarize many aspects of AOUs research.

Obviously, the presented results are only a small part of what could be observed
starting from the thematic maps. Therefore, they are powerful decision support tools
for the different agents involved in the health system.
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Local clustering coefficient to measure
intra-regional tourism in Italy

Coefficiente di clustering locale per misurare i flussi
turistici tra le regioni italiane

Roberto Rondinelli, Lucio Palazzo and Riccardo Ievoli

Abstract Network analysis represents a useful approach to measure intra-regional
tourism flows. Relevant information about this phenomenon can be retrieved using
measures of local clustering. We analyse Italian tourism flows in two-year period
2018-2019, identifying different patterns and two main groups of regions.
Abstract L’analisi delle reti rappresenta un utile approccio per misurare i flussi
turistici tra regioni. In questo quadro, misure di clustering a livello locale possono
essere utilizzate per ottenere informazioni rilevanti. Di seguito si analizzano i flussi
turistici in Italia nel periodo 2018-2019 identificando diversi profili regionali, clas-
sificabili in due gruppi principali.

Key words: tourism flows, network analysis, tourism circle

1 Introduction

The analysis of intra-regional tourism flows represents a wide area of study, es-
pecially from a statistical perspective. Recent approaches include spatio-temporal
modelling [1] with an inferential aim, or in-depth descriptive analysis through clus-
tering of georeferenced data [6]. In Italy, the tourism is one of the greatest industry
and, in this regard, the competitiveness, attractiveness and receptivity of Italian re-
gions can be influenced by their prosperity. Moreover, also the cultural heritage [3]
plays a relevant role, especially regarding leisure and holiday trips. For these rea-
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sons, aggregate studies concerning trips and features of the travellers can be placed
by a more structural analysis of the regional flows.

Network Analysis contains a broad range of methods that can help to unveil un-
observable patterns and to produce summary network-based measures presenting
a meaningful interpretation for policy makers and experts. Trips can be expressed
through a network relating the territories of a country. In particular, the analysis
of network topology for the tourism flows can help arising not only the receptivity
(and/or attractiveness) of a single region, but also its “position” in the connectiv-
ity among the others. Descriptive network analysis has been recently applied to the
tourism flows in case of large destination systems [5]. Although groups of regions
can be identified through spatial proximity or other conventional characteristics
(such as environmental, cultural or political features), we focus on the topological
relationships based on the interconnectivity of triplets of regions (triadic analysis).
Starting from these premises, we identify the following research questions:

RQ.1:  What are the network-based regional characteristics in terms of receptiv-
ity/attractiveness?

RQ.2:  What is the level of network clustering of each region, according to differ-
ent directionality flows?

To answer these questions, the aim of this paper is to explore the potential of the
Local Clustering Coefficient (LCC) in case of directed and weighted network of the
tourism flows. This approach is carried out considering the intra-regional tourism
flows of Italy. The data for the application come from the “trips and holidays” survey
of the Italian National Institute of Statistics (ISTAT). Descriptive usage of network-
based clustering coefficients in tourism has been applied in recent works [2, 8].

2 Data and Methodology

The trips between Italian regions in the two-year period 2018-2019' are considered:
data come from the survey “trips and holidays™?, included in the wider “households
budget” survey of ISTAT. We consider the intra-regional trips for holiday reasons,
aggregating the flows through the following information: a) the region of residence
and b) the destination region of the households. Holiday trips are defined as the
travels for the following motivations: i) leisure ii) visits to relatives and friends iii)
religion iv) well-being treatments (including spa). We normalize the flows using the
survey’s weights to take into account differences in regional populations.

The applied methodology is related to directed and weighted networks. Here, a
network G is defined as an ordered triple (V,E, W), where V is a set of vertices
(or nodes) v, E C V x V is a set of edges (or links) e, and W is a set of weights @

! The following year is not considered because data are highly influenced by the COVID-19
widespread

2https://www.istat.it/en/archivio/227020
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associated to the edges. The mapping @ : E — R defines the weight related to each
edge. A network can be expressed in the form of an adjacency matrix A = (a;;) (not
necessarily symmetrical), with a;; = w(e; j) if 3e;; € E, and a;; = 0 otherwise.

For each considered year, network vertices are the n = 20 Italian regions. To
normalize for the different travel volumes, we decided to study the relative travel
flows. Given a departure region v;, i.e. the region of residence of households, and an
arrival region v}, a directed weighted edge p;; expresses the percentage of outgoing
trips to v; over the total trips belonging to the ingoing region v;:

Py = . ()
j=14ij
The resulting data matrix P (with elements p;;) allows to study the tourism flows in
terms of normalized ratios of outgoing trips, emphasizing the choice of the favourite
destination region.

Given a region v;, there are two possible flows: outgoing and ingoing. The outgo-
ing flow is determined by the trips towards the other regions v; (with j # i), while
the ingoing ones are given by the arrivals from regions v; (with j # i) to region v;.
The final set of local (outgoing and ingoing) connections of each region v;, can be
defined as its tourism circle (TC;).

Besides the number of outgoing and ingoing relationships (and their volumes)
associated to each region v;, a TC; includes the relationships between the network
neighbours of v;, thus any triangular tourism flow in which v; can be involved. To this
end, the level of clusterization of v; in terms of triadic tourism flows is consistently
measured by the LCC;. In the case of directed and weighted networks, LCC has
been defined by [4] by the following expression:

plL/3l L (pTH([1/31)3
LCCP(P) = 5 Ei”” d; ( : ) 2c]il‘l" : @
[ i ( i ) Y }

where LCCP (P) stands for directed (D) and weighted (P) LCC of vertex vi, P is the
weighted matrix previously normalized?, d!’ is the total degree d!°" = di" + d¢"",
with di" = Yjziejiand " =Y ; e, and di” =Y ;. e;je;; are the bilateral edges
in which the vertex v; is involved. This general formulation is specified for different
directed triadic configurations: In, Out, Cycle, Middleman (refer to Table 1 in [4]).

Fig. 1 Triadic configurations

3 In this case, weighted edges are normalized dividing by the maximum value of them. Since we
already normalized, here it is not necessary.
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Basically, the In configurations define the level of clustering of region v; within
its TC; according to the ingoing tourism flows towards it, while the Out configu-
rations has the same interpretation but considering the outgoing flows. Finally, the
Cycle configurations consider the cyclic interchange of trips. Given the high corre-
lation between the observed LCC of the Cycle and the Middleman configurations,
we decided to use only the former due to its meaningfulness in the tourism flows.
Figure 1 shows the aforementioned triadic configurations.

3 Results and Discussion

Firstly, we present the descriptive statistics of the network regarding Italian tourism
flows, to answer to the first research question RQ./. In Table 1, d™ and d°* are
the number of inbound and outbound regions linked to each region v;, Mode®
is the favourite destination for the outbound trips of each region v;, while loop™
and loop®"" are the proportions of inbound and outbound trips carried out in the
same region of residence, respectively. Despite the high connectivity between Italian
regions, we notice that are some cases (Valle D’ Aosta, Molise and Basilicata) that
generally are chosen as trip destination by the inhabitants of few regions.

Table 1 Descriptive analysis of network-related measures for Italian regions

Region d" do loop™ loop™ Mode*

2018 2019 2018 2019 2018 2019 2018 2019 2018 2019
Piemonte 17 15 17 15 0.30 0.39 0.14 0.22 Liguria (0.17) Liguria (0.27)
Valle D’ Aosta 6 7 12 14 0.00 0.01 0.00 0.05 Liguria (0.19) Liguria (0.22)
Lombardia 18 19 18 17 0.34 0.27 0.15 0.12 Emilia Romagna (0.16) Liguria (0.16)
Trentino Alto Adige 14 11 17 17 0.03 0.06 0.13 0.20 Veneto (0.31) Trentino Alto Adige (0.20)
Veneto 19 16 16 19 030 037 0.25 0.28 Veneto (0.25) Veneto (0.28)
Friuli Venezia Giulia 11 9 15 12 027 033 0.29 0.35 Friuli Venezia Giulia (0.29) Friuli Venezia Giulia (0.35)
Liguria 15 12 14 18 0.11 0.11 0.18 0.17 Liguria (0.18) Toscana (0.19)
Emilia Romagna 18 18 17 18 0.30 0.25 0.24 0.18 Emilia Romagna (0.24) Emilia Romagna (0.18)
Toscana 19 18 18 18 0.36 0.27 0.42 0.35 Toscana (0.42) Toscana (0.35)
Umbria 14 11 14 15 0.01 0.03 0.01 0.02 Lazio (0.21) Emilia Romagna (0.24)
Marche 14 14 14 13 0.08 0.04 0.08 0.07 Trentino Alto Adige (0.14) Veneto (0.16)
Lazio 19 19 18 17 0.21 0.30 0.15 0.22 Toscana (0.19) Lazio (0.22)
Abruzzo 13 13 14 8 0.04 0.10 0.08 0.25 Lazio (0.18) Abruzzo (0.25)
Molise 4 6 16 12 0.04 0.07 0.01 0.10 Puglia (0.21) Abruzzo (0.20)
Campania 19 16 15 14 028 0.27 0.25 0.20 Campania (0.25) Campania (0.20)
Puglia 16 17 11 13 0.06 0.14 0.23 0.40 Puglia (0.23) Puglia (0.40)
Basilicata 7 10 9 9 0.20 0.06 0.15 0.17 Puglia (0.26) Piemonte (0.21)
Calabria 15 13 11 7 0.11 0.03 0.28 0.09 Calabria (0.28) Lazio (0.27)
Sicilia 16 16 12 11 0.32 0.30 0.37 0.36 Sicilia (0.37) Sicilia (0.36)
Sardegna 13 14 9 7 0.23 0.34 0.36 0.59 Sardegna (0.36) Sardegna (0.59)

On the other hand, residents of Sardegna, Calabria and Basilicata are more likely
to choose fewer trip destinations with respect to residents of other regions, even if
some differences between consecutive years arises (see e.g. Calabria). Concerning
Mode?, about half of the regions are the favourite destinations of the their own
residents. Combining the results of Mode® and loop™, many exceptions arise, e.g.
the favourite destination of the Piemonte’s residents is the closest “seaside” region
of Liguria, while the inhabitants of Molise prefer to travel towards bordering regions
such as Puglia and Abruzzo.
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Fig. 2 Distribution of Italian regions according to their LCC;,, LCCopys, LCCyeie (the size of the
points is related to the observed LCC,y.) and geographical area for 2018 (upper panel) and 2019
(lower panel) tourism flows.

For what concerns the second research question (RQ.2), Figure 2 helps to map the
regional differences in terms of LCC with respect to their geographical areas (North-
West, North-East, Centre, South, Islands) in the two consecutive years (2018-2019).
Observing the distribution of the outgoing LCC, it can be noticed that its range
increases in the 2019 while the range of ingoing LCC has a slight decrease.

Two main groups, emphasized by the dashed ellipses, can be observed:

Weak inbound and medium outbound TC: this group includes regions with low
level of LCC™ and medium level of LCC?". The low level of ingoing clustering
in terms of TC; can be due either to a sort of exclusivity of the trips or weak
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ingoing triadic flows. Regarding the outbound trips, the regions in a TC; appear
to be connected each other with stronger tourism flows.

Strong inbound and weak outbound TC: this group includes regions with high
level of LCC™ and, at the same time, low level of LCC* . The interpretation of
the flows inside of the regional TCs can be opposed to the previous one.

In addition, some peculiar cases are located in the top-left side of both panels:
Basilicata in 2018 and Abruzzo, Calabria and Basilicata in 2019. Their low level of
LCC™ is in line with the first group, while the high level of LCC® results in a strong
connectivity within their TCs. In general, LCC™ is lower for Southern regions and
Islands, denoting weaker TCs’ connectivity or an increased characterization of their
ingoing patterns. In the 2019 panel, Trentino Alto Adige accounts for a special case:
its ingoing TC has a really strong level of intra-regional tourism flow.

Even the LCC®'® provides useful information. High scores of LCC® are re-
lated with hybrid ingoing and outgoing composition of the TC;. Some regions show
propensity of their residents to travel out of their region, but also a good inbound
attractiveness. Cyclicity of the tourism flows arises for the North-Eastern regions
and Lombardia, and for some of the Southern Regions (Puglia and Calabria) in both
years, whereas it holds only for one year in Campania, Molise and Piemonte.

To conclude, the empirical analysis shows the potential of these network-based
local clustering measures to highlight patterns of intra-regional tourism flows, iden-
tifying two main regional profiles of the tourism circle. From an evaluation per-
spective, the proposed approach can be used to study the effects of tourism-related
policies on the attractiveness/receptivity of a region or a group of regions. Presented
results should be the subject of further studies, especially because these patterns are
related to geographical, climatic, cultural and political aspects here not discussed.
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Challenges And New Jobs for the Post-Covid

Tourism: the Perspective of Tourism Managers
Sfide nel post Covid: il punto di vista degli operatori del
tursimo

Emma Zavarrone, Martha Friel and Alessia Forciniti

Abstract The Covid-19 pandemic has had profound impacts on the tourism industry,
giving businesses and destinations new challenges and priorities to sustain and
promote tourism competitiveness. Tourist human capital plays a fundamental role in
defining these challenges. By means of a logistic regression model, the paper explores
the human capital demo-social determinants that impact on the definition of tourism
challenge factors in the pre and post Covid-19. A number of social and demographic
determinants of resilience for the tourism sector are also analysed through a Latent
Class Analysis suggesting some policy implications directions for future research in
the area.

Abstract La pandemia di Covid-19 ha avuto profondi impatti sull'industria del
turismo, dando alle imprese e alle destinazioni nuove sfide e priorita per sostenere e
promuovere la competitivita del turismo. 1l capitale umano turistico svolge un ruolo
fondamentale nella definizione di queste sfide. Attraverso un modello di regressione
logistica, il paper esplora le determinanti demo-sociali del capitale umano che
impattano sulla definizione dei fattori di sfida turistica nel pre e post Covid-19. Anche
un numero di determinanti socio-demografiche della resilienza per il settore del
turismo sono state analizzate attraverso la Latent Class Analysis, suggerendo alcune
indicazioni sulle implicazioni politiche per la ricerca futura in questo settore.
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1 Introduction and background

The central role that human capital plays in the development of competitiveness of
the global tourism industry is widely recognized in literature and practice.

An educated and skilled labour force is a critical dimension for the successful
design and delivery of competitive tourism offerings. Despite this centrality of the
issue of people and of human capital in tourism, the tourism industry, compared to
other sectors, has manifested over the last decades a series of criticalities linked to the
attractiveness and qualitative development of its labour market.

In particular, the tourism industry presents a series of structural problems which, in
turn, depend on the organization of the tourism business system characterized by the
very high presence of SMEs and therefore by the reduced capacity and resources to
facilitate and encourage workforce development.

Among these structural problems, academic literature as well as reports by national
and international agencies (Baum, 2013; OECD, 2014; Stacey et al., 2015), informed
the high dimension of seasonal work, the wage gap compared to other sectors,
recruitment and retention difficulties, high turnover and vacancy rates, poor image
and weak training culture.

The advent of the Covid-19 pandemic has made these reflections even more
urgent, on the one hand due to the devastating impact of the pandemic on the tourism
industry and on its workforce, on the other, due to the need for an overall redesign of
the offer at the destination and company level. Consequently, it has become a priority
to know and measure the changes in values, behaviours, needs, skills and expectations
of people working in tourism. This to generate the conditions for making the most of
it from the tourist human capital and to make it a central interlocutor on the global
challenges and priorities of the sector for the post covid-19.

Tourism literature has extensively investigated the issue of human capital by adopting
a multiplicity of perspectives that also depends on the wide variety of economic
activities that make up the tourism industry (Rey-Maquieira, Tugores and Ramos,
2007).

However, a lack of literature that connects the characteristics of tourism human capital
in terms of education and work experience with the vision for the future development
of the sector still persists. This vision becomes even more interesting to analyse after
covid-19, in consideration (i) of the great impact that the pandemic has had on the
tourist workforce and on working conditions in tourism, (ii) of the challenges posed
to businesses and destinations in terms of competitiveness recovery.

The paper explores two main research questions:

(RQ1) What are the pre- and post-covid challenge factors and expectations identified
by tourism managers?

(RQ2) How can this expectation be clustered with respect to the characteristics of the
human capital of tourism?
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2 Data

To investigate the two above mentioned research questions, we conducted secondary
data analysis using data by Giaccardi & Associati — an Italian consultancy company
specialized in tourism marketing — that were collected before and after the
Coronavirus outbreak for investigating the different dimensions related to the success
in the tourism sector.

Data were gathered from hotels’ owners and managers of regional tourism
authority that are customers of the company. A stratified random sample procedure
was used to ensure a random selection of participation for each wave, the first sample
(2019) was composed by 336 units and the second one (2020) by 290. The
questionnaires between the waves have kept several items enough if, due to the
Coronavirus, new questions were added. Each questionnaire has composed by 24
items divided in five sections: challenge factors, expectations, motivations, future and
perspective in tourism beyond demo-social aspects. We focused on the challenge
factors (CF) and the social demographic variables for each questionnaire. The CF can
be considered such as a proxy of resilience, a latent variable. A challenge factors
question has been proposed with multiple choices related to the different aspects of
tourism dynamics. We have transformed each choice in a binary variable. We selected
only the three binary variables characterized by a high number of respondents. The
selected CF variables for 2019 were: innovation in the tourism offer and experience,
destination’s brand reputation and competition quality training. The selected 2020 CF
variables were: innovation in the tourism offer and experience, destination’s brand
and reputation and security standards.

3 Methodology

The RQ1 has been solved comparing logistic regression models (Tab.1).

The 2020 logistic models select innovation (V1) and health (V2) as two
“candidate” proxies of the resilience construct. To satisfy RQ2, we compare three
Latent Class models for identifying profiles of social and demographic determinants
of resilience. Latent Class Analysis (LCA) introduced by Lazarsfeld (1950) can be
considered as a subset of structural equation modelling allowed to identify sub-groups
of operators called latent classes that share the same characteristics (Hagenaars &
Mccutcheon, 2002) on the basis of categorical models of responses to observed
variables (Muthén & Muthén, 2000; Wolke et al., 2013). LCA main advantages is to
assess model fit and determine an appropriate number of latent classes by means of
goodness of fit statistics. Three LCA models can be set up as latent regression logit
model with J latent classes with binary dependent variable Y can be write as (Holm
and Pedersen, 2007):
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_ Z]: exp(o: + X+ Ej)P(E = 6]-)
B 1+exp(a+BX+e]-)

j=1

i= 1 =Innovation, 2 = Health, 3= V4
j=1,..,J, where J is the number of latent classes

where
A constant term
X matrix of explanatory variables
B matrix of regression coefficients
€ effect of the j’th latent class on the probability of observing Y = 1

j
P(E=¢;) Frequency of the j’th latent class in the population

V4 is a new variable composed by the conjoint recode of the resilience proxies
with these values:
0 if Innovation and Health = 0

1 if Innovation =1 and Health =0
2 if Innovation = 0 and Health =1
3 if Innovation =1 and Health = 1

V4 =

4 Results and discussion

Descriptive statistics for 2019 and 2020 have highlighted in both years there is a
prevalence of male respondents (53%).

The level of specialization in the tourism sector increased from 23 to 37% from
2019 to 2020. The experience greater than of 20 years has grown from 35 to 41%,
while the role as owner has decreased by 19%. The future view passed from positive
for 82% of respondents to undefined for 57% of them. The result of logistic regression
models on CF allowed to observe the transition from the market strategies based on
factors such as reputation and quality of skills in 2019 to factors such as innovation
and health in 2020 (Table 1). The result of the logistic regression on CF allowed to
observe a shift of focus between 2019 and 2020: from a more market-oriented one in
2019, based on factors such as destination’s branding and quality of competitors, to
one more centred on innovation and health in 2020. In response to RQ2, the model
for classes that best explains this dimension is that of innovation, in according to the
goodness of fit statistics AIC, BIC and y2, which showed lower values than the other
models analysed. The same statistics allowed to determine 2 latent classes as optimal
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number of groups which range from 29 to 71% of the sample, as shown by the graphic
representation (Figure 1) in which the red bars identify the conditioned probability of
the respondent, for latent class, to belong to a category. The first, and smallest, class
(29%) showed main interest towards the tourism experience. The second, and largest,
class (71%) instead displayed greater attention for the higher education and innovation
to generate resilience. Therefore, a dichotomy has emerged in terms of CF and
resilience: a class is dominated by the specialization and see the higher education as
an engine of resilience, another class is conservative and dominated by experience.

Table 1: Logistic models: comparisons

Challenge factors

Variables Innovation ~ Health Reputation  Quality of
2020 2020 2019 compet 2019
Age -0.01 0.03* 0.01 -0.01
Gender -0.63** 0.30 0.47* -0.27
Education-Bachelor -0.13 0.03 -0.55* 0.26
Education-Degree -0.01 -0.46 -0.66 0.08
Experience tourism 1.00% .0.68 0.18
<5 years ' ' '
5 years<Experience o -
tourism <10 years 1.35 1.98*** 0.51
Syears<Experience  y ggex g ggx 0.819441%*
tourism <10 years
Role-Owner -0.65* 0.64
Role-technicians 0.24 -1.26* 0.750843*
Role Public 0.99** -0.29
Future V|e_vv—Very 032 155 175
Negative
Future View- 118% 155 1.18
Negative
Future View- 029 146 1.28
Positive
Region -North Italy -0.12 0.59** -0.70181*
Region Center Italy -0.03
Pseudo R2 0.73 0.61 0.51 0.49

*=p<0.10; * * = p<0.05; *** = p < 0.01

Figure 1: Latent Class Analysis
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Turismo sostenibile: 1l caso Albania

Najada Firza

Abstract Thanks to the constant growth of tourism over the years, the tourism sector
in Albania has shown a great potential for attractiveness from 2013 onwards. A
territory made up of mountain ranges and surrounded by stretches of beautiful coasts,
its richness consists in the varied biodiversity of flora and fauna. The challenge for
the near future is to maintain the results obtained so far and to increase the
competitiveness of tourism in the long term. These objectives must pass through the
construction of sustainable tourism which is the key to impress and affirm its
presence in the European and world tourism scenarios. Sustainable tourism must be
supported by constant monitoring of the local and territorial reality and the
construction of sustainability indicators as the directives of sustainable tourism for
Europe advocate. The work deals with the construction of some specific
sustainability indicators of the sector under the aspect of statistical methodology. To
measure the level of sustainability, we start from four main indicators, namely
destination management, economic value, social impact and environmental impact.
These indicators will be adapted to the Albanian territory.

Abstract Grazie alla costante crescita del turismo negli anni, il comparto turistico
in Albania ha evidenziato un grande potenziale di attrattivita a partire dal 2013 in
poi. Un territorio fatto di catene montuose e circondato da distese di coste
bellissime, la sua ricchezza consiste nella variegata biodiversita di flora e fauna.

La sfida del prossimo futuro & mantenere i risultati ottenuti fino ad ora ed
incrementare la competitivita del turismo nel lungo periodo. Tali obiettivi devono
passare per la costruzione di un turismo sostenibile che € la chiave per imprimersi
ed affermare la propria presenza negli scenari del turismo europeo e mondiale.

Najada Firza, Catholic University “Our Lady of Good Council”; n.firza@unizkm.al
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Il turismo sostenibile deve essere supportato da un monitoraggio costante della
realta territoriale e locale e dalla costruzione di indicatori di sostenibilita come
auspicano le direttive del turismo sostenibile per [’Europa.
Il lavoro tratta la costruzione di alcuni indicatori specifici di sostenibilita del
comparto sotto 'aspetto della metodologia statistica.
Per misurare il livello di sostenibilita si parte da quattro principali indicatori ossia
la gestione delle destinazioni, il valore economico, l'impatto sociale e l'impatto
ambientale. Tali indicatori saranno adattati al territorio albanese.

Key words: Sustainable Tourism, International tourists, Dynamics of tourism

1 Introduction

In 2013 the European Commission (CE) developed the European Tourism Indicator
System (ETIS) for the sustainable management of destinations. This system was
created as a voluntary management tool to help destinations to measure and monitor
the impact of tourism comprehensively and consequently to make decisions
supported by the sustainable management of tourist destinations. A sustainable
tourist destination requires the sustainability of the territory it belongs to and
policies aimed at encouraging the well-being of the indigenous population in order to
make the tourist destination increasingly sustainable. A destination is as welcoming
as the well-being of its citizens is high. The work starts from the need to identify, on
the basis of statistical data, what has been defined by the European guidelines as a
“sustainable tourist destination”. What is the starting situation of the tourism sector
in Albania? What are the interventions that the government is carrying out to restart
tourism and stick to sustainability? To understand this we must carry out an analysis
of the territorial context based on the demographic, morphological, economic and
structural aspects of Albania. From this it follows the importance of defining specific
indicators, able to estimate the level of belonging (to the class of different tourist
destinations in the territory) to the “sustainable” tourist destination, among the
various municipalities of the territory.

2 Materials and Methods

The indices we have considered are a total of 22. Most of them represent the level
that the most significant activities in the area have to participate in the country's
GDP. First we have proceeded to normalize the indicators so they have the same
range of variation and therefore can assume equal weights and independent of the
unit of measurement within the construction of the synthetic index. The analysis
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method used is cluster analysis. We initially implemented an exploratory analysis [1]
of hierarchical cluster analysis with the Ward method [2]. Subsequently, after
removing the unrepresentative indices using ANOVA, a new cluster analysis was
used with the non-hierarchical k-means method [3]. Finally we interpreted the results
obtained from the analysis.

3 Results, discussion and conclusion

Albania is divided into 12 districts at NUTS 3 level, our analysis divides the territory
into 5 groups and to comment on the results it is necessary to mark the belonging of
each individual territorial unit to a cluster. In this way we can cross the indicators
used for the analysis with the groups obtained in order to discover the characteristics
of each group. Figure 1 shows the subdivision of the 12 territorial districts (61 have
been grouped into their regions) into groups:

‘ l
Figure 1: Subdividion of the territory into 5 clusters.

This work aims to be a reflection for the tourism sector and for the territorial tourism
policy in order to define personalized strategies based on territorial characteristics.
Through the Cluster Analysis we have divided the constituencies into 5 groups. Each
group has different characteristics with respect to the activities that contribute most
to the national GDP. We summarize these characteristics in the following table.

Table 1: Characteristics for each cluster

Significant Activities I cluster Il cluster Il cluster IV cluster V cluster
gastronomic coastal/ cultural potenzial cultural/
tourism gastronomic tourism  gastronomic/  gastronomic
tourism cultural tourism
tourism
Agricolture high medium/high low high medium
Arts and e entertainment medium/low medium high low medium
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Pubblic Sector medium/high ~ medium/low low low high
Trade/Trasportation medium/low medium high medium high
Buildings low medium high medium medium

The first group, formed by the northern districts, deduces that the strategies for the
revival of tourism in these districts must focus on the strengths of the predominantly
agricultural territory and re-evaluate all those naturalistic landscapes of which this
land is proliferating. The profile of the second group, formed by the districts of the
south-east and Durres, is made up of cities of coastal tourism and cities of high
cultural value. These are areas taken by storm in the summer, but an attractiveness
strategy for the whole calendar year should be planned specifically for these
landscapes. Furthermore, if we work on improving infrastructures, we could regulate
and structure in a sustainable way what is defined as “mass tourism” and furthermore
elite tourism could be increased. The third group formed by the district of the capital,
Tirana, has different characteristics from the other districts and boasts a significant
flow of both foreign and native tourists. Many of these tourist flows are carried out
for business reasons. Tirana is a very dynamic city with low rural content and is
obviously the hub of the Albanian economy. The strategies that can be used for the
capital must leverage the large concentration of cultural heritage existing in Tirana
(museums, theaters, opera and other cultural attractions that date back to the period
of rigid Albanian communism) but also on a series of natural parks, mountains,
beaches and existing farmhouses on the outskirts of the capital. Finally, there are two
particular groups also composed of a single constituency: Fier and Gjirokaster. Fier
is a district with an important history and three archaeological sites. Mainly
agricultural, it has recently become an industrial area with great potential for various
commercial activities, especially in the technological sector. Gjirokaster is the
smallest Albanian territorial entity and the oldest in the territory. A museum city
(proclaimed in 1961 by the Albanian government) which in 2005 became a World
Heritage Site. An innate force for cultural tourism that goes well with the culinary
one.
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1l classificatore Threshold-based Naive Bayes:
valutazione della Customer Satisfaction

Maurizio Romano, Gianpaolo Zammarchi, and Claudio Conversano

Abstract Considering online reviews on Booking.com we propose an ad-hoc clas-
sification model for evaluate the Customer Satisfaction, starting from the reviews’
content for predicting them as positive/negative. The log-likelihood ratios attributed
to each word included in a review are then used to estimate a numeric score. Such a
sentiment score, obtained by a review, is then decomposed w.r.t. the different busi-
ness areas of an hotel for assess the Customer Satisfaction. The proposed approach
is evaluated analysing the reviews provided by tourists who stayed in Sardinian ho-
tels.

Abstract Considerando le recensioni online presenti su Booking.com, si propone un
classificatore ad hoc per valutare la Customer Satisfaction che, partendo dal con-
tenuto delle recensioni stesse, le classifica in positive/negative. La log-verosimiglianza
attribuita ad ogni parola contenuta in una recensione é successivamente utilizzate
per stimare uno score numerico. Tale sentiment-score, ottenuto da una recensione,
e successivamente scomposto considerando le differenti aree d’interesse presenti in
un hotel al fine di valutare la Customer Satisfaction. L’approccio cosi proposto ¢é
validato analizzando le recensioni fornite da turisti che hanno alloggiato in strut-
ture ricettive sarde.

Key words: Threshold-based Naive Bayes Classifier, Customer Satisfaction, Sen-
timent Analysis, General Sentiment Decomposition, Booking
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1 Introduction

Textual data have then proved extremely useful, but they are complex, as the lan-
guage is. For that, many approaches focus more on producing well-performing clas-
sifiers and ignore the highly complex interpretability of their models. Instead, we
propose a framework able to produce a good sentiment classifier with a particu-
lar focus on the model interpretability. Hence, we propose an ad-hoc classification
model for evaluate the Customer Satisfaction, starting from the reviews’ content
for predicting them as positive/negative. Furthermore, we assess an objective senti-
ment scoring, analyzing the sentiment of people who stayed in Sardinian hotels for
evaluating the Customer Satisfaction.

2 The data

For this study, with an ad hoc web scraping Python program, we have collected two
separated datasets from Booking.com with a total of 127 features:

* Hotels dataset (86 features): Hotel (3), Review (8), Reviewer (2), Booking’s score
(11), Accommodation (32), Guest (8), Length of stay (6), Other info (4), Score
components (12);

¢ Comments dataset (41 features): Hotel (2), Comment (6), Reviewer (2), Accom-
modation (16), Guest (4), Length of stay (3), Other info (2), Score components
(6).

More in detail, the web-scraped data, is related to:

¢ 619 hotels located in Sardinia;

* 66,237 reviews, divided in 106,800 comments (in Italian or English): 44,509
negative + 62,291 positive;

e Period: Jan 3, 2015 — May 27, 2018.

3 Threshold-based Naive Bayes Classifier

Considering a Natural Language text corpora as a set of reviews r s.t.:
ri = coOmment pys, U COMMent,;qg,

where comment s (comment,.) are set of words (a.k.a. comments) composed by
only positive (negative) sentences, and one of them can be equal to 0, the basic
features of Threshold-based Naive Bayes classifier applied to reviews’ content are
as follows. For a specific review r and for each word w (w € Bag-of-Words), we
consider the log-odds ratio of w,
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}z

P(W|Cp05) ) P(Cneg)
P(W|cpos)  P(cpos)

P
LOR(w) = log {W
P(cpos|w
g [
P(W|Cneg

= pres,, + abs,,

where ¢pos(Creg) are the proportions of observed positive (negative) comments
whilst pres,, and abs,, are the log-likelihood ratios of the events (w € r) and (w ¢ r),
respectively.

While calculating those values for all the w (w € Bag-of-Words) words, it is pos-
sible to obtain an output such that reported in Table 1, where we have cpo, Cpeg,
pres,, and abs,, for each words in the considered Bag-of-Words.

Table 1 Threshold-based Naive Bayes output

wi w2 w3 Wy ws
P (WilCneg) 0.011 0.026 0.002 0.003 0.003
P (wilcpos) 0.007 0.075 0.005 0.012 0.001
presy, 0.411 -1.077 -1.006 -1.272 1.423
abs,,, -0.004 0.052 0.003 0.008 -0.002

We have then used cross-validation to estimate a parameter 7 such that: c is clas-
sified as “negative” if LOR(c) > 7 or as “positive” if LOR(c) < 7. Furthermore, in
Table 2we have compared the performance of the proposed classifier (Tb-NB) with
that of other well known competitors, in particular: Logistic Regression (LOG),
Random Forest (RF), standard Naive Bayes (NB E1071), Naive Bayes using ker-
nel estimated densities (NB KlaR), Decision Trees (CART), Linear Discriminant
Analysis (LDA) and Support Vector Machine (SVM).

Table 2 Performance metrics on raw data using 5-fold cross validation

Classifier ACC Sensitivity Fall-out F1 MCC
Tb-NB 0.911 0.929 0.117 0.926 0.813
LOG 0.850 0.884 0.532 0.877 0.361
RF 0.811 0.873 0.591 0.849 0.303
NB(E1071) 0.806 0.804 0.389 0.834 0.390
NB(KLAR) 0.806 0.804 0.389 0.834 0.390
CART 0.768 0.842 0.587 0.815 0.272
LDA 0.764 0.860 0.641 0.816 0.246
SVM 0.793 0.930 0.290 0.771 0.621
average 0.805 0.893 0.377 0.810 0.508

Notes: ACC = Accuracy; F1 = Fl-score; MCC = Matthews Correlation Coefficient
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4 Conclusions

The ”versatile nature” of the objective score that the Threshold-based Naive Bayes
estimates improve the interpretability of the results. In fact, it is possible to observe
in time different dimensions of services of an hotel or a country. Hence, evaluate the
Customer Satisfaction of a certain area of interest like in Fig. 1 and Fig. 2.
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Fig. 2 Aggregated Booking.com data. Category scores observed in time (overall sentiment in
black).
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analysis of countries via Gaussian mixture
model-based clustering

Migrant Integration Policy Index (MIPEX): un’analisi
internazionale attraverso un modello a mistura di
gaussiane

Emiliano Seri, Leonardo Salvatore Alaimo, Enrico Di Bella, Rosanna Cataldo,
Alfonso Piscitelli

Abstract In recent decades, there has been a growing research interest in compar-
ative studies of migrant integration, assimilation and the evaluation of policies im-
plemented for these purposes. With this aim, The Migrant Integration Policy Index
(MIPEX), that measures policies to integrate migrants in 52 countries, has estab-
lished itself as a solid reference on the subject over the years. In this work, we im-
prove and facilitate the comparison between the treated countries by the application
a Gaussian mixture model-based cluster analysis on the 8 MIPEX dimensions.
Abstract Negli ultimi decenni, c’é stato un crescente interesse della ricerca per gli
studi comparativi sull’integrazione e l’assimilazione dei migranti e la valutazione
delle politiche attuate per questi scopi. Con questo obiettivo, il Migrant Integra-
tion Policy Index (MIPEX), che misura le politiche di integrazione dei migranti in
52 paesi, si ¢ affermato negli anni come un solido riferimento sull’argomento. In
questo lavoro, miglioriamo e facilitiamo il confronto tra i paesi trattati attraverso
applicazione di una cluster analysis basata sul modello di mistura di Gaussiane
sulle 8 dimensioni del MIPEX.
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1 Introduction

Immigration regulation and immigrant assimilation have been a salient political is-
sue in all industrialised countries since many decades. The growing interest in com-
parative analyses of immigration has led to a variety of attempts to quantify immi-
gration policies and to build indices. The study of these phenomena from a quan-
titative point of view is rather recent, due to the previous lack of data. Moreover,
quantifying migrant integration is a difficult challenge, due to its complex nature
and the lack of uniformity in the migration policy of many countries, which is based
on multiple criteria. In a cross-country setting, to evaluate and compare what gov-
ernments are doing to promote the integration of migrants, the Migrant Integration
Policy Index (MIPEX) [1] has become a solid and useful tool . The project informs
and engages key policy actors about how to use indicators to improve integration
governance and policy effectiveness. For this purpose, the project identifies and
measures integration policies and identifies the links between the latter, outcomes
and public opinion, drawing on international scientific studies. Its aim is to measure
policies that promote integration in both social and civic terms. In socio-economic
terms, migrants must have equal opportunities to lead just as dignified, independent
and active lives as the rest of the population. In civic terms, all residents can commit
themselves to mutual rights and responsibilities on the basis of equality. The MIPEX
includes 52 countries and collects data from 2007 to 2020, in order to provide a view
of integration policies across a broad range of differing environments. It considers
a system of 58 indicators (for more information, please consult [1]) covering 8 pol-
icy areas that have been designed to benchmark current laws and policies against
the highest standards through consultations with top scholars and institutions! using
and conducting comparative research in their area of expertise. The policy areas of
integration covered by the MIPEX are the following:

e Labour Market Mobility * Long-term Residence
¢ Family Reunion e Access to Nationality
* Education * Anti-discrimination

* Political Participation * Health?

For each area, a synthetic measure (dimensional) is calculated as an arithmetic
mean of the elementary indicators, i.e. those selected for measuring each policy area.
Each dimensional synthetic indicator is bounded [0, 100], in which the maximum of
100 is awarded when policies meet the highest standards for equal treatment. These

! The highest standards are drawn from Council of Europe Conventions, European Union Direc-
tives and international conventions (for more information see: http://mipex.eu/methodology)

2 Health data are only available for years 2014 and 2019
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values are chosen by experts from each country, by means of a questionnaire. Al-
though not without its critics, MIPEX has become a reference for comparative stud-
ies on migrant integration over the last decade. The research question from which
this paper starts is:

e Given the complexity of the phenomenon under consideration, in order to im-
prove the comparison between the countries considered, is it possible to identify
homogeneous groups among them?.

To answer this question, we applied a Gaussian mixture model-based clustering
on the 52 considered countries for the eight dimensions of the MIPEX.

2 Methods

Given n independent observations identically distributed, x = {x1,x2,...,x,}, the
distribution of each of them can be specified by a probability density function by
means of a finite mixture model of G components as follows:

G
Sx[¥) =Y onfi(x|6k) )
k=1

where
¥Y={w,wm,...,06-1:01,...,06}

are the parameters of the mixture model; f;(x;|6) is the ¥ component density for
observation x; with parameter vector 6, {@;, @,..., @G_ } are the mixing weights,
under the constraints:

G
;>0 and Y o;j=1 j=1,..k
j=1

and G is the number of mixture components. Assuming that G is fixed, the mixture
model parameters ¥ are usually unknown and must be estimated. Most applications
assume that all component densities arise from the same parametric distribution
family. A popular model is the Gaussian mixture model (GMM), which assumes
a (multivariate) Gaussian distribution for each component (f;(x|6x) ~ N(uk, Z¢)).
Thus, a GMM is a weighted sum of G Gaussian component densities [2]:

G
FxIA) =Y wifi(x|ui, Zi) 2
i=1

where A = {w;, l;, X;},i = 1...M are the model parameters, @; : i = 1,...,M are
the mixture weights, and f;(x|u;,£; :i = 1,...,M, is the i Gaussian component
density. A generic component density f; is a D-variate Gaussian function of the
form:
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1 1 J——
ﬁ(X“J,,'El) = WWEXP{Z(XM) 2[ I(X:ul)} (3)

where U; is the mean and X; the covariance matrix. The complete GMM is pa-
rameterized by the mean vector, the covariance matrices and the mixture weights
for all component densities. Model parameters are estimated by using the iterative
Expectation-Maximization (EM) algorithm [3]. A GMM based clustering [4] allows
to use a mixture of Gaussians to represent a population formed by G groups with
weights w1, @; ... ®g. An observation x can be classified into one of the G groups
by computing the posterior probabilities:

Pyfe(x)
p(glx) %thh(x)’ g=1,....G “4)
where f(x) is the Gaussian density function. In GMM clustering approach, clusters
are ellipsoidal, centered at the mean vector U, and with other geometric features,
such as volume, shape and orientation, determined by the covariance matrices X;.
The choice of the optimal model and the optimal number of clusters is unsupervised
and it is made according to the Bayesian information criterion (BIC) [6].

3 Application and results

As mentioned in Section 1, we proceed to analyse and cluster the data of the 8
MIPEX dimensional indicators. Figure 1 shows some useful descriptive statistics:
above the main diagonal the Pearson’s linear correlation coefficients (the correla-
tion font is scaled by the size of the absolute correlation) and their significance level
with confidence level oo = 0.05 are reported; on the main diagonal histograms and
densities plot; below the main diagonal scatter plots and correlation ellipses®. The
correlations show the relationships between the eight dimensions considered; the
histograms and density lines give a graphical view of the form of the distributions
of each indicator, while the scatterplots show graphically the relationships between
each pair of indicators and their dispersion. We proceed to cluster the 52 coun-
tries considered by using a model-based approach via Gaussian mixture models.
We choose a model-based approach to clustering, because we prefer an unsuper-
vised approach, i.e. where choices such as the number of clusters, their shape and
size and how clusters are assumed to differ, are made through inferential statistical
methods (BIC coefficient). Among the possible distributional assumptions on the
data, we focus on mixture of multivariate Gaussian densities for its ability to ap-
proximate the density function of any unknown distribution [7]. The clustering is
computed via the Mclust package [5] of the R statistical software: the model se-
lected is that with variable volume, equal shape and equal orientation (for details,

3 The ellipse represents a level curve of the density of a bivariate normal with the matching corre-
lation
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Fig. 1 Scatterplots, correlation ellipses, histograms, density plots and Pearson’s linear correlation
coefficients of the 8 dimensions of MIPEX.

please see: [5]) and 4 components (clusters). Table 1 reports the indicators’ means
of each component and the number of units.

Table 1 Means of components and number of units.

Cluster 1 Cluster 2 Cluster 3 Cluster 4
Labour market mobility 26.39 65.60 53.33 39.41

Family reunification 62.98 65.39 52.42 57.43
Education 9.50 76.08 42.12 25.17
Political participation 7.48 70.62 34.95 11.19
Permanent residence 51.04 68.51 59.57 64.27
Citizenship 35.93 78.80 48.80 28.35
Antidiscrimination 15.62 91.61 62.96 84.96
Healt 18.22 73.90 55.88 35.47
Number of units 4 12 25 11

Figure 2 shows the subdivision of the countries according to the cluster to which
they belong. Cluster 1 comprises 4 countries: China, India, Indonesia and Russia.
This cluster represents countries with the lowest level of integration policies for
migrants. Cluster, including 12 countries, is the one of the “best integration”, i.e.
that present the higheest values in all the indicators. 25 countries are in the Cluster 3.
This cluster group up the countries with average performances in all the indicators.
The 11 remaining countries (Bulgaria, Croatia, Hungary, Latvia, Moldova, North
Macedonia, Poland, Romania, Serbia, Slovakia, Slovenia) are classified in Cluster
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4, characterised by low values in Political participation and Citizenship, but high in
Permanent residence and the highest in Anti-discrimination.

Fig. 2 MIPEX dimensional indices: clusters’ composition of countries. Year 2019.

4 Conclusion

MIPEX aims to allow comparison of migration policies between countries. How-
ever, given the complex nature of the phenomenon analysed, the classification by
means of Gaussian mixture model-based clustering, has made it possible to im-
prove the reading of the results and therefore a better comparison and evaluation of
the performance of the countries considered, for the 8 dimensions of MIPEX.
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La misura del BES: una proposta per I’aggregazione dell’

indicatore istruzione e della formazione

Luca Rossi® and Stefano Daddi?

Abstract Measures of economic progress, well-being and social well-being are
widely studied in literature, but various factor make this operation difficult. In this
article, we propose a synthetic index for dimension education and training, based on
P, distance defined by Pena, to rank the 20 Italian Regions. For this purpose, we used
the five simple indicators inserted in the BES 2016 report by National Institute of
Statistics (ISTAT). The proposed methodology for the construction of index solves
problems of aggregation of variables expressed in different units and arbitrary
weights.

Abstract Le misure del progresso economico, del benessere e del benessere sociale
sono ampiamente studiate in letteratura, ma vari fattori rendono difficile questa
operazione. In questo articolo proponiamo un indice sintetico per la dimensione
istruzione e formazione, basato sulla distanza P, definita da Pena, per classificare le
20 Regioni italiane. A tal fine abbiamo utilizzato i cinque semplici indicatori inseriti
nel rapporto BES 2016 dell'lstituto Nazionale di Statistica (ISTAT). La metodologia
proposta per la costruzione dell'indice risolve problemi di aggregazione: variabili
espresse con unita di misura differenti o pesi arbitrari.

Key words: BES, synthetic indicator, Pena P, distance, education and training
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1 Introduction

Measures of economic progress, well-being and social well-being are used by
governments as cornerstones for designing public policies (Jayawickreme et al. 2012;
Layard 2011; Sachs 2012). They accurately highlight the changes that occur both in
individual living standards (Helliwell et al. 2012) and in the complex economic
growth of a State (Diener et al., 2009). This information is important in countries like
Italy divided into political entities (20 Regions), each authorized to protect the
interests of their respective communities. At the national level, it is therefore essential
to understand the role that each Region plays in defining the economic performance
and social progress of a State.

In Italy, an indicator called “Benessere Equo e Sostenibile” (BES) is used to
evaluate the progress of society not only from an economic, but also froma social and
environmental point of view. Since 2010, traditional economic indicators, first of all
the Gross domestic product (GDP), have been integrated with measures on the quality
of life of people and the environment. Starting from 2016, indicators and analyses on
well-being are flanked by indicators for monitoring the objectives of the 2030 Agenda
on sustainable development: The United Nations Sustainable Development Goals
(SDGS). In particular, the Italian Government with the Committee for BES indicators
has enforced the analysis of 12 dimensions, (each consisting of a different number of
simple indicators) deemed necessary for an optimal measurement of the BES.
Therefore, the final goal of our research will be to determine a composite index that
synthesizes the 152 simple indicators inserted in the BES report by National Institute
of Statistics.

The first step will necessarily be to synthesize the elementary indicators within
each dimension. In this work we propose a statistical methodology to obtain a
composite indicator for ‘“education and training” dimension that allows a
classification of the Italian territorial micro-areas providing a clearer view of the
differences in the education and training sector.

2 Methodology

According with McGregor (2015) and Bache (2019), the well-being indicators
highlight the role of well-being in the formulation of national and international
policies. Such indicators, providing a more objective, solid and reliable information
base, should be measures of government performance.

From a technical point of view, there are various methods that allow to aggregate
and normalise a set of input variables to create valid and robust composite indicators.
The purpose of these methods is to simplify a multidimensional analysis according to
a formative or reflective measurement model, where the elementary indicators are
respectively causes or effects of the latent variable (Michalos, 2014). Principal
component analysis (PCA) and Categorical Principal Components Analysis
(CATPCA) for metric variables and nominal, ordinal and continuous variables
respectively are methods widely used to reduce the multidimensionality of the
variables considered in many sectors including the analysis of economic development
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or quality of life of a country. However, when the goal is to build a composite
indicator, PCA or CATPCA, nevertheless used, are inappropriate mainly because
these methods ignore the polarities, the assignation of arbitrary weighting within the
synthetic indicator (Jollife et al., 2016). Another fundamental aspect, to build a
reliable index, is the selection of the measurement model. This defines whether the
relationships between the latent variable (the composite phenomena) and the
elementary indicators are determined through a formative or reflective form
(Mazziotta et al., 2019). Sustainable well-being measures are based on objective
indicators such as health, services or environmental quality. This implies that the
models are formative because the latent measures are derived by elementary indicators
(Maggino et al., 2012).

In line with the above, the main objective of this paper is to construct a synthetic
indicator for dimension education and training using a methodology that solves the
problems previously expressed. To achieve our objective, we have designed an
indicator focused on the distance P, (DP>), defined by Pena (1977). This methodology
is widely used, in various areas, for building indicators that summarize a set of
elementary variables that describe the different aspects of the phenomenon under test.
The major research areas are those related social well-being (Somarriba et al., 2016;
Cuenca et al., 2010). and quality of life (Rodriguez et a., 2018; Martin et al., 2019).
According with Somarriba and Pena (2009), this metrics has various properties such
as non-negativity, commutativity, triangular inequality, existence, determination,
monotony, transitivity, neutrality, invariance to a change of origin and/or scale and
solves problems such as aggregation of variables expressed in different units, arbitrary
weights and information duplicity.

The DP2 indicator is defined as:

n

d:

DP, = 27’ +(1—-R2_, ;) Vie[l,m]

j=1 7

where j = 1,2,....n are the input variables and i = 1,2, ....m are Regions.
d;j = |xij — xjmm| is the difference between the value of j — th variable inthe i — th
Region and the minimum of j — th variable in all the Regions.
o; is the standard deviation of the j — th variable and is used as scaling factor and
allows to solve the problem of heterogeneity of unit measures
R};_4 .., is the coefficient of determination in the regression of x; over x;_;,.... x;As
defined by Pena, it is a “correction factor” which measures the variation for each
variable elucidated by the linear regression relative to preceding variables eliminating,
in this way, redundant information from the variables already in the synthetic index.

3 Results

The aim of this paper is to construct a synthetic indicator for dimension “education
and training” (E&T-P,). To achieve our scope, we used the 5 simple indicators
inserted in the “education and training” dimension (table 1) inserted in BES 2016
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report by National Institute of Statistics (ISTAT), considering the 20 Regions. In line
with the above, the index has been constructed using the P, distance defined by Pena.

Table 1: education and training structure (Source: The authors)
Variables included in education and  Correlation coefficient ~ Correction factors
training BES 2016 Report

Participation in continuing education 0.9748 1.0000
People with at least a diploma (25-64 0.7790 0.4817
years)

Graduates and other tertiary 0.6833 0.2746
qualifications (30-34 years)

Early exit from the education and -0.5183 0.3362
training system

Participation in the school system of 4-5 -0.5204 0.3087
year olds

Table 1 highlights the entry order of variables by correlation coefficient and the

correction factors representing the contribute that each simple indicator gives to E&T-
P, index. The results indicate that all partial indicators have appreciable correction
factors and this implies that contribute to E&T-P, with useful and not duplicated
information. The partial indicator that has highest positive correlation coefficient is
“Participation in continuing education”. The result is not surprising given that a
continuous training course is aimed at increasing the skills necessary to increase
people's employability. This first variable has a correction factor of 100%. This means
that 100% of the information of this indicator is introduced in the measurement of
E&T. The positive coefficient of variable ”Graduates and other tertiary qualifications
(30-34 years)” is obvious because those with a degree have a diploma too but only the
27% the information for this variable is incorporated into E&T-P,. The strong
negative correlation coefficient of “Early exit from the education and training system”
reflects what has been highlighted: low level of education means fewer opportunities
to find work (Gesthuizen et al., 2014). The negative correlation coefficient of variable
“Participation in the school system of 4-5 year olds” implies Italy is not yet able to
offer all young people the possibility of adequate education. The findings highlights
that education, training and skills level influence people's well-being and open
opportunities that would be otherwise precluded.
The second step of this work has been to determine the situation of the 20 Italian
Regions in the considered domain. In table 2 is showed the classification resulting
from the synthetic index E&T-P,. In 2015 the Region with the highest levels of
education and training is Trentino-Alto Adige with a distance of 7.4166 points from
the imaginary baseline Region. Puglia is the Region that is least able to provide
adequate education. The top ten of Regions resulting from synthetic index is made up
of those countries that offer healthier lifestyles and have more opportunities to find
work in less risky environments.

Table 2: Classification of Regions index E&T-P2 (Source: The authors)

Regions E&T-P2
Abruzzo 4.413530
Basilicata 3.080197
Calabria 3.292989
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Campania 2.593854
Emilia-Romagna 5.029744
Friuli-Venezia Giulia 5.884764
Lazio 4.967399
Liguria 4.278304
Lombardia 4.549199
Marche 4.345765
Molise 4.227538
Piemonte 4.011572
Puglia 2.346952
Sardegna 4.226782
Sicilia 2.440774
Toscana 5.411202
Trentino-Alto Adige 7.416591
Umbria 5.320694

Valle d'Aosta 4.181322

To verify the goodness of the proposed index we compared the obtained classification
of Regions with that obtained by ISTAT applying Mazziotta-Pareto index (MPI) and
described in BES 2016 report (page 49). The results obtained with both indices seem
to interpret the phenomenon considered in the same way, providing both the same
classification. The method P, distance has the property of neutrality and this means
that the weighting is not determined in advance, as may occur in an aggregation
method such as MPI, but as a result of the calculation procedure.
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Monitoring consumer sentiment using control charts
Monitorare le opinioni dei consumatori con le carte di controllo

Marina Marino, Rocco Mazza, Michelangelo Misuraca and Agostino Stavolo

Abstract Product and service reviews written by consumers as free texts are more and more
a fundamental data source to evaluate customer satisfaction. In this work, we propose a strategy
to draw a control chart based on the semantic orientation of the opinions conveyed in the
reviews. This tool can be used by firms as a visual analytic to monitor consumer experiences
and detect which items have to be pushed or withdrawn. A case study based on a set of Amazon
reviews is briefly discussed.

Abstract Le recensioni di prodotti e servizi scritte dai consumatori come testi liberi sono
sempre pit una fondamentale fonte di dati per valutare la soddisfazione dei clienti. In questo
lavoro si propone una strategia per disegnare una carta di controllo basata sul/ ‘orientamento
semantico delle opinioni contenute nelle recensioni. Tale strumento pud essere usato dalle
aziende per monitorare le esperienze dei consumatori e individuare quali articoli spingere o
eliminare. Un caso studio su recensioni di Amazon é qui brevemente discusso.

Key words: opinion mining, polarity score, statistical process control

1 Introduction

The technological progresses and the increasing diffusion of Web 2.0 during the last
few years changed the way people communicate feelings, opinions and experiences
about each facet of everyday-life. More and more, social networks, online forums and
review sites and weblogs, are used to share personal ideas and viewpoints and
exchange information. This new habit impacted also on purchase intention, since
people often decide to buy a product or a service after evaluating the positive and
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negative statements made by those that already bought the same product or service
under consideration. The so-called electronic word-of-mouth became then a primary
source of information at an individual level but also at a firm level [2,7].

Analysing people comments and reviews is essential for any kind of business,
since dissatisfied consumers are potentially dangerous to the firms, triggering a
vicious circle of bad reputation [19] and considerable financial losses [16]. Thus, in a
managerial perspective, it is necessary to monitor what consumers say about their
consumption experiences and feelings [17]. Since comments and reviews are written
as free texts, information concerning the opinions are encoded in a form difficult to
process automatically. In atext mining framework, it is possible to pre-treat the textual
body in order to transform the unstructured data into structured data, and then perform
statistical analyses to extract and manage the underlying knowledge base. Dealing
with opinions, it is particularly interesting to consider the semantic orientation of the
texts, expressing in a numerical form the so-called sentiment. Several alternative
approaches have been proposed concerning how to calculate a score expressing the
negative/positive orientation embodied in the texts and use these scores in an opinion
mining strategy [6,15]. Nevertheless, the visualisation of sentiment is still an open
research topic, with very few innovative contributions [13], and more oriented
towards topic extraction [21,26] or classification [12]. Aiming at monitoring the
orientation and the intensity of consumer sentiment, an interesting framework is
offered by Statistical Process Control (SPC) techniques and by control charts in
particular. Control charts have been widely used in industry as a tool to monitor
product features [23]. Typically, they are implemented to control ongoing processes,
predict the expected range of outcomes from a process, determining whether a process
is stable in statistical control, analysing patterns of process variation from non-routine
events or built-in events [24]. The sentiment emerging from the reviews written by
consumers for a given product/service, can be seen as a quantitative characteristic of
a process involving their purchases as well as their feelings about product quality,
usability and functionality. For this reason, trying to build an easily readable visual
analytic, here we propose a strategy to monitor the sentiment by using control charts.
After briefly reviewing the reference literature and showing in details the adopted
methodology, we present the preliminary results of a case study based on a set of
reviews concerning the purchase of cell phones and related accessories on Amazon.

2 A brief literature review

SPC methods were initially developed to monitor the quality of products, later
extending their use also to services. Control charts are generally classified into two
groups. If the quality characteristic is measured on a continuous scale, we have control
charts for variables. When instead the quality characteristic is classified as conforming
or not-conforming considering the possess of given characteristics, we have control
charts for attributes. Control charts have been applied in a large number of diverse
areas. Control charts have been proposed, for example, in livestock farming to monitor
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and manage animal production systems [3]. In a health-care domain, control charts
have been used for public health surveillance [4,22] and surgery quality [8]. In survey
design, some authors proposed the use of control charts to check data collection
quality [5,9]. In a business domain, aside from manufacturing and product quality
control, SPC and control charts have been also used to monitor customer satisfaction
and perceived quality [10]. Customer survey data are typically collected considering
both qualitative and quantitative characteristics.

As stated above, the use of textual data can offer in this field valuable insights by
analysing directly what consumers say or think about a given product or service. In a
more general framework concerning the statistical analysis of document collections,
[1] suggested the application of control charts to evaluate the solution of a text mining
strategy based on a Latent Semantic Analysis. The authors, in particular, evaluated
topics explaining the sources of customer satisfaction or dissatisfaction, considering
each case of non-conformity as an element requiring an in-depth investigation. This
work represented an important crossroads in the reference literature body, since it
focuses on unstructured textual feedback and establishes a mechanism for
transitioning the textual analysis into an actionable SPC. The assumption underlying
this approach is that “out-0f-control” comments are negative and express a complain.
The analysis of negative and positive comments is the core of opinion mining. [14]
extended the SPC approach to the sentiment analysis of consumer reviews, detecting
shifts in topic-sentiment combinations. Similarly, [11] proposed a sentiment-based
SPC to systematically identify critical complaints within customer review data. Also
in the latter case, the analysis specifically focused on negative comments, adopting a
complaints index based on the measure used by [25] for service quality control. Here
we propose an SPC strategy to monitor customer satisfaction at a product level,
monitoring the polarity score attributed to consumer reviews written in natural
language. The rationale is to check at the same time if a product or a service has a
negative or positive opinion, offering to firms with a huge product/service catalogue
a visual tool able to easily identify which items is necessary to push or withdraw.

3 A sentiment-based control chart

The analytical strategy based on the SPC of consumer reviews’ sentiment is carried
on in three different steps:

1. consumer reviews are retrieved and stored in a repository, together with
available metadata (e.g., item ID, item rating, publishing date), then the textual
body is pre-treated by cleansing and normalising the embodied terms;

2. for each comment in the repository, a polarity score is calculated to express the
negativity/positivity of the underlying opinion about the item;

3. a control chart is drawn to detect the most relevant variations within the
sentiment distribution over the item under control.

In the first step, after retrieving and storing the n reviews under investigation, texts
are “tokenised” to obtain sets of distinct strings (namely, tokens) representing the
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different terms embodied in the texts, separated by blanks and punctuation marks. All
non-alphabetic characters and symbols — like numbers or emoticons — are removed,
to consider in the following steps only content-bearing terms. Tokens are then reduced
to lowercase. At the end of the pre-process, each text can be encoded as a p-
dimensional vector, where p is the total number of terms listed in the collection.

In the second step, a polarity score is calculated for each review. In particular, each
text is split into its composing sentences to take into account the sentiment associated
with the different aspects concerning the item review made by the consumers. Given
a review d;, with i=[1,n], its g sentences {Si1, ..., Sik, ..., Sigt are identified by
considering as separators strong punctuation marks like full stops, question marks and
exclamation marks. The k-th sentence is represented as a sequence of its px terms {Wwiga,
<oy Wikj, ..., Wikp }, Preserving the order of terms into the sentence. Each term wi in the
k-th sentence of the i-th review is compared with a dictionary of polarised terms,
giving a score PSy,, of -1 to negative terms and a score of +1 to positive terms,
respectively. Terms not listed in the dictionary are considered neutrals and scored with
a 0. The polarity of each term is weighted considering negator terms (e.g., never,
none), amplifier and de-amplifier terms (e.g., very, few), adversative and contrasting
terms (e.g., but, however). This weighting scheme allows emphasising or dampening
the negativity or positivity of each term, leading to a more effective measure of the
polarity [20]. The PSs, polarity score of each sentence is obtained as the sum of its
weighted term scores PSy,;, on the square-root of the sentence length:

4 PS,,
ps. =/ "W 1)

Sik \/17/(

Since we are interested in obtaining a polarity score at a review level, we calculate
an overall score PSgy; for each text by a down-weighted zeros average of sentence
polarities, giving a minor weight to sentences conveying a neutral sentiment:

9qi
ZIFI PSSiA-

gy g+ Tog T )

where g;"e¢, g;>° and ;"= are the number of sentences in d; with a negative, positive,

or neutral polarity, respectively. The score PSg, assumes values in a ]-oo,+oo[ interval.

In the third step of the strategy, the process to be statistically controlled is defined
and then the resulting control chart is drawn and analysed. The logic beneath the
process is controlling the distribution of sentiments expressed by consumers in the
reviews of the monitored items and detecting out-of-control points. The distance from
the central line of the chart is measured in terms of standard deviation, as the
maximum and minimum extent of the divergence to label a point as out-of-control.
The use of 3o to plot upper and lower warnings is well established in the reference

PS, = 2
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literature [18] when SPC is applied to industrial mass production. Since we refer to
the description of a process of opinion creation within a community of consumers, the
sensitivity parameter can be set on values lower than 3.

4 Some preliminary results

We collected the data from an online repository® including 142.8 million reviews
published on Amazon between May 1996 and July 2018. The dataset includes reviews
(ratings, texts, helpfulness votes), product metadata (descriptions, category, price,
brand, and image features), and links (“also viewed”/”also bought” images). In
particular, we focused only on reviews about cell phones and accessories (3.4 min),
and considered the products with at least10 reviews and with verified purchases
(842,000). Here we considered only the textual information, the date of the review
and the so-called ASIN, a code used to identify uniquely a given product.

08
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Group summary statistics
0
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B R RN RN E AN NN RN RARRRARRRRRRRRRR R RN R
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Group

Figure 1: Sentiment-based Number of groups = 83
Center = 0296311 LCL = 01402479 Number beyond limits = 20

control chart on products StdDev =0.3469677 UCL =0 as2arat Numoer viating uns = §

After calculating the polarity for each comment, we generated a sentiment matrix
in which for each ASIN (rows) we selected the 20 most recent comments (columns).
This choice aims at avoiding variations in the process caused by modifications or
updating of the products made by the sellers. The control line was defined as the
average sentiment on each ASIN and the warnings considered a sensitivity parameter
equal to 2. The chart in Fig. 1 highlights possible anomalies on the distribution.
Products with a sentiment above the upper limit line can be described as strongly
recommended products. Basically, the buying community highly recommended its
purchase. On the other side, products below the lower limit line can be defined as
disappointing products. Although these products do not showed an overall negative
sentiment, they are the ones that deviate the most from the control limit, so they
deserve more attention. Results will be discussed more in details elsewhere.

1 See https://nijianmo. github.io/amazon
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Predicting university students’ churn risk

La previsione del rischio di abbandono dell’Ateneo da
parte dei laureati triennali in fase di iscrizione alla laurea
magistrale

Michele La Rocca, Marcella Niglio and Marialuisa Restaino

Abstract The aim of the paper is to estimate university students’ churn prediction,
where university churn is defined as the abandonment of students that, after earning
their first level graduation at a university, decide to continue their studies in other
universities. The results can be used to identify the profiles of the students that are
willing to enroll in a master program from the same university. We merge more
datasets from different sources to obtain the set of possible risk factors that might
affect the churn risk. Since the number of potential factors is particularly high, we
adopt a penalized variable selection method to identify the most relevant covariates
and improve the final model interpretability.

Abstract Lo scopo del presente lavoro é la previsione del rischio di abbandono
dell’Ateneo nel quale é stata conseguita la laurea triennale da parte di studenti che
si iscrivono alla laurea magistrale. In particolare I’analisi e condotta per valutare
il profilo degli studenti magistrali che decidono di continuare a studiare nell’Ateneo
nel quale hanno conseguito la laurea triennale. L’approccio utilizzato e basato
su metodi penalizzati di selezione di variabili al fine di selezionare, in un ampio
dataset, le covariate piii rilevanti che garantiscano un’adeguata interpretazione del
modello stimato.

Key words: Students’ churn, variable selection, AlmaLaurea, glm models

1 Introduction

Churn analysis plays a crucial role in profit companies to understand why customers
have stopped using products or services. Analyzing the churn of a company doesn’t
only mean knowing what the churn rate is. Most importantly, it is about figuring out
why customers are churning at a given rate and how to fix the problem. A distinction
is usually made between involuntary churn, which occurs when the company termi-
nates the customers’ contract, or voluntary churn, which occurs when the customer
decides to take their business elsewhere.

In this paper, this general framework is adapted to the problem of students’ mo-
bility after the first-level degree, also called second level mobility in [1].

Michele La Rocca, Marcella Niglio and Marialuisa Restaino
University of Salerno, Via Giovanni Paolo II, 132, 84084 Fisciano (SA), Italy, e-mail: [larocca,
mniglio, mlrestaino] @unisa.it
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The study of university students careers often aims to evaluate the elements that
contribute to the risk of leaving university without reaching any degree (shortly said
university dropout). In other cases, it also considers the mobility among courses of
study. In this latter case, the risk of churn is related to the abandonment of a course
and the subsequent enrollment elsewhere (dismissed student). Even if these phenom-
ena are of great interest and strongly affect the Italian university system, we change
the point of view here. By university churn, we mean the abandonment of students
that, after earning their first level graduation (bachelor degree) at the University of
Salerno, decide to continue their studies in other universities. Specifically, we are
interested in a group of students who might choose to continue their careers in the
same university where they have earned the first level degree or in other universities.
Following [4, 3], a student that decides to churn is defined dismissed student.

The contributions given in the literature have differently evaluated the determi-
nants of the first and second level students’ mobility: the individual skills, the family
background, the characteristics of the region of origin, the location of the universi-
ties, the job opportunities etc. (see among the others [6] , [2], [1] and the references
therein).

Here, our aim is to define students’ profiles with high churn risk, depending on a
set of risk factors. In particular, the university churn is related to the choice of stu-
dents to continue their study in the same university where they graduated in the first
level course or to change university. Thus, the variable of interest is binary and takes
value 1 if students are enrolled at the University of Salerno for the master program
and value 0 if they go to other universities. The risk factors that can influence the
churn risk are related to the educational and job paths and socio-demographic char-
acteristics. Therefore, the obtained profiles could be used to implement appropriate
university policies to reduce the churn risk.

The paper is organized as follows. Section 2 describes the merging process of
the used data sets. Section 3 discusses the methodological proposal for churn risk
estimation. Finally, Section 4 reports the empirical evidences and some concluding
remarks.

2 Data set

The complexity of the factors contributing to the university churn under analysis has
required the analysis of large datasets from different sources and, consequently, the
need for careful data wrangling steps, including data integration, data linking and
data transformation.

In particular, we have collected three different databases: i) the first extracted
from the data warehouse of the University of Salerno (ESSE3); ii) the second from
the AlmalLaurea Consortium (www.almalaurea.it) on the graduates’ profile survey,
whose annual data are delivered to all joined universities; and iii) the third extracted
from the graduates’ employment status survey (one year after the graduation), an-
nually performed by Almalaurea that delivers the micro-data to the universities.
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The ESSE3 data set is obtained after merging information on students enroll-
ment, exams and graduation for all years under analysis. The two Almalaurea
datasets are characterized by a large number of variables (i.e. in the last survey on
the graduates’ profile there are 145 variables, whereas the dataset of the graduates’
employment status counts 159 variables). It highlights not only the complexity of
the final merged data set, but also the need to properly select the potentially relevant
variables. Thus, a first screening of the covariates has been performed to reduce the
number of risk factors by taking into account the aim of the study.

At this stage of the research, we have considered the graduated students of the
first level courses of study of the Department of Economics & Statistics (University
of Salerno) given by the course in Business Administration (BA), Economics (E)
and Administration and Organization (A&O). The analysis covers 1,543 students
(BA=697; E=654; A&0O=192) that have started a master program at the Univer-
sity of Salerno (1,036 students) or elsewhere (507 students). The analysis covers
eight years (2013-2020) and the merging key used to rebuild the graduated students
record, among the three databases, has been students’ identification number.

In more detail, given the aim of the research, we have considered for the eight
years the variables described in Table 1, where each of them has been classified con-
sidering the information included. Also a short description and the type of data are
given in the following two columns. In particular, starting from some information
related to the high school, we have considered some factors related to their first level
university experience, job position and socio-demographic variables.

3 Model strategy

The binary nature of the dependent variable of interest and the large number of
variables that can affect the churn risk in Table 1, have lead to choose a Logit re-
gression model whose parameters have been estimated using penalized estimation
techniques.

Let Y be a Bernoulli random variable. The conditional probability that ¥ = 1,

given a vector of p covariates X' = (X1, X>,...,X,) is given by:
/
Pr(y = 1[x) = n(x) = 2o TXP)
1+exp(Bo+x'B)
where B’ = (B1, B2, - .., Bp) is a vector of unknown coefficients.

Due to the great number of explanatory variables potentially involved in the esti-
mation process, a penalized estimation technique has been employed to improve the
interpretability of the final estimated model.

Given the sample {(x},y;),i = 1,2,...,n}, the log-likelihood is

) = i{yilog(ﬂ(xi)) (1 y)log(1 - n(x))}

and the elastic net estimate is given by
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Table 1 Table of covariates

Class Variable Short Description Type
High Type of diploma High school type (Classical studies, Technical, Sci- Nominal
school entific, ...)
Final exam mark Total marks (from 60 to 100) Integer
Geographic area where Province and geographic area (the same province Nominal
the diploma has been ob- where the University is located, North, South or
tained Center of Italy, abroad ...)
Course of study BA, E, SAO Nominal
Enrollment age University enrollment after the diploma: the next Nominal
year of after one year, two or more years later
Enrollment motivation ~ Reasons behind the course of study choice Nominal
Graduation years Number of years from the enrollment to the gradua- Integer
tion
Residence Place of residence (in the same province as the Uni- Nominal
versity, different province but in the same region,
Bachelor different region, abroad)
Degree Final mark First degree final mark (from 66 to 110 cum laude; Integer
110+laude=113)
International experience Participation to international exchange projects Binary
Satisfaction Satisfaction of the University experience Binary
Organization Satisfaction of the teaching and administrative or- Binary
ganization (exams and lectures time table, informa-
tion...)
Teachers relationship Satisfaction of the relationship with teachers Binary
Exams Correspondence between the exam marks and the Binary
knowledge
Library Evaluation of the library services Binary
Equipments Evaluation of the equipments used during the course Binary
of study (i.e. laboratories)
Master wish University where the student wishes to enroll for the Nominal
master degree
Back to the start The student is asked if, going back to its enrollment, Nominal
he would have chosen the same University
Gender Gender of the graduated student Nominal
Socio- Parents .title T%tle of study of the student parents Ord%nal
demo Father title Title of study of the student father Ordinal
Mother title Title of study of the student mother Ordinal
Social status Social status as coded by the AlmaLaurea survey ~ Nominal
Job position Current job position Nominal
Job province The student is asked if he is willing to work in the Binary
same province where he resides
Job Job Region The student is asked if he is willing to work in the Binary
same region where he resides
Job Center The student is asked if he is willing to work in the Binary
Center of Italy
Job South The student is asked if he is willing to work in the Binary
South of Italy
Job Europe The student is asked if he is willing to work in Eu- Binary
rope
Job no-Europe The student is asked if he is willing to work in a Binary

non-European country
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B = argm[?x{f(ﬁ) +A

1-a)Y p2/2+aY um] }
=1 =1

The previous penalized estimate includes the LASSO as a special case when o =
1. However, it can overcome some its well-known limitations. By combining L; and
L, penalty terms, it can generates sparse models (L term) and encourages grouping
of correlated variables while stabilizing the L; regularization path (L, term). All
computations have been made in R, by using the packages glmnet for the elastic
net estimation ([5]) and g1mUt i 1s for the tuning of the parameters A and o.

4 Results and conclusions

Table 2 shows the coefficients’ estimates and the odds ratios for the relevant vari-
ables, that are selected by the elastic net for two values of A = (Ayin, A15.) and for
the optimal value of o. We can note that only 12 covariates have been chosen as
relevant by the elastic net algorithm.

The variables with positive effect on the probability of continuing the study at
the University of Salerno are the courses of study, the type of diploma, students
willing to work in the same province and same region where they live. This means
that the odds ratio is greater than 1, and therefore the probability of studying at the
University of Salerno is greater than that of going to another university. By taking
into account the reference group, we can note that students in Economics and also
in Administration and Organization have a higher probability of studying at the
University of Salerno with respect to the reference group, given by the students
in Business Administration. This probability is much larger for Economics and for
A = Ajge. Furthermore, the category Administration and Organization is not relevant
at ;Lmin~

Then, students with technical and professional diploma have a churn risk lower
than that for students with diploma in classical studies. Students who are willing to
work in the same province and region where they live are more probably to continue
their study at the University of Salerno. The two variables are relevant for both
values of 1.

The variables with negative effects are social status, enrollment age, residence,
international experience, satisfaction of the course of study and of the relationship
with professors, students’ choice if they could go back to their enrollment, students
willing to work in no-European countries. This means that the risk of churn is higher
for students i) with high social status; ii) who enrolled in the same year of diploma or
with a year of delay; iii) who live in the same region where they study; iv) who had
international experience during their study; v) who were not satisfied with the study
experience and the relationships with professors; vi) who were willing to work in
no-European countries; and vii) who would like to repeat their study experience by
enrolling in the same course, both in the same university and in different universities.

The proposed model strategy allows to draw students’ profiles with a high churn
risk by evaluating the probability of continuing their study at the University of

119



Book of short papers

Michele La Rocca, Marcella Niglio and Marialuisa Restaino

Salerno on the basis of a relevant set of features collected. The characteristics that
mainly affect the risk of abandonment are related to students’ background (individ-
ual and familiar) and satisfaction of their study experience. As policy implications,
only few factors, mostly connected to general students’ experience, are under the
control of university’s governance to reduce the churn risk.

The current research could be improved by considering all departments (and con-
sequently all courses of study) in the same university. Furthermore, the methodol-
ogy described in this paper is able also to derive a measure of churn risk for master
students.

Table 2 The coefficients’ estimates and odds ratio for the significant variables selected by the
elastic net, for two values of A. The symbol ‘—’ means that the variable is not significant for that

value of 7.
ﬁ odds

Amin llse Avmin llse
Course of study : Economics 0.13 0.27 1.14 1.30
Course of study : Administration and Organization - 0.11 - 1.12
Social Status : High -0.21  -033 081 0.72
High school diploma : Technical-Professional - 0.07 - 1.07
Enrollment age : the same year of diploma -0.05 -033 095 0.72
Residence : Same region of the study -0.13  -029  0.88 0.75
International experience : Yes -033  -049 0.72 0.61
Satisfaction : No Satisfied -0.18  -027  0.84 0.76
Back to the start : Same course, different University -0.79  -0.89 045 0.41
Back to the start : Same course and University - -0.10 - 0.90
Teachers relationship : No Satisfied -0.17  -022 0.84 0.80
Job province : Yes 0.17 0.23 1.19 1.26
Job region : Yes 0.20 0.27 1.22 1.31
Job no-Europe : Yes -0.11 -0.19  0.90 0.82
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Discovering archetypal universities in higher
education mobility flows in Italy

Analisi delle universita archetipiche nei flussi di mobilita
degli studenti universitari in Italia

Ilaria Primerano, Francesco Santelli and Cristian Usala

Abstract The aim of this contribution is to identify the archetypal universities in the
Italian students’ mobility network in terms of their attitude in attracting students.
We define a set of networks according to the disciplinary groups by relying upon
administrative data regarding students’ mobility between bachelor’s and master’s
degrees. For each disciplinary group, a network has been defined by considering
the universities as nodes and the flows of students moving between nodes as links.
Then, in each network, the set of archetypal universities is based on several network
centrality indexes. Finally, these archetypes are used as benchmarks to identify the
main determinants of universities’ performances.

Abstract L’obiettivo dell’analisi é quello di identificare le universita archetipiche
all’interno della rete di mobilita degli studenti universitari sulla base della loro
capacita di attrarre o meno studenti. Sulla base dei dati amministrativi riguardanti
le scelte di mobilita degli studenti tra la triennale e la magistrale, le singole reti sono
state definite considerando, per ogni gruppo disciplinare, le universita come nodi,
e il flusso di studenti tra i nodi come legami. Per ogni gruppo disciplinare, ¢ stato
identificato il set di universita archetipiche a partire dagli indici di centralita delle
reti. Infine, questi archetipi sono stati utilizzati come riferimento per analizzare le
determinanti delle performance delle universita.

Key words: University mobility, Archetypal Analysis, Network centrality indexes,
Multivariate data
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1 Introduction

In the last decades, the Italian student migration propensity has increased, high-
lighting the main flows from South to Northern Italy [1] [2]. The study of mobility
flows can help measure the attractiveness of Italian universities. Different research
approaches have been developed to study the determinants of students’ mobility by
means of different statistical methods, form longitudinal analysis [3] to Network
Analysis considering geographical macro-area aggregations [4] [5], and different
fields of study [6]. Most of the works refer to the first-level mobility, i.e. from high
school diploma to bachelor degree, and only few recent contributions have dealt
with the students’ migration in the transition from Bachelor to Master degree pro-
grammes (i.e. second-level mobility), by focusing on Southern Italian students [7].
In studying second level mobility flows, a multilevel multinomial logit model has
been adopted to assess the effects of university centrality role in the network (i.e. in
terms of Hub and Authorities) on students’ choices [6], while a multiplex network
approach has been used to highlight the presence of groups of universities that play
a fundamental role in each layer through the detection of the core universities [8].

Moving from this framework, this contribution investigates the Italian second-
level mobility network, by considering the flows traced by students who change uni-
versity for their master’s degree by accounting also for differences existing among
disciplinary fields. Specifically, a student who decides to change university when en-
rolling at the master is here considered as a student in mobility. Students’ flows are
analyzed to assess the similarity among Italian universities by identifying subgroups
of universities within each disciplinary field that share common behavior in terms of
their attitude in attracting students. In this context, students’ flows are read into the
scope of network analysis and, starting from a set of network centrality measures,
the Archetypal analysis is applied to identify groups of similar universities within
each disciplinary field.

The contribution is structured as follows: Section 2 describes the methodological
approach; Section 3 presents an overview on the dataset used and the main results.

2 Network definition, centrality measures and archetypes

Based on Social Network Analysis [9], we start visualizing and analyzing Italian
students’ flows to get descriptive insights into the different network structures de-
fined for each disciplinary field. We consider as nodes of source the universities
where students achieved their bachelor’s degree, and as nodes of destinations the
universities where students enrolled for their master’s degree. The flows of students
moving in the second-level mobility network define the links connecting the Italian
universities.

Specifically, starting from the ISCED-F 2013 classification, we define a set of
one-mode, weighted, and directed networks [9]. Formally, each of these networks
can be described as a graph G; (V,L,W), where V is the set of units, L is the set of
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directed links, and W is the set of weights. Let A; be the corresponding adjacency
matrices, with elements a;; holding the presence of one or more links between node
of origin v; and node of destination v;, otherwise a;; = 0.

To gain insights on the characteristics of these networks, for each disciplinary
field we have computed several network centrality indexes to measure universities’
attractiveness and to determine whether the observed universities are top receivers of
incoming students or, on the opposite, top senders of outgoing students. To classify
the universities, we have defined a matrix holding by rows the Italian Universities
and by columns the set of centrality indexes computed. This matrix is then used to
perform an Archetypal analysis [10].

Archetypal analysis is a method of unsupervised learning that aims to repre-
sent each object in a dataset as a mixture of individuals of pure type, known as
archetypes.Formally, archetypes are defined as m points {aj}, j=1,...,m con-
tained in archetype matrix A that are in the euclidean space that satisfy x: = of/A.
The computation of the archetypes is a non-linear least squares problem, which
is solved using an alternating minimizing algorithm. The key idea is that, given
a X(,xp) data matrix, with n individuals and p variables, each archetype is com-
puted as a linear combination of the original data based on the following constraints:
Bji >0, %, Bji=1; a;; > 0; Y| a;; = 1. The optimal @;; are found by minimizing

the following:
2

RSS=Y

1

ey

m
X;— Z OCijA
J=1

where o;; are the coefficients of the archetypes while f;; are the coefficients of the
data set. Archetypes are useful in unsupervised learning also due to their location
properties. Given a Convex Hull (CH) of original data points, if kK = 1, only one
archetype is identified, and the sample mean is the solution to minimize RSS; if
1 < k < n, all the a; vectors of archetypes lie on the boundary of CH to minimize
RSS; if k = n the number of archetypes is equal to n the RSS = 0 [10]. Using both sets
of coefficients ¢;; and B;;, the RSS in (1) can be written using matrices notation, and
thus matrix I" including all the o’s, matrix B of the coefficients 3’s and the starting
matrix X of the data, obtaining in Frobenius norm:

i RS, = mip [X - LB X %)

In the space spanned by archetypes by exploiting the property of the composi-
tional space defined by the Aitchinson distance [11], a k-means cluster analysis is
performed to find consistent group of universities with respect to the archetypes.
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3 Data description and main findings

We have collected data on students’ mobility choices from the micro-data database
MOBYSULIT [12] that includes information on students university careers.! We
consider the population of Italian students enrolled in a bachelor program in an
Italian university between a.y. 2011-12 and a.y. 2016-17 that have enrolled in a
master’s degree program between the 2014 and 2019. We retain in our data only
students that have graduated in this time frame (639,505 students, the 56.6% of the
population), and that have enrolled in a master’s degree program. Therefore, our data
includes 400,049 students grouped in 92 universities (of which 10 are e-learning
institutions). Moreover, to define the networks, we classify the students according
to their disciplinary group. In particular, the set of available degree programs are
classified into 10 disciplinary groups according to the ISCED-F 2013 classification
[13]. Data are described in Table 1.

Table 1 Descriptive statistics on master’s students mobility choices. Students are classified as in
mobility if they have changed their university in the transition from bachelor’s to master’s degrees

Master students In mobility students

Total In mobility Same Different

ISCED - F 2013 N N (%) field (%) field (%)
All fields 400,049 110,442 (27.61)  85.30 14.70
By disciplinary field in origin university:

N1 - Agriculture, forestry, fisheries and veterinary 12,385 3,132 (25.29) 82.25 17.75
N2 - Arts and humanities 71,807 22,649 (31.54)  82.59 17.41
N3 - Business, administration and law 62,539 16,896 (27.02) 85.36 14.64
N4 - Education 13,508 3,569 (26.42)  92.23 7.77
N5 - Engineering, manufacturing and construction 86,518 14,347 (16.58) 98.62 1.38
N6 - Health and welfare 12,390 4,719 (38.09)  76.52 23.48
N7 - Information and Communication Technologies (ICTs) 4,809 938 (19.51) 85.15 14.85
N8 - Natural sciences, mathematics and statistics 46,023 12,743 (27.69) 95.68 4.32
N9 - Services 14,149 4,720 (33.36)  36.71 63.29
N10 - Social sciences, journalism and information 75,921 26,729 (35.21) 76.12 23.88

In the following, to show the results of our analytical procedure, we focused on
the Education Field. The results of archetypal analysis performed on the network
measures show that the best solution found by minimizing the RSS is obtained with
6 archetypes. In this space, the clustering algorithm identifies 12 groups of univer-
sities. The archetypes description with respect to original indexes (figure 1) and the
clustering analysis (figure 2) show that the 6" archetype has a peculiar trait with
very high values for both attractiveness and exporting indexes (Roma Tre Univer-
sity is very close to this archetype), while the 5 archetype represents an extreme
type of university characterized by few flows (some Telematic universities are very

! Data drawn from the Italian ‘Anagrafe Nazionale della Formazione Superiore” has been processed
according to the research project ‘From high school to the job market: analysis of the university
careers and the university North-South mobility’ carried out by the University of Palermo (head of
the research program), the Italian ‘Ministero Universita e Ricerca’, and INVALSI.
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close to this archetype). Archetype 4" is characterized by a greater attitude to export
rather than import students (some Southern Universities), while the 3/ archetype,
which is characterized by a very high value in both in—strenght and in—closeness
network measures, fully describes University Pegaso and it is very close to Milano
Bicocca, Bologna and Milano Cattolica.

The archetypal analysis on the network indexes highlights the peculiar behavior of
the on—line universities in the mobility flows, and simultaneously a strong geograph-
ical component clearly emerges in most of the identified clusters.

| %Iﬂﬂmﬁw )

Archetype 1 Archetype 2 Archetype 3 Archetype 4 Archetype 5 Archetype 6

Value

Fig. 1 Barplots for each archetype with respect to original variables (as archetypal coefficients).
Columns are, from left to right: In—strength, Out—strength, Hub, Authority, Eigen—centrality, Page—
rank, In—closeness, Out—closeness, Vertex—betweenness, N. of Recursive Deps, N. of reverse Re-
cursive Deps

Acknowledgements This contribution has been supported from Italian Ministerial grant PRIN
2017 “From high school to job placement: micro-data life course analysis of university student mo-
bility and its impact on the Italian North-South divide.”, n. 2017HBTKSP - CUP B78D19000180001.

References

1. Attanasio, M., Enea, M. & Priulla, A.: Quali atenei scelgono i diplomati del Mezzogiorno
d’Italia?. Neodemos, ISSN: 2421-3209, (2019)

2. D’Agostino, A., Ghellini, G., & Longobardi, S.: Exploring determinants and trend of STEM
students internal mobility. Some evidence from Italy. Electron. J. App. Stat. Anal. 12(4),
826-845, (2019)

3. Attanasio, M., Enea, M., & Albano, A.: Dalla triennale alla magistrale: continua la ‘fuga dei
cervelli’ dal Mezzogiorno d’Italia. Neodemos, ISSN: 2421-3209, (2019)

4. Columbu, S. & Primerano, I.: A multilevel analysis of university attractiveness in the network
flows from bachelor to master’s degree. In A. Pollice, N. Salvati, and F. Schirippa Spagnolo,
editors, Book of short Papers SIS 2020, pages 480-485, (2020)

125



Book of short papers

Tlaria Primerano, Francesco Santelli and Cristian Usala

A5 Ad

Padova
Cagliart
assin
Roma La SaRAcnza Catéars " Verona

odena e Reggio Emilia
Torino Macerata

GenovaBergamo

Chieti e Pescara

Roma Tre
A6 ¢ Firenze - A3

Roma Tor Vergata
Siena

Parma .
umi%’ﬁ?ﬁb Bo
Ferrara
Trieste,L'Aquila
Al A2

Fig. 2 Simplex plot of the space spanned by 6 archetypes. Universities are row—points. Clustering
is performed to obtain 12 groups

10.
11.

12.

13.

. Genova, V. G., Tumminello, M., Enea, M., Aiello, F., & Attanasio, M.: Student mobility in

higher education: Sicilian outflow network and chain migrations. Electron. J. App. Stat. Anal.
12(4), 774-800, (2019)

. Columbu, S., Porcu, M., Primerano, 1., Sulis, I., & Vitale, M.P.: Geography of Italian student

mobility: A network analysis approach. Socio-Econ. Plan. Sci. 73, 100918 (2021)

. Enea, M.: From South to North? Mobility of southern italian students at the transition from

the first to the second level university degree. In C. Perna, M. Pratesi, and A. Ruiz-Gazen,
editors, Studies in Theoretical and Applied Statistics, 239-249, (2018)

. Primerano, 1., Santelli, F., Usala, C.: A multiplex approach to study Italian Students’ Mobility.

In C. Perna, N. Salvati, and Schirripa Spagnolo F. (a cura di), Book of Short Papers SIS 2021,
473-478, (2021)

. Wasserman, S., & Faust, K.: Social network analysis: Methods and applications, Cambridge

University Press, (1994)

Cutler, A. & Breiman, L.: Archetypal analysis. Technometrics 36, 338-347 (1994)
Aitchison, J., Barcel6-Vidal, C., Martin-Ferndndez, J. & Pawlowsky-Glahn, V.: Logratio anal-
ysis and compositional distance. Mathematical Geology 32, 271-275, (2000)

Database MOBYSUL.IT [Mobilita degli Studi Universitari in Italia], research protocol
MUR - Universities of Cagliari, Palermo, Siena, Torino, Sassari, Firenza, Cattolica and
Napoli Federico II, Scientific Coordinator Massimo Attanasio (UNIPA), Data Source ANS-
MUR/CINECA.

UNESCO Institute for Statistics. ISCED Fields of Education and International Standard Clas-
sification of Education 2011, Montreal, (2014)

126



IES 2022

Measuring quality of students’ careers in Higher
Education: a systematic literature review
La misurazione della qualita delle carriere universitarie

degli studenti: una revisione sistematica della letteratura

Clelia Cascellat and Giancarlo Ragozini?

Abstract Quality of student careers in Higher Education is a complex,
multidimensional concept. Measuring it thus calls for the employment of an array of
indicators and statistical techniques. The current paper is two-fold as it aims to (i)
provide an updated definition of ‘quality of student careers’ (QoSC); and (ii)
reconnoitre both the indicators used to operationalise such a concept and the statistical
methods employed to assess student careers in Higher Education. To this end, we
employed the PRISMA model to carry out a systematic literature review of both
scientific and grey literature, written in English. The definition of QoSC was critically
discussed along with the suitability of both the indicators and the statistical methods
employed to measure QoSC, in contemporary societies (during/after Covid-19).

Abstract La qualita delle carriere degli studenti universitari & un concetto complesso
e multidimensionale. Misurarlo richiede ['impiego di una vasta gamma di indicatori
e tecniche statistiche. Con questo articolo, presentiamo (i) una definizione di ‘qualita
delle carriere’, e (ii) una rassegna degli indicatori e dei metodi utilizzati per
operazionalizzare e misurare tale concetto. A questo scopo, abbiamo condotto una
revisione sistematica della letteratura in lingua inglese, secondo il modello PRISMA,
senza limiti di tempo. La definizione di qualita delle carriere é stata discussa cosi
come [’adeguatezza degli indicatori e dei metodi impiegati per misurare tale concetto
nelle societa contemporanee (during/after Covid-19).

Key words: quality, student careers, Higher Education
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1. Introduction

Scholars’ and policymakers’ interest in ‘quality’ in Higher Education (HE) has been
broadly debated. It has been and still is at the top of the policy agenda worldwide
(Bloch, Degn, Nygaard, and Haase, 2021). Nonetheless, relatively little research has
been carried out so far about the concept of ‘quality of student careers’ (QoSC) in
Higher Education and it has been mainly considered just as an indicator of the broader
concept of ‘quality of HE” institutions’ (HEi), rather than a stand-alone subject.

Nonetheless, even though it is clear that university services are ancillary to quality
of student careers in HE, previous studies have suggested that there are other factors
that can affect student careers. The current paper aims to reconnoitre such factors and
to provide an overview of the methodological approaches and analytical framework
within which these factors have been operationalised and measured so far.

To this end, we carried out a systematic literature review by employing the
Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA)
(Page, et al. 2021).

Results from our literature search were primarily intended to identify the current
branches of research about and around the concept of ‘quality of student careers’ in
Higher Education, in the attempt to provide an updated synthesis of the existing
studies related to such a concept and to provide an updated definition of QoSC, able
to mirror its complexity and multidimensionality in contemporary societies. Then,
since the multidimensionality of QoSC calls for the employment of different
methodological choices and analytical frameworks — including for example testing,
measurement and assessment along with multivariate statistical analysis, indices
construction, and so on — the current paper also aims to provide an overview of the
statistical methods used to measure it. Finally, we critically discussed the definition
of QoSC (based on the existing studies) and suggested some possible future research
guidelines along with a critically review of the existing statistical methods employed
to measure the ‘quality of student careers’ before and after Covid-19 outbreak.

2. Methods

A systematic literature review was conducted in 2021. The search terms “quality”
AND “student” OR ““university” AND “career(s)” AND “Higher Education (HE)” OR
“Higher Education (HEi)” OR “Higher Education Institution (HEi)” were used to
search publications written in English, available in ERIC - one of the largest online
library of education research and information, sponsored by the Institute of Education
Sciences (IES) of the U.S. Department of Education -, with no time constraints.

Article title, abstract and keywords were searched. Both academic (i.e. journal
papers, books, and chapters) and grey literature (i.e., scientific reports) have been
included.

The Preferred Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA), consisting of three steps ((i) identification, (ii) screening, and (iii)
inclusion), was employed.
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Identification. In Eric, we found 132,694 records published from 2002 to date.
Among them, 4,997 records were published in 2021, 13,569 in 2020 and 39,815 in
the last five years (i.e., from 2017 to date). In the present study, we focused on the
records published in the last 5 years to provide an updated definition of QoSC.

Screening. To screen the publications (from the first step), we looked at both the
title and the abstract to focus on the publications about ‘quality of student careers’
rather than about ‘quality in Higher Education’ or ‘quality of HEi’ (that include, for
example, services provided by the university). After the screening, just 43
publications were put forward into the next step for further consideration.

Inclusion. In addition to the title and the abstract, we analysed the methodological
section along with discussion and conclusion to identify the contribution to knowledge
of each publication. Publications proposing a methodologically sounded reflection on
the measurement of ‘quality of student careers in Higher Education’ were included.
Al the other publications were catalogued but not included in the current paper. The
remaining 15 publications were moved forward into the review process.

Finally, the literature search carried out in ERIC was complemented via a
snowballing search based on (i) the studies cited in the selected 15 publications, and
(ii) by using the ‘CITATION’ tool available in Google.Scholar.

3. Results

When we think about QoSC, the first keyword that appears in our mind is likely to be
‘achievement’, measured for example via the average of the marks and/or the final
grade, via the regularity throughout the academic pathway (e.g., the number of exams
passed each year, the number of six- or less - years graduations), and so on. These
factors have been used in previous studies to measure the quality of individual student
career but have been — also and maybe foremost — taken as an indicator of the quality
of (the services provided by) HEi, such as the number of six- (or less) years
graduations, and, thus, as an indirect indicator of their attractiveness and
competitiveness on the market.

Nonetheless, recent studies have focused on further aspects related to QoSC, such
as the dropout rates (especially between the first and the second year, i.e., when the
great majority of dropouts or decisions to transfer to another course of study occurs -
Tinto 1975; Johnson 1997; Paura and Arhipova 2014), taken as an indicator of
insufficient prospective student orientation (e.g., Perchinunno, Bilancia, Vitale,
2021), and thus as a predictor of students’ success.

Other scholars focused on “long-distance outcome™ and thus, for example, on the
probability to find a (secure) job within 5 years after graduation and/or on the
relationship between holding a degree and social mobility (the better the job and/or
the wider the social mobility after graduation, the better the quality of student careers
- e.g., Desai, 2019).

All the indicators mentioned above relate somehow to the concept of quality. The
measurement of quality, by definition, implies a comparison between observed values
and some standards. Such a perspective calls for a focus on measurable, comparable
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outcomes (for example, the number of exams given by each student compared with
the number of expected exams in the reference year). Nonetheless, there are further
aspects related to the “quality of student careers” that involve students’ experience in
HE, such as students’ perceptions about the quality of teaching (e.g., quality and
quantity of feedback received by Lecturers and Teaching Assistants, quality of the
teaching materials, office hours, and so on) and/or about the quality of services
provided by the university (such as the library, laptop loans, support for housing,
mental health, and so on). All these aspects do not directly relate to students’
achievement but are ancillary to it (as the better the perceived quality, the better the
students experience and, potentially, their achievements). Moreover, students’
perceptions represent another, intangible aspect of student careers in HE thus
expanding the concept of quality (by including other than measurable students’
achievements). At our best knowledge, there are no studies including all the factors
mentioned above. Nonetheless, the combined reading of existing studies seem to
suggest that all these factors can be considered as interrelated sub-dimensions of
QoSC: by a side, students’ perceptions (the blue cells in the graph below) are ancillary
to students’ achievements (the orange cells); by the other side, students’ achievement
affects students’ perceptions thus originating a multidimensional concept consisting
of highly interrelated sub-dimensions (Figure 1).

students'
EETEe e. g average of
nts
e.g., number of exams
passed per year (more|
relavant in some[SELELI
countries, like Italy)!

(especially
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Compared to the studies focusing on students’ achievements, the number of
studies focusing on students’ perceptions (e.g. Nabaho, Aguti, and Oonyu, 2019) is
relatively scant, with just some exceptions especially in relation to some peculiar
groups of students, such as minorities and, more frequently, in relation to students
with disabilities (e.g. TEQSA, 2020)

Table 1 reports on a description of the aspects of QoSC included in the current
literature along with a description of both the variables used to operationalise QoSC
and the statistical methods employed to measure it. Via our literature search, we
identified three main thematic groups, related to (i) students’ achievement (including
performance and long-distance outcomes), (ii) dropout rates, and (iii) students’
perceptions/satisfaction (in relation to the services provided by the university and to
life on campus). The studies focusing on students’ achievements (group 1) are
predominant and employ a wide array of methodological methods that include (i)
testing, measurement and assessment, mainly within the framework of the IRT
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modelling to measure students’ learning outcomes, or (ii) (logistic and/or multilevel)
regression to estimate, for example, the probability of getting a job after graduation -
e.g. Desai, 2019 -, or to account for data hierarchy (e.qg., students nested into faculties,
universities, regions, countries). The study of dropouts (group 2) has mainly focused
on two approaches: (i) the first is based on the observation of dropouts, at
system/university level, carried out “to facilitate the identification of the most
appropriate policy guidelines to reduce dropout rates in future cohorts” (Perchinunno
et al., 2021); (ii) the second, generally known as ‘Educational Data Mining’ (EDM),
has recently emerged and it is linked to the ‘Churn analysis’ that aims to predict the
probability of dropout for each student on the basis of his/her characteristics (e.g.,
Ismail et al, 2015; Khodabandehlou and Zivari Rahman 2017). The Data Mining
process, also known as ‘Knowledge Discovery in Databases’ (KDD), consists of the
automatic discovery through appropriate algorithms of new and potentially useful
information hidden within large amounts of data. It is thus used to discover
regularities and new information within databases from contexts related to education,
aimed at better understanding the individual students and the environments within
which this instruction is provided, as well as their relation to the expected performance
and objectives (e.g., Baker and Yacef 2009; Miguéis et al. 2018). The nature of these
methods, and their relationship to classical statistical inference, is discussed by
Perchinunno et al (2021). We grouped the other studies — focusing on a broader
definition of quality in HE that encompasses ‘quality teaching and learning’, ‘quality
of facilities, services, and resources’ (e.g., lroegbu and Etudor-Eyo, 2020) as
perceived by students (e.g., Calma and Dickson-Deane, 2020) — into the third group.

Table 1: Quality of student careers (QoSC) in previous studies

QosC Examples of sub-dimension definition and Method(s)
(sub- operationalisation
dimensions)

Students’ achievements are compared with the expected (Logistic) (Multilevel)
Group 1: students’ outcomes for example in terms of regularity Regression/ IRT
Students’ throughout the academic pathway (e.g., number of exams modelling

achievements

Group 2:
Dropout rate

Group 3:

Perceived
quality

passed per year), average of marks, probability of finding a job
after graduation.

Percentage change between the number of students enrolled in
two consecutive years (especially between the first and second
year).

Focus on the individual-level characteristics/decisions that can
be used to increase the retention rate.

Students’ perceptions about the possibility of implementing
individual educational trajectories, migratory moods, and
plans after graduation.

Perceived quality of teaching

Perceived quality of the services provided by university
(including the library, support to students — e.g., laptop loans,
mental support, housing, canteen, sport, and other facilities)

Knowledge Discovery
in Databases (KDD) /
Educational Data
Mining (EDM)

Churn analysis
techniques (churn or
attrition rate)

Factor analysis / (Self-
administered) (Likert
scale) questionnaire /
Rasch or other IRT
modelling /
(composite) index

Source: our elaboration
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4. Conclusion

QoSC is acomplex and multidimensional concept. It includes a variety of aspects that
are not just limited to the assessment of students’ achievements (i.e., the focus of more
than half of the studies carried out so far about the quality of student careers in Higher
Education), but also includes dropout rate — conceived as an indicator of bad students’
orientation —, or, more recently, students’ perceptions/experience at the university.

The latter is relatively under-researched, but it may represent an interesting
guideline for future research about the quality of student careers in HE, especially
during / after Covid-19 outbreak. Even though the study of QoSC is clearly linked to
the assessment of the quality of HEi (as QoSC can be taken as an indicator of the
competitiveness of a university and thus, for example, as a measure of students’
attractiveness), the study of QoSC cannot ignore the subjective components of quality
as students’ perceptions/experience has to be considered as a “primary component of
quality” (e.g., Ruggeri, Warner, Bisoffi and Fontecedro, 2001).

In this perspective, QoSC should include both objective and subjective
indicators, especially in contemporary societies, during and after Covid-19 outbreak
that has established (at least a partial) transition from in-person to on-line or blended
teaching protocols, especially in Higher Education.

In light of this, the methodological approaches and the analytical framework
within which QoSC is investigated should not ignore the subjective components of
QoSC and should move towards the development of an integrated approach that, at
our best knowledge, has not yet been developed neither from a theoretical nor from a
methodological perspective.
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Estimating the peers effect on students’
university choices

Stima dell’effetto dei pari sulla scelta dell’universita

Mariano Porcu, Isabella Sulis and Cristian Usala

Abstract This paper investigates the relationship between the probability of a stu-
dent to enroll in a university away from home and the choices of her/his high school
peers. Non local universities are defined accounting for the tertiary educational sup-
ply in students’ local area and their subject of study, while the group of peers is
identified as the set of enrolled students that have obtained their diploma in the
same high-school, year and disciplinary field. For this aim, a two stages procedure
has been adopted to disentangle the effect of individual and peers’ demographic
characteristics and educational backgrounds from the influence of peers’ choices.
The approach allows us to estimate the size of the peer effect as well as how this
effect changes according to students’ characteristics and the field of study.
Abstract Questo lavoro analizza la relazione tra la probabilita degli studenti di
iscriversi in una universita distante dalla loro residenza e le scelte fatte dai propri
pari. Le universita sono definite come non locali tenendo in considerazione I’ offerta
di corsi universitari nell’area di residenza dello studente e il campo di studi scelto,
mentre i pari sono idenficati come tutti gli studenti immatricolati che hanno ot-
tenuto il loro diploma nella stessa scuola superiore, lo stesso anno e nello stesso
indirizzo. Per la stima ¢ stata utilizzata una procedura a due stadi che permette di
separare [effetto legato alle caratteristiche dei pari e della scuola frequentata da
quello legato solamente alle scelte. L’approccio utilizzato permette la stima della di-
mensione dell’effetto e di valutare come lo stesso si modifica al variare delle carat-
teristiche degli studenti e del campo di studi scelto.

Key words: higher education, mobility choices, peer effect, strategic interactions

Mariano Porcu
Department of Political and Social Sciences, University of Cagliari e-mail: mari-
ano.porcu@unica.it

Isabella Sulis
Department of Political and Social Sciences, University of Cagliari e-mail: isulis@unica.it

Cristian Usala
Department of Political and Social Sciences, University of Cagliari e-mail: cristian.usala@unica.it

134



IES 2022

Mariano Porcu, Isabella Sulis and Cristian Usala

1 Introduction

Studies carried out on students’ university choices in the last decade indicate that
students’ decisions are mainly driven by factors which are not strictly connected to
the academic prestige of the universities in terms of research activities and quality
of the curricula supplied. The socioeconomic conditions of the places where the uni-
versities are located and their link with the local job market play a primary role in
determining students’ university choices. Family aspirations in terms of the future
employment status of their children influence their decision to invest in tertiary ed-
ucation institutions which can ensure better employment opportunities, promoting
the choice of those institutions which are located in the most dynamic job-markets,
with well established networks of collaborations between universities and compa-
nies in the private and public sectors (see [1]). The national literature mainly focuses
on quantifying the size and the direction of students’ mobility flows between macro
geographical areas, highlighting how this kind of mobility is strictly linked to the
brain drain of human capital and play part in the consequent well-known migration
chains which contribute to enlarge demographic and socioeconomic disparities be-
tween core and peripheral provinces/regions (see [2, 3]). Moreover, studies which
focus on the analysis of the network configurations of such flows of students identify
universities, regions and provinces which act as sender or receiving institutions or
both in the students exchange network. In that way the main links between territo-
ries and institutions are highlighted as well as the main determinants of the observed
divergences across heterogeneous entities (see [4, 5]).

Moving from this framework, this work aims to shed some lights on the influ-
ence that the secondary school environment has in addressing students’ choices at
the university. In particular, we analyze students mobility choices considering the
choices of their peers by identifying as peers the set of freshmen that have obtained
their diploma in the same high-school, year and disciplinary field. At this aim a
two stages procedure has been adopted to disentangle the effect of individual and
peers’ demographic characteristics and educational background from the influence
of peers’ choices. In particular, this work take advantage of the methodology pro-
posed by [6] to estimate the peers’ effect in stock market analysts’ recommendations
in a framework of static games with strategic interactions. As far as the authors know
this is the first work that applies this methodology to estimate the size of peers’ in-
fluence on students’ mobility choices.

2 Data

This analysis relies upon the micro-data on Italian university students extracted
from the database MOBYSU.IT [7] which includes several information on univer-
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sity students’ careers, their individual characteristics and educational background.!
In particular, we consider the population of students who enrolled in a bachelors’
program in an Italian university between 2019 and 2020, and that have graduated
at high school after the 2019. Since we are interested in modeling students’ mo-
bility choices, we do not consider students enrolled in programs accessible with a
national entry test or in e-learning universities. Indeed, in the first case, students’
choices are determined by their position in the national rank rather than by their
preferences while, in the second, students do not have to move to reach their univer-
sity. Moreover, in order to get a consistent definition of students’ peers group, we
do not consider the pupils that have attended their high school abroad or those for
which we cannot identify the high school (e.g. students who did not report their high
school curriculum). Therefore, starting from a population of 548,540 freshmen, we
retain in our sample 407,701 students.

Students’ university mobility choices are classified according to the tertiary edu-
cation supply in their local area by accounting for the minimum travel time needed
to reach the nearest university. In particular, we obtain the data regarding the mini-
mum travel distance by car between any pair of Italian cities by combining the travel
times obtained from ISTAT matrices and the data available on Google Maps. Then,
for each student i, we computed the minimum distance from the nearest university
d; to distinguish between local and non local universities. Moreover, to consider that
students may see as local also universities located close to the nearest university, we
use a broader definition of students’ local area by adding 30 minutes to each thresh-
old d;. Thus, from a student perspective, we define two categories of universities:
local and non local. Local universities are those located less than d; + 30 minutes
of travel from students’ city of residence, while non local universities are those
located farther than d; + 30 minutes of travel. This strategy allows us to classify
students choices without relying simply on administrative borders or other arbitrary
assumptions but accounting for the supply of universities in students’ residence area.
According to this definition, we have that the 31.9% of observed students have de-
cided to enroll in a non local university, this share increases if we consider students
living in the South (34.2%) and in Islands (37.3%), while is lower in the North
(31.5%) and in the Centre (27.7%).

For each student we define her/his peers group as the set of pupils who have at-
tended the same class. Each class includes all the freshman that have obtained their
diploma in the same high-school, the same year and have attended the same curricu-
lum. This definition of peers has two caveats. First, we do not observe the entire set
of students’ peers but only those that have enrolled in an Italian university. There-
fore, we assume that students’ mobility choices will depend only on those peers that
have decided to enroll at university in Italy. However, since we are modeling the
mobility choices of enrolled students rather than the enrollment choice this prob-
lem should not affect our results. The second problem is given by the fact that our

! Data drawn from the Italian ‘Anagrafe Nazionale della Formazione Superiore” has been processed
according to the research project ‘From high school to the job market: analysis of the university
careers and the university North-South mobility’ carried out by the University of Palermo (head of
the research program), the Italian ‘Ministero Universita e Ricerca’, and INVALSI.
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definition of classes is broader than the standard definition of classrooms. Indeed,
we are not able to split the classes in sections and, therefore, our definition of peers
include also the students that may have not attended their high-school in the same
classroom intended in strict sense. Thus, we assume that the students are interacting
not only with their classroom mates but also with all the other students that have
attended the same curriculum in the same year at the same school. According to this
definition, students are grouped in 35,575 classes, the median number of peers in a
class is 24, the mean is 40, the 5th percentile is 5, the 95th percentile is 134.

3 Empirical framework

The utility of student i to enroll in a non local university (¥; = 1), conditioned on
her/his individual characteristics D;, peers average characteristics G_;, peers choices
Y;, and a private stochastic preference shock &; is modeled as:

Zje—iI(Yj - 1)

UlYi=1Y_;,D;,G_j))=a+6
N_;

+I'Di+Y'G_i+& (1)
where —i indicates the set of peers in the class attended by student i. The set D; in-
cludes student’s age, gender (1 = females) and no-native (1 = no-native) dummies,
their school final grade, the distance needed to reach their school and the near-
est university, their macro area of residence, lyceum and private school dummies,
provincial unemployment and regional GDP. The set G_; stands for the proportion
of females and no-natives in the class computed without considering the student i.
Peers interactions are modeled following the approach developed in [6] using
a static game with incomplete information in which peers takes their choices si-
multaneously. This assumption implies that students do not know peers’ preference
shocks and, therefore, they do not observe all the vector of peers’ choices. Thus,
students form expectations on their peers’ choices based on their observed charac-
teristics. In this framework, Eq. 1 can be rewritten to consider students’ expected
utility to choose a non local university as follows:
Zj €—i 61 / /
Ue(Y,-:1\Y,,',D,-,G,,-):a+5T+FD,-+Y’ G_i+¢g )
—1
where 6; indicates students’ beliefs on peer j choices and the parameter § informs
on the effect of peers choices on student i utility. This model can be estimated using
a two-stages procedure. In the first stage peers’ expected choices 6; are estimated
through a sieve nonparametric regression by approximating students’ choice proba-
bility with a set of flexible polynomials of student’s own and peers’ characteristics
(see [8]). In our case, we have designed a set of Hermite polynomial up to the third
degree of all the characteristics comprised in D; and G_; and their interactions. In
the second stage, the Eq. 2 is estimated by using the average &; for each class as a
measure of students’ beliefs regarding peers’ choices. Since the dependent variable
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Table 1 Students’ utility parameters

Non Local vs Local

Parameter Std Error Parameter Std Error
Peers effect, 5 4982  (0.035) Diploma grade 0.072  (0.004)
Age -0.006 (0.004) Lyceum -0.010  (0.003)
Females 0.034 (0.007) Private HighSchool -0.077  (0.008)
No-native 0.029  (0.020) Prov. Unemployment -0.034  (0.004)
South 0.032  (0.007) Reg. GDP -0.053  (0.004)
Island 0.094  (0.007) % females in class -0.012  (0.008)
North 0.118  (0.004) % no-native in class  —0.044  (0.027)
Min distance from Univ. -0.080 (0.005) Constant -2.500  (0.000)
Distance from HighSchool -0.025  (0.006)
Observations 407701
Pseudo R-squared 0772817

is binary, the second stage is estimated using a logit regression and the standard
errors are recovered by using a bootstrap procedure with 200 replications. In this
framework, the identification of peers effect relies on the assumption that some of
the peers’ characteristics affect peers’ choices but not the utility of student i [9].
This exclusion restriction implies that students’ utility do not vary with the age or
the final grade of the other students that choose a non local university. Namely, the
set of peers’ characteristics G_; do not contains all the variables contained in the set
D_;.

Table 1 reports the preliminary results of this two-stage procedure where the
parameter that measure peers’ influence on students’ choices is indicated as 6. To
ease the interpretation we have standardized all the variables comprised in D; and
G_; in z-scores. As we can note, peers’ choices have a strong and positive influence
on students probability to choose a non local university. Indeed, for the average
student, an increase in the average share of peers that choose a non local university
of 5% (corresponding to 1 student over 20) is related to an increase in students’
choice probability of 5.4%.

With respect to the other determinants, we can see that the probability to choose
a non local university is positively related to the female indicator and the diploma
grade, while is negatively related to the minimum distance from the nearest univer-
sity and the distance traveled to reach the high school. This result indicates that,
ceteris paribus, students that live in more isolated areas are more likely to choose a
non local university to pursue their career. These results are even stronger if we con-
sider the multiplicative effect of peers choices. Indeed, our results show that when
the share of peers that choose a non local university increases, for reasons that may
depend on students’ diploma grade or distances, we have also an increase in individ-
ual choice probabilities of mobility. Therefore, this approach could shed some light
also in understanding the mechanisms behind the chain migration phenomenons.
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4 Conclusions

The methodology approach adopted allowed us to provide evidences on the role that
peers’ choices have in affecting students’ decision process. Our results indicate that
students’ choice probability to choose a non local universities is positively affected
by the share of peers that have made the same choice in their class.

Further development of the analysis includes the use of INVALSI micro-data to
account for the effect of students socio-economic characteristics and the applica-
tion of a multilevel approach that allows us to control also for the role played by
schools. Moreover, this approach will be extended also to consider (i) the hetero-
geneity of peers’ effect based on individual characteristics (e.g. diploma grade); (ii)
divergences on the size of the peers effect across disciplinary fields; (iii) the het-
erogeneity in the tertiary education supply in students’ local area in terms of degree
availability. In this respect, our aim is to investigate the differences between free and
Jforced mobility by considering in a separate category those students that have en-
rolled in a non local university which, however, is the nearest institution providing
the chosen degree program.

Acknowledgements This paper has been supported from Italian Ministerial grant PRIN 2017
“From high school to job placement: micro-data life course analysis of university student mobility
and its impact on the Italian North-South divide.”, n. 2017THBTKSP - CUP B78D19000180001.
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Testing the predictive performance of multi-class
classifiers

Valutazione delle prestazioni degli algoritmi di
classificazione in problemi multi-classe

Amalia Vanacore, Maria Sole Pellegrino and Armando Ciardiello

Abstract The necessity of estimating classifiers predictive performance and testing
whether they performs satisfactorily for the problem at hand are common needs in
classification problems. This paper suggests to estimate classifier performance via
Balanced Agreement Coefficients. The global hypothesis that all classifiers under
study perform satisfactorily can be tested via max-¢ test. The suggested procedure is
applied to test the predictive performance of three machine learning algorithms in a
problem of ordinal classifications.

Key words: Multi-class classifications, Classifier predictive performance, Bal-
anced Agreement Coefficient, Max-t test

1 Introduction

Two important aspects when comparing classifiers are estimating their predictive
performance and testing whether all of them perform satisfactorily for the problem
at hand.

Most of the available metrics for assessing classifier performance (see [9, 10]
for an overview) are determined on the basis of confusion matrix, a cross table that
records how cases are distributed over predicted (on columns) and actual (on rows)
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classes in such a way that cells on the main diagonal count the correctly classified
cases whereas off-diagonal cells the cases incorrectly assigned to the class.

The most widespread classifier performance measure derived from confusion

matrix is the accuracy, which is the number of successful predictions relative to
the total number of classifications. The main criticism raised against accuracy is
that it may lead to erroneous conclusions with imbalanced data sets since it strongly
depends on the performance over the majority classes. A more robust measure of
classifier performance is the balanced accuracy, obtained by averaging the accuracy
values estimated for each class. However, both accuracy and balanced accuracy do
not compensate the non-zero probability that some classifications match only by
chance.
An alternative measure of predictive performance able to compensate the effect of
classifications matching by chance is Cohen’s K coefficient [2]. It is a relative mea-
sure of agreement belonging to the family of k-type coefficients introduced in social
and behavioral sciences for measuring the degree of rater agreement and in the last
decades also adopted as measure of classifier performance within the context of
expert systems, machine learning and data mining communities [1, 4, 13]. Some au-
thors regard Cohen’s K as a more robust measure than accuracy because it estimates
the probability of classifications matching by chance through marginal frequencies
making the coefficient value decrease in the presence of imbalanced data sets. Ac-
tually, the chance-agreement term of Cohen’s K coefficient produces a penalization
rather than a direct and verifiable correction for imbalance and thus it is not clear
how the coefficient balances the classifier performance over majority and minority
classes. Moreover, it is worth to highlight that when the imbalance is asymmetrical
between actual and predicted classes (i.e. the worst performance ever), the Cohen’s
K coefficient increases leading to a strongly misleading conclusion. For these rea-
sons, Cohen’s K should be avoided as measure of classifier predictive performance,
especially with imbalanced data sets.

A robust measure of classifier predictive performance can be obtained by correct-
ing the balanced accuracy with the proportion of classification matching by chance
formulated as independent from the marginal frequencies. Thus, we propose the
balanced version of the Agreement Coefficient developed by Gwet [5], hereafter
denoted as Balanced AC;. Indeed, the strategy for chance-correction in Gwet’s AC,
though defined in function of rater agreement problem, is recognized as relevant also
for assessing classifier predictive performance due to its propensity to be weakly
affected by marginal frequencies and thus suitable for managing all data sets [7].
Furthermore, the weighted variant of Balanced Agreement Coefficient, hereafter de-
noted as Balanced AC,, allows to introduce a weighting scheme in order to account
for the cost of misclassification severity, since in multi-class classification problems
with an inherent order among classes some misclassifications are more expensive or
harmful than others.

When investigating classifier predictive performance, different classifiers are
considered, either on the same or different data sets [8, 11]. We focus here on the
performance of several classifiers over the same data set and check, via max-¢ test
[6], whether all classifiers under comparison perform satisfactorily with respect to a
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desired prediction threshold value. The max-z test is a simultaneous inference proce-
dure that considers the intersection of several individual null hypotheses and defines
a common rejection region based on the joint distribution of test statistics.

The applicability and usefulness of the recommended Balanced AC, coefficient
together with max-¢ test are illustrated through a real data set concerning ordinal
multi-class classification problem. The predictive performance of three machine
learning algorithms (i.e. Deep Neural Network, Random Forest, Extreme Gradi-
ent Boosting) assessed via Balanced AC; is compared against Accuracy, Balanced
Accuracy and Balanced ACj.

The paper is organized as follows: in Section 2 classifier performance measures
and max-f test are introduced; both of them are applied to a real data set in Section
3 and finally conclusions are summarized in Section 4.

2 Assessing and testing classifiers performance

Let n be the number of cases classified on k > 2 classes, n;; the number of cases
with actual class i but predicted class j and w;; the symmetrical agreeing weight for
(i, j) cell of confusion matrix. The Accuracy and Balanced Accuracy are given by:

Accuracy = % Balanced Accuracy = L]’:u/”z €))
The Balanced AC, coefficient, instead, is formulated as follows:
T Z_l;:lk nijwij/ni. L Xy (nijwis/ "«.f)k(l ;"i.iwij/ n.j)(nijwij/n)
Balanced AC, = L S5 Tk (ngjwij/n. j)k(i]—n;jw,- ,/jz. 7 (nijwij/n) ?2)

where n;. = 21;:1 n;j and n.; = Zf-;l n;j. The unweighted coefficient Balanced ACy
for multi-class classifications can be assessed via Eq. 2 with w;; = 1 if i = j and w;;
= 0 elsewhere.
The performance of different classifiers on a given data set can be checked
against a desired threshold value via max-f test [6]. The tested system of hypotheses
is: ” "
Hy = ﬂ Hy,, against H; = U Hi 3)

m=1 m=1
where Hy and H; are the global null and alternative hypothesis; H,, : 6,, < 8y and
Hy  : 6, > 6y are the m'" individual null and alternative hypothesis; 6, is the per-

formance for the generic classifier m = 1,...,M and 6y is the common threshold
performance value. Specifically, the max-z test is based on the approximate multi-
variate normal distribution of test statistics #,, = (0,, — 6)/se(6,,), form=1,..., M,

and considers the intersection of several null hypotheses by defining a common re-

143



Book of short papers

Amalia Vanacore, Maria Sole Pellegrino and Armando Ciardiello

jection region accounting for the the correlation between t,, while controlling the
Family Wise Error Rate (FWER).

Since the rejection of the global null hypothesis is favored by larger values of
classifier performance 0, Hy is rejected only if the maximum among individual test
statistics f,, equals at least a common critical value ¢y calculated from the joint
distribution of the test statistics by solving numerically the following equation:

P(rnrllgﬁ)}tm < ca> ~ /(700100[) % (x, ﬁ)dx =l-a 4)

where ¢y, is the pdf of the M — dimensional normal distribution and R is the esti-
mated correlation matrix of 8. When Hy is rejected, the max-f test could provide in-
formation about which of the individual null hypotheses is significant, that is which
classifiers have performance greater than the threshold value 6y, by the construction
of simultaneous confidence intervals with coverage probability 1 — o:

Cli_oq = [éca-fe(é),oo) )

3 An illustrative example: wine quality prediction

A classification problem dealing with ordinal classifications has been solved by
three different multi-class classifiers: Deep Neural Network (DNN), Random Forest
(RF) and Extreme Gradient Boosting (XGB). The data set includes 1599 samples,
divided into training and test data sets [3]. For each sample, 11 physicochemical
variables (input variables: fixed acidity, volatile acidity, citric acid, residual sugar,
chlorides, free sulfur dioxide, total sulfur dioxide, density, ph, sulphates and alco-
hol) are provided together with wine quality score (sensory output variable) obtained
as the median of at least 3 evaluations made by as many wine experts who graded
the wine quality with an ordinal score ranging between 1 (very bad) and 10 (very
excellent). The distribution of the wine quality score is very unbalanced and ranges
between 3 and 8 (see Figure 1).

Frequency
700F
6001
500F
400
300
200
100}

Fig. 1 Marginal distribution of wine quality scores
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Due to the ordinal nature of quality evaluations, the classifier performance is as-
sessed via the linearly weighted agreement coefficient and then compared against
its unweighted variant.

The suggested method for performance estimation is based on Repeated Stratified
Nested Cross-Validation (CV), a nesting of two repeated stratified V-fold CV loops:
the inner loop responsible for model selection and the outer loop responsible for
generalization performance estimation. A number of 10 repetitions are performed
for both loops with V=3 and V=5 folds for inner and outer loop, respectively.

The estimates of the large-sample predictive performance given by the mean over
the Nested CV performance values are reported (in bold) in Table 1 for each classi-
fier together with the estimated interval of the large-sample predictive performance
given by the interval between the minimum and maximum over the nested CV per-
formance values (in square brackets).

Table 1 Estimates of classifier predictive performance

Accuracy Balanced Accuracy Balanced AC, Balanced AC»
DNN 0.5583 0.2666 0.2466 0.7689
[0.470+-0.621] [0.190--0.307] [0.171--0.286] [0.692+-0.817]
RF 0.6818 0.3484 0.3295 0.7950
[0.375+-0.743] [0.177+-0.410] [0.162+-0.392] [0.691+-0.834]
XGB 0.6836 0.3444 0.3251 0.7898
[0.608+-0.722] [0.278-+-0.405] [0.257+-0.388] [0.753+-0.856]

The obtained results show the unsuitability of Accuracy for this data set be-
cause of its dependency on the performance over the majority classes which leads
to an overestimate of classifier performance when compared against Balanced Ac-
curacy. Moreover, it is worth to note the difference, although slight, between Bal-
anced Accuracy and Balanced AC| due to the correction of the former by the pro-
portion of classifications matching by chance. More interestingly, it is evident that
the weighted coefficient Balanced AC, achieves greater values than the unweighted
variant Balanced AC), highlighting the positive effect of weighting misclassifica-
tions according to their severity.

Focusing on Balanced AC,, it is tested whether classifiers exhibit an almost per-
fect predictive performance via max-¢ test, fixing 6y = 0.8. There is not evidence
for rejecting the global null hypothesis with a FWER of 5% meaning that there is
at least one classifier with a performance lower than the threshold value. In order
to identify which Hp ,, can be rejected, the simultaneous confidence intervals have
been built according to Eq. 5. The obtained results reveal that all individual null
hypotheses cannot be rejected since the lower 95% confidence bounds are 0.7578,
0.7833 and 0.7784 for DNN, RF and XGB, respectively. The DNN is the classifier
with the worst predictive performance; this result is not surprising since it is well
known that neural networks need a greater number of observations to achieve better
predictive performance.
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4 Conclusions

As stated by No free lunch theorem [12] in machine learning, no one model works
best for all possible situations; choosing performance measures blindly and apply-
ing them without any regard for their meaning and the conditions governing them
is not a particularly interesting endeavor that can result in dangerously misleading
conclusions.
This research study introduces Balanced Agreement Coefficients as novel measures
of classifier predictive performance in multi-class (either nominal or ordinal) clas-
sification problems. The proposed measures account for chance classifications and
are able to deal with imbalanced marginals, which are a rule in many real-word
multi-class classification problems.

Future research work will be addressed to conduct simulation experiments in
order to investigate the statistical behavior of the proposed classifier performance
measures under different scenarios.
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Optimal Subgrids from Spatial Monitoring
Networks
Selezione di mappe ottime da una griglia di

campionamento

Riccardo Borgoni, Andrea Gilardi and Diego Zappa

Abstract The monitoring of production processes on a planar surface typically
involves sampling network to gather information about the status of the process. In
order to save time and money, when the process goes into a stable status it might be
appropriate to reduce the dimension of the sampling grid. In some cases, the
allocation of a new network of smaller dimension is not free of constraints and it
might be necessary the selection of a subgrid extracted from the original network.
Discussion is focused on some recent methods used to achieve this aim. Possible
extensions to consider jointly tabu search algorithm and co-kriging models is
reported.

Abstract | processi produttivi aventi come dominio una superficie richiedono, per
il monitoraggio, l'impiego di mappe di campionamento. Al fine di contenere I costi
della raccolta dei dati, quando il processo produttivo raggiunge una certa stabilita
& spesso necessario ridurre la dimensione della mappa inizialmente calibrata.
Questa operazione non sempre € priva di vincoli e potrebbe essere necessario dover
scegliere un sottoinsieme di punti dalla mappa iniziale. La questione discussa in
questo lavoro € quali criteri usare in questo contesto. Una proposta basata su una
combinazione di algoritmi di “tabu search” uniti a modelli di spaziali di “co-
kriging” viene proposta come possibile estensione ai metodi attualmente

disponibili.
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1 Intoduction

Productions are often monitored by gathering data form a monitoring network.
Examples can be found in agriculture, textile, steel, microelectronics processes.
Grids are usually allocated according to some optimal spatial criteria or ad hoc
defined because of technological or physical constraints. When the production
process is at an early stage, the size of the network can be moderately large but when
the process becomes stable and volumes significantly increase, a reduction of the grid
size is necessary. In case a new grid cannot be redesigned on the production surface
it is necessary to select a subgrid from the initial one. That is the case when the aim
is to compress sampling costs and to guarantee the link with the sampling locations
used in the past. From a theoretical point of view, the best selection procedure
should consider and compare all the possible subsets of a given size, test the
predictive capability of the reduced grid and select the new optimal configuration.
The drawback is that this is a formidable combinatorial problem even when the
number of measurement locations is moderately high. For further details see [1][2].
The rest of the short paper contains a description of the problem, the solution so far
adopted and possible extension to the tabu search algorithm in a multi objective
context.

2 Subgrid selection

To focus on the problem, Fig.1 depicts real networks (amongst many others) adopted
to monitor semiconductor processes.

Map with 49 points Map with 70 points
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Figure 1: Monitoring
grid used to monitor B
semiconductor ‘
processes
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The matter is: is it possible to reduce the size of the grid while preserving its
predictive power? The best allocation of a network of a given size on a bounded
domain is an issue widely discussed in the literature (see [3][4]). Methods have been
developed in the framework of space-filling designs (see [9][10]), according to some
optimality property of experimental designs (see also [11]) or, if the spatial
covariogram is known, by minimizing the mean squared prediction error of the
response variable using the corresponding kriging model.

In general, given a network defined according to some criteria, two are the issues we
have to face with. First, how to find the subgrid maximally representative of both the
sample space and the assigned grid. Additionally, the procedure must be flexible
enough to include, if available, expert knowledge about sub regions. For example, in
semiconductor processes, engineers know that the production process close to the
borders of the wafer is often affected by less precision than the one placed at the
centre of the wafer. Hence, they suggest, whereas possible, to oversample the former
part of the wafer.

The goal is then twofold: the grid representativeness, i.e. how much the new grid
represents the starting network, and the spatial coverage, i.e. how much the selected
subgrid is spatially spread and able to represent the sample space.

3 Methods in the literature

In [1] the use of the simulated annealing for spatial sampling is discussed.

Let 3 be the family of all possible subsets of size n which can be formed by a finite
set of M original points, let S be an element of 3 and ®: 3 —P+ a positive function,
e.g. the kriging prediction error [5], called the fitness function to be optimized over
3.

Simulating annealing (SA) is a heuristic optimization method for solving the above
mentioned problem when the cardinality of 3 is high and its elements cannot be
evaluated by enumeration [6]. Given the pair S,S’e S, S is preferred to S’, say
S> S, if ®(S)<D(S’). If D(S) = B(S’), then S and S’ will be equivalent to each
other, S~S’. The algorithm starts from a configuration of points, say SoeJ and
sequentially updates it. At each step i, the current configuration S; is modified by
replacing one point of S; by one point included in its complement. The candidate
point for replacement is selected randomly in a certain neighbourhood of the current
sample and it is accepted if this determines an improvement in the value of the fitness
function. Otherwise, the decision whether the candidate should be included or not is
randomized. The solution space is the set of all the possible reduced sampling grids
obtained from the original one and a neighbor of the current state is the grid that
differ from it only for one point. The procedure is iterated until the value of the
fitness gets stable and cannot be further reduced. The criterion used for updating the
current sample, known as the Metropolis criterion, is
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P(Si - Si+1) =1 if CD(SM)S(D(Si)

P(5,5.0) —op{ L2} it afs,,) 0

where ¢ is a constant which decreases in value as the algorithm keeps going, lowering
the probability of accepting less favourable configurations. The method showed quite
good capability to reproduce closely the response surface estimated using the full
grid.

In [2] a geometric approach is adopted.

Suppose to allocate with no constraints a grid of size n<M according to a pre-chosen
scheme, e.g. according to a design with some optimal properties. Let A,, be a measure
of accuracy, i.e. how much the selected grid is close to the desired one. The lower A,,
is the better. Let R, be a measure of representativeness, i.e. how much the selected
grid is close to the original one. Clearly the closer the selected is to the original one
the better the points’ allocation is. We can balance representativeness and accuracy

through [44, + (1 — DR, ] where 4 is a weight that may be subjectively assigned
according to the relevance of R with respect to A. To consider the capability of the
selected new grid to cover adequately the whole surface the entropy, S,,, computed
using the areas of the corresponding VVoronoi tasselation is considered. The larger the
entropy value is the better the selected grid covers the wafer area. By aggregating all
the information reported above, the final objective function was to search for the size
n such that

max S, s.t. min:[A4, + (1 — )R, ]

The method allows to explore subgrids that in some manner are sub optimal images
of optimal designs and that allow to represent the whole region.

4 Extensions

One of the main drawbacks of the previous approaches is the computational time
needed to find the optimal solution. A possible extension is the Tabu Search [7].
Tabu search is an heuristic technique for solving a combinatorial optimization
problem iteratively that moves from one admissible solution to another one based on
the values of the objective function. The algorithm locally searches for t solutions to
the problem by exploring the solution space by overcoming the problem to stop at
local optimalities. The technique is guided by memory structures to prevent the
algorithm from repeatedly visiting the same solutions, ensuring greater efficiency and

151



Book of short papers

Optimal Subgrids from Spatial Monitoring Networks

less computation time. At each iteration a neighbour is considered from which some
solutions are removed and not reachable from successive iterations (tabu
configurations). Because of the efficient computational time need by this approach it
can be used for multiobjective problems. Relevant cases are the production processes
where multivariate responses must be considered. In these cases a co-kriging
approach can be adopted. For example if the response is a bivariate variable the
objective function will be of the form

P = ) * Obj;+ (1-1)*Obij;

with 0<\i<1, and Obj;, for i=1,2, the prediction error of the response variables.
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Estensione del JCGM 106:2012 - Valutazione di
conformita di oggetti multicomponente e campioni di

numerosita finita

Francesca Pennecchi and Ilya Kuselman

Abstract The JCGM 106:2012 document provides guidelines on how to perform
conformity assessment of a (scalar) property of interest of a single item (a product,
material, object, etc.). In particular, based on a Bayesian approach, it indicates how
to model and calculate specific and global risks of the consumer and the producer. In
the present work, the JCGM 106 approach is generalized to items that are
multicomponent materials (each component having its own property that should
undergo conformity assessment with respect to its own requirements), and to a set of
N items drawn from a common population (the probability of having a certain
number of conforming items within this sample needs to be calculated).

Abstract Il documento JCGM 106:2012 fornisce indicazioni su come effettuare la
valutazione di conformita di una grandezza (scalare) di interesse, relativa ad una
singola entita (un prodotto, materiale, oggetto, ecc.). In particolare, basandosi su
un’impostazione bayesiana, il documento spiega come modellizzare e calcolare i
rischi specifici e globali del consumatore e del produttore. In questo lavoro, la
metodologia viene generalizzata ad oggetti multicomponente (in cui, per ciascuna
componente, la relativa grandezza di interesse deve essere valutata se conforme o
meno ai rispettivi requisiti), e per un insieme di N oggetti estratti da una stessa
popolazione (occorre calcolare la probabilita che in quel campione ci sia un certo
numero desiderato di oggetti conformi).

Key words: conformity assessment, consumer’s and producer’s risk,
multicomponent items, finite sample.
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1 The JCGM 106:2012 approach for conformity assessment

According to the definition of the JCGM 106:2012 document [5] “conformity
assessment is any activity undertaken to determine, directly or indirectly, whether a
product, process, system, person or body meets relevant standards and fulfils
specified requirements”. The document provides guidance and procedures for
assessing the conformity of an item (entity, object or system).

The conformity assessment (CA) of an item of interest, such as a gauge block of
an industrial production or a sample of air from an environment under air quality
control, requires to check whether a certain property of interest of the item, i.e., the
measurand [6, Sec. 2.3] (e.g., the length of the gauge block or the concentration of a
specific pollutant within the air sample), lies within a prescribed tolerance interval
(TD). In general, however, the true value # of the measurand is never completely
known but it needs to be measured. Hence, CA decisions such as “the item is
conforming” or “the item is rejected” rely on a measured value #m,, which has always
a measurement uncertainty (MU) [4] associated with it. The accept/reject decision is
based on the evidence of #r, falling or not, respectively, in an acceptance interval (Al)
of permissible measured values. Al can differ from TI, in a way to favour either the
consumer’s or the producer’s interests, and is typically established by taking into
account the value of MU associated with #m.

In order to use all available knowledge on the measurand, a Bayesian modelling is
considered for the measurable quantity Y: the pre-measurement information is
represented by a prior pdf go(7), whereas the post-measurement state of knowledge is
modelled by the posterior pdf g(#| #m), which is given by the following expression:

91l nm) = C go(n7) h(m| 1), @)

where C is a normalizing constant and h(ym| #) is the likelihood function of # given
7m, that is the pdf of possible #m values of the measuring system output quantity Ynm,
at the true value Y = # of the measurand.

Based on eq. (1), the following risks of erroneous decisions can be defined and
calculated for both the consumer (probability of accepting the item, when it should
have been rejected) and the producer (probability of falsely rejecting the item),
respectively:

- Specific risks (for a specific item)

Re* = [t 97| #m) dy for a specific 7 in Al, (2)
Ro* = J71 91| 7m) dy for a specific 7y in Al’, (3)
- Global risks (for an item to be chosen at random from the production
process)
Re = [t Jai 9o(n) h(pm| 1) dipm dly, @)
Ro = Iri Jar 9o() h(ml 1) dgm iy, (5)

In egs. (2-5), TI" and AT’ indicate the set of true and measured values which lies
outside Tl and Al, respectively. Egs. (2-3) involve integration of the posterior pdf (1),
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whereas egs. (4-5) are double integrals of the joint pdf f(;7, #m) = do(y7) h(ym| 1) of
variables Y and Y.

2 Generalization to multicomponent items

The JCGM 106 “deals with items having a single scalar property with a
requirement given by one or two tolerance limits” and states: “the concepts presented
can be extended to more general decision problems”. For example, when, for each
item, more than one measurable quantity should undergo CA (like in the case of
several properties of a blood sample in a routine blood analysis), the CA would be
performed separately for every parameter of interest. However, when CA for each
particular component is successful and particular consumer and producer’s risks (2-
5) are acceptable, the total probability of a false decision on the conformity of the
material as a whole might still be significant.

The IUPAC projects [1, 2] and corresponding IUPAC/CITAC Guide [7],
addressed this topic by defining and modelling total consumer’s risks and producer’s
risks (both specific and global):

R*wai(e) IS the probability that a specific accepted item! does not conform, as
awhole, i.e., the true value of at least one component is not conforming;

- R*wouip) IS the probability that the true values of all components in a specific
rejected item? are conforming;

- Rl is the probability that an item with a non-conforming true value of one
or more components will be accepted based on a statistical analysis of
performed measurement results;

- Rutalp) is the probability that an item with conforming true values of all the
components will be rejected based on a statistical analysis of performed
measurement results.

The current project [3] “Influence of a mass balance constraint on uncertainty of test
results of a substance or material and risks in its conformity assessment”, is tackling
the CA of compositional (multicomponent) items, whose components are linked by a
mass balance constraint.

2.1  Total risks for independent variables

1 A multicomponent item is accepted if the measured value of each component lays in
its own acceptance interval.

2 A multicomponent item is rejected when the measured value of at least one of the
components lays outside its own acceptance interval.
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When the measurable quantities Y; and the measuring system output quantities Yim
are independent, component by component i, it can be demonstrated, based on the
law of total probability, that the total specific risks R*ioaic,p) are a combination of
particular specific ones (2) or (3), respectively [7]. For example, for just two
components under CA, R*itaic) = Ric*+ Rac*- Ric*Rac*. Total global risks Riotaie,p)
result instead in a combination of particular global risks (4) or (5), weighted by
probabilities P(Ci) = P(Yim in Al;) [7]. For two components under CA, for example,
one has Rtotal(c) = P(Cz) Rict+ P(Cl) Roc - Ric Roc.

A case study on the monitoring total suspended particulate matter (TSPM) in
ambient air, where pollutant concentrations caused by three stone quarries were
taken as independent, showed a total global risk higher than the three particular ones.

2.2 Total risks for correlated variables

When correlations are present among measurable quantities Y; and/or measuring
system output quantities Yin, for i = 1, ..., n, a multivariate Bayesian approach is
adopted, involving multivariate pdfs and likelihood functions:

9@l nm) = C go(w) NG| ), (6)

where » and nn are the vectors of true and measured values of the components,
respectively. In this case, the total specific risks are [7]:
R*wtaie) = 1 - Jri g( ym) dy for a specific g in Al, )
R*wtalp) = I111 .. J7iv Jr ...Jr 9(] m) iy for a specific gy outside Al,  (8)
where Al = [Al; x ... x Al;], TI = [Tl x ... x Tly], the integral in eq. (7) is a multiple
one, and xm in eg. (8) is outside Al at the first v <n components.
The total global risks are [7]:
Riotal(e) = frv Jan 9o(i7) h(#m| ) Ay dy, )
Riotal(p) = fri Lar 9o(17) h(nm| ) daym dy, (10)
where the multiple integration with respect to # on TI” in eq. (9) addresses all those
cases in which at least one true value #; is outside its Tl;, whereas the multiple
integration with respect to #m on Al in eq. (10) addresses all those cases in which at
least one measured value 7in is outside its Al;.
A case study on CA of a four-component alloy showed the impact of correlation
among the components on the total risk: neglecting correlations would lead to an
overestimation of the global consumer risk.

2.3  Total risks for compositional data
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When the components of a multicomponent item are subject to a mass balance
constraint, e.g. Zni = 100 %, they are intrinsically correlated. A so-called ‘spurious’
correlation is then observed in addition to other possible natural and/or technological
correlations. Moreover, when choosing an appropriate prior pdf, the constraint for
the true values of each component to lay in the domain [0, 100] % has to be taken
into account. An approach based on Monte Carlo simulations from a multivariate
truncated normal pdf followed by a closure operation was applied to a case study on
the CA of a specific sausage product, made of four components (fat, protein,
moisture, salt) [8].

3 Extension to a finite sample of items

A further direction toward which the JCGM 106 framework could be extended is the
CA of a finite sample of N items drawn from a common population (“The concepts
presented can be extended to more general conformity assessment problems based on
measurements of a set of scalar measurands” [5]). The idea is related to CA of a
sample of N units from a population, e.g., a batch of N items from a population of
batches at a factory, producing such batches continuously, where each item should be
tested (the item parameters are to be measured). This may be necessary in an aircraft,
military or car industry, in clinical analysis of a group from a population (schoolers
of a specific school, bus drivers of a specific company, chemists of a laboratory, etc),
in assessing the results of air monitoring in a specific region, etc.

Therefore, a recent research activity aims at generalization of specific and global
risks (2-5) for a sample of items, that is, at answering the following two questions,
respectively:

1) Given a sample of N measured items (each characterized by specific risks (2-

3)), among which K have been measured within their Al (good measured
values - GMV), which is the probability that at least J of the N
corresponding true values were actually conforming — or, equivalently, the
probability that less than J true values were non-conforming (bad true
values - BTV)?

2) Considering to randomly drawing a sample of N items from a population
already characterized by global risks (4-5), which is the probability to have,
among them, exactly K; that are GMV&BTV, K; that are BMV&GTV, Ks
that are GMV&GTV and K, that are BMV&BTV? Notice that K1 + K; + K
+Ks=N.

3.1  Specific risk
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In order to answer question 1) above, we can resort to a discrete random variable
(r.v.) V counting, among N, how many of the measured values #im (Wherei=1, ..., N
is now the index enumerating the items in the sample) actually come from a
corresponding good true value #i. V is then the sum of N independent Bernoulli r.v.,
each with its own success probability P(Yi in Tl | #im), which is equal to 1 - Ric*, if
7im IS @ GMV, or to Rip*, if 7im is a BMV.

Therefore, considering question 1):

-V ~Poisson binomial(1 - Ryc*, ...,1 - Rkc*, Ri+1)p*, ..., Rnp™),

- and the answer is given by P(V > J) (which is also equal to 1 - P(V < J)).

Setting the desired! probability P(V > J) leads to the solution of the inverse
problem “which is the maximum J value allowing to reach the desired probability to
actually have at least J good true values in that sample?”.

3.2 Global risk

In order to answer question 2) in Sec. 3, let us consider that P(GMV&BTV) = R; and
P(BMV&GTV) = Ry, by definition, whereas
P(GMV&GTV) = [11 | 9o(17) N(ogm| 17) digm iy, (11)
P(BMV&BTV) = [11: [ar go(17) N(im| 17) digm diy. (12)
Expressions (11) and (12) provide, in terms of a confusion matrix notation, the
(probability of) true positives (pre) and true negatives (prn), respectively. Therefore,
the discrete r.v. W able to answer question 2) has a multinomial pmf with parameters
N and the probabilities provided by egs. (4-5) and (11-12):
- W~ multinomial(N; R, Ry, pre, prn) (Note that Rc + Ry + pre + prn = 1),
- and the answer is given by P(W = [Ky, Kz, K, Ka]).
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ROBOUT: a conditional outlier detection

methodology for large-dimensional data
ROBOUT: una metodologia per identificare i valori
anomali condizionati su dati di grandi dimensioni

Matteo Farné and Angelos Vouldis

Abstract This paper presents a fast methodology, called ROBOUT, to identify
outliers conditional on a set of linearly related predictors, retrieved from a large
granular dataset. ROBOUT is shown to be effective and particularly versatile
compared to existing methods in the presence of various data idiosyncratic features.
Specifically, ROBOUT can identify observations with outlying conditional variance
when the dataset contains element-wise sparse variables, multicollinearity and large
number of variables compared to the number of observations. ROBOUT entails a
robust selection stage of the statistically relevant predictors (by using a Huber or a
quantile loss), the estimation of a robust regression model based on the selected
predictors (by LTS or MM), and a criterion to identify conditional outliers based on a
robust measure of the residuals' dispersion. The methodology is also applied to a
granular supervisory banking dataset collected by the European Central Bank.

Abstract Questo articolo presenta una metodologia rapida, chiamata ROBOUT, per
identificare valori anomali condizionatamente a un insieme di previsori linearmente
correlati, ritrovati da un grande dataset granulare. ROBOUT si mostra essere
efficace e particolarmente versatile rispetto ai metodi esistenti in presenza di un
numero di particolari caratteristiche dei dati. In particolare, ROBOUT riesce a
identificare osservazioni con una varianza condizionata anomala quando il dataset
contiene variabili sparse, multicollinearita, e un grande numero di variabili rispetto
alle osservazioni. ROBOUT contiene un passo di selezione robusta dei previsori
statisticamente rilevanti (tramite perdita di Huber o del quantile), la stima robusta di
un modello di regressione (tramite LTS o MM) e un criterio per identificare i valori
anomali condizionati rispetto a una misura robusta della dispersione dei residui. La
metodologia € applicata a un dataset granulare di supervisione della Banca Centrale
Europea.

Key words: conditional outlier, robust regression, variable selection, large
dimension, sparsity
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1 Introduction

Data quality is a fundamental prerequisite for any kind of quantitative analysis, and
the large datasets which are becoming increasingly available present specific
challenges to the task of monitoring and ensuring data quality. One critical aspect of
the data quality monitoring is outlier detection, i.e., the identification of values which
are either obviously mistaken or seem to be unjustified from an empirical perspective.

In this paper, we focus on outlier detection in large-dimensional datasets, where
the number of variables p (i.e., the dimension of the data space) and the number of
observations n (i.e., the sample size) are large. The dataset may also be ‘fat’, i.e.,
featuring p > n. Such datasets arise in diverse fields such as bioinformatics,
economics, neuroscience, signal processing and others. For instance, the supervisory
banking dataset analyzed in this paper contains 453 variables for 365 banks. Our aim
is to retrieve from such a dataset any anomaly in a target variable y with respect to a
set of K related variables (the predictors of y) that constitute a subset of the p > K

variables of the dataset (the candidate predictors of y). The best predictors of y are
ex-ante unknown and need to be identified by the outlier detection algorithm.
Furthermore, we assume that outlier identification for variable y takes place in a
challenging environment in which the remaining p — K variables may be
elementwise sparse, a feature that increases correlation across the variables of the
dataset and may derail some of the existing outlier detection algorithms.

Let us formalize the described problem in probabilistic terms. In [1], unconditional
outliers are defined as instances which fall into a low probability density region of
f(y), where f(y) is the unconditional probability density function of the scalar target
variable y. Instead, conditional outliers are defined as instances of y which fall into a
low probability density region of f(y|x) = f(y,x)/f(X), where f(y|x) is the
conditional probability density function of the scalar target variable y given a vector
of related variables X. In this paper, we assume that the expected value of f(y|x) is
a linear function of the variables in X. Note that this does not constrain the nature of
the prescribed relationships between y and X, because we can always include
quadratic and exponential functions of specific variables in the vector X.

For the sake of simplicity, let us suppose that for the single observation i€
{1,--+,n} it holds y;|xp; ~ N(a; + xp;B, 0;%), where y; is the value of y for unit i,
Xp;is a Kx 1 vector of predictors for unit i, B is a Kx 1 vector of regression
coefficients and o;? is the variance of y; conditional on xp, ;. We define a set of outlier
indices O with O € {1,---,n} such that |O] = an. The parameter o represents the
contamination rate of the dataset and o € [0,0.5]. We assume, without loss of
generality, that for any i & O it holdsa; = a and 0,2 = o%. We denote by D the set of
predictor indices, such that [D| = Kand D < {1, -+, p}, and by D’ the complementary
set of D with respect to the set {1,---, p}. We also assume that xp;~N(p;, Ix) with
i, = 0k for any i € O, without loss of generality. The n X K matrix X contains as
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columns the predictor variables, indexed by D, and the n x (p — K) matrix Xp-
contains as columns the non-predictor variables, indexed by D’.

Definition 1 A conditional outlier in mean is defined as any observation i € O

such that y; falls in a low probability density region of N(a + Xp ;B, 0%) because
dj > aor dj < a
Definition 2 A conditional outlier in variance is defined as any observation i € O
such that y; falls in a low probability density region of N(a + Xp ;jB, 62) because
0;2 » o2
Definition 3 The matrix Xp, is defined as y-sparse if it contains y X n X (p — K)
randomly positioned zeros, with y € [0,1).
Practically speaking, Definitions 1 and 2 may represent in y measurement errors,
idiosyncratic events, unpredictable shocks etc., as well as structural differences in the
data generating mechanism. Definition 3 represents the case where the non-predictors
in Xp, contain missing or empty values.

In this paper, we present a versatile method for conditional outlier detection, called
ROBOUT, which is efficient as regards computational cost (i.e., proportional to
O(pn)) while it returns a reliable solution to conditional outlier recovery for datasets
featuring diverse statistical properties. The proposal of ROBOUT improves existing
methods in the literature by providing improvement in both outlier detection
performance and computational speed while in addition being robust to various
dataset particularities such as the presence of multicollinearity, y-sparsity or large
number of variables compared to the number of observations. We conduct an
extensive simulation study that includes scenarios featuring various levels of data
sparsity and outlier proportions, and different relative data dimensions (cases of both
p>n and p<n). The results show that ROBOUT performs better than the existing
alternatives especially when we consider the overall ex ante performance, i.e., when
the statistical properties of the dataset are not known, therefore it is a versatile method
that is shown to be efficient and effective in this broad range of situations, thus
providing a feasible and reliable answer to conditional outlier detection in large
dimensions.

2 Data generating process

Let us assume n numerical observations of one response variable y and p additional
variables. We call the unknown set of outlier indices O with |O| = [an] and a €

[0,0.5]. The response variable vector y may be expressed in terms of the following
regression model

y=a+Xpp + ¢,
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1)

where y is the n X 1 vector of the response variable, a is the n X 1 vector of
intercepts, Xp is the n X K matrix of predictors (whose columns are indexed by D),
B is the KX 1 vector of regression coefficients and € is the n X 1 vector of

residuals. The same regression model for the single observation i € {1,--+,n} can
be written as

yi = a; +Xp;B +
&j

O]

where a; denotes the intercept for unit i and Xp; denotes the K X 1 vector of
predictors for unit i.

For each non-outlier index i & O, we assume with no loss of generality that
a; = a, §~N(0, 6%), xp;~N(0g, Ig) and xD,,i~N(0p_K, Ip_K), where D’
stores the indices of non-predictors. For each outlier index i € O, we assume that

outliers can be generated as follows:
- consistently with Definition 1, conditional outliers in mean are generated by

assuming a; = ma, withm > 1;

- consistently with Definition 2, conditional outliers in variance are generated
by assuming £;~N(0, mo?), withm > 1.

In addition, consistently with Definition 3, the n X (p — K) matrix of non-
predictors Xy, may be assumed as y-sparse with y € [0,1). More, we may allow for
multicollinearity by setting COV(X;,,Xj..)=p, p € [0,1), Vj%j™ €
{1,---,p},j" #j** where X = [Xp | Xp,] is the complete n X p data matrix.

3 ROBOUT methodology

ROBOUT methodology for conditional outlier detection is comprised of three steps:
1) Selection of predictors, by solving the following optimization problem:

minggy i (pu(eOAIL, 1)

j=0,1,...,

®)
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where & =y; — Bo — Z,-p=1 Bi Xij, pu( =1(t>1) (|t| - g) + It <

t? . : : . _—
T) o t € R, is the Huber weight function, and A is a penalization parameter

(henceforth SNCD-H objective function). Eq. (3) estimates an elastic-net penalized
Huber loss regression, optimized by using the semi-smooth Newton coordinate

descent algorithm presented in [2]. The tuning parameter T is by default posed equal

to IQR(y)/10. Weighting observations is precisely what renders the results robust
in the face of perturbed conditions because it annihilates the influence of conditional

outliers. The other robust alternative that we consider substitutes pg (€;) in (3) with

the median loss pq(g;), where pq(t) = t{% —I(t< O)}, t € R (henceforth

SNCD-Q objective function). SNCD-Q estimates an elastic-net penalized median loss
regression, optimized in the same way.

2) Robust regression using the predictors identified by the previous step, by
employing

- least trimmed squares (LTS) estimation [3], which identifies the 100 X

(1 — a)% most concentrated observations and estimates the regression coefficients
on those via ordinary least squares.

- MM-estimation [4], which is a 3-stage procedure, based on M-estimation,
minimizing a Huber function of the residuals, and using a robust initialization of the
coefficients p and the residual scale o.

3) Outlier detection, by comparing robustly rescaled residuals to the standard
normal distribution.

4 A banking data example

In this section, we apply the proposed conditional outlier detection procedure,
ROBOUT, to a real dataset that contains granular data on the activities of the largest
euro area banks, both on the asset and the liability sides of their balance sheet. These
data are submitted by the European banks to the European Central Bank in the context
of their supervisory reporting requirements. Our sample consists of a cross section of
n=365 banks and p=453 variables. The reference date of the data is end-2014.

Looking at the regression models estimated via the SNCD-H+MM and SNCD-
Q+MM options, we can judge that K = 5 is the most appropriate choice, since the
estimated coefficients are all strongly significant (see Table 1), and their signs are
meaningful. We can see that derivatives (both for trading and hedging purposes) at
notional amount and debt securities at amortised cost have a positive impact on the
log-assets, while hedging derivatives at carrying amount and loans and advances on
demand and short notice to credit institutions have a negative impact. The adjusted R-
squared overcomes 82%.
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Table 1: Banking data: estimated SNCD-H+MM/ SNCD-Q+MM
regression output, with number of regressors K=5.

Identifier Name Estimate Standard t-value p-value
error
Intercept 18.9432 0.1564 121.115 <2E-16
{'F0101_r240_c010} Derivatives ~ -43.0174  13.9705 -3.079 0.00224
—  Hedge
accounting
— Carrying
amount
{'F0500_r010_c030'} Loans and -4.7105 0.9455 -4.982 9.81E-
advances on 07
demand
[call] and
short notice
[current
account] —
Credit
institutions
{'F0801a_r360_c030} Debt 4.3541 1.2376 3.518 0.00049
securities
issued -
Amortised
cost
{'F1000_r320_c030'} Derivatives:  7.8773 0.853 9.235 <2E-16
Trading -
OTC rest —
Notional
amount  —
Total
trading
{'F1101_r500_c030'} Derivatives ~ 4.2476 0.7814 5.436 1.01E-
—  Hedge 07
accounting
— Notional
amount —
Total
Hedging
Robust residual standard 1.52
error:
Multiple R-squared: 0.8241
Adjusted R-squared: 0.8216

The nature of recovered conditional outliers can be understood by looking at their
relative standing in the distribution of recovered predictors. In Table 7, we can observe
that the recovered conditional outliers present outstanding values of derivatives (both
for trading and hedging) at notional amount. Therefore, the set of recovered outliers
mainly identifies small banks whose small size is an outlier when compared to the
relatively large amount of trading derivatives present in their balance sheet, thus
uncovering an unexpected outlyingness dimension for euro area banks.
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Table 2: Median and median absolute deviation (MAD) of log-assets

and the five selected predictors for outliers and non-outliers.

log — Derivative Loans and Debt Derivatives  Derivative
size s — Hedge advances securities  : Trading — s — Hedge
accounting  on issued — OTC rest — accounting
— Carrying demand — Amortise  Total Total
amount Credit d cost trading Hedging
institution
S
Non - media  19.810  0.0002 0.0132 0.0387 0.0078 0.0481
outliers n 4
Outlier  media  19.948  0.0023 0.0135 0.1046 0.5608 0.1498
S n 5
Non - MAD 1.7312  0.0067 0.0562 0.0872 0.1036 0.1601
outliers
Outlier  MAD 1.6705  0.0044 0.0369 0.121 0.3941 0.3388

S

5 Conclusions

In this paper, we propose a new conditional outlier detection methodology, called
ROBOUT. ROBOUT is very versatile and flexible, as it can robustly spot conditional
outliers under many different perturbed conditions and different combinations of
sample size and dimension. In addition, ROBOUT works efficiently on datasets with
many observations and variables as it is computationally lighter than alternative
methods, and it can robustly select the most relevant predictors for each analysed

variable.
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Behaviors, emotions and opinions in modern
citizen or customer relationship systems: a correct
integration of small and big data for hyper-
targeting, personal advertising and look-alike

Comportamenti, emozioni e opinioni nei moderni sistemi di
relazione col cittadino o col cliente: una corretta
integrazione degli small data e dei big data per il micro-
targeting, la comunicazione personalizzata e il processo
look-alike

Furio Camillo

Abstract The paper presents two different case studies of virtuous integration
between small data and big data in the field of communication and marketing in hyper-
targeting and CRM domains.

For some years now, the debate of marketing experts and more generally of business
strategies has been enriched with contributions on the relationship between small data
and big data. As is well-known, big data increasingly represents the behavior of
individuals by collecting and arranging traces that people leave using various devices
that pervade our lives every day: the car, household appliances, the web browsing, use
of apps, television decoders, presence on social networks, etc. Precisely because most
of the data is generated by default by our devices, sometimes the collection and
storage generate a lot of noise in the data: missing data, poorly detected or aberrant
data, database with some unclear semantic construct. Contribution of "small" data,
whose generation is instead designed, on controlled and not self-selected samples, to
detect elements that are really useful for the actions of policy makers, public and
private, becomes crucial every time you have a database of "unencrypted individuals"
(citizens or customers) and you want to make targeted communication. For example,
by designing a psychographic questionnaire on a sample of individuals, some
construct of primary interest can be estimated, which will then have to be extended to
the rest of the database (look-alike audience extension), useful to project a micro-
targeting process for personalized advertising (Quaing, 2016; Severadova, 2019)

Abstract Il contributo presenta due diversi case studies di integrazione virtuosa fra
gli small data e i big data in ambito di comunicazione e marketing.

Da qualche anno il dibattito degli esperti di marketing e pil in generale di strategie
di business si € arricchito di contributi autorevoli circa la relazione fra small data e
big data. Come ¢ noto, i big data rappresentano sempre di pit il comportamento degli
individui mediante la raccolta e la sistemazione delle tracce che le persone lasciano
usando i vari devices che ogni giorno pervadono la nostra vita: [’autovettura, gli
elettrodomestici, il browser, la navigazione sul web, ['uso delle app, il decoder

Furio Camillo, Department of Statistical Sciences, University of Bologna, Bologna, Italy
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televisivo, la presenza sui social networks, ecc. Proprio perché la maggior parte dei
dati & generata di default dai nostri devices, a volte la raccolta e I’archiviazione
generano molto rumore nei dati: dati mancanti, dati mal rilevati o aberranti, dati con
un costrutto semantico poco chiaro. Il contributo di dati "small", la cui generazione
invece & progettata, su campioni controllati e non autoselezionati, per rilevare
elementi davvero utili alle azioni dei policy makers, pubblici e privati, diventa
cruciale ogni volte si abbia un database di individui "in chiaro” (cittadini o clienti) e
si voglia fare della comunicazioe mirata. Ad esempio progettando un questionario
psicografico su un campione di individui potra essere stimato qualche costrutto di
primario interesse, che dovra poi essere esteso al resto del database e usato per
costruire un processo di micro-targeting della comunicazione pubblicitaria (Quaing,
2016).

Key words: personalized advertising, hyper-targeting, psycographic segmentation,
extension models, semiometric segmentation, personal values

1 Introduction and history

The advertising systems and the algorithms they use are constantly evolving and
expanding the possibilities for reaching potential customers. Hyper-targeting (also
called micro-targeting) is the use of detailed customer data and marketing automation
to deliver highly targeted and personalized messages across a large number of
channels. These campaigns are designed to appeal to specific people or small groups
of customers. By using the ability to process large amounts of data through
innovations, such as predictive analytics, marketers can gain a deeper understanding
of their audiences, focusing on very reactive specific sub-segments and not on the
entire segment of interest. Today's highly fragmented, competitive and fast market
has contributed to the emergence of new challenges that are reflected in the
diversification of consumer habits and needs, in greater corporate exposure, in the
growth of customers' information power and in growing competitive pressure.
Introduction of these factors has shifted the focus of interest from the product to the
customer, defining a customer-centric market, as opposed to a product-centric vision.
Transition from the traditional approach to the current one was not immediate: in the
early stages of industrialization, the production of goods was planned from above in
a standardized way, in order to offer consumers a pre-packaged product with
homogeneous characteristics. The homologation of the offer found its reasons in the
belief of a substantial "social immobility" (Grassi, 2002), or rather of a static
uniformity of the mass population at a behavioral and value level. And it is in this
presumed one-dimensional universe of thought that the critique of the philosopher
Herbert Marcuse of "one-dimensional” man can be found (Marcuse, 1964). Mass
society would therefore be made up of individuals at the mercy of manipulation from
above, dehumanized into mere puppets of a puppet theatre. The scientific interest in
the cultural dimension, inaugurated in the 1950s by Cultural studies, reveals the
importance of the context within the communication process, which finds its
concreated application in Jakobson's (1966) communication model. Starting from the
limits attributed to the unidirectionality of the cybernetic model of Shannon and
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Whaver (1949), which proved reductive to account for communication between
human beings, the Russian linguist Roman Jakobson introduces two key factors: the
code and the context. In order to be understood by the recipient (addressee), the
message must, in fact, be formulated by the sender (addresser) using a code (code)
known by both actors, or by a set of signs and rules for combining them. In the
scenario described above of the "one-dimensional” man, the decoding phase takes on
a crucial role: it allows the mass to be elevated to an active role of selective reading
and interpretation of the media products addressed to it. According to the encoding-
decoding model of Hall (1973) it is no longer possible to speak of a single compact
and homogeneous public, but of a "multitude of audiences" that interpret the same
message in a different way according to their culture. Not only the external context,
which is reflected in the "encyclopedic competence" (Eco, 1984) of the individual and
in interpersonal relationships, has a significant impact on the decoding process, but
also the individual conscience, which reveals its nature as a "homo duplex"
(Durkheim, 1898), stretched between the two opposite poles of individualism and
collectivism. This aspect is emphasized by the exponents of Gestalt psychology,
including Koler (1940) and Wertheimer (1945) according to whom the perception of
external stimuli is considerably influenced by internal events, such as values,
expectations and needs. At the same time, the reception of information is also
subjected to an "elaborate control through the past” (Mead, 1934), drawing on the
memory and previous experiences of each individual. Therefore, the message is not
only subject to selective acquisition, but its interpretation changes according to the
type of recipient: "the object reveals itself to the extent that the subject expresses
itself" asserts the philosopher Luigi Pareyson (1985) . At this point, it becomes clear
that the individual can no longer be considered as a passive receptor of external
stimuli, but as an active selector who interprets the message based on the culture in
which he is inserted and its internal characteristics. Therefore, the overcoming of the
structural asymmetry intrinsic to the conception of mass communication and the
rejection of an indistinct message for all types of recipients is decreed.

2 Casestudy 1: From a qualitative future study to a psychographic
guestionnaire for a profiling mass-survey

The construction of the questionnaire items was supported by several key concepts of
the linguistics and semiotics, with particular reference to semantics. By exploiting the
paradigmatic lexical relationships, different items were constructed starting from
words between which there are hierarchical relationships (hyperonymy, hyponymy,
troponymy) and opposition (antonym). With particular attention to the relationships
of antonymia, the aim was to define couples oppositional of contextual or intrinsic
binarity between opposites. For their characteristics, opposites, or gradable antonyms
(pairs of distinct terms between polar opposites, mapped on a scale of values (fast /
slow, high / low)), opposites, and complementaries, or contradictors (complementary
antonyms allow you to divide a domain into two non-overlapping and exhaustive
halves (true / false, in / out, static / dynamic)) which allow to make due incompatible
items, at the two poles of a scale, without however perfectly dividing the domain in
two halves, but leaving an unskilled median area, the definition of which is up to the
choice individual of the individual respondent. These relationships are through the
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graphics device of the semiotic square (Greimas, 1968) which follows the model of
structural phonology developed by Trubeckoj. The fundamental opposition is that of
opposition which opposes two contradictory seeds on a semantic axis based on the
narrative context or intrinsic level. The doubling of the opposition occurs with the
negation of the two subcontrary suits.

3 Case study 2: Topics, manipulation and personal values of
customers-citizens: the typology of "'disheartened-restless"

Using the semiometric approach (Lebart, 2003), it is possible to construct a semi-
automated mechanism for hyper-profiled communication. For example, in order to
treat the semiometric cluster "disheartened-restless” can use a communication plastic
transformation protocol such as the one described in the figure below. Use "seduction”
and "provocation" as types of manipulation to bring the recipient-consumer closer to
the object of value, following Greimas' theories of the Canonical Narrative Scheme.
The technique of seduction would allow satisfying the hedonistic research and the
sense of individualism; the provocation would stimulate the sense of domination and
criticism intrinsic to this profile. The thematic center of the linguistic system of this
profile is the opposition between the semi-CONFIDENCE and CERTAINTY and
between BREAKDOWN and TRADITION. The preferred formants are the use of
RED, BLUE and BLACK and the following graphic forms.
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A model for assessing sea environmental quality
Un modello per valutare la qualita ambientale del mare

Ida Camminatiello and Antonio Lucadamo

Abstract In this paper, we aim to study the key factors which affect the environ-
mental quality of the sea. The Fp-ratio, utilized as an indicator of the trophic state
of the coastal waters, is classified into three categories. Given the ordinal nature of
the response variable, we believe ordinal logistic regression models are the most
proper statistic methodology. As the regressors are strongly correlated, the parame-
ters of ordinal logistic regression models cannot be estimated. For solving this prob-
lem and, in general, the consequences of multicollinearity, we develop an approach
based on principal components. The new approach will be applied for estimating
the Fp-ratio.

Abstract In questo lavoro, ci proponiamo di studiare i fattori chiave che influen-
zano la qualita ambientale del mare. Il rapporto Fp, utilizzato come indicatore dello
stato trofico delle acque costiere, e classificato in tre categorie. Data la natura or-
dinale della variabile di risposta, riteniamo che i modelli di regressione logistica
ordinale (ORL) siano la metodologia statistica pin appropriata. Poiché i regressori
sono fortemente correlati, i parametri dei modelli di regressione logistica ordinale
non possono essere stimati. Per risolvere questo problema e, in generale, le con-
seguenze della multicollinearita, sviluppiamo un approccio basato sulle componenti
principali. Il nuovo approccio sara applicato per la stima del rapporto Fp.

Key words: principal component analysis, ordinal logistic regression, multicolli-
narity, sea quality.
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1 Introduction

Attention to the environment has been growing more and more in recent years. In
this framework, we aim to study the key factors which affect the environmental
quality of the sea.

Several studies (Casotti et al., 2000; Mangoni et al., 2013, 2016) utilize the Fp-ratio,
proposed by Claustre (1994) as an indicator of the trophic status of the sea. It is de-
fined as the sum of fucoxanthin (diatoms) and peridinin (dinoflag- ellates), divided
by the sum of all diagnostic pigments.

In this research, the Fp-ratio, investigated as the response variable, is classified into
three categories: from 1 (low) to 3 (high). We aim to evaluate how the Fp-ratio de-
pends on continuous variables: phytoplankton-related variables (size structure and
biomass) and physical parameters (salinity and temperature). Given the ordinal na-
ture of the response variable, we believe ordinal logistic regression (OLR) models
are the most proper statistic methodology. As the regressors are strongly correlated,
the parameters of ordinal logistic regression models cannot be estimated.

For solving the consequences of multicollinearity, the stepwise selection of the pre-
dictors can be performed; Bastien, Esposito Vinzi and Tenenhaus (2005) proposed
Partial least squares (PLS) ordinal logistic regression. Some authors (Aguilera and
Escabias, 2008; Muhammad Nur Aidi and Tuti Purwaningsih, 2013) touched upon
the application of the principal components (PCs) without deepening or formalizing
the approach (Camminatiello and Lucadamo, 2019).

In this paper, we develop an approach based on PCs, for dealing with multicollinear-
ity in OLR models (second section). In the third section, the approach will be applied
for estimating the Fp-ratio. The last section concludes with some remarks and per-
spectives.

2 Principal component OLR

The most commonly used OLR models are the adjacent-category, the continuation-
ratio, and the proportional odds models (Agresti, 1990; Agresti, 2015). In presence
of multicollinearity, the estimation of all the OLR models becomes inaccurate be-
cause of the need to invert nearsingular and ill-conditioned information matrices.
Therefore, the covariates of the OLR models could be substituted by a reduced num-
ber of PCs of the regressors.

As it has been stated that the proportional odds is the most frequently used OLR
model in practice (Hosmer and Lemeshow, 2000), we develop our approach for it.
Let Z = [zi,...,2,) be the ¢ = min(n, p) PCs of the p regressors and ¥ an ordinal
response variable with K categories observed on n statistical units.

The approach can be summarized through the following steps. In the first step, we
create the PCs of the regressors which are linear combinations of the original vari-
ables. In the second step, we carry out the proportional odds model on the set of
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q PCs. In the third step, we select the number of PCs, a < g, to be retained in the
model, according to different tools (Camminatiello, Lucadamo, 2010). Finally, we
carry out the proportional odds model on the chosen subset of PCs. The proportional
odds model can be expressed in terms of a PCs as:

P <k) = exp(og+nzi+...+Yzi+...+YZa)
- l+exp(og+nzi+...+vzi+...+ YaZa)

for k=1,....,K—1(1)

where o and y; are the intercept and slope coefficients to be estimated on the subset
of a PCs. We call this approach principal component proportional odds (PCPO). We
observe that any other OLR models - adjacent category, continuation ratio - could
be carried out on the chosen subset of PCs.

Here, we apply the rate of well classified for measuring the performance of the
model, but other criteria could be chosen (Camminatiello, Lucadamo, 2010).

3 A model to predict the Fp-ratio.

The study aims to evaluate how the quality of the marine waters depends on the con-
tinuous variables: salinity, different size of phytoplankton communities, i.e. micro-
phytoplankton (> 20um), nano-phytoplankton (20 —2um), and pico-phytoplankton
(< 2um)], total biomass Cholorophylla, and temperature. The Fp-ratio, utilized as
the indicator of the trophic state of the Adriatic Sea, is classified in three categories:
1 (Fp<0.40),204<Fp<0.65),3(Fp>0.65).

The mentioned explicative variables suffer of problem of multicollinearity, in fact
the Condition Index, calculated on the whole dataset, is equal to 41.77. For this
reason, if we try to apply a model for OLR, we have some problems in parameter
estimation. It happens both if we consider the proportionality assumption and when
we do not use parallel regression hypothesis.

Our proposal to consider PCPO can be then a valid alternative to obtain the pa-
rameter estimates related to the original variables. In fact, with our method, we first
consider the components Z, linear combinations of the predictors, as new explicative
variables in a proportional odds model, then we select only the significant ones. In
the following step, we can estimate the coefficients for the original variables, using
the eigenvectors of the Principal Component Analysis. In fact, considering that

ZWyla) = xy @yl — x @) )
where Z(@ are the a selected components, '}/<“> are the parameter estimations re-

lated to these components, X is the matrix of original variables, V(@) are the eigen-
vectors for the selected components, we can easily obtain that:
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Bl = yl@qyla) 3)

Before calculating these values, it is necessary to decide which model can work
better for our aims. The use of Brent test (Brent, 1990) seems not be a good idea
when the explicative variables are the principal components, for this reason, we
evaluate our methods considering the percentage of correct classification on a train
and test (70 % and 30 %). We show the results in table 1 for Proportional Odds,
Adjacent Category Model and Continuation Ratio Model both with and without
proportionality assumption.

Table 1 Correct classification rate for different models

Method % C.C. fortotal set % C.C. for trainset % C.C. for test set
Proportional odds (parallel) 80.93 78.81 78.13
Proportional odds 72.09 70.20 71.88
Adjacent category (parallel) 80.47 84.11 73.43
Adjacent category 84.19 78.15 78.13
Continuation Ratio (parallel) 80.00 84.11 78.13
Continuation Ratio 84.19 78.81 78.13

It is easy to see that there are not huge differences among the methods and, in
particular, the correct classification rate for the test set is equal to 78.13 % for four
of six models we built. When we consider the parallel assumption we select the
components 1, 3, 4 and 5, whereas, if the proportionality assumption is disgarded,
we take into account components from 1 to 5.

Applying the formula 3 on the selected components and on the whole data set
and considering the parallel assumption, we obtain the results synthesized in table
2.

Table 2 Coefficient estimated in function of original variables for three different models

Variables Coefficient estimates®
Prop. odds Adj. categ. Contin. Ratio

Salinity -0.348 -0.318 -0.325
Micro-Phytopl. -0.234 -0.241 -0.244
Nano-Phytopl. 0.077 0.080 0.080
Pico-Phytopl. 0.213 0.219 0.223
Temperature 0.076 0.081 0.085

Total Biomass Chlorophyll 3.240 3.205 3.279

¢ Reference category: 1

It is easy to verify that the coefficient estimates do not differ amongs the method.
There are little differences if we look at second and third decimal place, but the in-
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terpretation does not change. The salinity and the presence of Micro-Phytoplankton
influence negatively the probability that Fp-ratio assumes value 2 or 3 rather than
1. On the other hand, if the values of Nano-Phytoplankton, Pico-Phytoplankton,
Temperature and Total Biomass Chlorophyll increase, the probability that response
variable assumes values higher than one grows.

4 Remarks and perspectives

In this paper, we proposed a method for dealing with multicollinearity in OLR. The
application showed that the proposed approach performs quite well on real data,
hard to manage. However, an extensive simulation study is needed in order to verify
that it fits well towards many situations and for selecting optimal dimension of the
model.

Moreover, the rate of well classified is a performance measure widely applied in
literature, but other criteria - such as the estimator variance or cross-validation -
could be discussed. In the extension to other most commonly used ORL models,
particular attention should be paid to the calculation of coefficients according to
the original variables, when proportionality assumption is not respected. Finally, an
approach for dealing with multicollinearity and outlier problems in the OLR models
could be formalized.
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The uneasiness index in a patient-designed
guality of life questionnaire

L’indice di disagio basato su un questionario per la
Qualita della Vita centrato sul il paziente
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Mariani, Francesca Sofia, Mariangela Zenga®

Abstract Quality of Life questionnaires are usually designed with the main
contribution of clinicians, therefore including items that are centered on the disease
rather than on its multifaceted impact on people’s life. In this paper, we propose an
uneasiness index based on a patient-designed questionnaire (Bartolini et al., 2021)
applying a pseudo-Delphi methodology combined with customer-satisfaction
techniques. The uneasiness index is aimed to enhance the patients” awareness of their
subjective experience with the disease and enable them to better present their situation
to clinicians. The patient-designed index provides a descriptive model that can be
helpful to patients, clinicians, and third parties and be further integrated with clinical
details to obtain an overall view of the course of treatment for each patient.
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Abstract I questionari sulla qualitadella vita sono solitamente realizzati con un focus
principalmente di tipo clinico e sono quindi incentrati sulla malattia piuttosto che sul
suo impatto multi sfaccettato sulla vita delle persone. In questo articolo proponiamo
un indice di disagio basato su un questionario centrato sul paziente (Bartolini et al.,
2021) applicando una metodologia pseudo-Delphi combinata con tecniche di
soddisfazione del cliente. L'indice di disagio serve ad aumentare la consapevolezza
dei pazienti rispetto alla loro esperienza soggettiva con la malattia, allo scopo di
consentire loro di presentare meglio la propria situazione ai medici. Questo indice
centrato sul paziente fornisce un modello descrittivo che pu0 essere utile a pazienti,
medici e terze parti per essere ulteriormente integrato con dettagli clinici al fine di
ottenere una visione complessiva del corso del trattamento di ciascun paziente.

Keywords: Patients, Uneasiness index, Quality of Life Questionnaire

1 Introduction

Quality of life (QoL) is a broad concept that explores several aspects and
functionalities of people’s lives.

From a medical point of view, QoL is considered a pivotal parameter used by
clinicians to evaluate how treatments and therapies influence patients’ functionality
and emotional state. QoL is determined by indices assessed by questionnaires that can
be either generic or disease-specific (Patrick & Deyo, 1989; Rabin & de Charro, 2001;
Ware et al., 2016). In general, most of the QoL questionnaires are designed with the
main contribution of clinicians, therefore including items centered on the disease
rather than on its multifaceted impact on people’s lives. Unfortunately, a proper tool
defining the patient’s perception of the pathology is missing.

In this work, we propose a methodology to define a patient-designed QoL related
to an uneasiness index, based predominantly on the patients’ contribution.

2 The development of the QoL questionnaire

To define a patient-centric QoL tool, we used a consensus technique to favor the
expression of the major players involved in dealing with the pathology. In our model,
patients and healthcare professionals constitute the working group to build the settings
and assertions of the questionnaire using a Pseudo-Delphi method (Boulkedid et al.,
2011; Diamond et al., 2014; Marbach & Rizzi, 1991; Murphy et al., 1998; Trevelyan
EG, 2015). The items of the QoL questionnaire were defined during focus groups
involving a panel of patients, two clinicians, one statistician and one facilitator.

The workflow of the development of the QoL questionnaire is reported in Figure
1. The final questionnaire contains seven evaluation settings (e.g. physical, functional,
emotional, family, relational, economic and medical-assistance). Within each setting,
a series of assertions are generated. According to the Customer Satisfaction
Techniques, every assertion is associated with a four-point Likert scale for the
agreement and importance measures, so that each patient expresses the agreement and
the importance of every item according to his/her own experience.
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Besides, the questionnaire includes a section with structural questions exploring
the current state of the disease, personal evaluation about the psychological state and
the type of assistance received, and some demographic characteristics. This
information completes the patient profile and can be used for further analysis and
stratification.

*  Expert panel Baseline Phase |
identification, definition * Definiton of the settings and needs on  * Definiton of the questionnaire on the
of expert’s relationship the basis of the literature basis of the expert indications
with the pathology for the ~ * Possibility of highlighting new issues  * First administration to the experts
baseline definition * Ranking the importance of the scopes  * Possibility for statement disambiguation
P o
O O O

Aggregation and re-iteration
until consensus is met

Validation / \
()

O O O
Phase 4 Phase 3 Phase 2

+  Generation of the 4" questionnaire * Generation of the 3 questionnaire to +  Generation of the 2" questionnaire
to be administered to the patients be administered to a patients” group to be administered to the experts

= Evaluation of the agreement- + Evaluation scale + The importance assigned to the
importance scale * Structural questions statements will define the removal

= Structural questions * The statements” importance will define of the irrelevant statements and

the removal of the irrelevant statements their administration order

and the administration order

Figure 1. Flow chart showing the generation of the QoL questionnaire.

3 The uneasiness index

The methodology allows the production of a composite index for “uneasiness”, which
will then be compared to the internal control — provided by each patient’s subjective
evaluation of their own QoL on a one-to-ten scale.
Let x;;5 (i=1,...,n; j=1,..., ks; 5=1,...S) be the agreement of the i-th respondent on the
j-th statement for the s-th setting. The categories on the agreement part for a statement
are treated as a numeric variable: “not at all” =0.001; “a little” =0.33; “quite a bit”
=0.67; “very much” =1. In this case, we transform the variable at 4 categories in 3
categories where the distance between each successive item category is equivalent
and equal to 0.33. The agreement on “not at all ” is treated as a lack pertaining to the
statement. Moreover let w;;; (i=1,...,n; j=1,..., k,; s=1,...S) be the importance given
by the i-th respondent to the j-th statement for the s-th setting. In this case the
categories for the importance of a statement are “not at all” =0.25; “a little” =0.5;
“quite a bit” =0.75; “very much” =1.
An indicator on the j-th statement for the s-th setting given by the i-th respondent is
given by

Uyjs = xijs‘*z‘wijs

(1)

The u;;, takes values in [0.1255; 1]. For each value of u;;q, it is possible to find the
correct combination of x;;; and wyjs.
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Table 1 displays the possible values for wu; ;.

Table 1: The possible values for w;;; for the combinations of agreement and
importance for each item.

Importance
Notatall  Alittle Quite a bit  Very Much
Not at all 0.1255 0.2505 0.3755 0.5005
Agreement A Ii_ttle _ 0.2900 0.4150 0.5400 0.6650
Quite a bit 0.4600 0.5850 0.7100 0.8350
Very much 0.6250 0.7500 0.8750 1.0000

For the i-th respondent, it is possible to create an uneasiness score for the s-th setting
as

— Vks
Uis - Zj:1uijs

@)

In (2) the statements running in the opposite direction for the s-th setting are reversed
for the score. The U;s could take values in [&s-0,1255; k.

For the i-th respondent, the total composite index is given by:

TU; = Z§=1 Uis
3

that takes values in [0.1255)35_, ks ; 2:5_; k,]. The linear transformation of (3) in

10 = (10— 1) - Ui=Zieaks01255
TU}® =(10-1) ¥S_,ks(1-0.1255)
(4)

allows that TU!® € [1;10]. The TU}® represents the synthetic patient-centric
uneasiness index. It is possible to compare TU!° with the i-th respondent to the score
of the quality of life of the i-th respondent QoL:

3 Conclusions

In this paper, a synthetic index was proposed to evaluate the overall QoL of patients,
regardless of clinical data. It enhances the patients’ awareness of their subjective
experience with the disease and enables them to better present their situation to
clinicians.

Since this index offers a unique patient-centered perspective on their own QolL, it
can provide a descriptive model helpful not only to patients, but also to clinicians and
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third parties, that can be further integrated with clinical details to obtain an overall
view of the course of treatment for each patient.
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Assessing the Quality of Life of patients with
Epidermolysis Bullosa (EB): Development of a

patient-centered questionnaire

Valutazione della Qualita della Vita dei pazienti con
Epidermolisi Bollosa (EB): sviluppo di un questionario

centrato sul paziente

Laura Benedan, May El Hachem, Carlotta Galeone, Paolo Mariani, Cinzia Pilo, and
Gianluca Tadini

Abstract Epidermolysis Bullosa (EB) is a clinical and genetic heterogeneous rare and
disabling hereditary disease. EB is characterized by mucosal and skin fragility with
blistering after minimal trauma. The disease and its management have a significant
impact on daily life and severely affect the quality of life (QoL) of patients and their
families. The present study commissioned by Fondazione REB Onlus is aimed to
develop a patient-centered questionnaire to assess the QoL of EB patients using a
pseudo-Delphi methodology. A multidisciplinary team including EB patients actively
participated in the project. A set of domains was initially defined, and through the
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repetition of three Delphi rounds alternated with the individual compilation of

anonymous questionnaires, the specific items that compose the final version of the
questionnaire were refined.

Abstract L'Epidermolisi Bollosa (EB) é una malattia ereditaria rara e invalidante,
clinicamente e geneticamente eterogenea. E caratterizzata da fragilita delle mucose
e della pelle con formazione di vesciche che possono manifestarsi a causa della piu
lieve frizione. La malattia e la sua gestione hanno un impatto significativo sulla vita
quotidiana e influenzano gravemente la qualita della vita (QoL) dei pazienti e delle
loro famiglie. Il presente studio, commissionato da Fondazione REB Onlus, ha
[obiettivo di sviluppare un questionario centrato sul paziente in grado di valutare la
QoL dei pazienti EB utilizzando la metodologia pseudo-Delphi. Un gruppo
multidisciplinare comprendente pazienti EB ha partecipato attivamente al progetto.
E stata inizialmente definita una serie di ambiti e attraverso la ripetizione di tre tavoli
di lavoro Delphi alternati alla compilazione individuale di questionari anonimi é stato
effettuato I’affinamento degli item specifici che compongono la versione finale del
questionario.

Key words: Epidermolysis Bullosa, Patient-centered approach, Quality of Life,
Pseudo-Delphi methodology.

1 Introduction

Epidermolysis Bullosa (EB) is a group of rare genetic disorders that are clinically
heterogeneous and encompass a broad spectrum of severity. Most EB subtypes share
extreme fragility of the skin and mucous membranes as the key symptom, which leads
to a tendency to develop blisters and skin wounds after mild trauma.

The disease may have several mucocutancous and systemic manifestations,
including blisters in the oral mucosa and esophagus, dental problems, dysphagia, hair
loss, severe anemia, malnutrition, osteoporosis, pseudosyndactyly, contractures, renal
failure, cardiopathy. Everyday activities represent a constant challenge because of
disease-associated functional limitations and the frequent need for painful and time-
consuming medications. EB patients’ unmet needs go beyond requests for medical
support (Dures, Morris, Gleeson, & Rumsey, 2011). Indeed, esthetical and functional
damages lead to additional psychological burden and impact on social relationships.
Lack of awareness and understanding by both laypeople and non-specialist healthcare
professionals represent a further issue. As a result, the Quality of Life (QoL) of
patients (and their families) is severely compromised.

A valid and reliable tool to assess the QoL of these patients may offer valuable
insight to better understand each patient’s experience and to improve patient care and
management. This topic has already been tackled by the international literature: the
QoLEB questionnaire (Frew, Martin, Nijsten, & Murrell, 2009) emerged as the most
used instrument available to assess EB patients’ QoL. It was initially developed and
validated in English with an Australian sample, resulting reliable. To our knowledge,
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all existing EB QoL questionnaires have been developed by clinicians, and there is no
tool developed by patients to investigate the QoL in EB from the patient’s perspective
yet. This questionnaire aimed to investigate the quality of life on a broad spectrum by
considering aspects relating to the psychological, social, personal sphere beyond the
mere clinical symptoms. In our opinion, a patient-centered approach was deemed to
be the most impactful for a deeper understanding of patients’ perspective, offering
them the opportunity to make their voices heard. The Delphi methodology was
chosen as the most appropriate way to reach our goal.

2 Methodology

The project was launched by the Italian non-profit Foundation for EB Research and
the Italian EB Registry, Fondazione REB Onlus. They highlighted the need to develop
a patient-centered questionnaire to assess the QoL of adult patients with EB, to
provide a valid tool for clinicians to identify the areas that need more attention in order
to improve global patient care.

Firstly, a critical literature review was conducted to understand the topic from a
theoretical perspective. Hence, an online Delphi study was organized to grasp the
first-hand experience of EB patients.

2.1 Pseudo-Delphi Method

The Delphi method is a flexible and iterative process known to be a valuable
method to be applied in health research (Trevelyan & Robinson, 2015). It consists of
envisaging some key topics to a specific panel of experts and subsequently providing
evaluations through repetition and reassessing a previously discussed solution to reach
a consensus, as the final expression of the group opinion (Marbach, Mazziotta, &
Rizzi, 1991). This method was deemed appropriate for analyzing real-world data
pertaining to a highly subjective matter - such as QoL — from the perspective of rare
disease patients.

2.2 Study procedure

A multidisciplinary panel was recruited comprising: a Delphi master with a solid
statistical and methodological expertise; a group moderator; six patients or child
patients’ caregivers; two clinicians recognized as international key opinion leaders on
EB; a psychologist.

In this study, the Delphi procedure should be considered “Pseudo-Delphi” because
all the group discussions were organized via “face-to-face” virtual meetings. Each
participant had the opportunity to share his/her opinions and contribute to the group
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discussion. Nonetheless, after each group meeting, a private evaluation of the

discussed topics was granted, having anonymity assured, allowing each expert to
analyze and re-consider all items composing the questionnaire critically, make
suggestions, express comments and provide individual responses without any social
pressure or compliance effect that may conversely arise during the group discussions.
All the answers were then summarized to be presented to the group as an aggregate
and anonymous contribution in order to reach a consensus. The overall study
procedure is outlined and displayed in Figure 1.

_-‘--'--

Expertpanel  Spontancous  Round table | Ql Round table 2 Q@ Round table 3 Q Round table 4 Final Questionnaire

identification items administration administration administration questionnaire validation
scopes generation

definition
Figure 1: Study procedure

All experts were invited to a kick-off meeting to present the project, illustrate the
methodology and discuss the study aims. Successively, the patients and clinicians
were asked to work individually and create a list of spontaneously generated items
addressing all relevant aspects of their QoL. All the answers were collected
anonymously. More than 160 sentences were registered, and they were carefully
considered, analyzed and grouped within specific domains. Items with the same
meaning were combined, duplicates were discarded, and overall harmonization of all
the statements was carried out.

The results were presented in the first round table, during which the experts
contributed to the discussion openly. After that, the first version of the questionnaire
(Q1) was created and sent to each participant individually for anonymous completion.
Each person was asked to read every statement, assess their degree of importance,
comment on each item's clarity and specificity, and add anything relevant that might
have been omitted. Considering the degree of importance indicated by the
participants, a ranking was created among the items within every domain. The results
of this analysis were further discussed during the second round table to make it
possible to refine the questionnaire removing the items of lower importance.

The second version of the questionnaire (Q2) was administered to the experts who
filled it in anonymously. This time, participants were required to rate both the degree
of agreement and the degree of importance of each item on a four-point Likert scale
(“Not at all = 17, “Alittle = 27, “Quite = 37, “Very = 4”).

The results of this phase were discussed during the third round table. Further
refinement of the items grouped in the abovementioned seven domains and the
specific questions was made.

After that, the new version (Q3) was prepared and administered to the experts,
who anonymously filled it in. All experts received an 85-item questionnaire assessing
EB patients’ QoL examining seven different life domains:

e Physical comprises the most relevant aspects in terms of health and
physical well-being,
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e  Functional ability and autonomy includes statements about self-
sufficiency and the ability to perform daily and routine actions.

e  Psychological-emotional refers to sensations, emotions, thoughts and
feelings that may affect the psycho-emotional well-being.

e Family includes statements concerning relationships with parents,
brothers and sisters, or other family members, possibly including partners
and children.

e Relational addresses relationships and frequent interactions with people
who do not belong to the family (e.g., friends, classmates, colleagues,
strangers on the street, etc.).

e Work and economic relates to the work context and the financial
implications of the disease.

e Medical care and assistance includes aspects about disease-related
healthcare, such as medical and nursing assistance (see Benedan et al.,
2021 for more detailed information about the study procedure and
questionnaires composition).

3 Results and Discussion

Six patients returned Q3, and all their answers were analyzed according to the
Customer Satisfaction techniques.

Firstly, all the answers to items with a negative meaning were reversed (e.g., “/
feel like I'm a burden on my family ) so that all the scores could be interpreted in the
same direction: the higher the score, the better the QoL.

The scores within each domain were summed up for every person. All the values
about each item’s degree of agreement and importance were combined, and the
average score was computed. The mean values of “Agreement”, “Importance”, and
their combined score for each domain are displayed in Table 1.

Table 1: Mean values for agreement and importance of each domain (N=6)

Domain Agreement Importance Mean score
Agreement-
Importance
Physical 2.13 1.54 1.84
Functional ability and autonomy 222 2.75 249
Psychological-emotional 275 232 2.54
Family 2.55 1.81 2.18
Relational 2.63 2.13 2.38
Work and economic 2.56 249 2.53
Medical care and assistance 2.25 2.50 2.38

The results showed differences among domains. The physical domain represents the
most compromised area of QoL because of the relevance and severity of clinical
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features and symptoms. Nonetheless, other domains may be seen as a valuable

resource when considering the quality of life of people affected by a disabling disease
such as EB. Three domains, in particular, seem to be important in improving the
patients’ QoL and deserve further attention in future studies: psychological and
emotional well-being; capability to manage functional autonomy in everyday life;
ability to work despite the disease-related limitations.

4 Conclusions

The present study is part of a more extensive research project aimed at developing a
valid and reliable patient-centered questionnaire to assess the QoL of adult EB
patients. The results showed that the concept of QoL should consider the patient's
overall experience beyond clinical classifications and not limited to physical
symptoms. The patient-centered questionnaire here evaluated comprised 85 items
grouped in seven domains encompassing physical manifestations, functional
autonomy, psycho-emotional state, social relations inside and outside the family
context, the economic and working field and several aspects of medical care and
assistance. Six patients completed the questionnaire assessing their level of agreement
and the importance of every statement. The results highlighted differences among the
domains in determining the individual and subjective patient’s QoL.

The future steps of this research will be addressed to assess the questionnaire’s
psychometric properties to prove its reliability in measuring the QoL in a larger
sample of adult EB patients. Although this study has been conducted in Italy, it may
be translated, trans-culturally interpreted and validated to become a universally valid
tool to assess the whole range of QoL domains affected by this disease.
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Survival analysis in a business context: how to
control the abandons of my subscribers

Analisi di sopravvivenza in contesto aziendale: come
controllare gli abbandoni fra i miei clienti

Andrea Marletta and Marco Morandi

Abstract The statistical literature proposed many contributions about survival anal-
ysis in medical research, in this work this approach is proposed in a business con-
text. The aim of this paper is to control the mortality of the users belonging to an
e-mail subscribers list for a company operating in the healthcare information sector.
Having available the survival times for each subscriber, the choice was oriented to
survival models to evaluate the abandon of the customers. A survival analysis was
conducted through a Cox model considering some risk factors of the subscriber.
The selected Cox model carried to the identification of risk profiles representing
different situations in terms of probability of abandon.

Abstract La letteratura statistica ha proposto molti lavori riguardanti I’analisi di
sopravvivenza nella ricerca medica, in questo lavoro questo approccio e proposto
in un contesto aziendale. Lo scopo del contributo e modellare la mortalita degli
utenti appartenenti ad una lista di iscritti via mail per una azienda operante nel
settore dell’informazione medico-scientifica. Avendo a disposizione i tempi di so-
pravvivenza per ogni iscritto, la scelta é stata orientata su modelli di sopravvivenza
per valutare gli abbandoni dei clienti. L’analisi di sopravvivenza é stata effettuata
attraverso un modello di Cox considerando alcuni fattori di rischio per i clienti. Il
modello finale selezionato ha portato all’identificazione di categorie di clienti piit a
rischio rappresentando situazioni differenti in termini di probabilita di abbandono.
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1 Introduction

During last years, among the marketing strategies, one of the most used is the e-
mail marketing. Companies are using email marketing to engage with customers
and encourage active transactional behavior. Extant research either focuses only on
how customers respond to email messages or looks at the average effect of email on
transactional behavior [7].

The analysis was based on research proposed by PKE, Professional Knowledge
Empowerment, a company created to manage Italian healthcare databases. Over
time, the areas of expertise have expanded, thus specialising both in data manage-
ment and communication. In the communication area, one of the services is the
e-mail marketing. From an increasingly digital standpoint, communication strate-
gies must also take into account the change that PKE reinterprets, by making email
marketing projects available that guarantee precious and exclusive value: in-depth
knowledge of the health professional and in particular of doctors.

In this paper, this strategy is faced from a statistical point of view. Other authors
tried to deal with this issue using a Bayesian approach [1, 6], here the used technique
is the survival analysis. To apply this method, it is necessary to have a time variable
measuring the difference between the birth and the death of the phenomenon. About
the e-mail marketing, the birth time could be represented by the entrance of the
customer in the subscriber list and the death the exit from this list.

Starting from this analogy between the concept of death in a natural population
and the e-mail marketing, the idea is to use some statistical techniques usually used
for survival analysis as models able to predict information on the subscribers. Fol-
lowing this approach, parametric (Weibull) and semi-parametric models (Cox) have
been applied for the available data. The aim of this paper is to create an useful tool to
follow the temporal evolution of the profiles. This could be done creating different
strategies on the basis of the features of the customer.

The paper is structured as follows: after the introduction, a second section is ded-
icated to the methodologies used to answer the research objectives. A third section
will show the description of the dataset and some preliminary results.

2 Survival analysis

Survival analysis contains all the techniques and statistical models designed for the
description and the analysis of time events of a statistical unit. It is necessary to
identify the unit exposed at risk respect to this event and the measure of the time
duration and the end of these event.

Survival is therefore characterised by a time variable with a start-up and an end-
point. In medical research, start-up corresponds to time in which an individual has
been introduced in the experimental study or a clinical treatment or the start of a par-
ticular condition for a disease. On the other hand, if the end-point is the death of the
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patient, data are referred to the death time. The end-point could be not necessarily
the death, but also the end of a pathological state.

For this work, the start-up is the date in which the customer was subscribed in
the e-mail lists and the end-point is represented by the exit of the customers from
the list.

Survival data own some features that need the use of some tailored statistical pro-
cedures. The first one is their distribution, generally survival data are not symmet-
rically distributed: an histogram based on survival times will tend to be positively
asymmetric; this means that all classical models as linear regression are not suit-
able for these data. The second one is the presence of censored data, that is to say,
statistical observation that did not experiment the time event. In medical research,
they are all patient are not dead at the end of the experiment or dead for alternative
causes or retired from the treatment.

Survival analysis can be treated using non-parametric, parametric or semi-parametric
models. The first non-parametric approach considers the estimate of the survival
function of a ¢ time variable using the life-tables. These tables are obtained dividing
the observation period in temporal intervals [2].

Non-parametric models are very flexible but they do not guarantee consistent and
precise estimates. This is why they are usually as exploratory tools. For this reason,
parametric models have been proposed proposing that the time variable assumes a
probability distribution depending on some parameters. This approach allows to de-
termine possible combinations of explanatory variables or risk factors conditioning
the risk and the survival function. Once the probability distribution function (f(t))
is chosen, then it is possible to obtain the survival function (S(z)), the hazard risk
function (h(z)) and the cumulative hazard risk function (H (¢)). The most used prob-
ability function for time variables are the exponential and the Weibull distribution.

Finally, semi-parametric models were introduced by Cox [3] in 1972 and it is
so defined because even if it is based on the hypothesis of proportional hazards, it
makes no assumption about a probability distribution for the survival times. The
Cox model assumes the hazard risk function 4;(r) as a product of two components:

hi(t) :hO(t)*exp(ﬁlxli+ﬁ2x2i+~--+ﬁpxpi) N

The first component /() is named baseline hazard risk function, the second
one is the exponential of the sum of the combination terms f;x; extended to all p
explanatory variables.

Survival analysis is principally used in medical statistics, but there are a lot of
applications of this method in economic issues. The application of survival analysis
in economic field could have companies or obligors as statistical units.

Giambona and Vassallo [4] in 2007 built hazard risk profiles for Italian banking
credits using a survival model at discrete time on loan data from Italian banking
system. They want to observe the hazard risk function in the first decade after the
loan assignment. The hazard risk profiles were built using the risk levels compared
to the baseline profile through odds ratios. Giambona also studied the death rate of
Italian banking credits using a non-proportional hazard logistic model [5].
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3 Application

In this paper, the dataset was available thanks to PKE and it is composed by all the
subscribers in their e-mail marketing list. PKE sends over 18 million emails every
month, this tool has allowed it to perfect communication models for promotion of
drugs in launch, mature or in decline, in siding or replacing the local pharmaceutical
representative. The target audience is made of pharmaceutical companies, medical
device companies, certification bodies, scientific societies, patient associations, in-
surance, technology companies, public/private bodies of the NHS, CME providers,
publishing companies, public utilities.

Several models could be obtained considering different dependent variables of
the Cox model. A time variable could be computed as difference between the sub-
scription in the list and the last received e-mail. Another time variable could be
the difference between the subscription and the last time the subscriber opened or
clicked the e-mail.

The risk factors included in the Cox model are the number of received mails
and the feature of the subscriber. The available information are gender, age, work-
place, the dummy variable about activity profile (1 for active, O for non-active), the
belonging to a category of the target audience and their specialization.

Once these Cox models are estimated, it is possible to define some risk profiles
and determine the categories of target audience more inclined to abandon the e-mail
marketing strategy.
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Political performance measuring and tracking
through a system based on the Political
Performance Indicator (le): Naples 2021 case

Monitoraggio e misurazione dell’efficienza politica
attraverso un sistema basato sull’indicatore di efficienza

politica (lep): il caso Napoli 2021

Giovanni Di Trapani

Abstract Many studies have been carried out on election systems; in fact, literature
on this matter is very broad ranging and multidisciplinary, spanning from law to
statistics. This paper examines the electoral administrative systems, and in trying to
focus on the political supply analysis, concentrates its attention to the pre-electoral
process, the presentation of electoral groups and the electorate. Using a multi-
disciplinary approach, this paper brings current regulations and quantitative
methodology of analysis into line with the aim of achieving a clear understanding of
the administrative vote and the political offer. The aim of the paper is the
measurement and monitoring of the efficiency of political systems through an index
of organisational efficiency (le,) for political parties. At the beginning, the processes
identified by current regulations as crucial during the so-called pre-electoral phases
of preparation of political parties’ groups (Signature presentation and Candidates)
were identified in two. The first refers to the signing of the declaration by the list
presenters, the second to the declarations of candidate acceptances. The main
purpose of this paper is to suggest a synthetic index comprising several indicators
designed to measure the efficiency (and observance) of current legislative provisions
on elections

! Giovanni Di Trapani, researcher at CNR - IRISS Via Card. G. Sanfelice, 8 — 80100 Napoli (I)—
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Abstract Numerosi sono gli studi condotti sui sistemi elettorali; la letteratura
sull’argomento ¢, infatti, molto ampia e variegata e certamente multidisciplinare,
spaziando dal diritto alla statistica. Il presente lavoro approccia i sistemi elettorali
amministrativi, e nel tentativo di contribuire ad un focus sull’analisi dell offerta
politica, focalizza 'attenzione sulla fase pre-elettorale, quella della presentazione
delle liste elettorali e dell elettorato passivo. Con un approccio multidisciplinare, il
presente lavoro coniuga la normativa vigente con l'impiego di una metodologia
d’analisi statistico quantitativa ed intende addivenire ad un focus sul voto
amministrativo e dell offerta politica.

Lo scopo del lavoro € la misura ed il monitoraggio dell’efficienza dei sistemi
politici attraverso la della costruzione di un indice dell efficienza organizzativa
(leo) delle forze politiche. Inizialmente, sono stati identificati in due i processi
ritenuti dalla normativa vigente come fondamentali nella fase c.d. pre-elettorale
della preparazione delle liste (Presentatori delle firme e Candidature). Il primo
processo fa riferimento alla fase di sottoscrizione della dichiarazione da parte dei
presentatori delle liste, il secondo alle dichiarazioni di accettazione delle
candidature. Obiettivo primario del lavoro é quello di proporre un indicatore
sintetico espressione di alcuni indici con il precipuo compito di fornire una misura
dell’efficacia (e del rispetto) delle disposizioni normative vigenti in materia
elettorale

Key words: Electoral statistics, Political marketing, Efficiency of organization in
lists and coalitions.

1 Introduction

Many studies have been carried out on election systems; the literature on the topic is,
in fact, extensive, varied and certainly multidisciplinary, ranging from law to
statistics. The theme of election systems is hot and wide opened (Ceccanti, 2017)
because " any election system is a real and proper filter of society and politics"
(Pasquino, 1984). In analyzing an election system, various elements need to be
considered singly and overall, in the interrelations between the different components
and among those elements to consider aspects, at times, not easily perceived.

An electoral system is a complex of rules serving to discipline the participation of
citizens and the ways of representation, but also a way of influencing party formation
and the recruitment of political leaders. In Italy, the political instruments allowing
citizens entitled to vote to express a personal preference are distinguished as political
and administrative. The first ones allow the election of House and Senate members,
while with the administrative type of local voters could choose their local
administrators, such as mayors and councilors.
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This paper examines administrative electoral systems, and to contribute a focus to
the analysis of the supply of politics, concentrates the attention to the pre-electoral
step, namely the presentation of voters' lists and the voter. Using a multidisciplinary
approach, the paper joins current regulations to the use of a statistical-quantitative
approach and intends to reach a focused study of the administrative election and of
the supply of politics. Traditional analysis of political supply is concentrated merely
on socio-political aspects, focusing primarily on measures of forces in play and
concentrating on aspects related to coalition composition - seen as combinations of
candidate groups - supporting different candidates for Mayor. An approach which
provides interesting insights on the quality composition of the parties but limited to
the age of the candidates or, at most, the gender gap in the electorate. The paper,
then, by presenting a dashboard of indicators and an index, aims to propose a focus
on the supply of politics measuring the " organizational efficiency " of the opposing
political parties (coalitions and lists) participating in the elections of municipalities.
The procedures and operations concerning the submission and admission of
candidatures for the direct election of the mayor and the municipal council in the
cities of the ordinary statute regions are certainly complex; for the purpose of
providing the responsible organs a unique guideline in this delicate phase, the
Dipartimento per gli affari interni e territoriali and more precisely the Direzione
centrale per i servizi elettorali annually provides a vademecum for administrative
elections. These ministerial publications contain all the bureaucratic formalities for
the presentation of electoral lists.

1.1 Methodology

To construct the index of organizational efficiency (leo) for political parties, initially
two processes have been identified which are considered fundamental by current
regulations during the pre-electoral stage, namely, the process of the list presenters
and the corresponding candidatures. The first process relates to the phase of
subscription of the Declaration by list submitters, and the second to statements of
acceptance of candidatures.

The focus of this paper is to suggest some synthetic indicators whose primary
purpose is to provide a measure of the efficacy (and compliance) with current
electoral regulations. In the first process, the indicator of subscriptions (Is) was
identified, covering the limits of signatures required for the submission of the lists
taking into consideration possible exceptions for parties already represented in the
two Chambers of the Italian Parliament. Referring, instead, to the second process -
more complex - have been considered the number of the candidates, by identifying an
indicator of candidacy (I) and of an indicator of the proportion of gender
representation (l). The model proposes, finally, a further indicator related to
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political complexity (Icp), that identifies and measures the quantitative composition
of coalitions, understood as an aggregation of lists of candidates supporting mayoral

candidates.

Table 1: Indicators
Indicator description Abbreviation
Subscription’s indicator Is
Candidate indicator lc
Gender representation ratio indicator Irg
Political complexity indicator Iep

1.1.1 Subscriptions’ indicator (ls)

The declarations of presentation of the lists of candidates for the municipal council
and the associated candidacies for the office of mayor, for each municipality, must be
signed - in accordance with article 3, paragraph 1, of Law no. 81 of March 25, 1993,
as amended, as well as article 2, paragraph 1, of Decree-Law no. 25 of March 5,
2021, no. 25, converted, with amendments, by Law no. 58 of May 3, 2021 (which,
for the year 2021, reduced the minimum number of subscribers to one third) - by a
certain number of voters in the municipality, depending on the relevant population
bracket. The indicator Is (Equation 1) aims to represent this first condition provided
by the legislation and is given by the average value per coalition of the incremental
ratio between the number of list signatures (subscriptions) and the respective
maximum number.

Equation 1
n (Xn_Xmin)/(Xmax_Xmin)
i=1 "

the indicator takes the following values: 0 for the number of list signatures equal to
the minimum number provided and 1 for the number of list signatures equaling the
maximum number provided.

1.1.2 Candidate indicator (lc)

Each candidate's list should also be accompanied by a declaration of acceptance of
candidature on the part of each candidate for the office of mayor or city councilor,
pursuant to and in accordance with article 28, paragraph four, and article 32,
paragraph seven, number 2), of the Consolidation Act no. 570/1960. Each list must
include several candidates not exceeding the number of councilmen to be elected in
the council and not less than two thirds in compliance with Article 73, paragraph 1,
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and Article 37, paragraph 1, of Legislative Decree no. 267/2000. When the number
of municipal councilors to be elected is not exactly divisible by 3, for the
determination of the minimum number the above-mentioned article 73, paragraph 1,
is applied, based on which, when the number of candidates to be included in each
list, resulting from the aforesaid calculation, contains a decimal figure greater than
50, it is rounded up to the next higher unit.

Similarly, to the calculation of the Is indicator, the Candidate Indicator (lc) is
calculated as the average value per coalition of the incremental ratio between the
number of candidates on the list and the respective maximum number.

Equation 2

n

i (Xn - Xmin)/(Xmax - Xmin)

This will assume values equal to 0 for the number of list members equal to the
minimum number envisaged and equal to 1 for the number of list members equal to
the maximum number envisaged.

1.1.3 Gender representation ratio indicator (lrg)

Pursuant to Law No. 215 of November 23, 2012, in Municipalities with a population
of more than 15,000 inhabitants, the lists of candidates must be formed in such a
manner that each gender is not represented by less than one-third and no more than
two-thirds of the number of candidates. It is determined by the minimum value of I,
masculinity and It femininity indices per coalition

Equation 3 Ime It
n mn n f_n
i=1 1 i=1 1
The indicator of the proportion of gender representation (lg) is, therefore,
calculated according to the following equation

Equation 4
min (In ; It)

1.1.4 Political complexity indicator (lcp)
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In Municipalities with a population of over 15,000 inhabitants, each candidate for
the office of mayor must declare - in addition to acceptance of the candidacy and the
absence of the condition of ineligibility - the connection with the list or lists
presented for the election of the municipal council. For this reason, the average value
of the ratio between the number of lists per coalition (Xc) and the total number of
lists (Xc) has been calculated in Equation 5.

Equation 5

i (X.)/(Xe)
i=1 n

The purpose of the work is, therefore, the construction of an index intended as a
mathematical association of the set of proposed indicators (variables) that represent
the different components of the system for measuring the political supply. This index
assumes a character proportional to the previous indicators- and is expressed by the
following equation:

Equation 6
Is X Ie X Ipg X Iy

n

The paper pursues a non-compensatory approach and employs a model for
measuring indicators that are formative in nature, and therefore not interchangeable,
and whose correlations are not explained by the model itself. To validate the
proposed synthetic index, with the aim of verifying that the index is consistent with
the general theoretical framework, the work aimed to test the indicators and the index
of organizational efficiency (lo) through an application of the model to the election
round of the administrative 2021 and precisely to the elections of the municipality of
Naples. Finally, with the specific purpose of comparing the variables that make up
the proposed model, the values generated by the contextualization to the so-called
case Napoli21 are also compared and contrasted with the previous two rounds of
elections in the same territorial context and precisely those of June 5, 2016 and May
2011.
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A class of case-mix adjusted probability-based
indices for performance evaluation

Una classe di indici di performance basati sulla
probabilita e aggiustati per il case-mix

Giorgio E. Montanari and Marco Doretti

Abstract A family of indices for the assessment of the performance of a group of
agencies providing a certain service is introduced to deal with settings where binary
variables are used as outcome measures. The indices are built by aggregating group-
specific success probability contrasts in order to account for case-mix, that is, users’
characteristics influencing the outcome and thereby acting as confounders. The pro-
posed family encompasses many particular cases allowing to weight differently per-
formance improvements or worsenings as well as performance shifts occurring at
distinct average levels. Therefore, it represents a flexible tool adapting to various
applied evaluation contexts. A general framework for estimation is also discussed.
Abstract In questo lavoro viene introdotta una famiglia di indici per la valutazione
della performance di un gruppo di agenzie erogatrici di un servizio, da impiegare
in presenza di variabili risultato binarie. Gli indici sono costruiti aggregando con-
trasti tra probabilita di successo relative a distinti gruppi di utenza, opportuna-
mente definiti per considerare il case-mix ed eliminare effetti di confondimento. La
Sfamiglia proposta comprende molti casi particolari che consentono di ponderare
in maniera diversa miglioramenti o peggioramenti di performance, cosi come dis-
crepanze rispetto a livelli medi differenti. Per questo motivo, essa rappresenta uno
strumento di valutazione in grado di adattarsi a svariati contesti applicativi. Infine,
viene presentato un approccio generale per la stima degli indici.

Key words: binary outcome, case-mix, generalized performance index, quality as-
sessment.
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1 Introduction

Service monitoring has nowadays become a standard process in many areas of
the public as well as of the private sector. In this regard, efficacy remains a
crucial dimension of the overall quality level, together with efficiency and eq-
uity/accessibility [3]. Quite often, the problem arises of measuring the efficacy of a
number of supplying agencies by means of observational data recorded on their
users. As typical in these non-experimental settings, the outcome variables em-
ployed in this evaluation process are influenced by both agencies’ abilities and users’
personal characteristics acting as confounders. The latter form the so-called case-
mix, and have to be accounted for in order to draw correct conclusions and make
fair comparisons among agencies.

In some contexts, classification systems have been introduced which aim at cre-
ating groups of users that are homogeneous with respect to case-mix. In this way,
the group-specific outcomes of a certain agency provide a reliable set of measures of
its performance. These can then be suitably aggregated in order to obtain a synthetic
performance index. A well-fitting example in the public health sector is represented
by the evaluation of Nursing Home (NH) services, where a classification of residents
hosted by the NHs based on Resources Utilization Groups (RUGSs) has been used
for a number of years [2]. Broadly speaking, patients in the same RUG require the
same overall care load. Thus, RUGs can be considered as a good proxy of the clin-
ical complexity of each NH resident, thereby representing a useful tool to address
case-mix.

In this paper, we focus on a framework where the overall performance of supply-
ing agencies (or a peculiar aspect thereof) can be captured by a binary outcome with
0 denoting failure and 1 denoting success. Sticking to the aforementioned case of
NH services, such a variable might indicate whether NH residents died or survived
after one year from baseline, though many other examples in diverse fields could be
given. Within such a setting, we introduce a general class of case-mix adjusted per-
formance indices encompassing many routinely-used indices as special cases. All
indices in this class are built by aggregating group-specific contrasts between the
success probability of an agency and the marginal success probability for the whole
set of agencies. In this way, the index of an agency can be interpreted in relative
terms, that is, as a departure from the average performance. In other words, a com-
parative performance evaluation is pursued where the average performance is taken
as benchmark.

2 A class of adjusted performance indices

Lethe s ={l1,....H}and j€ # ={l,...,J} be two subscripts indexing sup-
plying agencies and case-mix adjusting groups, respectively. Thus, pj; denotes the
success probability for one of the N;; users of the j-th group handled by the A-th
agency, whereas p ; denotes the group-specific success probability after marginal-
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ization across all agencies. We also introduce the marginal counts Nj, = Zle Nyj

and N ; = Y| N;;. Under this notation, the generalized Adjusted Performance In-
dex (API) can be written as
G
APLY =14 Y0 Wi, Glpuy.p). (1)
J€ I

where ¢, = {j € # : Nyj > 0} is the subset of groups for which the agency h
handles at least one user, p = (p.1,. .., p.s) is the vector of the marginal probabilities
for all groups (which of course includes p ;) and Wj,; = Ny, /Ny, is the proportion of
users of group j for agency h.

The G(pyj, p) function in (1) defines the nature of the group-specific contrast. In
order to obtain a coherent performance measure, such a function is required to have
the following properties: i) if p;; = p ; then G(p;;, p) = 0; ii) given p, G(puj, p)
is monotonically non-decreasing with respect to its other argument pj ;. These con-
ditions ensure that the resulting index takes values around 1, which occurs when
a given agency has a performance equal to the average for every group (that is,
pnj = p.j for j € _#;). Clearly, higher (lower) values denote a better (worse) perfor-
mance with respect to the average. Moreover, given two agencies 4 and 4’ such that
= Zw and py; > pyj for every j € _#,, we have that APIEIG) > API;MG) for the
monotonicity property of the G function.

The main advantage of the general formulation provided in (1) is a rather high
degree of flexibility. Indeed, the G function can be chosen in a number of ways,
according to the desired nature of the resulting index. For example, the two functions

G(pnj>p) = pnj—p.j and G(pnj, p) = (prj—P.j)/ Lje g, Wajp.j respectively return

G
API;& '=1+ g Whjpnj — g Whjp.js 2)
j€ h j€ h

and
) Xje 7, WhiPhj

APL™ = .
h Z]E]h Wh]p]

Both (2) and (3) are classical risk-adjusted measures contrasting, for the i-th agency,
the marginal success probability (¥ jc 7, Wi;jpn;) with the theoretical probability that
would result if such an agency had average group-specific probability levels and
maintained its case mix distribution (} ;¢ A Wj,jp.j). However, the former operates
on the difference scale, while the latter operates on the ratio scale. This example
also clarifies why in the generalized formulation (1) every single G function in the
summation depends on the whole p vector rather than on the scalar value p_; only.
Another relevant aspect is that different specifications of the G function empha-
size different kinds of contrasts. For example, because of some subject-matter rea-
sons one might want a discrepancy between pj,; and p_; occurring at higher (lower)
values of p ; to outweigh the same discrepancy occurring at lower (higher) values
of p ;. Also, in certain evaluation contexts it could be desirable that a performance
improvement contributes to the index more than a performance worsening of the

(€)
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same magnitude (or vice-versa). Notice that according to the paradigm the evalua-
tor has in mind these discrepancies might be quantified either as deviations pj; —p.;,
variations py,j/p.; or relative increments (p;,; — p.;)/p.;. The adoption of a particu-
lar paradigm might lead to controversial interpretations of indices tailored to other
paradigms; see for example the discussion in [1] concerning indices based on mor-
tality rates. The proposed approach is able to deal with all these instances simply
via a sensible specification of the G function.

3 Estimation

Once the G function has been chosen, one has to deal with the problem of esti-
mating the resulting API; index based on sample data gathered from the agencies.
To this end, for each user of group j handled by the A-th agency, we assume we
observe a realization from a binary random variable with success probability py;,
and that variables referring to different users are uncorrelated. In this way, for every
case-mix adjusting group the observed marginal and agency-specific success rates
can be viewed as estimates from unbiased estimators of the corresponding success

probabilities. Therefore, the natural estimator of the APIELG) index in (1) is

—(G) A
APL, =1+ Y Wy;G(pn;. P), )
JEIn

where pp,; e p are, in analogy with (1), the sample success rate for the (%, j) pair and
the vector of sample marginal success rates.

It is important to highlight that for some groups the finite-sample estimates of the
probabilities appearing in the G function might take values on the boundary of the 0-
1 interval. In these cases, the index estimate might not be defined depending on the
nature of the contrasts and of the transformations involved in the G function (e.g.,
ratios, logarithms, probability complements). For example, the function G(pyj, p) =
Pnj/P.j— 1 leads to the mean of ratios

AP = Y w2 s)

A

jE/h pj

which is not defined when the estimator p ; assumes null values for some j €
Fn. When, like in the example above, indefiniteness occurs because of p ; tak-
ing extreme values for some groups, the problem can be circumvented by setting
G(Pnj, p) = 0. Indeed, in these cases all agencies have an average performance, be
it the best or the worst, and property i) mentioned in Section 2 can be invoked. In
what follows, we assume that the probability of an indefiniteness is negligible.

The analytic expressions of the moments of the generalized estimator in (4) can
be obtained by linearization, a method offering a good approximation of the true
moments when the sample size is large enough. Assuming that G(py,;, p) is differ-
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entiable in its domain, a first-order Taylor expansion performed in the point (py;, p)

returns
56 56 .
APL, "~ APL, =1+ Y WyG(pnj,p)+ Y, WijAnj(Pnj— pnj)
JE /h Jje /h
+ Y Wi Y Buje(pe—pa),
JE /h KE/
where
~ 9G(pnj, P) _ 9G(pnj, P)
Ahj = T th.(’, = T .
Phj Pnj=phj,P=P P Pnj=pnj,P=P
—(G
It is straightforward to observe that APIE, ) is an unbiased estimator of API;G), SO

(G)

—(G
that API,S ) is asymptotically unbiased for API,"" as Nj — e and N ; — oo for

—(G
J € # . The variance of API; ) is given by

—(G) ) ,
V(APIh ): Y WALV + ¥ WE Y B V(b

J€In JE I le g (6)
+2 ) thjAthhj.jCOV(ﬁhj,ﬁ.j)-
J€In

This result is due to the fact that the random variables pj; and py y are uncorre-
lated whenever h # k' or j # j/, which immediately follows from the absence of
correlation postulated for the binary variables referring to users. Hence, for every
group the only covariance to be accounted for is the one between pj,; and p ;. Since
pj =il Onipnj, where Qp,; = Ny; /N is the share of users of group j handled
by the h-th agency, we have that such a covariance is Cov(pp;,p.;) = On;V (Pnj)-
Substituting in (6) returns a more compact (approximate) expression for the target
variance which, again, holds true asymptotically and is given by

——:(G) N .
V(APIh )% Y WiAni(Anj+200Bii )V (i) + Y. Wi Y By V(Do)
J€In €I LS

@)

where
. nj(1— pnj Pre(1 = pne)
J

For instance, the approximate variance of the estimator in (5) is

— .20, D
V(ALY E wp{ Py, D+ v )}
J€Sn Pj p.]
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with V(pp,;) and V(p ;) as in (8). A consistent estimator of the right-hand side of (7)
is obtained by plugging-in p;; and p, in place of the true probabilities p,; and
p.¢ appearing in the A;,; and B,; , terms as well as in the two variances in (8), for
which the usual sample size corrections (that is, replacing N, ; and Ny, with Nj,; — 1
and Ny, — 1, respectively) can also be implemented in order to achieve unbiased
estimation.

4 Conclusions

Like other tools dealing with relative performance measuring, the proposed fam-
ily of indices is likely to be mainly used for comparison and/or ranking purposes.
Clearly, the inferential framework sketched in Section 3 allows the evaluator to cor-
roborate point-estimation results with their statistical significance. In this regard, the
general expression of the covariance between the indices of two different agencies
can be derived to draw inferential conclusions on pairwise differences.

Further research is ongoing on the class of case-mix adjusted probability-based
indices for performance evaluation proposed in this work. For instance, the finite-
sample properties of the estimators associated to the most popular indices (includ-
ing, but not limited to, those presented in the previous sections) should be studied
via simulation. Indeed, small sample sizes are likely to occur in many applied set-
tings, posing a number of challenges which range from the tenability of first-order
Taylor approximations to the impossibility of estimating the variance of a sample
proportion when Nj,; = 1. For these issues, suitable remedies are being studied.

Acknowledgements We are thankful to Cassa di Risparmio di Perugia for financial support and
to Regione Umbria (Italy) for sharing the data that inspired this work.
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Indicators system

Un modello ultrametrico per costruire un sistema di
indicatori compositi

Carlo Cavicchia, Pasquale Sarnacchiaro, Maurizio Vichi and Giorgia Zaccaria

Abstract In the last years, the use of composite indicators has consistently in-
creased, and the necessity to build model-based composite indicators with a strong
methodological statistical approach becomes more and more important for reasons
of trustworthiness. In this paper, we propose to build a composite indicators system
able to measure different levels of relations among (group of) variables according
to an ultrametric form which detects a hierarchical structure upon (group of) vari-
ables. Each dimension is measured as a specific composite indicator which reflects a
subset of variables. In order to show its potential and applicability, the methodology
is employed to analyze a dataset which contains variables about separated waste
collection in Italy taking into consideration both its performance and its costs.

Abstract Negli ultimi anni I'utilizzo di indicatori compositi é costantemente cresci-
uto, e la necessita di costruire degli indicatori compositi model-based con un forte
approccio statistico e sempre pint importante per motivi di fiducia. In questo arti-
colo proponiamo di costruire un sistema di indicatori compositi che possa misurare
diversi livelli di relazioni tra (gruppi di) variabili seguendo una forma ultramet-
rica che individui una gerarchia sulle (gruppi di) variabili. Al fine di mostrare il
suo potenziale e la sua applicabilita, la metodologia ¢ applicata per analizzare
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un dataset che contiene variabili riguardo la raccolta differenziata in Italia con-
siderando sia le sue prestazioni che i suoi costi.

Key words: Latent variable model, Hierarchical model, Model-based, Latent con-
cept, Statistical estimation

1 Introduction

Composite Indicators (CIs) are non-observable latent variables which consist of the
aggregation of observed variables into a single non-observable index according to
an underlying model for the multidimensional concepts [7, 8]. A CI is therefore a
mathematical (weighted) combination of variables that generally is subject to sev-
eral choices by the researcher [2]. CIs are able to summarize a big amount of infor-
mation and for this specific feature they are very useful to measure multidimensional
phenomena by potentially highlighting different levels of synthesis. However, the
methods for CIs’ construction are often criticized since they are not considered sta-
tistically rigorous or based on theories with solid foundations [6], thus, they might
lead to misleading results and interpretations. This accounts for building CIs via a
model-based approach.

In this paper, we propose to build a CIs system able to measure different levels
of relations among (group of) observed variables according to an ultrametric struc-
ture [3, 4]. This structure allows describing multidimensional phenomena which are
characterized by nested latent concepts having different levels of abstraction, from
the most specific to the most general. In detail, internal consistent concepts are built
and eventually aggregated from the most concordant ones to the most discordant.
The proposal therefore detects a hierarchical structure upon variables.

In order to show its potential and applicability, the methodology is employed
to analyze a dataset which contains variables about separated waste collection in
Italy taking into consideration both its performance and its costs. This topic results
crucial nowadays since many States are still land-filling huge amounts of munic-
ipal waste — the worst waste management option — despite the existence of better
alternatives, and notwithstanding structural funds being available to finance better
options. It is thus worth investigating how to measure the goodness and affordabil-
ity of a waste management service via a system of CIs which assess each latent
concept included in its definition. The number of information and statistics about
waste management is larger and larger. For instance, Cavicchia, Sarnacchiaro and
Vichi [1] detected which dimensions have an impact on the waste management in
EU building a general composite indicator based on three specific composite indica-
tors: recycling and circular economy performance, generation of recyclable waste,
and private investments and innovation.
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2 Methodology

CIs are able to reduce complex phenomena to a unique measure which results easier
to interpret and might be used during the policy-making process. Notwithstanding
their usefulness, it might be important to use both a set of specific indicators and a
unique aggregated index. This means that a complex reality must be represented at
different levels of abstraction and synthesis which might help to understand better
the specific characterizations of the phenomenon that is being studied. The aggre-
gated CI is the result of an entire hierarchy which starts from Q internal consistent
latent concepts, in turn the hierarchy is provided by the ultrametric structure that re-
constructs the main relationships among the variables. In other words, the hierarchy
is composed of nested dimensions characterized by distinct levels of abstraction.

The different levels of the hierarchy are reconstructed thought four matrices: 1)
a p x Q membership matrix V, which represents the membership of each variable
to a group where p is the number of the observed variables; 2) a diagonal matrix S”
of order O, whose main diagonal represents the variance of each group; 3) a diag-
onal matrix S% of order 0O, whose main diagonal represents the covariance within
each group; 4) a ultrametric matrix S? of order Q, whose diagonal entries are set
to zero and off-diagonal ones represent the hierarchical relationships among pairs
of concepts. Whereas the Cls are built as the score vectors which best reconstruct
the data matrix. The model-based approach which characterizes this hierarchy and
this system of ClIs guarantees to optimize an objective function in the least-squares
framework.

The proposal extends the work by Cavicchia, Vichi and Zaccaria [5] by also re-
constructing the covariance structure of the observed variables via an extended ultra-
metric covariance matrix [4]. However, the proposed method preserves the feature to
obtain a reduced number of latent concepts which are quantified by maximizing the
explained variance. These two goals are reach by minimizing a common objective
function.

3 Application

The data used in this application about the separated waste collection are from dif-
ferent sources: Eurostat, Joint Research Centre (JRC) and Istituto Superiore per la
Protezione e la Ricerca Ambientale (ISPRA). It is worth observing that the observed
variables used in this paper - namely, Cost of separated waste collection and trans-
port, Cost of separated waste treatment and recycle, Organic waste collection, Paper
waste collection, Glass waste collection, Metal waste collection, Plastic waste col-
lection and Percentage of separated waste over the total waste - are regularly updated
and free. Two variables represent the costs of the separated waste while the other six
variables express the performance of it. In detail, we include in our analysis only the
largest 40 Italian municipalities for comparability reason and we use the size pop-
ulation (i.e., number of inhabitants) and the size of waste produced (i.e., weight in
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kilograms) to normalize the variables yet Percentage of separated waste over the
total waste. This choice allows us to conduct two different analyses: one regarding
the efficiency of the separated waste collection and one regarding the efficacy. A
few steps of pre-processing are taken into consideration: the few missing data are
Missing Completely at Random (MCAR) and therefore imputed by the K-nearest
neighbors method by setting K = 4 and by using the Euclidean distance; and the
variables are then standardized.

The motivation of this study lies on the assumption that it is crucial to combine
the information from the costs and the performance to provide a support for Ital-
ian municipalities’ actions and policies. The information from these two aspects, if
measured separately, might be either misleading or limited. The research aims at
searching other important latent concepts which might be present withing the main
two, namely, costs and performance.

4 Conclusion

This paper provides a model-based approach to build a CIs system able to pinpoint
a hierarchy and the quantification of the latent concepts which compose it. Further-
more, this study presents a useful tool to measure the separated waste collection in
Italy together with its main aspects, by identifying the most important relationships
among variables. The goal is to provide both a methodological contribution to the
construction of CIs literature and a support for Italian municipalities’ actions and
policies.
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Feature definition for NBA result prediction
through Deep Learning

Definizione delle features per la predizione dei risultati
nella NBA tramite il Deep Learning

Manlio Migliorati, Eugenio Brentari

Abstract This contribution is focused on features’ definition for the outcome predic-
tion of matches of NBA basketball championship. It is shown how models based on
one a single feature (Elo rating or the relative victory frequency) can have a quality
of fit better than models using box-score predictors (e.g. the Four Factors). Features
have been ex ante calculated for a dataset containing data of 16 NBA regular sea-
sons, paying particular attention to home court factor. Models have been produced
via Deep Learning, using cross validation.

Abstract Questo contributo é focalizzato sulla costruzione di predittori per la predi-
zione dei risultati degli incontri del campionato di basket NBA. In particolare si
mostra come modelli basati su un unico predittore (Elo rating o la frequenza rel-
ative delle vittorie) possono avere una qualita di fit superiore a quella dei modelli
basati sui box-scores (ad esempio i Four Factors). I predittori sono stati calcolati
ex-ante su un dataset che comprende i dati di 16 regular seasons del campionato
NBA, facendo particolare attenzione al fattore campo. I modelli sono stati prodotti
tramite Deep Learning, applicando la cross-validation.

Key words: basketball outcome prediction, features definition, court factor

1 Introduction

This contribution is focused on features selection for the problem of predicting the
winner in NBA matches. It is shown how, for outcome prediction classification prob-
lem, a careful definition of single features used in model definition, can produce
predictions with a quality better than quality of models built on the top of box-score
statistics.
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To this purpose, two features directly quantifying strength of teams involved in a
match have been selected:

1. The Elo (from the name of its creator) rating system [2], originally defined for
rating chess players and today widely used in several domains.
2. The difference of the relative frequency of victories for the two teams.

and used as covariates to build models to be compared, in terms of quality of fit,
to models built using Oliver’s Four Factors [5, 4] (few indexes synthesizing several
box-score statistics) as regressors.

The models built in this work have been developed in a particular Deep Learning
echosystem in R based on Keras package [1].

2 Features’ definition

2.0.1 The Elo rating

The Elo rating system [2] has been originally defined for calculating the strength
of players in zero-sum games (i.e. games where a player gains exactly what its
opponent loses) as chess, the sport for which this system was created by Arpad Elo.
More formally: if before a match Playerl has a rating R1 and Player 2 has a rating
R2, and if S is the result of the match (where 1 means Playerl victory and O Player2
victory), after the match, the ratings of the 2 players will be updated as follows:

Rl =R1+Kx*(S—P(plw)) (1)
R2 =R2+K % (S—P(p2w)) )

where K is a parameter addressing how strongly a result will affect ratings’ up-
date and P(plw) and P(p2w) are the probabilities of victory (modelled as logistic
curves) attributed to the two players before the match. The difference in Elo ratings
between the two teams fighting in a match will be the first feature used in the present
study: for the initial ratings we will follow [6] and 1300 will be used.

2.0.2 The difference in relative victory frequencies

A second feature directly quantifying the strength of opposing teams is the differ-
ence of their relative victory frequencies, named diff in the following. It can be
formally defined as follows:

won_matchesy; won_matchesy,

dif f = 3

played _matchesy, B played_matchesy,

Where the subscript it means home team, and the subscript at mean away team. Diff
statistics ranges from -1 to 1, where value 1 means that the home team is absolutely
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the strongest between the two teams. So, diff is a clear and concise way for showing
the difference in class between the two teams, providing an analytical definition for
a classic rule of thumb often used in naive fan predictions (the favorite is the team
that won more in the (recent) past).

2.0.3 Four Factors

The Four Factors [5, 4] is a set of indexes built on top of classic box-score statistics.
Four Factors are considered fundamental for winning a match, and summarize the
attitude of a team with respect to shooting, turnovers, rebounds and free throws.

3 The dataset

The dataset includes data about 16 NBA regular seasons (from 2004-2005 to 2019-
2020 ), counting more than 18.000 observations (one for each match). Elo, dif f and
Four Factors have been calculated ex ante, i.e. considering only information from
prior matches, to make them suitable for outcome predictions, taking into account:

« the periodicity, considering both the historical (considering all prior games) and
the dynamic perspective (averaging on a subset of prior matches). Moreover,
the mechanism of regression to mean [3] has been implemented for historical
features, seeming particularly suitable for NBA [6], where at the end of each
season there is an attempt to rebalance teams strength.

¢ the court where matches have been played: besides features usually calculated
considering all matches, two new statistics based considering only either home
or away data (called the court issue in the following) will be calculated, too.

4 Methods and Models: Deep Learning

4.1 Building Deep Learning models

All the models described in this work share the same sequential structure:

* one first input layer, with a number of input units corresponding to the number
of features to be considered in building the model (1 for Elo and dif f, 8 for Four
Factors (4 for each team)

* one final output layer, with 1 output unit corresponding to the two possible re-
sults of a NBA match (basketball outcome prediction is a typical classification
problem)
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* astack of several intermediate hidden sequential layers, connecting the input and
output layers. Each hidden layer contains several elaboration units, to work on
data received from the prior layer before sending them to the following layer.

The nets, calibrated to produce models with a good prediction quality, are built
considering the two hyperparameters (i.e. the number of layers and the number of
units for each layer) small in size, a natural consequence of the small number of
features.

5 Results

The results reported in this section have been obtained using a v-fold cross-validation
with v=4.

5.1 Using Elo features

Execution results for models based on Elo variants are reported in Table 1. The
quality of predictions for models built using historical Elo without considering the
court issue is the best one, with an AUC equal to 0.7117 and an accuracy equal to
0,6721 (using a threshold equal to 0.5047). These values have been obtained using
aregression to mean percentage P% equal to 20.

Between the models built using dynamic Elo, the model not considering the court
issue, obtained with a depth equal to two, is the best one: its AUC is equal to 0.7117
and its accuracy equal to 0.6736 (threshold equal to 0.5049), the best among the
models we built in this work. Also predictions’ quality for the model built using
dynamic Elo considering the court issue, obtained with a depth equal to three, is
good, with an AUC equal to 0.7103 and an accuracy equal to 0.6705 (threshold
equal to 0.5148).

Table 1 Best quality of predictions for models based on Elo. For each variant, the best AUC mea-
sure, the corresponding threshold and the accuracy measure are reported, together with parameters’
values used in Elo calculation

periodicity court issue AUC threshold accuracy regression to mean P%

historical not considered 0.7117 0.5047 0.6721 20
historical considered 0.7001 0.5058 0.6650 60

periodicity court issue AUC threshold accuracy depth

dynamic  not considered 0.7117 0.5049  0.6736 2
dynamic  considered 0.7103 0.5148 0.6705 3
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5.2 Using dif f features

Results are reported in Table 2. The quality of predictions of the model built using
dif f without considering the court issue is the best one, with an AUC equal to
0.6925 and an accuracy equal to 0.6626 (using a threshold equal to 0.5236). For the
model built using dynamic dif f, the quality of predictions not considering the court
issue is the best one, with an AUC equal to 0.7020 and an accuracy equal to 0,663
(threshold equal to 0.5255).

Table 2 Best quality of predictions for models based on dif f. For each variant, the best AUC mea-
sure, the corresponding threshold and the accuracy measure are reported, together with parameters’
values used for calculation

periodicity court issue AUC threshold accuracy regression to mean P%

historical not considered 0.6925 0.5236  0.6626 90
historical considered 0.6775 0.4788 0.6572 78

periodicity court issue AUC threshold accuracy depth

dynamic  not considered 0.7020 0.5255 0.663 50
dynamicl 0.6944 0.5057 0.6586 27

5.3 Using Four Factors

Table 3 reports some results: the model built on historical Four Factors without
considering the court issue is the best one, with an AUC equal to 0.6655 and an
accuracy equal to 0.6400 (threshold equal to 0.5334). Between dynamic features,
the two models are equivalent in terms of quality of fit, slightly less than quality of
historical model.

Table 3 Best quality of predictions for models based on Four Factors. For each variant, the best
AUC, the corresponding threshold and the accuracy measure are reported, together with the pa-
rameter’s value used for calculation

periodicity court issue AUC threshold accuracy regression to mean P%

historical not considered 0.6655 0.5334  0.6400 78
historical considered 0.6527 0.4968 0.6347 74

court issue AUC threshold accuracy depth %

dynamic not considered 0.6495 0.4934 0.6371 42
dynamic considered 0.6492 0.5091 0.6372 36
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6 Conclusions

In this contribution we showed how appropriately defined statistics can profitably
be used as single features in fitting models for outcome predictions on a basketball
dataset including 16 NBA regular seasons from 2004-2005 to 2019-2020.

The models quality is better than quality of models fitted using Four Factors, a syn-
thesis of box-score statistics.

The best prediction quality for a model considering the whole period has been pro-
duced using a single dynamic Elo feature (not considering the court issue), with
an averaging depth equal to two (i.e. only Elo rating of prior two matches are con-
sidered in feature calculation). For this model, the AUC is equal to 0.7117 and the
accuracy (using a threshold equal to 0.5049) is equal to 0.6736 (same AUC of the
model built using historical Elo, but higher accuracy).

Results suggest that the court issue approach to features definition produces predic-
tions comparable in the quality to models based on usual single feature, offering
more interpretation details. Moreover, we verified how regression to mean can play
a relevant role in prediction quality.

In general, quality of models built using dif f based features is close to quality of
models built using Elo, and this is an expected result if we take into account how
both these features express a direct measure of the strength of a team. Instead, the
quality of models based on Four Factors is remarkably the lowest among the three
approaches, suggesting how the approaches based on box-score statistics are close
to their limit in outcome prediction quality.
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An application of contrast trees for
mortality models diagnostic and boosting

Un’applicazione degli alberi di contrasto per la
diagnostica e il boosting di modelli di mortalita

Susanna Levantesi, Matteo Lizzi and Andrea Nigri

Abstract Different mortality models are hardly comparable with the observed
data in a unified framework. In this paper, we use contrast trees as a general
method that allows us to assess and compare the quality of different morality
models, fitted on the Italian mortality rates. The results are discussed using
both graphical and numerical tools, with particular attention to the low-
performing regions.

Abstract Diversi modelli di mortalita sono difficilmente confrontabili con i
dati osservati in un quadro unificato. In questo articolo, utilizziamo alberi di
contrasto come metodo generale che ci consente di valutare e confrontare la
qualita di diversi modelli di moralita, stimati su tassi di mortalita italiani. T
risultati vengono discussi utilizzando strumenti sia grafici che numerici, con
particolare attenzione alle regioni con alti livelli di errore.

Key words: mortality modeling, machine learning, contrast trees
1 Introduction

The longer life experienced in the modern era represents an enormous achieve-
ment but at the same time it poses major challenges. Estimating longevity is
not straightforward: it is not clear when a method will perform best. As pro-
posed by Booth and Tickle (2008) the accuracy of population estimates should
be regularly tested. Until the 1980s, mathematical mortality models were rela-
tively simple and involved a fair degree of subjective judgment. The availability
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of reliable data, in lockstep with the improvement of statistical-mathematical
methods, has allowed the creation of ever-finer mortality forecasting models.
According to Booth and Tickle (2008), literature suggests three approaches
to demographic modeling: explanation makes use of structural models of
mortality from certain causes of death, ezpectation, based on expert opinion,
involving varying degrees of formality. Finally, extrapolation uses the regularity
found in age patterns and trends over time (Lee and Carter, 1992). Using
a new method proposed by (Friedman, 2020), namely Contrast Trees, this
paper offers different a perspective for evaluating the accuracy of the mortality
estimates provided by machine learning algorithms.

2 Methodology

The goal of the Contrast Trees (CTs) method is to uncover regions in the
predictor variables space with very high values of the error rate quantified
by a discrepancy measure (Friedman, 2020). CTs are easy to be interpreted
and can be used as diagnostic tools to detect the inaccuracies of models
engendered by any learning method.

Suppose to have a set of predictor variables x = (x1,2,...,2p) and two
outcome variables y and z for each x. We aim to find those values of x for
which the respective distributions of y|z and z|z, or some statistics such as
mean or quantiles, are most different. In summary, CTs provide a lack-of-fit
measure for the conditional distribution p,(y|z), or some statistics.

Let consider the M?®" iteration, where the tree splits the space of the
predictor variables into M disjoint regions {Rm}%zl, each one containing
a subset of the data. Let denote fﬁi) and ffnr ) the fraction of observations
in the left and right region with respect to R,,, respectively. The quantities
d,(ql@), d,(g) respectively represent the discrepancy measures associated to the
fractions fr(,ll) and fﬁ? Given a specified subset of the data {x;,yi, 2i }z;cRin>
a discrepancy measure between y and z values can be generally defined as:

dm =D ({Yi}e,e R {zi}aieRin) (1)
The quality of a split is quantified by the following measure:
B
Quilt,r) = (515 -maa (453, di3)) (2)

The choice of the discrepancy measure depends on the problem to be solved,
allowing CTs to be applied to a variety of problems. In numerical applications,

for sake of simplicity the following discrepancy measure dEJ has been used:

220



IES 2022

An application of contrast trees for mortality models diagnostic and boosting

m_ 1 L
dm—Ni Z ‘yz_zz| (3)

m z; €ERm

where N, is the number of observations in the region R,,. See Friedman
(2020) for further details about the tree split procedure.

2.1 Estimation boosting

To improve the models, Friedman (2020) proposes a contrast-boosting strategy
that, dealing with the uncovered errors, can enable the regression models
to provide more accurate predictions. Contrast boosting works by gradually
modifying a starting value of z to reducing its discrepancy with y over the
data. The resulting prediction is then affected by these modifications on the
initial value of z. Specifically, we consider the estimation contrast boosting,
which takes z as an estimate of a parameter of the full conditional distribution
of a target variable given a set of predictor variables, py (y|z).

The procedure consists of modifying the z values within a certain region
RS) of a CT, so that its discrepancy with y is zero, i.e. to set d,, =0 in
Eq. 1. This is an iterative procedure, where the first modification is from
2 to 2(1) = z+5,(,p for z € R7(71L), the second from z(1) to 2(2) = z+§7(7%) for
x € Rg), and so on. The z values final estimate is then Z(z) = z(z) +Z£<:1 57(7];3),
where K are the maximum number of iterations. In practice, each updated

value of z is contrasted with y producing new regions Rv(ff) (1<k <K) with
corresponding updates 67(75 ).

3 Numerical Application

We consider the Italian mortality data available in the Human Mortality
Database (HMD) over the period 1950-2018, referred to male population aged
30-90, and analyzing separately age groups 30-60 and 61-90. We split the data
into training set and test set according to the common rule 70%-30%. The
dataset partition is obtained by using the dissimilarity-based compound selec-
tion proposed in Willett (1999). We apply the methodology to the following
models in a regression framework:

o Lee-Carter (LC) model. The model is specified as:

log (mg,1) = ag + Buke (4)
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We assume that deaths are independent Poisson distributed (Brouhns et al.,
2002). The LC model can be reformulated in a GNM framework according
to the Poisson assumption for death counts.

o Age-Period-Cohort (APC). We use the model version reformulated in a
GLM framework (Alai and Sherris, 2014):

log (ma,t) = Bo~+ B1,z + P2,t + B30+t (5)

o Gradient boosting machine (GBM). A tree-based algorithm proposed by
Friedman (2001) that uses fixed size decision trees as weak learners.

o Extreme gradient boosting (XGBM). An efficient implementation of gradient
boosting decision trees, proposed by Chen et al. (2015)and applied to both
raw and preprocessed data: the latter is obtained by centering and scaling.

3.1 Results

The analyses have been implemented via the conTree R package (Friedman and
Narasimhan, 2020)setting thr maximum tree size to 100. T In the following, we
will show how CTs can be used to assess different models. We first summarize
the results using the lack-of-fit contrast curves, which have point coordinates
[frmsdm]. fm =% Zdj>dm Nj; is the fraction of observations in the Region

.. . a7 Ddy NI .
R,, containing N, observations, while d,, = 2:3*7 is the weighted
dj>dm

average discrepancy. The lack-of-fit contrast curves obtained by contrasting
the observed data to the estimates provided by each models are reported
in the left panels of Fig. 1, while those comparing accuracy estimates after
applying contrast boosting to the output of the models, are illustrated in the
right panels. Table 1 reports the values of the average discrepancy measure
for both the base and the boosted models considered in the analysis.

Table 1: Average discrepancy measure

Age 30-60 Age 61-90
Model Base Boosted Base Boosted
APC 1.50E-04 1.47E-04 2.01E-03 1.74E-03
LC 2.29E-04 2.08E-04 2.13E-03 2.07E-03
GBM 2.41E-04 1.67E-04 6.23E-03  3.40E-03
XGBM 2.83E-04 2.78E-04 1.96E-03  1.95E-03

XGBM prep 2.81E-04 2.72E-04 1.97E-03 1.97E-03

As could be expected from the left panel of figure 1, for age group 30-60 the
APC model has the lowest average discrepancy. However, lack-of-fit curves
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Fig. 1: Lack-of-fit contrast curves for APC (black), LC (blue), GBM (red),
XGBM (orange) and XGBM prep (green)

provide more structured information, particularly regarding how and how
much model discrepancy varies across the regions identified in input space.
These regions can be identified and interpreted. Moreover, high-discrepancy
regions can be used for assessing whether or where a model should be trusted
or not. For sake of brevity we show in Fig. 2 the three highest-error regions.
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Venti anni di Random Forest: una review sistematica
preliminare

Massimo Aria, Agostino Gnasso and Luca D’ Aniello

Abstract The Random Forest (RF) model consists of an ensemble classifier that pro-
duces many decision trees through the use of a randomly selected subset of samples
and training variables. The RF model has assumed importance within the scientific
community thanks to its performance. The accuracy of its classifications and pre-
diction has allowed the use of RF in several research domains, which have benefited
from it. The present study aims to provide a preliminary review of the whole sci-
entific production characterized by all the publications citing the article "Random
Forest” by Breiman, 2001, in the last 20 years (2001-2021).

Abstract L ‘approccio Random Forest (RF) consiste in un classificatore di ensem-
ble che produce un grande numero di alberi decisionali, attraverso ['uso di un
sottoinsieme di variabili, casualmente selezionato. 1l modello RF ha assunto im-
portanza all’interno della comunita scientifica grazie alle sue prestazioni, nonche
granzie all ‘accuratezza delle sue classificazioni e previsioni. Il presente studio mira
a fornire un’antemprima preliminare dell intera produzione scientifica caratteriz-
zata da tutti i lavori accademici che hanno citato ’articolo ”Random Forest” di

Breiman, 2001, negli ultimi 20 anni (2001-2021).

Key words: Random Forest, Bibliometrics, Systematic literature review, Science
mapping
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1 Introduction

Machine learning is a data analysis approach that automates the construction of ana-
Iytical models. It is a branch of Artificial Intelligence based on the idea that systems
can learn from data, identify patterns on their own and make decisions with mini-
mal human intervention [10]. The use of Ensemble methods in Machine Learning
provides different predictive models with different results for the same inputs. En-
semble Learning approaches increase predictive performance models by combining
the outputs of a set of induced hypotheses, also called base learners, into a sin-
gle predictive model. It has the purpose of decreasing variance, altering bias, and
improving predictions. An ensemble learner can match any machine learning al-
gorithm such as the decision tree, neuronal network, or a linear regression model.
Classification and Regression Trees (CART) are supervised learning techniques that
use a nonparametric approach [5]. The process of building trees is intuitive and sim-
ple for the human mind, which implies a simple and useful interpretation, but it
is not competitive in terms of accuracy concerning other regression and classifica-
tion approaches. However, predictive performance can be substantially improved by
aggregating many decision trees.

In 2001 Leo Breiman proposed Random Forest (RF) method [4], a non-linear
approach aims to achieve greater accuracy by averaging multiple decision trees,
each of which is grown according to two random steps: the first step consist of the
use of a bootstrap sample to train each tree, while the second is the use, at each
internal node, of a random subset of variables to generate splits. RF is an evolution
of Bagging which aims to reduce the variance of a statistical model, simulates the
variability of data through the random extraction of bootstrap samples from a single
training set and aggregates predictions on a new record [3].

The purpose of this work is to present a systematic literature review of the last
twenty years — from the publishing of RF papers to date - and identify the main
research domain that use RF method through quantitative and longitudinal analysis.

2 Materials and methods

Bibliometrics has the potential to introduce a systematic, transparent, and repro-
ducible review process based on the statistical measurement of science, scientists,
or scientific activity [6] [12]. Bibliometric analysis involves quantitative methods
for exploring, monitoring, and measuring of published research with a set of tools
within one or more specified fields over a given period of time [15].

This work aims to perform a bibliometric analysis to investigate thought the kn-
woledge of scientific literature of all publications citing the RF article with the sci-
ence mapping approach. As defined by Tijssen and van Raan [14], science mapping
plays a crucial role in the study of knowledge structures underlying research and
development (R&D) developments. It depicts the structural and dynamic aspects of
a scientific research domain [8] from a quantitative and qualitative viewpoint.
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As described by Chen [7], the unit of analysis in science mapping is a domain of
scientific knowledge that is reflected through an aggregated collection of intellectual
contributions from members of a scientific community or more precisely defined
specialties.

The review process was performed using bibliometrix, an R-package (http://
www.bibliometrix.org) that provides a set of tools for quantitative research
in bibliometrics and scientometrics [1]. Bibliometrix is a unique tool according to a
logical bibliometric workflow and incorporates a wide variety of different analyses.

3 Data collection and findings

To retrieval the bibliometric data, we queried the Web of Science (WoS) indexing
database on October 2021. WoS was launched by the Institute for Scientific Infor-
mation (ISI) and now it is maintained by Clarivate Analytics. It represent of the
main databases allowing to explore the literature of several scientific domains. It
includes several citation databases specialised on specific fields covering more than
20000 journals, conference proceedings and books [2].

This systematic literature review and meta-analysis is reported according to the
Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA)
guidelines, illustrating the outcomes of the literature searches and article selection
process [11].

We downloaded 43.887 publications citing the RF article from WoS. We filtered
our collection by selecting only the publications classified as articles and reviews
from January 2001 to October 2021. Moreover, we retrieved only the publications
written in English. The final collection included 34.713 publications.

In Table 1 there are some descriptive information about the whole collection.The
publications has been published on 5.491 sources and collected over one million
of references. The collection is charaterized by only the 3.25 % of reviews. The
number of single-authored documents is 911. This means that most of publications
were written by at least two authors. Indeed the average number of authors per
document is 3.

The Figure 2 shows the annual scientific production which provides an overview
of the number of papers that have cited RF in the last 20 years. The annual growth
rate is on average 49.6%. To date, the number of publications is almost equal to the
number of publications published in the 2020. This highlights the constant need for
researchers to use this methodology in their works.

In Figure 3 a word cloud of the most frequent is reported. To perform this anal-
ysis, we considered the KeyWords Plus (ID) used in the different documents. The
ID are words or phrases that frequently appear in the titles of an article’s references
but do not appear in the title of the publication itself. Their generation is based upon
a special algorithm [9] that is unique to WoS databases. The most frequent ID is
classification”. This means that the RF is used in many classifications works such
as text classification and image classification. [13].
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MAIN INFORMATION ABOUT DATA

Timespan 2001:2021
Sources (Journals, Books, etc) 5491
Documents 34713
Average years from publication 338
Average citations per documents 21.88
Average citations per year per doc 4.082
References 1066621
DOCUMENT TYPES

Article 33586
Review 1127
DOCUMENT CONTENTS

Keywords Plus (ID) 39276
Author's Keywords (DE) 63024
AUTHORS

Authors 109632
Author Appearances 200304
Authors of single-authored documents 911
Authors of multi-authored documents 108721
AUTHORS COLLABORATION

Single-authored documents 1092
Documents per Author 0.317
Authors per Document 3.16
Co-Authors per Documents 577
Collaboration Index 3.23

Fig. 1 Main information about data

Articies

Year

Fig. 2 Annual Scientific Production - Timespan 2001:2021

4 Conclusion

The RF is a user-friendly, intuitive, and very fast approach. It less training time than
Decision Tree and Support Vector Machine. RF becomes functional in cases of large
datasets because it helps avoid the problem of overfitting by managing the noises
present in datasets. As seen in our work, thanks to these capabilities, RF, proposed
by Breiman [4], is gaining more and more popularity in the research community for
classification and prediction tasks, even twenty years after its publication.

Future developments will be devoted on a detailed analysis of the massive col-
lection used in this work through quantitative and statistical advanced methods. In
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Fig. 3 Word cloud of the most frequent ID

particular, the research domains that use the RF method will be identified to under-
stand what is its main use in different research areas.
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A study on the GEV activation function for

classification of class imbalance data
Hyebin Park, Juyoung Hong*

Abstract The classification problems for the imbalance data occur frequently in our
lives, and it is important to solve them well. Therefore, we propose a method
combining the generalized extreme value (GEV) activation function and the cost-
sensitive learning method and over-sampling in a simple neural network model. In
order to check the performance of the proposed method, 100 data sets were employed
and 5 evaluation metrics were considered. The one-way analysis of variance
(ANOVA) and post-hoc tests were performed under the 5% significance level. 162
out of 500 combinations of data sets and 5 evaluation metrics, that is, 32.4% of total
showed a significant difference under the 5% significance level. The optimal sampling
ratio is judged to be 20:1 and when we compared the results of proposed method and
SOTA model, excellent results were obtained in all five data sets.

Key words: Activation function, Class imbalance, Over-sampling, Sigmoid function

1 Introduction

Nowadays, the development of Internet technologies such as social network service
(SNS) and the Internet of things (IOT) has enabled us to collect a lot of data. Various
types of data are being generated rapidly, and the amount of data is also increasing.
Statistical models using such big data help us to make quick and accurate decisions.
For this reason, machine learning has become an essential tool in all industries to
understand data and improve productivity.

L Hyebin Park, Department of Mathematics and Statistics, Chonnam National University,
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Juyoung Hong, Department of Mathematics and Statistics, Chonnam National University,
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Among them, classification refers to classifying each instance into a given class
by deriving a meaningful relationship between input variable and target variable.
Classification problem is a very important problem that occurs very often. Traditional
classification algorithms assume that the number of samples between classes is
approximately equal. But in reality, that is rarely the case. Such a case in which a
specific class appears more frequently than other classes is said to be a class imbalance
problem, and it exists in real life such as medical diagnosis, fire detection and
fraudulent transaction detection.

Previously, this problem was solved through re-sampling method or cost-sensitive
learning method, but recently, there are some trials using the GEV activation function
to solve class imbalance problem. Wang et al.[1] used GEV as the link function of
GLM, and Lkhagvadori et al.[2] improved classification performance by using a
neural network model that has Gumbel distribution as an activation function. Most
recently, J. Bridge et al.[3] used GEV activation function in a convolution neural
network (CNN) model that diagnoses COVID-19.

2 Methods

When solving a classification problem using a multi-layer perceptron, we often use
sigmoid as activation function. The sigmoid function is calculated as in Equation 1
and has a symmetrical structure as shown in Figure 1.

1

sigmoid(x) = 1T o -+ Equation 1

Our proposed method is to use the CDF of the GEV distribution as the activation
function instead of the sigmoid function, because it makes all real inputs to a value
between 0 and 1. The GEV distribution has three parameters such as u, o, §, and in
this study, each parameters were estimated using back propagation method with the
weights of the neural network model. The GEV activation function is calculated as
in Equation 2, and has an asymmetric structure as shown in Figure 2.

G(s) = exp{—[1+ &Y%}, s= %
Definedon{s:1+ & >0} -++ Equation 2
Where —oo <5 <00,—00 <y <00,0>0,—0< &< o0

10

*&) = 1o 08

Figure 1: Sigmoid function Figure 2: Cumulative distribution function of GEVD
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To compare the performance of the proposed method, we considered the following
5 cases for 100 KEEL imbalanced data sets.

(Baseline) MLP using sigmoid activation

MLP using GEV activation function

MLP using GEV activation and Thresholding

MLP using GEV activation, Thresholding and Focal Loss

MLP using GEV activation, Thresholding, Focal Loss and Over-Sampling

arwdE

The data used in this experiment are shown in Table 1. The asymmetry ratio was
calculated by dividing the number of majority class samples by the number of
minority class samples, larger this value means the more severe asymmetry.

Table 1: The data used in this experiment (5 out of 100 KEEL imbalance data sets)

Data name # of samples  # of input variables Imbalance ratio
abalone19 4174 8 129.44
abalone20_vs_8- 1916 8 72.69

9-10

kr-vs—k- 2,193 19 80.22
zero_vs_fifteen

pocker-8_vs_6 1477 9 85.88
pocker-8-9_vs 5 2,075 9 82.00

For a more reliable result, the average of the results obtained by changing the seed
(30 times) was compared, and for each data, 5 evaluation indicators [4] (Equation3)
suitable for unbalanced data were evaluated. The structure of the neural network
model used in the experiment is shown in Figure 3, and the 5 evaluation indicators are
shown in Equation 3. For the first four indicators, the higher the value, the better, and
the last one, the lower the value, the better. For the reliability of comparison, all hyper
parameters such as batch size were made the same. We used one-way ANOVA and
post-hoc tests using the results.

Input(x)

v
Fully connected (32)

RelU
v

Fully connected (16)
¢ Relu

Fully connected (8)
l Relu

Output(1)
l Sigmoid or GEV
Output(1)
Figure 3: Structure of neural network for this study
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2 X (Recall x Precision
F1-score = 22{ )

Recall + Precision

Geometric-Mean = /TPR(Recall) x TNR(Specificity)
Balanced Accuracy = % x (TPR + TNR)
Area Under the ROC Curve (AUC)

Brier Inaccuracy = %Z}‘: 1Xj=o(B(c=jx") = pc= j,xi))2

- Equation 3

3 Results

A summary of the experimental results is shown in Table 2. If there’s significant
differences of metrics under 5%, we counted the number of better results when we
compared method 1 and 5. Better values are marked in red for better visibility. It’s
never been nice if the GEV activation function was used alone. In particular, it is
interesting to note that as you move down the table, the results look better.

Table 2: Example of experiment result (Data : abalone19)

Data method F1- Geomet  Area Balanced Brier
score ric- Under Accuracy  Inaccuracy
Mean Curve
(@) 0.0 0.0 0.794 0.5 0.016
(0.0) (0.0) (0.084) (0.0 (0.0
2 0.0 0.0 0.659 0.5 0.019
(0.0) (0.0) (0.143) (0.0 (0.013)
abalonel9 3) 0.033 0.662 0.659 0.687 0.019
(0.021) (0.16) (0.143) (0.105) (0.013)
4 0.045 0.733 0.760 0.757 0.037
(0.023) (0.165) (0.119) (0.095) (0.012)
(5) 0.044 0.762 0.781 0.770 0.039

(0.015)  (0.057)  (0.068)  (0.056) (0.008)

Table 3: Comparing with SOT A model (GEV-NN)

Data Geometric- Geometric- Area Under Area Under
Mean Mean the ROC Curve the ROC Curve
(Proposed) (GEV-NN) (Proposed) (GEV-NN)

abalonel9 0.762 0.7247 0.781 0.7419

abalone20 vs_  0.908 0.884 0.935 0.9009

8-9-10

kr-vs-k- 1 1 1 1

zero_vs_fifteen

pocker-8_ vs_ 6  0.998 0.9714 0.999 0.966

pocker-8- 0.752 0.5165 0.719 0.408

9 vs 5
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4 Summary and Discussion

In this experiment, a toy model experiment using the KEEL imbalance dataset was
conducted, but it needs to be applied to real-world data set such as rainfall, financial
data, etc. Since the superiority of the model is shown differently depending on the
evaluation index, a comparison method that considers the characteristics of the model
and data is needed. Better results can be expected if the two hyperparameters for Focal
Loss are adjusted. The optimal ratio of Over-Sampling is about 20:1, but it is difficult
to apply OS depending on the sample size or imbalance ratio.

In addition, it is currently applied only to the case of binary classification, but it can
be extended to multi-class classification in the future.
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The gender gap in lifespan disparity as a social
indicator of international countries: A fuzzy
clustering approach

Il divario di genere nella longevita come indicatore
sociale per paesi internazionali: Una classificazione fuzzy

Leonardo Salvatore Alaimo, Pierpaolo D’Urso and Andrea Nigri

Abstract In this paper, we apply a Dynamic Time Warping-based Fuzzy C-Medoids
clustering model with Exponential transformation (DTW-Exp-FCMd) to the mul-
tivariate time series of the gender gap in longevity indicators, namely life ex-
pectancy and lifespan disparity at birth. Data are collected from the Human Mor-
tality Database, obtaining longevity measures using mortality rates, and then com-
puting the gap as the ratio F /M. By exploiting the clustering information we are
able to gain better insights into the gender gap in longevity over time and countries.
Its monitoring might play a crucial role for the public and private sector, and in order
to gain long-term sustainability goals.

Abstract In questo articolo, applichiamo un modello di classificazione fuzzy, il Dy-
namic Time Warping-based Fuzzy C-Medoids clustering model with Exponential
transformation (DTW-Exp-FCMd), alle serie temporali multivariate del divario di
genere in due indicatori di longevita, I’aspettativa di vita e la disuguaglianza di du-
rata della vita alla nascita. I dati sono raccolti dallo Human Mortality Database e le
misure di longevita sono ottenute utilizzando i tassi di mortalita, e poi calcolando il
gap come rapporto F /M. Sfruttando le informazioni ottenute dalla classificazione,
siamo in grado di ottenere una migliore comprensione del divario di genere nella
longevita nel tempo e nei paesi. 1l suo monitoraggio potrebbe giocare un ruolo cru-
ciale per il settore pubblico e privato, e per ottenere obiettivi di sostenibilita a lungo
termine.
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namic Time Warping-based Fuzzy C-Medoids clustering model with Exponential
transformation

1 Introduction

Health indicators as life expectancy at birth are crucial in measuring the quality of
life ([2];[3]). Its appeal relies on the ability to enclose and summarise all the factors
affecting longevity. Indeed, even though developed countries have recently experi-
enced stability in mortality and long periods of increasing life expectancy, diverging
trends emerged, with some countries stagnating, some decelerating, showing differ-
ent speeds [6]; [5] It is important to note that populations with the same level of
life expectancy may have different variability in the distribution of the age at death.
An additional indicator able to provide a measure of dispersion in the age-at-death
is the lifespan disparity, which can be considered an estimation of the heterogene-
ity at the population level ([1]). Albeit this aspect is still neglected in the study of
well-being and social indicators at the aggregate level, it might be crucial in the
economics, public system, as well as in determining sustainability goals. The study
plays a major role when considering gender differences in longevity heterogeneity
around the globe. Therefore, we strongly believe that it is urgent to delve into the
subject as, so far, there are no scientific contributions that provide monitoring of the
gender gap in life span disparity, even more so from a global perspective. Moving
from these considerations, we analyse the patterns of both lifespan disparity and life
expectancy gender gap series, by identifying different phases and transitions that al-
low clustering countries according to their longevity dynamics. Indeed, changes in
health indicators for a group of countries might be attributable to common factors,
such as similar socioeconomic circumstances shared improvements in public health,
and medical technology, then it makes sense to treat them jointly.

The paper is organised as follows. Section 2 presents the indicators and the meth-
ods used. In Section 3 the application and the main findings are shown. Conclusions
in Section 4 summarise the obtained results.

2 Data description and methods

2.1 Demographic measures

Period life expectancy at birth is the most widely used indicator of population health
and longevity. It refers to the expected average age at death for a synthetic cohort of
newborns, that experience the mortality risks of that time throughout their lifespan.
We define the life expectancy at age x and time ¢ in a given population, as follows:
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Gt S(x,1) M

Where, where S(x,1) = exp (— [ i(a,t)da) and p(a,t) are the survival function
and the force of mortality respectively.

Thus, we can introduce the lifespan disparity as an indicator representing the life
expectancy lost due to death by an individual aged x at time 7.

Formally the lifespan disparity at birth is defined as follows:

e, = —/OwS(a,t) InS(a,t)da 2)

We consider the gender gap in lifespan disparity (G(eg> = eStFemale/e(T),Male)

and in life expectancy (G(“O> = €0 Female / €0.Male) at birth, using historical data
provided by the Human Mortality Database (HMD).

2.2 Clustering method

In this work, we deal with a three-way time data array X of the type “units x
variables x times” [3]. Specifically, we consider 33 counties and the two gender
gap variables, G@)) and G(*). Data are available from 1990 to 2015. Formally:
X={xj:i=1,...,33 j= Gl0),G); 1 =1990,...,2015}. We must clarify that
observed levels equal to 1 indicate an absence of a gender gap for both variables. On
the contrary, values different (higher or lower) from 1 represent clear evidence of
diverging behaviours in longevity between male and female populations. It is worth
noting that life expectancy has a growing dynamic; thus, high values correspond
to improvements in longevity. On the contrary, the measure of lifespan disparity is
characterised by a monotonous decreasing trend, where lower values represent less
dispersion and therefore, improvements in longevity levels.

The clustering method chosen is the Dynamic Time Warping-based Fuzzy C-
Medoids clustering model with Exponential transformation (DTW-Exp-FCMd) (for
details, see: [3]), based on the Exponential transformation of the Dynamic Time
warping distance [8] and well-known and used in literature (for instance, see: [2]):

min : {:1 chzl Wi eXPa%TW (Xi ,f(c) =
Ei 2 [1—exp { By (Xi X }] 3)
st. Y jtic=1,u;>0

where :

[ ey
= X

- “

Ujc =

( )
[1—exp{~Bdpry (Xi.X)}]

1
:| m—1
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The optimal partition, C, has been chosen by means of the the Xie-Beni criterion

[7]:

Il’lin N IXB = Z:l:] Zg:l u:zd%T‘j{(XAleC) (5)
ceQc Iming o dpyy (Xe, Xpr)

where Q¢ represents the set of possible values of C(C < I). The optimal number
of clusters C is identified in correspondence with the lower value of IxB (for more
detail, please see: [2]). The used time series clustering approach presents all the gen-
eral advantages connected to the fuzzy theory in a clustering framework, is sensitive
in capturing the dynamic characteristics of the time series and inherits the advantage
connected to DTW distance (for details, please see: [2]).

3 Application and results

We compute the Xie-Beni index for 2 < ¢ < 6 obtaining these results: Ixp(c =2) =
0.079; IXB(C = 3) = 0.061; IXB(C = 4) = 0.143; IXB(C = 5) = 0.146; IXB(C = 6) =
0.331. Accordingly, we selected the 3 clusters partition. For the evaluation of the
fuzziness, we need to specify a cut-off point for the membership degree. Given a
three-cluster situation, if the membership degrees in two clusters are between 0.3
and 0.7, we can affirm that the situation of the corresponding unit is fuzzy. Conse-
quently, the value 0.7 has been chosen as cut-off. Therefore, those countries that do
not have at least that value as membership degree to a cluster are considered fuzzy
(for more information on the choice of cut-off, please see: [2, 4]).
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The optimal solution identifies 3 Clusters: Cluster 1 (6 countries) with Belarus
(BEL) as medoid, Cluster 2 (14 countries) represented by Norway (NOR) and Clus-
ter 3 (11 countries) with Slovenia (SVN) as medoid. There are two fuzzy countries,
Germany (DEU) and Switzerland (CHE). Figure 1 shows the subdivision of the
countries according to the cluster to which they belong and the matrix with the
membership degrees.

Gender gap: life expectancy at birth Gender gap: lifespan disparity at birth

125

100

0.75

1990 1995 2000 2005 2010 2015 1990 1995 2000 2005 2010 2015

= Cluster I = Cluster 2 = Cluster 3 DEU CHE

Fig. 2: Comparison among Cluster 1, Cluster 2, Cluster 3 and fuzzy counties:
Switzerland (CHE) and Germany (DEU).

The membership of each country to its respective cluster, except for the fuzzy
counties, is clear and unambiguous. Clusters are clearly characterised, as we can
observe in Figure 2. Countries of Cluster 1 present the worst situation in terms of
gender equality. It is interesting to note how it includes the countries of the former
Soviet bloc, including Russia (RUS), and the USA. Cluster 3 includes those coun-
tries having better situation in terms of gender equality, both for life expectancy
and lifespan disparity. Finally, Cluster 2 consists of countries with a intermediate
level of gender equality (between Cluster 1 and Cluster 3). CHE and DEU present
a fuzzy behaviour, staying between Cluster 3 and Cluster 2. We can affirm that they
are countries with an intermediate level and a propensity to increase it.

4 Conclusions

The results of this preliminary study show that the evolution of the gender gap in
both longevity indicators follows a homogeneous pattern with different timing and
transitions. The identified clusters reflect the demographic theoretical background of
life expectancy and lifespan disparity at birth phases and transitions. Our findings
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support the exists of a best practice cluster characterised by lower levels of gaps,
composed of countries that recently achieved constant growth in life expectancy
levels. Furthermore, we bring evidence of the worst scenario, where the gender
gap monitoring might play a crucial role for the public and private sector, pension
schemes, and health policies are prime examples. In this context, our analysis dis-
plays those countries that experienced stagnation (USA) or deceleration in longevity
(Eastern countries). Here can be found the Russian case, where the literature well-
documents the gender difference in life expectancy due to alcohol consumption and
the excess of cardiovascular mortality for the male population.
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Modelling scale effects via a Bayesian approach:
an application to decision making in public
sector

Modellazione degli effetti di scala tramite un approccio
bayesiano: un’applicazione al processo decisionale nel
settore pubblico

Maria Iannario and Claudia Tarantola

Abstract We present a Bayesian approach for the analysis of rating data when a
scaling component is taken into account. Model-based probability effect measures
for comparing distributions of several groups, adjusted for explanatory variables
affecting both location and scale components, are computed. Markov Chain Monte
Carlo techniques are implemented to obtain parameter estimates and the mentioned
measures. An analysis on students’ evaluation of a university orientation service is
carried out to assess the performance of the method and make more valuable the
decision making process of university players (stakeholders).

Abstract Il contributo presenta un approccio bayesiano per I’analisi dei dati rating
quando una componente di variabilita nei dati e presente. Sono calcolate misure di
probabilita basate su modelli per confrontare le distribuzioni di diversi gruppi, con-
dizionate alle variabili esplicative che influenzano sia la componente di posizione
che di variabilita del tratto latente. Tecniche Markov Chain Monte Carlo sono im-
plementate per ottenere le stime dei parametri e le misure menzionate. Al fine di
valutare la proposta metodologica e contributire al processo decisionale degli at-
tori universitari (stakeholder), viene riportata un’analisi sulla valutazione da parte
degli studenti di un servizio di orientamento universitario.

Key words: Heterogeneity of variances, MCMC, ordinal responses, ordinal supe-
riority measures, scale effects.
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1 Introduction

Rating surveys to assess the quality of services are becoming one of the main tools
to measure respondents’ satisfaction with respect to the service received and are rep-
resenting a widespread practice to evaluate the performance in public sectors (see
[8], among others, and reference therein). University curriculum counselor repre-
sents one of the recent area where students’ evaluation has become a landmark for
improving services. We focus on this issue analysing a set of data resulting from a
survey conducted in 2002 at University of Naples Federico II. The interviewed were
asked to reply to some questions regarding the orientation services located in the 13
Faculties. In Section 3 we provide a brief description of the data; further details are
in [5].

To assess the service several scores on rating scales are reported by students.
Cumulative models with proportional assumption ([1]) are the main candidates to
analyse them. However, if unobserved heterogeneity related to the latent variable
behind the observed score is present, scale effects in the regression structure with
ordinal responses are needed. Hence, we relay on the location-scale models ([7]),
extended in the Bayesian framework ([3, 6]). The latter allows us to improve the
flexibility in specifying the model and enhances the accuracy in providing parame-
ter estimates. The implementation of the model, the probability-based measures for
comparing clusters on ratings, and marginal effects to address the interpretation of
the results on the extreme categories of the rating scales are the focus of the contribu-
tion. Results favor the proposed models and show significant subject heterogeneity
at baseline.

2 Model description

We consider the following setting. Let ¥ = (Y1,Y>,...,Y,)’ be a sample generated by
an ordinal random variable Y ~ G(y) on the support {1,...,k}, where k is a known
integer. We indicate with Y;* the underlying (continuous) latent variable such that
when aj_ <Y <o, thenY; =j,j=1,2,....k. Here —co =09 < 0y < ... <
0y, = +oo are the thresholds of Y*.

In our context, ¥; is the rating expressed by the i-th student on a specific question
concerning the evaluation of the university orientation service. For each student, we
collect information .%; = (y;,x;), for i = 1,2,...,n, where y; is the observed value
of the rating and x; is a row vector of the matrix X which includes all the relevant
covariates useful for characterising students’ profile.

When p > 1 covariates are relevant for explaining Y™, the latent regression
model behind the process of response is Y = x;B + o€, i = 1,2,...,n, where
B = (Bi,...,B,) are the covariates coefficients. In the latent regression o; is the
standard deviation of the noise variable € ~ F(.), which may depend on covariates
yielding o; = exp(z;7). Here z; is a row vector of the matrix Z which includes all the
g > 1 relevant covariates and ¥ = (¥1,...,,) are the related covariates coefficients.
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Then, the probability mass function of ;, for j = 1,2,... k, is
Pr(Y;=j|6,x)=Pr(aj_ <Y <aj)

= Fe| (0 —xiB) /1] ~ Fe | (@)1 ~x:B) /-

Among the alternative choices for F;(.) we focus on the logit link function for easi-
ness of interpretation and robustness properties. Since we do not have relevant prior
information, we use non informative priors on all parameters of interest, letting the
data guide the behaviour of the posterior distributions. Finally, we rely on MCMC
methods to obtain posterior samples.

2.1 Ordinal superiority measures

Ordinal superiority measures for group comparison presented by [2], and imple-
mented in [4], has been here extended to deal with the scaling effect in a Bayesian
context. Given a dichotomous variable z;; playing a role in the scale parameter we
use these measures to compare the probability that an observation from one group go
(i.e., not-frequently users of the service) is scored above an independent observation
from the alternative group g (i.e., frequently users of the service).

Let indicate with x\; the set of all covariates with the exception of zy. At a
generic iteration ¢ (t = 1,...7) and for a specific value x< 4 the ordinal superiority
measure A is given by

Al(xlg) = PP (Ygy > Yo, ) — PP (Y, > Yy)

= Z 7%(t)l(x<d)ﬁlk x\d) Z ﬂoz(x\d (x\d)
>k

where ), (x \ ) =Pr(Y=jd=0 X\ v,) is the fitted value obtained from the exam-
ined model for go; 7, (x \d) is obtained in a similar way for g;.
We use the MCMC output to obtain the posterior estimates of A as follows

1
=Y A'(xt).
T),: \d

—_—
A value of A(x’\‘ ) greater than zero indicates that it is more likely to obtain a

higher rating in g¢ than in g;. Alternatively one can calculate the ¥ measure having
null value equal to 0.5. Its Bayesian estimate is given by

\d) Z}/ x(,) with 7( (xl,) = x\d)—l)/2
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3 University curriculum counselor data analysis

Data consist of 2179 observations on 12 variables. Respondents were asked to ex-
press on a seven-points scale how they evaluate university orientation service with
respect to the Office hours (Office) - number of hours when the offices are open to
the students. From a preliminary analysis of the data we identified the following
relevant covariates: Gender of the respondent, a dichotomous variable (1=female,
O=male); Age, a continuous variable (17 to 51, mean= 22.6); Freq serv, a factor with
levels: 0 = for not-frequently users, 1 = for frequently users; and a factor variable
related to Area of study for the different Faculties: O=Scientific, 1=Health Science
and 2=Humanistic.

The Bayesian estimates of the location and scale parameters are reported in Ta-
ble 1 (posterior mean, MCMC Standard Error and 95% credible intervals). These
results are obtained via the R package brms (Bayesian regression model using
“Stan”); see [3]. Standard convergence diagnostics have been considered. The es-
timated thresholds are &; = —2.46(0.31), o = —1.75(0.30), 63 = —0.91(0.29),
0y =—0.14(0.29), &5 = 1.15 (0.29) and O = 2,38(0.30). We run in parrel 4 chains
of 2000 iteration with a burnin period of 1000 iteration each. The Bayesian estimate
of the standard deviation is obtained from the posterior samples of log-disc (log-
discrimination) with disc corresponding to the inverse of the standard deviation.

Table 1 Bayesian estimates for the location-scale model
Estimate Sd 1-95% CI u-95% CI

Age 0.04 0.01 0.02 0.06
Gender 0.15 0.08 -0.01 0.32
Freq serv 0.70 0.11 0.49 0.92
Health Science 0.65 0.12 0.42 0.89
Humanistic -0.64 0.12 -0.87 -0.41
log_disc_Fregserv -0.32 0.05 -0.42 -0.22
sd_disc_Fregserv 1.38 0.07 1.25 1.52

In order to evaluate the presence of heterogeneity in our data we rely on condi-
tional effects on specific covariates with respect to the response variable. First of
all we concentrate upon the variable Freg serv affecting both the location and the
scale component. In the upper panel of Figure 1 we provide a visual representation
of the estimated relationship between Freq serv and Office. The upper panel of fig-
ure displays the estimated probabilities of the seven response categories for the two
groups. We notice that a higher evaluation is provided by students using more the
service. The latter represent also the most heterogeneous group (8rreq serv = 1.38).
In the bottom panel of Figure 1 we report the evaluation for the different Area of
study. Health Science students tend to provide a higher evaluation than Scientific
and Humanistic ones. Taking into consideration the variable Age, we observe that
a higher evaluation of the service is provided by older people whereas for Gender,
male seems to be more critical (see Table 1).
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Fig. 1 Marginal effects of Freq serv (first panel) and Area (second panel) on Office evaluation.
Points indicate the posterior mean estimates and error bars corresponds to the 95% Credible Inter-
vals.

In Table 2 we report the ordinal superiority measures for Freq serv confirming
previous results. For example, the negative value of A indicates that there is a higher
probability to obtain a higher evaluation in the group g; (students who frequently
use the service).

Table 2 Bayesian ordinal superiority measures
Estimate Sd 1-95% CI u-95% CI

A -0.15 0.03 -0.21 -0.10
¥ 0.42 0.01 0.40 0.45

Further analyses concerning other aspects of the service may improve the insti-
tution overall service strategy. Furthermore, an analysis in which we scrutinize the
complex relationships between the latent variable on different levels (universities),
exploiting a multilevel framework, may allow us to study how group membership is
expected to influence data analysis results.
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Board Gender Diversity and Social engagement:
evidence from the banking industry
Diversita di genere del board e impegno sociale: evidenze

dal settore bancario

Francesco Gangi, Lucia Michela Daniele and Maria Coscia

Abstract

Board gender diversity (BGD) and corporate social responsibility (CSR) are strictly
linked since the former pertains to corporate governance (CG) which represents a
pillar of CSR. Currently, the banking industry is experiencing higher CSR
engagement. Accordingly, from a systemic perspective, the current paper
investigates whether BGD is a determinant of better social performance of banks.
To address this question, we run a fixed-effects regression analysis based on a
sample of 137 international banks. Our findings show that BGD positively impact
on the social engagement of banks. This result is consistent with the conflict
resolution thesis which routes in the stakeholder theory.

Abstract

La diversita di genere del board (BGD) e la responsabilita sociale d'impresa
(CSR) sono strettamente collegate, in quanto la BGD rappresenta un
meccanismo efficace di corporate governance (CG). Attualmente, il settore
bancario sta sperimentando un maggiore impegno in CSR. Pertanto, adottando
una prospettiva sistemica, il presente studio indaga la BGD quale fattore
determinante di migliori performance sociali delle banche. Il presente studio
adotta una analisi di regressione a effetti fissi basata su un campione di 137
banche internazionali. | risultati mostrano che la BGD impatta positivamente
sull'impegno sociale delle banche. Cio & coerente con la prospettiva della
“conflict resolution hypothesis” e la teoria degli stakeholder.

Key words: Gender Diversity, CSR, Social Engagement, Bank Industry, SDGs.

1 Introduction

The 5" Sustainable Development Goals (SDGs), the gender equality or parity,
represents a global priority for achieving a more sustainable and resilient world
(United Nations, 2017). At the same time, the Global Gender Gap Report 2020
indicated that female economic participation is an important challenge. Globally, the
presence of women on corporate boards appears still limited (22%) (WTF, 2020).
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Moreover, the Covid-19 has triggered a social crisis for gender equality women’s
rights (EU, 2021). By investigating the link between CG and CSR, the CSR
research stream highlighted that greater presence of women within boards of firms
should improve sustainable performance (Naciti, 2019). However, few evidences
are currently available on the banking sector (Wu and Shen, 2013). Accordingly,
we investigate the impact that BGD on banks’ social performance (BSP). Our
sample consists of 137 worldwide banks, observed for a time period spanning
from 2009 to 2020. Results from the fixed effect panel regressions corroborate the
vision of female representation as an important driver to reach greater social
performance within bank industry. The remainder of study is structured as
follows. Section 2 provides the theoretical background supporting our research
question. After the description of the methodology in Section 3, we present the
empirical results in Section 4. Finally, Section 5 leads to the discussion of the
results and to conclusive remarks.

2 Theoretical Background

Focusing on top management teams, board gender diversity (BGD) constitutes a
key corporate governance (CG) mechanism within the wider corporate social
responsibility (CSR) (Bear et al., 2010; Harjoto et al., 2015). Indeed, following
Renneboog et al (2008), we define CSR as “corporate decisions fostering social,
corporate governance, ethical and environmental issues”. This definition highlights
CG, social responsibility and environmental responsibility as the main pillars of
CSR. Accordingly, we analyse the link between BGD and social engagement.

2.1 BGD and social engagement

According to the United Nations, the 5th SDG aims to include women in centre of
economies in order to drive more sustainable outcomes. The inclusion of the
gender perspective in CSR practices can play a pivotal role in achieving gender
equality in the workplace, by providing equal access to opportunities for women
on boards (Naciti, 2019). The social inclusion policies are part of the wider CG
plans, that are relevant in addressing managers towards the adoption of socially
friendly initiatives (Jain and Jamali, 2016; Naciti, 2019). Among the CG
mechanisms, BGD may be a determinant for higher CSR commitment (Bear et al.,
2010; Harjoto et al., 2015). Regarding the link between BGD and the social
engagement, earlier literature (Alazzani et al., 2017; Shakil et al., 2020) highlights
the relevance of the female directors on board for promoting activities in line with
the social community’s expectations. Based on social role theory (Eagly, 1987),
women are more sensitive to social needs than their male counterpart (Boulouta,
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2013). Specifically, women are more socially-oriented and prone to understand
others’ needs, then showing greater inclination toward stakeholders claims. As
stakeholder relationships are the main drivers of corporate social performance
(CSP) (Cosma et al., 2021), this female trait may lead to better relationships with
stakeholders and CSP. Furthermore, women bring a healthy mix of knowledge
and experience to the board, by improving the quality of the decision making (Lu
and Herremans, 2019). As result, since female directors may be particularly
sensitive to socially oriented practices (Nielsen and Huse, 2010), BGD can lead to
higher BSP. From the stakeholder approach (Freeman, 1984), several reasons
support for CSR engagement in the banking industry. First, by implementing
socially friendly actions, banks may improve their reputation, as well as, their
customers’ loyalty (Aramburu and Pescador, 2019). Second, if a bank incorporates
sustainability in its lending policy, then it will be less exposed to information risk
and adverse selection (e.g., Goss and Roberts, 2011). Third, banks that adopt better
CG mechanisms tend to be more socially responsible since this can reduce boycotts
risk. Focusing on BGD in banks, Galletta et al. (2021) found that female managers
are more socially engaged with stakeholders, than female directors. However, by
disentangling the CSR pillars, we can notice that the relationship between BGD and
the engagement in socially oriented actions remains still less investigated than other
CSR dimensions (e.g., Gangi et al., 2019). Accordingly, we posit the following
research question:

RQ: Does BGD positively affects the social engagement of banks?

3 Methodology

The empirical analysis relies on a sample of 147 worldwide banks extracted from
Thomson Reuters. We gathered financial indicators from Worldscope database,
while for social engagement and board characteristics we adopted the ASSET4
database. We excluded banks for which social scores were not disclosed during the
study period. This leads to a panel of 137 banks from 21 countries, for 1555
bank/year observations. The banks’ social engagement, as dependent variable, is
measured by the Asset4’s social pillar score (SOC). As independent variable, we
proxy the BGD with the percentage of women on the board of directors. As
controls, we adopt other CG mechanisms, such as the percentage of independent
directors (B_ind); a dummy variable equal to 1 if banks provide senior executives
with compensation mechanisms linked to sustainability targets (SustComp) and 0
otherwise. Additionally, we adopt banks size through the logarithm of total assets
(logTA); the level of indebtedness (Leverage) through the ratio between total debt
and total equity; the level of coverage through the incidence of loan loss reserve to
gross loans (Coverage); the loan-to-deposit ratio (LoanDep); the level of capital
expenditure, proxied as the ratio between total expenditures and total assets
(Capex). Finally, we consider the gross domestic product per capita (GDPper). To
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verify the RQ, we perform a Fixed-Effect (FE) regression analysis. The regression
equation is formalized as follows:

SOCi= a+pBoardGDir1+yXiri+ei 1
Where SOC: refers to the social score of bank i at time t, BoardGD is the BGD
measure of bank i at time t-1, X is a vector of the control variables, and ¢ is a
random error term.

4 Results

Table 1 and 2 provide descriptive statistics and correlation matrix respectively.
Table 3 contains the estimates on the relationship between BGD and the social
engagement. The findings show that the presence of female directors positively
affects the orientation of banks’ board of directors towards social issues, at the 5%.
This positive association suggests that higher gender equality among the board
members increases the level of sensitivity on socially responsible initiatives
employed by banks. Focusing on the controls, we find a significant and positive
impact of the presence of independent directors and the sustainability
compensation policy on the social commitment.

Table 1. Descriptive Statistics.
Variables Obs Mean Median  SD

socC 1555  51.22 51.49 25.60
BoardGD 1555  18.87 18.18 13.28
B_ind 1525  61.99 69.23 27.92
SustCom

p 1560 0.25 0 0.43
logTA 1637 8.66 8.52 1.11

Leverage 1635 63.39 67.81 20.98
Coverage 1470  187.36 159.2 179.26
LoanDep 1615  115.77 95.76 128.38

Canex 297,598.

P 1616  1.38 5 6.37
46,792, 47,099.9 13417.1

GDPper 1693 3 8 1

Table 2: Correlation matrix and VIF.
Variables 1 2 3 4 5 6 7 8 9 VIF

BoardGD  1.00 1.39
B_ind 040 1.00 1.94
SustComp 027 025 1.00 118
logTA -0.22 -0.36 -0.03 1.00 1.73
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Leverage 0.21 005 015 0.12 1.00 1.52
Coverage 0.04 -0.09 -0.05 -0.01 0.10 1.00 1.04
LoanDep 0.02 -0.11 -0.05 -0.07 0.28 0.07 1.00 1.37
Capex -0.20 -0.04 -01 050 0.09 -0.05 -0.03 1.00 1.40
GDPper 018 044 011 -0.34 -0.20 -0.01 -0.14 -0.22 1.00 1.38
Table 3: FE regression with SOC pillar score.

1 2 3 4 5 6 7 8
Variables  SOC (t)
BoardGD 0.13** 0.13** 0.12** 0.12=* 0.11** 0.13** 0.12** 0.13**
(t-1) (3.20) (3.02) (2.94) (2.88) (2.61) (2.83) (2.81) (2.84)
GDPper 0.00** 0.00* 0.07** 0.00* 0.00 0.00 0.00 0.00
(t-1) (2.18) (1.94) (2.70) (2.16)  (1.25) (1.24) (1.23) (1.26)
B _ind 0.07** 0.00** 0.07** 0.07** 0.05* 0.05* 0.05*
(t-1) (2.79) (2.00) (2.72) (2.67) (1.71) (1.72) (1.72)
SustComp 2.31%* 2.22%%  2.19%* 1.50* 1.51* 1.48*
(t-1) (2.84) (272) (271  (1.78)  (1.79)  (L.75)
logTA 1.85 2.55% 1.73 1.77 1.73
(t-1) (1.31) (1.81) (1.17) (1.19) (1.17)
Leverage -0.13%* 0,137  -0.14**  -0.14%*
(t-1) (-452)  (-417)  (-416)  (-4.19)
Coverage -0.00 -0.00 -0.00
(t-1) (-1.25)  (-1.26)  (-1.25)
LoanDep 0.00 0.00
(t-1) (0.29) (0.30)
Capex 137
(t-1) (1.49)
cons 51.48***  A47.07** 46.44** 30.04* 35.52** 43.65** 43.15%*  43.22**
- (15.86)  (13.05)  (12.90) (231) (275  (3.18) (312)  (3.12)
N. of Obs. 1466 1425 1425 1425 1425 1294 1294 1290
R-squared  0.35 0.36 0.37 037 038 0.38 0.38 0.38

* Asterisks denote statistical significance at the 1% (*xx), 5% (xx), and 10% (*) levels.

5. Conclusions

Gender equality or parity requires a deeper engagement of governments and
businesses, with relevant effects on CSR engagement of organizations. The current
study focuses on these issues, by advancing existing knowledge on gender balance
in banks’ top management teams. According to the stakeholder theory and the
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conflict resolution hypothesis (Freeman, 1984; Jo and Hrjoto, 2015), this study
focused on the link between female banks' board representation and social
engagement. The results show that BGD is a significant driver of higher social
performance of banks. Given the spread of CSR themes within financial
institutions and practices, the current study should encourage banks to increase
female representation within corporate boards to improve the engagement toward
social issues, and benefit of this greater engagement in terms of loyalty and

reputation.
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Assessing heterogeneity in students’
performance. The case of the Massive Open
Online Courses.

Analisi dell’eterogeneita nella performance degli studenti
di corsi Massive Open Online.

Cristina Davino and Giuseppe Lamberti

Abstract Exploiting the conceptualization of MOCC performance and one of its
main drivers —engagement— this paper aims to evaluate if and how much the role
played by engagement in the prediction of student’s performance changes accord-
ing to the students’ characteristics —gender, age, and country— or considering dif-
ferent types of courses. To that end we explored the suitability of two tests, the
parametric and permutation test, to assess whether the presence of heterogeneity in
the sample has different effects on different parts of the conditional distribution of
the students’ performance. Our results indicate that engagement varies according to
the conditional quantiles of the performance and the specific segment defined by the
categorical variables for which is estimated.

Abstract L’obiettivo di questo lavoro é valutare se e quanto il coinvolgimento attivo
degli studenti nella frequenza dei MOOC ha effetto sulla performance finale e se tale
impatto ¢ differenziato in base alle caratteristiche degli studenti - genere, eta e paese
di provenienza - o considerando una diversa organizzazione del corso. Il contributo
innovativo del lavoro consiste nell’estensione di due test, il test parametrico e il test
di permutazione, tipicamente utilizzati per il confronto tra modelli basati su stime
ai minimi quadrati nel contesto della regressione quantile. In tale modo si riesce a
valutare se la presenza di eterogeneita nel campione ha effetti diversi sulle diverse
parti della distribuzione condizionata della performance.

Key words: MOOC, performance, engagement, heterogeneity, quantile regression,
coefficients comparison
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1 Motivation and reference framework

MOOCs are an increasingly common type of course in education, especially in
higher education. The structure and delivery of such courses has a strong impact
on the way students attend MOOCSs and, inevitably, on their final performance. In
the learning analytics framework [11] predicting students’ performance in MOOCs
can be considered one of the main challenges. The elements affecting students’ per-
formance are several, some are specifically related to the learning experience (for
example student motivation, learning attitude, engagement), others can be defined
as external, related to personal characteristics of the student or to specific features
of the course. In this paper we will consider one of the main drivers affecting perfor-
mance, especially in online courses: engagement. This component is a complex and
multidimensional concept linked to the degree to which a student becomes actively
and continuously involved in the course activities.

Our contribution extends the study of Carannante, Davino, and Vistocco in 2020
[1], where a structural equation model, in the framework of the composite-based
approach ([5]; [7]; [12]), is proposed to measure the main factors affecting stu-
dents’ performance in MOOCs. Exploiting the conceptualization of performance
and its main drivers (learning and engagement), this paper focuses on the engage-
ment driver and aims to evaluate if and how much the role played by engagement
in the prediction of student’s performance changes according to the students’ char-
acteristics —gender, age, and country— or considering different types of courses. In
essence, we aim to handle a possible heterogeneity in modeling students’ perfor-
mance according to their engagement.

The contribution proposed in this paper also has a methodological value because
it aims to find a solution to the well-known problem of model comparison in the
case of observed heterogeneity. Several contributions can be found in the litera-
ture to assess possible differences between statistical models for subgroups of in-
dividuals with different characteristics with respect to stratifying variables namely
variables outside the model (a typical case are socio-demographic variables). This
paper focuses on the literature for multi-group analysis in Partial Least Squares Path
Modeling (among many see [3], [10]), well-known multivariate models where latent
variables are estimated through simple and multiple ordinary least squares (OLS)
regressions.

This paper aims to extend the traditional approaches in the framework of OLS
regression to quantile regression models, i.e. to assess whether the presence of het-
erogeneity in the sample has different effects on different parts of the conditional
distribution of the dependent variable.

Quantile regression ([9]; [4]) models the relationship among explanatory vari-
ables and conditional quantiles of a dependent variable without assuming any spe-
cific conditional distribution. The main strengths of quantile regression are the pos-
sibility to estimate models where either the requirements for mean regression, such
as homoscedasticity, are violated or interest lies in the outer regions of the condi-
tional distribution. The empirical analysis on real data proposed in this paper falls
into both of these cases because the distribution of the considered dependent vari-
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able, i.e. student’s performance, is strongly asymmetrical and the aim is obviously
to try to improve results especially in case of low performing students.

To analyze heterogeneity in modeling students’ performance, we explored the
suitability of two different tests: the parametric t-test [8] and the permutation test
[2]. These tests follow a multi-group approach [?] that consists of separating data
into segments according to categorical variables (in our case students’ characteris-
tics and courses type), estimating separate models for each category which are then
compared to identify significant coefficient differences. The parametric t-test uses
a bootstrap re-sampling procedure to evaluate coefficient differences. The coeffi-
cients for each segment are calculated in each re-sampling and the bootstrap means
and standard error estimates are parametrically tested using a t-test. The permuta-
tion test evaluates coefficient differences across segments by applying a permutation
procedure. After each permutation, data are reassigned to a group, the coefficients
are re-estimated and the differences between them (i.e., permutated differences) are
calculated. Permutated differences are finally compared with the original differences
and a p-value is calculated as one minus the proportion of the number of times in
which the original difference is larger than the permuted one on the total number of
permutations.

2 Data, results and discussion

Data presented in this paper refer to 3578 students who attended two courses in Po-
litical Science on the FedericaX platform, the EdX MOOCs platform of the “Fed-
erica WebLearning” Centre at University of Naples Federico II. Each course was
offered in two versions: an instructor—paced version and a self—paced version. The
instructor—paced is strictly scheduled, with specific dates for assignments, course
materials, exams, and a deadline for learners to complete the course and get a cer-
tification. Usually, this modality is integrated into an in-site course delivered in
blended mode. For the self—paced version, all of the course materials are available
as soon as the course starts, assignments and exams do not have due dates, and
therefore a learner can progress through the course at its own speed and pass grade
in the course, even without completing all of the course materials. Of the 3578 stu-
dents, 59.4% were female (40.6% male), just less three quarters (74.2%) were aged
less-equal thirty-two years (25.8 % more than thirty-two), 31.1% were Asians and
21.7% were European (52.8% were from other countries). As for the course’s ver-
sion offered on the platform, 73.1% of students followed in the self—paced modality
(26.9% instructor—paced).

As described in the previous section, the aim of the study is to analyze whether
and how much the students’ involvement in the planned MOOC activities impacts
on the final performance. Performance was the outcome variable measured as the
proportion of the correct answers to a set of questions provided by the teacher. This
variable (as shown in Fig. 1), is characterized by a high left-hand asymmetry. This
is the reason why the OLS estimation could fail in quantifying correctly the effect of
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its driver, engagement. Student’s engagement was considered as the predictor and
estimated as a latent variable through two sub-dimensions, regularity (how a learner
spends her/his time on the platform and how she/he organizes the own learning road
map) and no-procrastination (the ability of the learner in organizing the learning
processes) [1].

Students perfomance

perfomance

Fig. 1 Student’s performance distribution

Comparing the results of the OLS regression and the quantile regression on the
entire sample shows different effects of engagement on performance, although al-
ways with a positive sign: considering the three conditional quartiles, this effect is
increasing (respectively 0.331, 0.431, 0.675) and particularly differentiated in the
tails of the distribution compared to the effect on the conditional mean, which is
equal to 0.616. To analyze possible differences with regard to student characteris-
tics (gender, age and country) and course type (self-paced, instructor-paced), the
same models were estimated on sub-groups of students according to the categories
of these external variables.

The effect of engagement on students’ performance both in terms of OLS and
QR coefficients estimated on the whole sample and for each sub-model is reported
in Fig. 2. We graph from left to right the effect of the engagement by students’
characteristic country, gender, age, and course type. Each plot reports on the vertical
axis the coefficient of the engagement estimated for the quantiles 0.25, 0.5, and 0.7
and for OLS regression. With respect to the QR results we used a black asterisk
to indicate the global effect of the engagement; a blue circle and a red triangle
to differentiate between the effect of the engagement estimated for each segment
defined by the levels of the categorical variables. The full blue circle and the red
triangle indicate that coefficients were statically different (p-value < 0.05) according
to the permutation and the parametric tests. Further, the black, red, and blue lines
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allow appreciating the trend of the coefficients according to the quantiles. Finally,
we also report the OLS estimation (global and for each segment) using black plus,
the blue square, and the red inverted triangle.

Starting from the top-left panel, we can appreciate that the effect of engagement
is significantly higher for students from Asia with respect to the students from Eu-
rope when we consider the quantiles 0.25 and 0.5. Interestingly when we observe
the quantile 0.75, the relationship reverses in favour of European students but is no
longer significant, meaning that the effect of engagement on the top-performing stu-
dents is similar with respect to the students country. Concerning the effect of gender,
the impact of engagement on performance differs by gender in the top 50% of the
performance distribution. It is important to highlight the different size of the coeffi-
cients in the sub-groups of male and female students at the 0.75 quantile compared
to the value obtained from a simple conditional mean estimate. A similar trend can
be observed with the variable age. Engagement is significantly higher for older stu-
dents (more than thirty-two years) when the level of performance is high (quantile
0.75). Finally, concerning the course type the effect of engagement is significantly
higher for self—paced students with respect to the instructor—paced but on the worst
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Fig. 2 Engagement quantile regression coefficient by quantile and categorical variables: country,
gender, age types of courses
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performing students. Again for the quantile 0.75, it could seem that engagement
turns to be more important for instructor—paced than for self—paced students; how-
ever, the coefficients are not significantly different.

Our results indicate that engagement is an important driver of students’ perfor-
mance. However, its effect is not uniform. Indeed, it varies according to the condi-
tional quantile of the performance and the specific segment defined by stratifying
variables not considered in the model. Our findings remark that heterogeneity is a
fundamental issue that must be considered to avoid bias results. From the method-
ological point of view, we show the suitability of the parametric and permutation
tests in detecting differences between coefficients in the context of quantile regres-
sion. However, future research must be done involving simulation studies to deter-
mine better how the tests work and under what conditions. We remind a future study
also the improvement of our model by including other predictors of performance as,
for example, students learning attitude.
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Assessing undergraduate students’ perceptions
of distance learning during Covid-19 pandemic

La valutazione della percezione della didattica a distanza
degli studenti universitari durante la pandemia Covid-19

Ilaria Primerano, Maria Carmela Catone, Giuseppe Giordano and Maria Prosperina
Vitale

Abstract The Covid-19 pandemic has changed the characteristics of university
teaching-learning practices marking the transition from face to face to on-line activ-
ities by means of digital platforms. This digitization process has produced several
effects on students’ habits and learning ability. Within this scenario, aim of the con-
tribution is to assess the student perception of the distance learning experience by
adopting a network analysis approach. A network of adjectives is obtained from Se-
mantic Differential scales and links are defined as a function of the most frequent
polarized items co-occurences. The network core allows to identify the most impor-
tant adjectives describing the students’ e-learning perception.

Abstract La diffusione del Covid-19 ha modificato i processi di insegnamento-
apprendimento universitario segnando il passaggio dalla didattica in presenza a
quella on-line, generando diversi effetti sulle abitudini e la abilita di apprendimento
degli studenti. All’interno di questo scenario, I’obiettivo del contributo é quello di
valutare la percezione degli studenti dell’esperienza di apprendimento a distanza
adottando un approccio di network analysis. La rete di aggettivi e ottenuta utiliz-
zando scale di valutazione basate sul Differenziale Semantico e i collegamenti sono
definiti in funzione delle co-occorrenze piit frequenti e della polarizzazione delle
scale. La rete permette di identificare gli aggettivi piii importanti che descrivono la
percezione dell’e-learning degli studenti.

Key words: Higher Education, Network Analysis, Semantic Differential, Textual
Network
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1 Introduction

The Covid-19 emergency generated a multitude of changes in the University life,
such as the implementation of administrative, teaching and research activities in
virtual contexts. To ensure the continuity of teaching activities, there was a shift to-
wards forms of distance learning, realized through the use of digital platforms and
online resources. The new scenario has lead to a general rethinking of practices,
tools and relationships that usually characterize the educational paths.

The use of digital platform to aid university education is not new, taking into ac-
count the increasing development over last decades of a wide range of approaches
of online education such as e-learning, digital learning, blended learning etc. [1]. At
the same time, differently from the “ordinary” circumstances where all the organi-
zational processes are usually scheduled and designed beforehand, the sudden shift
of teaching activities in online contexts that occurred during the spread of Covid-19
has taken on forms of “emergency remote teaching” [2], as well as “alternative”
modes of educational delivery due to crisis circumstances. Teachers and students in
a few days had to modify their traditional modus operandi by changing the times,
places and contents of their activities, thus determining significant transformations
in terms of practices, social relations, knowledge construction processes, rituals,
identity representations, values and beliefs [3].

This configuration has generated a multiplicity of issues that intercept social, peda-
gogical, disciplinary, technological and economic aspects at micro and macro levels;
for example, the owning of digital skills related to the digital divide phenomenona
as well as to the perceptions and attitudes of people towards technology. How these
unique circumstances have affected the overall level of quality service provided by
the University system is a big issue and matter of discussion at scientific and politi-
cal level. Our proposal move from innovative statistical methodologies for the anal-
ysis of data collected during the Covid-19 pandemic to study the effect of distance
learning on student experience in higher education. One of the first aspect of inter-
est is to detect the emotional impact of E-learning activities among undergraduate
students. At this aim, we use a joint strategy that make use of data collected through
a semantic differential scale and apply social network analysis tools. A network of
adjectives is obtained from Semantic Differential scales and links are defined as
a function of the most frequent polarized items co-occurrences. The network core
allows to identify the most important adjectives describing the students’ e-learning
perception. A pilot study is conducted on a cohort of students to give a major insight
of the procedure and evaluate the extent of its applicability.

The contribution is organized as follows. Section 2 describes the methodological
procedure, focusing on the strategy adopted to map Semantic Differential data into
a network of adjectives. The research design and the main results of a pilot study
are presented in Section 3; concluding remarks are in the last section.
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2 On the definition of the network of adjectives: The
methodology

To analyze students’ attitudes towards the crisis scenario defined into the context of
university distance learning, as it emerged from the restrictive measures enforced to
contain the spread of the virus during the Covid-19 pandemic, we wish to focus on
several peculiar aspects: the students’ perception on the e-learning experience, their
ability on the use of the digital platforms to support learning, and their overall sat-
isfaction level about the e-learning services offered by the university system. This
study was one of the first attempts to detect students’ perception of university activ-
ities at the very beginning of the Covid-19 pandemic. Motivated by these issues, we
use a strategy which combines Semantic Differential scales [4] with Social Network
Analysis [5]. The Semantic Differential (SD) scale is a well established and reliable
psychometric tool useful in assessing emotional attitudes toward a concept of inter-
est. The SD question invites respondents to express their emotional perception on a
scale between two polarized options in terms of opposite adjectives. Data collected
from a survey containing SD scales are effective in proposing connotative meaning
of concepts in forms of most frequent patterns of adjectives polarization. Results are
often given at aggregate level of respondents with straightforward charts and tables.
Social Network Analysis (SNA) provides a set of theories and methods for the in-
terpretation and analysis of interactions between entities. While social networks are
present in all aspects of our lives (friendships, communication, web, and so on) the
network concept represents also a powerful metaphor to identify the shape of con-
nections of a wider range of inter-agent forces in complex systems. In a very general
way, a network is a set of elements (nodes) along with a set of links connecting pairs
of nodes. Thus, the presence of links corresponds to existing relations among nodes.
Abstracting from this general view, we wish to use the network analysis framework,
applied to the data obtained from Semantic Differential tasks, in order to extract
the main definition of the investigated concepts [6]. This approach consists in the
definition of a Network of Adjectives by looking at the co-occurrences among set of
adjectives and considering also the quantitative scores given by a set of respondents
in a Semantic Differential task. The output consists of a particular graph, in which
the nodes are the adjectives used for the SD scales and the links depend on the scores
assigned to each bipolar scale by the set of respondents. Specifically, two adjectives
are linked in the resulting graph if they have been highly scored by a high number
of respondents. Specifically, in order to build a semantic network of adjectives it is
necessary, firstly, to prepare an ad-hoc coding scheme and, secondly, setting a cut-
ting threshold, to bring out the core of the network, defined starting from the most
important links among pairs of adjectives.
After initial pre-processing and data coding, we obtain the adjacency matrix, nodes
per nodes, i.e. adjectives per adjectives. This matrix shows all the possible inter-
sections existing between the adjectives considered in the SD scales. Actually, a
weighted adjacency matrix is derived, in which the weights correspond to the num-
ber of respondents who polarize each pair of adjectives.
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Once the data structure has been defined, the use of SNA methods allow to visualize
the relationships between adjectives and to analyse them through the main central-
ity measures [7]. These indices provide a quantitative synthesis with respect to the
properties of the whole network and of specific nodes. At the same time, the selec-
tion of an optimal cutting threshold defined on the weights of the adjacency matrix
allows the central structure of the network (the core) to emerge, as it is made up of
the most cohesive group of adjectives it helps to the definition of the stimulus under
study.

When the concept to be analyzed is multidimensional, this procedure allows to make
comparisons among multiple networks. In such cases the data structure could also
be read into the framework of Multilayer Networks [8]. Moreover, if the Semantic
Differential adjectives used to measure the respondents’ perception of several di-
mensions of a concept are the same, then a Multiplex Network [9] data structure
can be derived.

3 First results from a pilot study

In order to show the procedure described in the previous section, we present an ap-
plication on real data collected through a pilot study. While the declared aim of the
study is to evaluate students’ perception of the distance learning activities during
the Covid-19 lockdown in the University context, we planned a simple pilot survey
based on voluntary response sample of respondents, who were directly involved in
distance learning activities.

The questionnaire is divided into five sections. In the first one, we gathered socio-
demographic data regarding students’ age, gender, education, and family back-
ground. The second section included some basic questions about their digital skills
and the use of ICT devices. The third section comprised several questions on the
organization of distance learning provided by the University. The questions in the
fourth section regards the use of the tools available on the e-learning platforms,
such as chat, video call, and other apps. The last section is devoted to the defini-
tion of the latent concept underpinning students’ e-learning experience using the
Semantic Differential scales. Great attention has been payed to the choice of the
suitable adjectives concerning the concept of distance learning. The nine pairs of
adjectives used to define the distance learning concept for all the dimensions under
investigation are as follows: useless — useful, undemanding — demanding, unpleas-
ant — pleasant, simple — troublesome, unclear — clear, light — cumbersome, ugly —
nice, easy — difficult, permissive — rigorous. The same set of items has been used to
evaluate four different dimensions: e-learning activities, online interactions, use of
digital platform, and self-study. !

! The online questionnaire was administered in the months from May to June 2020 to students who
experienced the distance learning by attending the online courses in the Bachelor and Master de-
gree in Sociology delivered for the second term of the a.y. 2019/2020 at the University of Salerno,
Italy.
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Carrying out the proposed procedure, we have obtained four different networks of
adjectives, one for each dimension investigated through the survey. Figure 1 shows
the cohesive components of the networks that emerge after optimal cutting of the
four adjacency matrices. It shows the subset of adjectives jointly selected by most
part of respondents with the highest scores. By looking at these core networks the
joint and recurrent presence of some adjectives among the different dimensions
clearly emerge, as well as the particular role of an adjective that acts as a bridge
in the network. For all four concepts, these networks show a positive connotation,
especially for self-study and online communication. In fact, for these two concepts,
the connected component of the network is composed by positive adjectives that al-
low us to define these two aspects as simple, permissive, clear and useful. This last
adjective assumes a fundamental role in the networks, as it connects adjectives with
a positive meaning with negative ones (‘“bridge”). This characterization is particu-
larly evident when defining distance learning activities and ICT tools, which have
also been defined as challenging, difficult and problematic.

Negative

Positive

Fig. 1 The four Adjectival Networks emerged from the Semantic Differential to assess students’
e-learning perception.

4 Conclusion

Due to the spread of Covid-19, university teaching and learning activities usually
carried out in traditional physical spaces have been moved to virtual contexts, using
more or less structured forms of distance learning systems. Within this complex con-
figuration, in which disciplinary, technological, economic, social and pedagogical
elements converge, it was fundamental to explore the students’ point of view as ac-
tive actors who can constructively contribute to the definition of the learning spaces
in which they are involved [10]. In this contribution we presented the first results of
a pilot study based on the administration of an online survey to Sociology students
of the University of Salerno to explore their attitudes towards their e-learning expe-
rience during the first Italian lockdown. The analysis of the Semantic Differential
scales using the SNA tools allows to investigate the students’ perception. This pro-
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cedure allowed us to identify the different connotations characterizing the concept
of distance learning. In particular, we found that adjectives with a positive conno-
tations have been chosen by students to define all four concepts related to learning
activities (network cores), while in the definition of two concepts, e-learning and
ICT, also adjectives with not exclusively positive connotations emerged.
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Analisi della soddisfazione dei Dottori di ricerca nella
Universita Italiane attraverso Alberi di classificazione,

Bagging e Random Forest

Anna Crisci and Antonio Lucadamo and Pietro Amenta

Abstract In this work we consider the classification methods as trees, bagging and
random forest in order to analyze the determinants of PhD student satisfaction in
Italian universities. Understanding how doctoral students see their experience can help
to improve the quality of programs and to obtain better results, for example in terms
of time to degree completion, or the formation of better researchers.

Decision tree results show that the most important variables are those linked to
supporting the career at the end of the PhD program.

Abstract: In questo lavoro consideriamo i metodi di classificazione come alberi
decisionali, bagging and random forest al fine di analizzare le determinanti della
soddisfazione dei dottorandi nelle universita italiane. Capire come i dottorandi
vedono la loro esperienza pud aiutare a migliorare la qualita dei programmi e ad
ottenere risultati migliori, ad esempio in termini di tempo per il completamento del
corso o la formazione di ricercatori migliori.

I risultati dell'albero decisionale mostrano che le variabili piti importanti sono quelle
legate al sostegno alla carriera al termine del dottorato.
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1 Introduction

In this work we consider the classification methods as trees, bagging and random
forest in order to investigate on the determinants of PhD student satisfaction in Italian
universities. Student satisfaction and the quality of education are of engaging
importance to students, academic staff, policymakers and researcher. Usually, studies
among PhD students have tended to focus on identifying particular issues, such as
supervision, research training and employability, and have been assumed largely for
internal institutional use and for quality improvement.

In our study, we consider the data collected in the third national "statistical survey of

the employability of the doctoral graduates of 2012 and 2014” conducted by Istat

(Istat, 2019).

The response variable is the level of satisfaction with the overall PhD experience.

The Key independent variables are:

e Quality of the didactic activities received (Quality_teach) such as: depth and
currency of course contents, rigor/adequacy of teaching methods;

e Quantity of training activities received (Quantity train): seminars, workshops,
conferences, winter and summer schools;

e Competence of the academic teaching staff (Competence_Teach). In particular,
their expertise can be measured by their teaching abilities, scientific output and
academic curriculum;

o Research facilities (Research_facilities): availability and accessibility of
individual working spaces, learning resources, laboratories and laboratory
equipment;

e Research training (Research_Train): this question relates to the satisfaction with
the guidance received during the various stages of the research process which
equips the candidate with the necessary research skills for becoming an
independent researcher;

e Collaboration with teaching and research staff (Collaboration), that is the
satisfaction with the interaction with departmental staff.

e Encouragement (Encouragement) to submit works for publication: this is an
indicator of the extent to which the doctoral candidate has been recognised as
having reached a certain scientific maturity.

For each of these questions, the participants are asked to give a rating ranging from 0
to 8, where 0 indicates "not at all satisfied" and 8 indicates “"completely satisfied".
Furthermore, variables as gender, citizen and regularity in completing the course are
considered. Finally, in order to choice the most suitable model on the basis of the
misclassification rate, we compare the classification methods with models for
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analysing data with ordinal responses. Ordinal models considered are: Proportional
odds Model, Continuation ratio model, Adjacent category model.

2 Methodology

In this section we briefly describe the models and methods we apply in our analysis.
We first introduce the classical logistic model for ordinal variables and then
classification methods as trees, bagging and random forest.

2.1 Models for ordinal response

Proportional odds model, Continuation ratio model and Adjacent category model are
the most used models in Multinomial Logit when the response variable is ordinal
(Agresti, 2007). They differ in the formulation of the logit. In fact in the Proportional
odds, we consider the logit between the modalities higher than a value j, and the
previous ones. The cumulative probabilities are related to a linear predictor x'g,
through the logit function:

P(Y>j|x)_

n](x) =P(Tj|x)_ a;j —xl-'[? fOT'j =12, ) = 1

The parameters a;, called thresholds or cut points, are of increasing order a; <
a, .. < a;_; and B is a vector of logit coefficients

In the continuation ratio the logit is between a generic category j and all the modalities
with value lower than j:

Pr=jlx) _
P(Y<jlx)

mi(x) = aj—x;/'B forj=12,.]-1
In the adjacent category the comparison is between consecutive modalities:

P(Y = j|x) , )
m;(x) =m=aj —x/'Bjforj=12,..] -1
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All models are fitted through the procedure of maximum likelihood estimation
(Agresti, 2015).

2.2 Classification tree

Classification tree is used to predict a qualitative response using qualitative or
quantitative predictors. The tree is built according to two steps: first of all the predictor
space is divided into distinct regions; then, for every observation that falls into each
region, the prediction is made, corresponding to the modality of the response with the
higher proportion in that region (Hastie et al., 2001). The problem is that it is
computationally infeasible to consider every possible partition of the space and for
this reason a top-down approach is used. It begins at the top of the tree, where all
observations are in the same region, and then the predictor space is splitted
successively. At each step, the split is indicated with two branches, selecting the
predictor and the cutpoint s such that, splitting the predictor space into the regions
{X1X; < s} and {X]X; > s}, leads to the greatest reduction in the classification rate.
The process continues until a stopping criterion is reached. Once the regions have
been created, the response is predicted considering the most commonly occurring
class in that region.

2.3 Bagging

The regression and classification trees suffer from high variance. In fact, splitting the
training data into two parts at random, and fitting a decision tree, the results could be
quite different. In contrast, a procedure with low variance will yield similar results if
applied repeatedly to distinct data sets. Bootstrap aggregation, or bagging, is a
general-purpose procedure for reducing the variance of a statistical learning method,;
it is particularly useful and frequently used in the context of decision trees. To reduce
variance and so increase the accuracy of prediction, a way is to take many B training
sets, build a separate prediction model using each training set and then average the
resulting predictions (James et al., 2013):

1
fbootstrap (x) = B g:l fb (x)
where, f?(x) is the predictive result of a specific training set.

In the case of classification problem the overall prediction is the most commonly
occurring class among B separate training sets.
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2.4 Random Faorests

In random forests, as in bagging, decision trees on bootstrapped training samples are
built, but in this case a random sample of m predictors is chosen, as split candidates
fromthe full set of predictors. This is done because if there is one very strong predictor
in the data set, along with a number of other moderately strong predictors, then in the
collection of bagged trees, most or all of the trees will use this strong predictor in the
top split. Consequently, all of the bagged trees will look quite similar to each other
and this means that bagging will not lead to a substantial reduction in variance over a
single tree in this setting. Random forests overcome this problem by forcing each split

to consider only a subset of the predictors.

The predictor based on the Random Forest model is:

[ () = = XB_ Ty (x,9)

where b; indicates the tree of the Random Forest model and the term
Tg(x,9) is the prediction of the same tree.

3 Results

In this section we compare different methods on the basis of the misclassification rate.
The classification tree leads to a very high rate of misclassification and this result can
be improved by considering the various techniques as bagging, random forest, that
can increase the accuracy of the model.

Table 1: Misclassification rate for the different methods.

Model/Method

Misclassification rate

Proportional odds model

Adjacent category model

Continuation ratio model

Classification tree

Bagging

Random Forest

0.5138

0.5013

0.4966

0.5602

0.0882

0.0633
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In table 1 the comparison between ordinal logistic regression model, Classification
tree, Bagging and Random Forest, shows a clearly lower rate of misclassification for
the random forest and bagging model. Table 2 shows instead, the most important
variables on the basis of the mean decrease in node impurity. The most important
variables are therefore: Research training, Research facilities, Quality of the teaching,
Encouragement to submit works for publication.

Table 2: Variable Importance and rank for Classification Tree, Bagging and Random

forests
Model/Method Classification tree Bagging Random forest
Quality teach 1313.36 (1) 1061.60 (3) 879.97 (4)
Quantity train 701.53 (5) 850.31 (7) 801.58 (7)
Competence teach 471.36 (7) 973.29 (4) 826.84 (6)
Research facilities 536.44 (6) 1153.90 (2) 917.19 (2)
Research train 1229.72 (2) 1236.16 (1) 936.24 (1)
Encouragement 741.99 (4) 962.11 (5) 913.28 (3)
Collaboration 904.28 (3) 910.05 (6) 899.45 (5)
On Time* 306.63 (9) 229.42 (9)
Gender 451.45 (8) 300.93 (8)
Citizen** 95.99 (10) 84.38 (10)

*On time: Has concluded the programme on time, Yes — No
**Citizen: Italian or foreign
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Comparative Analysis of Student Learning:
Technical, Methodological and Result Assessing
of PISA-OECD and INVALSI-Italian Systems

Analisi Comparata dell' Apprendimento degli Studenti:
Valutazione di Tecnica, Metodologia e Risultati dei
Sistemi PISA dell’OCSE e INVALSI Italiano

S. Cervellera, C. Cusatelli and M. Giacalone

Abstract PISA is the most extensive international survey promoted by the OECD in
the field of education, which measures the skills of fifteen-year-old students from
more than 80 participating countries every three years. INVALSI are written tests
carried out every year by all Italian students in some key moments of the school
cycle, to evaluate the levels of some fundamental skills in Italian, Mathematics and
English. Our comparison is made up to 2018, the last year of the PISA-OECD
survey, even if INVALSI was carried out for the last edition in 2022. Our analysis
focuses attention on the common part of the reference populations, which are the 15-
year-old students of the 2nd class of secondary schools of Il degree, where both
sources give a similar picture of the students.

Abstract PISA & la piu ampia indagine internazionale promossa dall'OCSE nel
campo dell'istruzione, che misura ogni tre anni le competenze di studenti
quindicenni provenienti da piu di 80 paesi partecipanti. Le INVALSI sono prove
scritte svolte ogni anno da tutti gli studenti italiani in alcuni momenti chiave del
ciclo scolastico, per valutare i livelli di alcune competenze fondamentali in Italiano,
Matematica e Inglese. Il nostro confronto & effettuato fino al 2018, ultimo anno
dell'indagine PISA-OCSE, sebbene I'ultima edizione dell'INVALSI sia del 2022. La
nostra analisi focalizza I'attenzione sulla parte comune delle popolazioni di
riferimento, che sono gli studenti quindicenni della 22 classe delle scuole secondarie
di 1l grado, dove entrambe le fonti forniscono un quadro simile degli studenti.
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1 Introduction

With this paper we have the goal of comparing the methodology and results of the
two main surveys on the Italian students’ learning, represented by the OECD PISA
(Organisation for Economic Cooperation and Development’s Programme for
International Student Assessment) survey and the Italian one, called INVALSI
(National Institute for the Assessment of the Educational System of Learning and
Training). The comparison is made up to 2018, the last year of the PISA-OECD
survey, even if INVALSI was carried out for the last edition in 2022 (ex 2021
postponed due to health emergency).

2 The programme for international student assessment

PISA is an international survey promoted by the OECD which measures the skills of
fifteen-year-old students from the participating countries every three years, the most
extensive international survey in the field of education, attended by students from
more than 80 different countries [2-5]. PISA-OECD tests are structured for the
purpose of detecting some skills of students when they are about to finish
compulsory schooling, with the aim of monitoring these students when they should
be ready to face adult life, focusing attention on the mastery of curricular contents,
which are evaluated by individual school systems and which are difficult to compare
with each other. The focus is on the ability to face and solve the problems of
everyday life and the ability to be able to continue learning in the future. PISA
results therefore allow schools, education systems and governments to identify
aspects to improve in their educational programs, to train more competent citizens.
They also allow you to compare student performance and learning contexts in
different countries.

To determine students' problem solving and lifelong learning skills, PISA
measures the skills of 15-year-olds, and focuses on evaluating students' performance
in Reading, Mathematics and Science because the skills underlying the study of
these subjects are fundamental to face adult life. PISA tests are mainly made up of
multiple choice questions, but also include open-ended questions, which can make
up up to one third of the test, as well as a basic questionnaire, providing information
about themselves and their attitude towards learning. School administrators also
receive a questionnaire on their schools that integrates the information provided by
the students, while some countries may, independently, also decide to administer
other optional PISA questionnaires: a questionnaire on familiarity with the
computer, one on the educational career and one on the background cultural heritage
of the parents. Each edition then includes an optional survey on a further topic. The
2015 edition, for example, deepened the collaborative problem solving ability.

PISA tests are held every three years, starting from 2000 and at each
investigation one of the three areas that are subject to measurement is deepened. In
the last edition of 2018, for example, the main domain was the reading literacy
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which refers to the understanding, use and reflection on written texts in order to
achieve one's goals, the ability to develop one's knowledge and potential and to play
an active role in society.

The results of each survey are usually published the year following that of
administration. The last edition of the PISA Survey took place in 2018 and its results
are available from 3 December 2019 and the 2022 edition is already being prepared,
postponed for a year due to the health emergency, in which the 36 OECD member
countries and about 50 other non-member countries will participate. The focus of the
three-year period will be on Mathematics and the students will also be tested on a
new discipline: creative thinking. For the 2025 edition it has already been
established that the focus will be on Sciences and that the skills of learning in a
digital world will be tested.

3 The national institute for the assessment of the educational
system of learning and training

INVALSI tests are written tests carried out every year by all Italian students of the
classes provided for by the legislation. Their purpose is to evaluate, in some key
moments of the school cycle, the levels of learning of some fundamental skills in
Italian, Mathematics and English that the legislation provides are possessed by all
students. Based on the elaboration of the test results, indications are obtained for
evaluation at class, institute, regional and national level [1]. The first proposals for a
National System of Evaluation of the school system date back to the early nineties of
the twentieth century, in conjunction with the discussion of the reform that will
introduce the autonomy of educational institutions.

As at the international level, in Italy evaluation is considered an important
element of the evolution of the school system towards greater effectiveness and
adaptation to the needs of a rapidly changing social, cultural and economic context.
This last requirement was also the basis of the National Indications and Guidelines,
the documents that have replaced the old didactic programs, on the basis of which
INVALSI elaborates the theoretical references and the operational aspects of the
tests, starting from the skills to be evaluated.

After two school years of experimentation, the first INVALSI| National Tests of
Mathematics and Italian were held in the 2005-06 school year and since then, the
tests have undergone changes partly dictated by the legislation, which has changed
several times the choice of the moments of the school cycles in which to carry out
the evaluation, partly introduced following the continuous improvement of the
quality of the questions, the methods of administration, and the methods of statistical
processing of the results, made possible by the research activity. INVALSI tests are
regulated by Legislative Decree no. 62 of 2017, following which important
innovations were introduced, and from 2018, in the fifth primary and in the third
secondary of the first degree, to the Mathematics and Italian tests an English one has
also been added which includes a reading and a listening test. From the same year,
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while in the second and fifth primary the tests are still carried out on paper file, in all
other grades they are carried out using computer based testing and the results are
transferred directly to INVALSI.

Measuring in a standardized way some fundamental skills in Italian,
Mathematics and English, the results are comparable between different schools or
geographical areas and, thanks to statistical techniques of "anchoring”, from one
year to the next. The competences examined are some of those that the legislation
provides to be taught and learned in Italian schools starting from the National
Indications and the Guidelines of the various classes. In fact, INVALSI elaborates
the Reference Frameworks for assessment, documents that also take into account
similar international documents and teaching practice, and on the basis of which the
authors of the tests work, because not only knowledge but also skills of students are
examined: INVALSI are not memory tests but measure the ability to think about
real-life issues or problems, to use the knowledge learned, to connect them with
each other and to apply them to new problems.

With the results obtained from the tests it is possible to identify any strengths
and difficult situations, but also to discover any inequalities from school to school or
from territory to territory, in addition to the positive or negative dynamics of the
results of the time. Examining the results can help to better understand some
problems such as early school leaving, gender differences, the inclusion of foreign
pupils, or the effect of schools on the preparation of students along the school cycle.
The results of the tests are in fact one of the elements available for the self-
assessment activities of educational institutions. The results are not elements for the
evaluation of individual students, which remains the exclusive prerogative of the
teacher: they do not serve to evaluate the work of teachers, nor does any rewarding
or penalizing mechanism for institutions or teachers depend on the results of the
tests.

4 PISA and INVALSI comparison

Our analysis focuses attention on the common part of the reference populations,
which are the 15-year-old students of the 2nd class of secondary schools of Il
degree, where both sources give a similar picture of the performance differentials
between students. The picture relating to the overall variability is also similar,
although critical issues from this point of view are found in the INVALSI, due to the
presence of a significant presence of cheating phenomena and an imperfect
correction of the same, which generates a further source of variability in the results.
The consistency between the two sources extends to the results of the individual
students and especially of individual schools. These evidences constitute a good
viaticum for a joint use — and redesign — of the two surveys. In particular, they
suggest the desirability of an ex ante design of mechanisms for anchoring INVALSI
results in the metric provided by PISA, with the advantage of allowing comparisons
in time and space, compared to other OECD countries.
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PISA-OECD is a three-year sample survey referring to 15-year-old students,
regardless of the school level pursued, while the national survey on learning is
conducted through the INVALSI national sample survey, with annual frequency.
Both are aimed at the universe of students of a certain school grade. This also results
in differences in the structure of the two surveys: PISA-OECD based on a wider set
of questions, in rotation proposed to the different individual participants, with higher
levels of control with a greater number of open questions, which is carried out with
specially trained, trained and paid staff. INVALSI is based on a narrower set of
questions equally asked to all individual participants, with fewer open questions and
external control systems only in subsets of classes.

The aims of the two statistical surveys are different: PISA-OECD aims to
compare the Italian system with the rest of the world (international/comparative
character), while INVALSI as feedback to the individual school on its performance
and geographical ranking of Italian school efficiency. The main analysis is to verify
if the overall picture that emerges from the two surveys is consistent, both in
methodological terms and in terms of results. It would be profitable to have a finer
monitoring of the internal events of the country and to take advantage of the greater
coverage of the INVALSI annual surveys, and correlate them to an international
evaluation system with the rest of the world, with the PISA methodology, which
would make the comparison also assessable with other international surveys that
take place in other school grades.

5 Some comparison results

The areas of specialization in common for both surveys are Reading and
Mathematics in PISA, corresponding in INVALSI to Italian and Mathematics. The
comparison will be carried out both in terms of the general pattern of the results and
its main regularities such as the territorial gap, the structural differences and the
characteristics of the students and considering the results at the level of the
individual schools. The differences in the format of the two surveys will be
evaluated, differences whose possible impacts are not easily identifiable and
eliminable, but which must also be kept in mind when interpreting the results of the
comparison.

Through the use of standardized variables for years and type of survey, it is
possible to better compare and evaluate the result divergences in the two survey as
well as differences in the same for the different territorial divisions:

Xtyds ~ Heys

Zt,y,d,s - at,y,s
where t = PISA or INVALSI test, y = year, d = Italian territorial division, s = school
subjects.

Fig. 1 shows an increase in the divergence between PISA and INVALSI general
surveys, which intensifies in the territorial level of distribution, in particular in the
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North-South divide, representing a greater discordance in Reading and much less in
Mathematics, also at the level of territorial divisions.

Figure 1: Standardized Reading and Mathematics
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Abstract Partial least squares based structural equation modeling (PLS-SEM) has
gained popularity as one of the preferred multivariate data analysis methods for a
variety of analysis scenarios. This study hopes to disseminate more current PLS-
SEM techniques or practices to reach a wider audience. These techniques include
conditional mediation model, prediction using PLSpredict or CVPAT, confirmatory
purpose with model fit, and model selection criteria. This study will benefit novice
researchers or encourage researchers to try these interesting techniques to assist in
their research.

Abstract La modellazione delle equazioni strutturali basata sui minimi quadrati
parziali (PLS-SEM) ha guadagnato popolarita come uno dei metodi di analisi dei
dati multivariati preferiti per una varieta di scenari di analisi. Questo studio spera
di diffondere tecniche o pratiche PLS-SEM piu attuali per raggiungere un pubblico
piu ampio. Queste tecniche includono il modello di mediazione condizionale, la
previsione mediante PLSpredict o CVPAT, lo scopo di conferma con I'adattamento
del modello e i criteri di selezione del modello. Questo studio andra a beneficio dei
ricercatori alle prime armi o incoraggera i ricercatori a provare queste tecniche
interessanti per aiutare nella loro ricerca
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1 Introduction

Structural Equation Modeling (SEM) is a multivariate technique that combines both
principal component features and regression analysis (Hair et al., 2017a; Sarstedt et
al., 2017). Researchers have begun to recognize their ability to model latent
variables, take into account various forms of measurement error, and test grounded
theories in a structured manner (Pakpahan et al., 2017). There are two methods of
SEM: covariance based structural equation modeling (CB-SEM; also known as
component based SEM) and partial least squares based structural equation modeling
(PLS- SEM; also known as composite-based SEM) (Hair et al., 2021). CB-SEM is a
suitable method to use when the study is aimed at theoretical testing and
confirmation. CB-SEM follows a common factor model that assumes that the
observed scores from the metrics are a function of the construct itself and the
measurement error. To estimate model parameters such as indicator loadings and path
coefficients, the method uses only the common variance (i.e., the variance shared by
the construct indicators) (Hair et al., 2021). The focus of CB-SEM has been
primarily on small conceptual models, which has hindered the development and
validation of large, complex models (Chin, Peterson & Brown, 2008). In contrast, for
prediction and theory development, the appropriate approach is PLS-SEM. PLS-
SEM follows a composite model logic that uses total variance and represents the
construct as a linear combination of its indicators (Sarstedt et al., 2016). The goal is
to predict and explain a key target structure and/or identify its associated antecedent
structure (Chin et al., 2020). Because of these uniqueness, the technique has been
growing among multi-disciplinary, such as in accounting, marketing, information
systems, and psychology. Given the recent research and methodological
developments in the field of PLS-SEM, there is a need for continuous dissemination
of the latest technique to other disciplines of research. Therefore, this short article
provides some interesting basic and potential applications to scholars when examine
their proposed model using PLS-SEM.

2 Available Technique in PLS-SEM

In these section, we explained four potential applications of PLS-SEM techniques
that could enhance or capture better findings in their research modeling. These are:

2.1  Conditional Mediation Model
Conditional mediation (CoMe) analysis denotes the statistical assessment carried out

when analyzing and estimating a CoMe model (Cheah et al., 2021). CoMe analysis
combines mediation and moderation analyses to examine and test hypotheses about
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how mediated relationships vary because of context, boundaries, or individual
differences. It occurs when a moderator interacts with one or more of the paths of the
mediated effect, such that the value of the mediated effect changes depending on the
value of the moderator (Hayes, 2017, 2018). This type of modeling is well suited to
investigate how relationships between cause and outcomes vary depending on the
characteristics of their contexts (Bachl, 2017).

The use of PLS-SEM for estimating a CoMe model offers the following
advantages: (1) it overcomes the limitations of traditional sequential approaches by
enabling researchers to analyze complex interrelationships between latent variables
simultaneously, (2) while accounting for the measurement error inherent in the multi-
item measurements (Edwards & Lambert, 2007; Hayes & Scharkow, 2013; Muller et
al., 2005). Such modeling provides deeper insights into the intricacies of processes
or under which conditions they occur.

Ovwerall, CoMe analysis often opens up new avenues for analyzing new research
questions. To recap the utility of conducting CoMe analysis in PLS-SEM, the study
by Cheah et al. (2021) provide three concluding recommendations that are
concerning model specification, causal inferences, and issues regarding sample size.

2.2 Prediction using PLSpredict or CVPAT

Shmueli et al. (2016) developed the PLSpredict procedure for generating holdout
sample-based point predictions in PLS path models on an item or construct level.
Liengaard et al. (2020) established the cross-validated predictive ability test
(CVPAT) method, which is non-parametric. The purpose of this new method is to
conduct a pairwise comparison between two theoretically derived models regards
their ability to predict the indicators for all the dependent latent variables (regardless
whether reflective or formative) simultaneously.

Both the PLSpredict and CVPAT techniques allow researchers to address the
long-standing calls for a stronger focus on predictive model assessment, most notably
a model’s out-of-sample predictive power (Liengaard et al., 2020; Shmueli et al.,
2016, 2019). By having low prediction errors (e.g., using the root mean square error
(RMSE) and the mean absolute error (MAE) statistic) and a high value of
Q2_predict, researchers can identify a parsimonious model that is more likely to
predict and be generalizable to other samples. Similarly, having appropriate pairwise
comparison results for CVPAT (see Chin et al., 2020) with its overall inferential test
enables researchers to statistically compare the predictive strengths of models to
judge whether model choice is reliable, and not affected by the chance of sampling
error. Importantly, these criteria enable practitioners to make such decisions with less
error by reducing generalization error so that policy decisions will be more likely to
work in other settings.
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2.3  Confirmatory Purpose with Model Fit

Fit measures, such as the standardized root mean square residual (SRMR) and
bootstrap-based tests of the model fit (the unweighted least squares (dULS) and the
geodesic discrepancy (dG)), play an important role in guiding researchers to assess
whether the data follow a common factor model or composite model, when
determining the characteristic of the construct to be measured (Dijkstra & Henseler,
2015; Sarstedt et al., 2016). If the specific measurement does not meet the required
level of goodness of fit, this denotes that the data may exhibit the characteristics of a
composite model (Sarstedt et al., 2016). In addition, when research goal is to achieve
confirmatory in a particular study, the confirmatory purpose using fit indexes can be
applicable both with PLS and PLSc, depending on if we have a component-based
model (confirmatory composite analysis) or a factor-based model (confirmatory
factor analysis) (Henseler & Schuberth, 2020).

2.4 Model Selection Criteria

Hair et al. (2017b) highlighted that the latest PLS-SEM toolbox included a broad
range of evaluation criteria for assessing the adequacy of a model. There were
researchers who explored whether the use of in-sample measures, such as the model
selection criteria (i.e., Bayesian information criterion (BIC), Geweke—Meese
criterion (GM)) could be a potential substitute for out-of-sample criteria that require
a holdout sample (Sharma et al., 2019, 2021). That same year, Danks et al. (2020)
extended the use of the model selection criteria by looking into the BIC weights
(BICw) and GM weights (GMw). In addition, there are several variations of the
original BIC criteria that have also been proposed in recent decades, including the
Hannan—Quinn Criterion (HQ) and the corrected Hannan—Quinn Criterion (HQC)
(see Sharma et al., 2019, 2021). These new criteria were intended to assist scholars
in overcoming selection uncertainty when selecting an appropriate model over others
alternative model based on the model selection criteria. Importantly, Sharma et al.
(2019, 2021) highlighted that the model selection criteria (particularly BIC and GM)
are known as in-sample criteria that could be a substitute for out-of-sample criteria
that require a holdout sample. Such a substitution is advantageous, especially when
the researcher does not have the luxury of a holdout sample (using an insufficient
sample for the holdout sample causes considerable loss of statistical and predictive
power), and the goal is to select correctly specified models with low prediction error.
Subsequently, these model selection criteria help compare different model
configurations that could result from different theories or research contexts.

Chin et al. (2020) encourages the use of BICw and GMw, which can be
interpreted as conditional probabilities for models (e.g., Burnham & Anderson,
2002; Wagenmakers & Farrell, 2004), thereby offering stronger evidence for or
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against each model in the set (Danks et al., 2020). Thus, the use of both the BICw
and GMw criteria facilitate researchers in overcoming the false sense of confidence
that occurs when selecting between models with similar BIC and GM values.

3 Conclusion

This study shares a quick guide to the basics of PLS-SEM and its potential
applications. The "family members" of PLS-SEM are introduced, providing a concise
explanation and guidelines. The goal is to understand what these techniques are
intended to achieve and to lay the foundation for future applications. Therefore, we
encourage researchers to match these techniques to their research questions and
designs, and further explore the applicability of each technique in different research
areas, thereby helping the academic field move forward.
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PLS-SEM con CCA per indicatori di performance dei
portieri di calcio

Mattia Cefis and Maurizio Carpita

Abstract Today, PLS-SEM is a very trend-topic, while football analytics is an
emerging field of research; by this contribution we aim to give a new approach
in the evaluation of football goalkeepers’ performance given from the EA Sports
experts by data available on the Kaggle data science platform. For this purpose, we
adopt an innovative confirmatory composite analysis (CCA) to validate and eval-
uate a second-order formative-formative PLS-SEM model. After its validation, we
compare this new indicator with a benchmark (the EA overall) and respectively
goalkeepers’ wage and market value. The final goal is to prove the CCA approach
on a real case study and to suggest an original performance indicator for helping
coaches and scouting staff of professional teams to take strategic decisions.
Abstract Al giorno d’oggi, il PLS-SEM ¢ un argomento di tendenza mentre la sta-
tistica applicata al mondo del calcio é un campo di ricerca emergente; con questo
lavoro abbiamo 1’obiettivo di fornire un nuovo approccio nella valutazione della
performance dei portieri partendo da quella gia offerta dagli esperti di EA Sports
grazie a dati disponibili sulla piattaforma Kaggle. Per quest’obiettivo adotteremo
un nuovo approccio, la confirmatory composite analysis (CCA) per validare e va-
lutare un modello formativo-formativo PLS-SEM di secondo ordine. Dopo la sua
validazione confronteremo questo nuovo indicatore con I’EA overall, con il salario
ed il valore di mercato dei portieri. L’obiettivo finale ¢ quello di verificare la CCA
su un caso di studio e proporre un indicatore originale di performance per aiutare
allenatori e ’area scouting di una societa calcistica a prendere decisioni strate-
giche.
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1 Introduction

The latest developments in sports research are moving towards a data-driven ap-
proach. In particular, focused on football (i.e. soccer for Americans), players’ per-
formance evaluation is becoming a strategic key for football coaches and policy
makers. The majority of papers on performance evaluation are focused just on move-
ment players (i.e. defenders, midfielders and forwards, [5]): by this research we want
to focalize attention on a singular role, the goalkeeper. We know that goalkeepers’
performance on the soccer field has been measured and described by Electronic
Arts (EA)! experts. In their opinion, goalkeepers’ performance can be thought as
a multidimensional construct made up of 7 performance composite indicators (i.e.
the same 6 used for movement players plus a specific one for goalkeepers, due to
their singular function), each one made up of several specific skills, which com-
bined form an overall index that sums up the performance; then, a statistical support
is required [1, 3]. In this paper, our goal is to propose the use of an innovative con-
firmatory composite analysis (CCA) to validate a second order formative-formative
Partial Least Squares - Structural Equation Model (PLS-SEM) model starting from
the data provided by the Kaggle data science platform, in order to build a new com-
posite indicator specific for the goalkeepers and to compare it with the well-known
EA overall and other proxies (i.e. goalkeepers’ wage and market value), in order
to verify the CCA procedure and give a significant statistics support to the experts’
opinion both.

2 Literature overview and data employed

Existing literature focused on players’ performance [1, 3] includes different ap-
proaches: for example Carpita [2] adopted an unsupervised method to classify dif-
ferent area of performance, Cefis and Carpita [5] already proposed a PLS-SEM
model considering movement roles. The aim of this research is to focalize attention
on the evaluation of goalkeepers’ performance, exploring key performance indices
(KPIs), in order to evaluate some different strategic skills.

For this application has been used data from EA experts and available on the
famous Kaggle data science platform by Leone?; in particular, we will focus on
all goalkeepers’ stats from the top 5 European Leagues (e.g., Italian Serie A, Ger-
man Bundesliga, English Premier League, Spanish Laliga and French Liguel). This
dataset contains 31 variables (e.g. KPIs), with periodic players’ performance on a 0-
100 scale with respect to different abilities, classified by sofifa experts into 6 latent
traits: attacking, skill, movement, power, mentality and goalkeeper features; note
that, after a preliminary check, we did not take into account the defending block
for this model, since its skills are strictly related with movement players (i.e. mark-

! www.easports.com

2 www.kaggle.com/stefanoleone992/fifa-20-complete-player-dataset
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ing, sliding tackles and standing tackle). For our purpose we have chosen to take
into account data relying the beginning of the season 2019/2020, so the dataset was
composed by stats about 331 goalkeepers.

2.1 The second-order PLS-SEM model and the CCA approach

PLS-SEM [15], also called PLS-PM, is a tool that offers a valid alternative to the
well-known covariance-based model [10]. Its goal is to measure causality relation
between concepts (e.g. latent variables), starting from some manifest variables, by
an exploratory approach: the explained variance of the endogenous latent variables
is maximized by estimating partial model relationships in an iterative sequence of
ordinary least squares regression. Additionally, PLS-SEM does not require any pre-
liminary assumptions for the data, so it’s called a soft-modelling technique. In our
framework, PLS-SEM estimates simultaneously two models:

* Measurement (outer) model = links MVs to their LVs. Each block of MVs X,
g=1,...,G (with G = 6 in our case) must contain at least one MV and this
relation can be treated in two ways: reflective (where the M Vs are the effects of
their own LV) and formative (where the MVs are the causes of their own LV). In
our framework we will assume a formative structure for the outer model where
each LV &, is considered to be formed by its own KPIs following a multiple
regression:

& =X, W, + 06, €Y

where wy is the vector of the outer regression weights (estimated by OLS) and
0, is the vector of error terms.

e Structural (inner) model = by this model LVs are divided into two groups: ex-
ogenous and endogenous. The first one does not have any predecessor in the path
diagram, the rest are endogenous. For the j-th endogenous variable in the model,
the linear equation of its own structural model is:

R
&j=Po+ ; Bri& +¢; 2

where R is the number of exogenous LV that affect the endogenous one and f3,;
is so called path coefficient, a linkage between the r-th exogenous LV and the
Jj-th endogenous LV and {; is the error term.

Unlike the psychological models, that usually assume reflective relation between
concepts [6], here we will adopt, following some experts suggestion®, a formative-
formative approach (for measurement and structural model both), since our latent
traits of performance are not directly measurable and at the same are “made” by
their own KPIs; starting from this assumption, we will assume a PLS-SEM with

3 https://www.fifauteam.com/fifa-19-attributes-guide/
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second-order construct, also known as hierarchical model [12]. In this framework
we can include LVs that represent a “higher-order” of abstraction (i.e. higher order
construct, HOC). In fact, for our purpose, we will assume goalkeepers’ composite
performance as extra-latent construct of higher (second) order, influenced directly
from the others 6 exogenous ones. Since this HOC is without any apparent MVs,
literature suggested us a technique in order to modelling this framework: a two-step
approach [12]. In the first step we compute by Principal Component Analysis the
scores of the lower-order constructs (e.g. the first principal component -1 PC- of
each one), while in the second one we can apply the classical PLS-SEM using the
computed scores as MVs for the endogenous.

In order to validate our model we will apply an innovative CCA approach, that
is a systematic methodological process for confirming measurements models in
PLS-SEM [8]: it is explanatory and confirmatory both. Already Ciavolino et al. [6]
adopted this approach for confirming a reflective-reflective psychological frame-
work. We must take in mind that formative indicators cannot be evaluated at the
same manner of reflective ones: for this reason, the CCA suggests different steps for
what concerning the measurement model evaluation:

1. Convergent validity: it is based on the size of the path coefficient between two
constructs. Hair et al. [13] recommands that the larger the size of the coefficient,
the stronger is the indication of convergent validity.

2. Indicator multicollinearity: it is suggested to adopt the well-known variance in-
flation factor (VIF); if this index is lower or equal to 3.0, then multicollinearity
is not a problem.

3. Significance of indicator weights: it is evaluated by a bootstrapping test with 5%
significance (it is suggested to set o = 10% for small sample sizes).

4. Contribution of indicators loadings: aloading is considered important in forming
the construct when it is greater or equals to 0.50 and statistically significant (by
a bootstrapping test).

5. Predictive validity: this last step assesses the extent to which a construct score
predicts scores on some criterion measure. It involves using the construct score
to predict the score of a criterion variable that is collected at a later point in time.

For this project the R software packages csem [11] and seminr [14] have been used;
we carried out a bootstrap validation (i.e. 1000 resampling) for the model in order
to assess the path significance. In the next section, the results are shown.

3 Results and discussion

After CCA validation, the final model is showed in Fig. 1: we removed 5 KPIs with
non significant weights and 2 due to their multicollinearity problem; the others steps
of CCA hold. We can see how power, mentality and GK_Features (as we expected)
have the strongest impact on the macro-composite indicator (i.e. beta coefficients
significant and greater than 0.20 for the structural model). It’s interesting to note
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how for each LV the strongest MV (i.e. with highest weight) is a typical variable
strictly related with the goalkeepers ability [9]: long passing for skill, reaction for
movement, shot power for power, composure for mentality, short passing for at-
tacking and GK features for global GK performance. About the outer model, for the
lower order constructs, the KPIs with VIF greater than 3.0 are Diving and Kicking,
from the GK features construct: they are respectively 4.10 and 3.67, but we decided
to keep them since their VIF is not too distant from the cut-off and because a forma-
tive indicator should never be eliminated based solely on statistical criteria [8]. The

or football goalkeeper’s performance indicators

model has also a good fit (GoF index = 0.72).
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Fig. 1 PLS-SEM GK performance model.

In order to check the predictive validity, we compared our scores with some cri-
terion measure (Tab. 1) relying the beginning of the successful season (2020/2021),
such as the EA overall, wage and players’ market value, with interesting results:
all medium-low correlations, but significant (no one CI 95% contains the zero), the
highest between our indicator (referred the season 19/20) and the EA overall of the

season 20/21.
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Table 1 Correlations of the GK Performance Indicators with three criterion variables

GK performance 19/20 CI195%
EA overall 20/21 0.441 [0.329 —0.541]
Wage 20/21 0.309 [0.185—0.422]
Market Value 20/21 0.258 [0.131 —0.376]

Finally, this model seems to provide comforting results, and at this point for
future projects it could be interesting to integrate it in some predictive modelling,
such as the expected goal model used in football analytics [7], or maybe to compare
results with different higher order approaches [4].
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Combinare Text-mining e PLS-SEM per misurare la
soddisfazione alimentare con Google Review: Quando la
pancia (rac)conta!

Paola Pasca and Michelangelo Misuraca and Alessia Meloni and Enrico Ciavolino

Abstract This preliminary study aims to identify customer satisfaction through the
analysis of natural language used in restaurant Google Reviews. Through a web
scraping procedure, restaurant reviews of the Italian provinces, from 2018 to 2020,
were collected. Italian EMotion lexicon (ItEM), a high-coverage emotion lexicon
developed for the Italian language, based on Plutchik’s taxonomy, was used to
isolate the psychological and emotional aspects of customers’ perception. Results
show the existence of different nuances in the emotional perception associated with
restaurants that may account for overall customer satisfaction.

Abstract Il presente studio preliminare si propone di identificare la customer sat-
isfaction attraverso I’analisi del linguaggio naturale utilizzato nelle recensioni dei
ristoranti su Google Reviews. Attraverso una procedura di web scraping sono state
raccolte le recensioni dei ristoranti delle province italiane, dal 2018 al 2020. Per
isolare gli aspetti psicologici ed emotivi della percezione é stato utilizzato I’Italian
EMotion lexicon (ItEM), un lessico delle emozioni ad alta copertura, sviluppato
per la lingua italiana, basato sulla tassonomia di Plutchik. I risultati mostrano
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Desistenza di diverse sfumature nella percezione emotiva associata ai ristoranti che
potrebbe render conto della soddisfazione generale dei clienti.

Key words: Text-mining, PLS-SEM, ItEM, Customer Satisfaction

1 Introduction

Restaurant business has an enormous importance in the economy of every country.
More specifically, in Italy in 2019 the restaurant field had a business of almost 86
billions of euro [1], engraving for about 5% point on the national PIL [1].

Recently, the importance of the customer in the service industry has been in-
creasingly recognized. One of the most important objectives in this area is customer
satisfaction, retention and loyalty. Customer satisfaction, in fact, emerges as an im-
portant aspect both for improving the quality of services and for increasing profit
[2]. In addition, it is associated with other aspects, such as customer loyalty, as
demonstrated by a number of studies [3, 4].

Works, such as [5], [6] and [7] examined customer satisfaction in restaurant busi-
ness, while others focused more specifically on customer satisfaction models such
as the SCSB model [8], the ACSI model [9] and the ECSI model [10]. The different
theoretical models and their evolutions define and consider the central elements of
customer satisfaction: for instance, the ECSI model [10] considers Image, Expecta-
tion, Hardware and Software. On the other hand, the PROSERYV model [11] draws a
distinction between the affective dimension (Experience) and the outcome (Value)
which in turn determines the constructs of Utility, Co-Construction, Devices, Front-
Office and Process. This preliminary study aims to capture customer satisfaction
from natural language processing of Google reviews: considering that emotional as-
pects of the food service experience can be captured by natural language processing
[12, 13] and the restaurant ratings (1 to 5 stars) as an expression of general satis-
faction, it becomes possible to hypothesize an association between the two. More
specifically, it could be possible to imagine that language-derived psychological di-
mensions may account for restaurants evaluation.

2 Method

2.1 Sample

As [14] suggest, web scraping is a methodology with great potential for psycho-
logical research. In fact, it allows gathering large amounts of data from forums,
social media and other websites, in a fully automated manner [15]. In this prelim-
inary study data were collected through web scraping from Google Maps review.
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In choosing this platform the authors were guided by several choices: first, it is the
most used platform in the world to share opinions and reviews; second, it is the
most used in finding new restaurants; moreover, it contains an enormous amount of
reviews and is considered a reliable and valid platform. To automate the data col-
lection a Python script has been used: given the name of a city as input, the script
extracts name and address of all the restaurants in the city, along with the names of
the reviewers and their ratings (stars).

For the purpose of this preliminary study, reviews from 2018 to 2020 related to
Italian provinces were considered. At the end of data collection, the dataset included
more than 4 million reviews. Table 1 shows the distribution of data per region.

Table 1 Distribution of reviews per region

Region Cities Reviews Reviewer Restaurants
Abruzzo 4 874 758 308
Aosta Valley 1 333 314 77
Apulia 8 4371 3731 1013
Basilicata 2 1139 1001 237
Calabria 5 1052 855 371
Campania 5 7052 5794 921
Emilia-Romagna 10 12246 9332 2381
Friuli Venezia Giulia 4 2151 1791 504
Lazio 5 19088 16092 2898
Liguria 4 3515 2999 703
Lombardy 12 14766 12289 2245
Marche 6 1438 1251 448
Molise 2 189 160 86
Piedmont 7 6241 4885 1638
Sardinia 5 4319 3572 845
Sicily 9 8898 7236 1461
Trentino-South Tyrol 2 1065 932 212
Tuscany 11 17590 14685 2273
Umbria 2 1126 988 292
Veneto 7 11763 10379 1300
Total 111 119216 99044 20219

In order to reduce the dataset size, reviews have been aggregated based on the restau-
rant they belonged to, region and province, for a total of 19313 restaurants each with
their own text, metadata and average rating.

2.2 Text Analysis

Text analysis or text mining is a powerful method which could be used to extract
information from written text [16]. It can be divided into two main approaches: on
the one hand, a top-down or dictionary-based one, in which words are already cat-
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egorized as belonging to certain emotional or psychological categories; and bottom
up approaches, which start from the words in order to grasp themes in the texts (e.g.
topic modeling, dimension reduction techniques) [13]. However, more and more
attempts are being made to create dictionaries consistent with theory, through auto-
mated procedures: one example is [tEM [17], an Italian lexicon of emotional words
reflecting Plutchik’s taxonomy [18], which conceives emotions as spread out over
a circle, where the emotion intensity decreases from the inside to the outside. (see
Fig. 1).

A

Fid .
> Joy
#
o anticipation
aggressiveness,
/ ;
P

\
contempt

Fig. 1 Plutchik’s wheel of emotions

The initial dataset was turned into a Document Term Matrix (DTM), while the
ItEM tokens referred to the basic emotions, intermediate intensity (joy, trust, fear,
surprise, sadness, disgust, anger, anticipation) were used to isolate words of interest
within the reviews.

3 Results

In an effort to summarize words in a meaningful way, a Principal Component Anal-
ysis (PCA) has been performed on the words belonging to each of the emotional
categories [19]. Table 2 shows loadings > 0.2 for the first 5 components of the emo-
tional category joy:
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Table 2 PCA of the joy emotion ¢

Component
1 2 3 4 5

condividere 0594 - - - -
condiviso 0.540 - - - -
delizia 0376 - - - -
condivisi 0358 - - - -
vivace 0327 - - - -
condividendo  0.277 - - - -
contento 0266 - - - -
contenti 0262 - - - -
gioia 0.243 - - - -
eccitato 0241 - - - -
condivisa 0231 - - - -
piacere 0217 - - - -
SorTiso 0205 - - - -
condividi 0205 -
giocare - 0.738 - - -
giochi - 0711 - - -
gioco - 0.611 - - -
giocando - 0328 - - -
cantare - - 0.511 - -
allegria - - 0424 - -
canta - - 0404 - -
allegro - - 0.324 - -
cantante - - 0323 - -
cantanti - - 0316 - -
allegra - - 0314 - -
cantava - - 0.280 - -
risate - - 0.264 - -
cantato - - 0.249 - -
cantando - - 0.238 - -
ritroverete - - 0219 - -
colorato - - - 0.691 -
colorati - - - 0.657 -
colorate - - - 0.503 -
colorata - - - 0311 -
vincente - - - 0232 -
sole - - - - 0.537
bellezze - - - - 0.475
bellezza - - - - 0.461
partecipanti - - - - 0.368
giocano - - - - 0.247
vince - - - - 0.218
trionfo - - - - 0.210

¢ As the English language tends to use the same word to indi-
cate terms of different types (e.g. adjectives, verbs), the words
listed in the table are the native Italian ones.

Even considering words belonging to the same basic emotion, results show how dif-
ferent aspects of a positively connoted experience emerge: the first dimension defin-
ing conviviality (e.g. sharing, delight, lively), the second playfulness (e.g., playing,
play), the third entertainment and participation (e.g. sing, cheerfulness, laughter),
the fourth visual appeal (e.g. colorful), the fifth competitions (e.g. game, partici-
pants, win, triumph). Based on this and other basic emotion results, a PLS-SEM
model will be formalized that links the structure of the 8 dimensions and their sub-
dimensions to restaurants ratings.
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A robust strategy for building a financial
portfolio

Una strategia robusta per la costruzione di portafogli
finanziari

Carmela Iorio and Giuseppe Pandolfo

Abstract The mean-variance portfolio constitutes the milestone of the modern port-
folio theory. The mean-variance model relies on two fundamental assumptions.
First, a rational investor maximizes, over a single period, the expected return of
an asset for a given level of risk, which is measured by the variance of stock re-
turns themselves. Second, the random returns are normally distributed. In reality, it
is well-known that the time series of returns have heavier tails and a higher peak
than in a normal distribution. In this paper, we propose the application of statistical
weighted depth functions as an alternative non-parametric tool. The aim is to build
a robust mean-variance model within the standard portfolio selection framework.
Real data are used to investigate the performances of the proposed approach.
Abstract La pietra miliare della moderna teoria di portafoglio é costituita dal
modello media-varianza. Tale modello si fonda su alcune ipotesi. In primo luogo,
un investitore razionale massimizza, in un singolo periodo, il rendimento atteso di
un’attivita per un dato livello di volatilita che é misurato dalla varianza dei rendi-
menti delle azioni stesse. In secondo luogo, i rendimenti casuali sono distribuiti
normalmente. Tuttavia, é noto che le serie storiche dei rendimenti sono caratteriz-
zate da code pint "pesanti” rispetto a quelle di una distribuzione normale. In questo
paper; si propone ’uso di un metodo di stima non parametrico per la costruzione di
un portafoglio media-varianza “robusto”. Le prestazioni dell’ approccio proposto
sono studiate con un’applicazione a un set di dati reale.

Key words: Time Series, Portfolio selection, Mean-variance portfolio, Non-parametric
estimation method.
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1 General Framework

Investors allocate capital across a set of stocks in order to maximize the return and
minimize the risk. Portfolio theory describes how investors should allocate their
wealth. The process of efficiently allocating wealth among assets has a long history
in literature. The pioneer work by [3] constitutes the milestone of Modern Portfolio
Theory (MPT). The Markowitz model, known as Mean-Variance (MV) portfolio,
aims to build an optimized portfolio by selecting stocks having the highest expected
return for given level of risk, which is measured by standard deviation of the assets
returns. Hence, assets covariances reflect the importance of diversification in miti-
gating selection risks. Given a set of N > 2 financial assets, the mean value, i.e. the
expected return, and the variance of a portfolio are given by:

Uy =E (Ry) = quvzl wnE (Ry)

2
oy =var(Ry) = 25:1 wao; +ZnN:1 Z%:l WnWimnOnm,

where ©,,,, is the covariance between the return for assets n and m, G,, = \/OT}, and
o, = \/GT% are the standard deviations of R,, and R, respectively.

The covariance between the two assets is computed as Gy, = Gy, OnPrm, Where Py
indicates the correlation between the returns of assets n and m. Firstly, the weights
must be found. Then, for a given level of expected return R*, the portfolio with min-
imum variance is selected. The MV portfolio optimization problem can be mathe-
matically formulated as the following quadratic problem:

min w'Xw st. I'w=1 and wWR=R*,

where X = [Oun|1<nm<n 18 the covariance matrix, [ is the identity matrix and R
is the expected return vector (N x 1). The expected return for the n-th asset in the
portfolio is denoted by p, = E(R,).

Markowitz model has become quite popular in the financial industry, mainly due to
the natural and intuitive formulation. However, it has been criticized over time due
to its assumptions. It is known that the asset returns are characterized by heavier
tails and a higher peak than in a normal distribution [6]. Of course, under normality
the solutions obtained through the Maximum Likelihood Estimation (MLE) are the
most efficient. Neverthless, when deviations from the Normal distribution occur the
resulting solutions may be heavily not stable and the bias of these estimators can be
very large. Slight changes in covariance matrix can significantly change the portfolio
allocations. To overcome this drawback, we propose to use a robust approaches by
exploiting the notion of data depth function. This model risk problem is known as a
problem of statistical robustness [4]. In the following, we first recall the definition of
data depth function and introduce the robust estimates of the mean and covariance
matrix by using a depth weighted function, then the results of an application to a
real data set are offered to the reader.

302



IES 2022

A robust strategy for building a financial portfolio

2 The proposal

The impulse to the use and development of non-parametric methods in the last
decades is mainly due to untenable assumptions of classical parametric approach.
The concept of data depth is an important non-parametric tool in multivariate data
analysis. The notion of data depth was introduced by [7] as a graphical tool for bi-
variate data. Then, [2] extended data depth concept to the multivariate case. Data
depth concept leads to a natural center-outward ordering of sample points in multi-
variate data sets as well, and extends univariate concepts based on order to higher
dimensions. The depth of a point relative to a given data set measures how cen-
tral that point is with respect to the distribution (the lower the depth of a point is,
the more outer this point is). Thus, the deepest point is a multivariate location pa-
rameter. Several approaches can be considered to define a depth function [10]. In
this paper, the focus is put on a distance-based approach. This means that the dis-
tance/outlyingness, and hence the depth, of a point x from the points xp,...,x, can
be measured by a non-negative distance function. L” depth measures in some sense
the mean outlyingness of a point x € R? via the L” norm |- |, (p>0):

D F) = —

T+E[x—XI,
where X ~ F. For p = 2 the Euclidean norm is obtained.
The L? depth vanishes at infinity, and is maximum at the point x € R¢ that minimizes
E|x—X| - Monotonicity with respect to the deepest point, convexity and compact-
ness of the central regions derive from the triangle inequality. LD (x, F) generally
does not satisfy the affine invariance property. On the other hand, for p = 2 it be-
comes invariant under rigid Euclidean transformations. Different distances with re-
spect to the data are usually treated with equal importance (equally weighted) even if
the importance may not be the same for different distances in some cases. An usual
way to obtain location and scatter estimators, designed to achieve greater robust-
ness, is down-weighting the more outlying observations. [11] defined the weighted
L? depth as:

WLPD (x,XF) = ]

’ I+ E [y ([lx=X|,)]"
where y is a weight function assumed to be non-decreasing and continuous on
[0,00), and X ~ F. We obtain the robust estimates of ¢ and X by using a depth
weighted function as location and scatter estimator [8, 9, 5] which is, respectively,

defined as follows:
i Wi AD (i, F) pxi
v {D (xi, F)}
Y v {D (xi, )} (x; — Perp) (Xi — fwern)
Y v {D(x:)}

where y; and y, are non-decreasing, non-negative smooth weight functions which
may not be the same. The choice of the weight function have a great impact on

Hwrrp =

EWL/’D =
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the relative efficiency and robustness [11]. As suggested by [12], to provide a good
balance between efficiency and robustness, we adopt:

N 2j
exp |-k {1- (1P} | —exp -4
vi= 1 —exp(—k) I(0<r<0) +I(C<r<1)7

where j = 1,2, k controls the degree of approximation, and 0 < ¢ < 1 is the median
of the depth function. I () denotes the indicator function, while 0 < r < 1 indicates
the empirical depth values.

The functions y; assign weight 1 to the half of the points with higher depth val-
ues, while low weights are given to the other half of points with lower depth values.
The weighted L? depth estimators assign small weights to specific observations ac-
cording to their “abnormal” influence on the estimation by actually considering the
whole amount of data simultaneously. We want to highlight that the weighted L”
depth estimators adopted here do not remove information from the sample by “trun-
cating” some data. In this way, it is possible to get more insights about the structure
of the model, which is, instead, often not captured by classical estimation methods
and those based on trimming or Winsorization.

3 Experimental results

In this section, we show an application of our proposal on real financial time series.
The data set consists of 29 assets of DAX 30, traded on Frankfurt Stock Exchange
(we did not consider the Vonovia SE component stock because it has been listed
only since 2013). The DAX is a blue chip stock market index focusing on the large-
cap sector of the German market. The data are provided by yahoo.finance.com and
were monthly collected from December 2003 to February 2018. The time period
includes the well-known period of the subprime crisis and the market correction of
May 2006. Fig. 1 shows the financial time series of the returns of these assets. The
returns are expressed in terms of log-price difference of stocks. As it can be noticed
by looking at Fig.1, there are some outlying points corresponding to the negative
financial events occurred during the time span. To show the advantages of the pro-
posed estimation technique, we perform an out-of-sample evaluation of portfolio
based the weighted L? depth-based estimator. The proposed portfolio is compared
with different strategies (traditional and robust). Specifically, we consider: the clas-
sical Maximum Likelihood Estimator of the mean-variance model (MV) with risk
aversion parameter A = 1; the M-estimator (M); the minimum S-estimator (S); the
minimum covariance determinant estimator (MCD) and the minimum volume el-
lipsoid (MVE). To compare the performances of the above mentioned methods, we
use a rolling horizon procedure like the one proposed by [1]. We used an estima-
tion window length of T = 58 (= 5 years), leaving the last 7 — T = 112 months (=
9 years) for the out-of-sample evaluation. The out-of-sample performance of each
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Fig. 1 Financial time series containing the monthly returns of 29 stocks belonging to DAX blue
chip stock market index from December 2003 to February 2018)

strategy was evaluated according to variance (62), Sharpe ratio (SR), and portfolio
turnover (TO). These measures were computed as follows:

R . S '
(63)2:\/ T—7-1 ;(W Tr+1— ) SRS—§7

-1 N
S s s
ro = T_7-1 Z Z (W51 =wial),
where the mean excess return is f1° = # I Tl w ,r,H with ', denoting the port-

folio weight assigned by the strategy s to the j- th asset at tlme t + 1 before rebal-
ancing, and w;, | is the desired portfolio weight in the j-th asset at time ¢ + 1. The
results for all the considered techniques are reported in Table 1. It can be noticed
that the WL?D-based strategy yields the highest Sharpe ratio (0.339) Also in terms
of portfolio turnover, the WL?D-based strategy achieves the best result (0.153),
smaller than those achieved by the mean-variance and S-estimator based strategy
(0.168 and 0.183, respectively). The highest portfolio turnover was achieved by the
M-estimator based strategy.

Table 1 Out-of-sample performance (including p-value for the difference in Sharpe ratios with
respect to the mean-variance strategy) of the considered portfolio strategies for the DAX 30.

Statistic MV M S MCD MVE WL?D
Mean 0.007 0.008 0.009 0.009 0.008 0.009
Variance 0.001 0.001 0.001 0.000 0.001 0.000
Turnover  0.168 0.685 0.183 0.627 0.673 0.153
Sharpe Ratio 0.216 0.243 0.258 0.248 0.234 0.339
P-value 1.000 0.286 0.000 0.174 0.485 0.000
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4 Concluding remarks

Portfolios constructed by the classical mean-variance model are sensitive to devi-
ations from the assumption of multivariate normality. To overcome this drawback,
we exploited the notion of the weighted L* depth function to obtain robust estimates
of the mean and covariance matrix of the asset returns. Our proposal has the advan-
tage to be independent of parametric assumptions, and less sensitive to changes in
the asset return distribution than traditional technique. We presented a comparison
of the proposed estimation technique compared with the classical mean-variance
model and four robust techniques through real data. We evaluated the performance
of these techniques for 29 component stocks of DAX 30, traded on Frankfurt Stock
Exchange between December 2003 and February 2018. Our results indicate that the
performance provided by the weighted depth-based procedure performs better than
the other strategies. Finally, the proposed mean-variance procedure through data
depth is a valuable alternative within portfolio selection theory.
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Conditional copula a financial application
La copula condizionata una applicazione finanziaria

Marta Nai Ruscone and Giovanni De Luca

Abstract Understanding the underlying mechanism of influence that are present in
financial market is a great challenge. In this work the coditional copula function
is presented. In some context, the dependence structure between two variables can
be highly influenced by one or more covariates, so it is of interest to know how this
dependence structure changes with the value taken by the covariates. An application
is carried out to estimate the influence of economic sectors on 46 large companies
included in the EUROSTOXXS50.

Abstract Capire il meccanismo che influenza il mercato finanziario ¢ una grande
sfida. 1l focus di questo lavoro é la funzione copula condizionata. In alcuni con-
testi, la struttura di dipendenza tra due variabili puo essere fortemente influen-
zata da una o piu covariate, quindi ¢ interessante sapere come questa struttura
di dipendenza cambia con il valore assunto dalle covariate. Un’applicazione per
stimare 1’infuenza dei settori economici é presentata per 46 grandi aziende incluse
nell’ EUROSTOXX 50.

Key words: Copula function, conditioning, financial returns.

1 Copula

One way used to capture the dependence structure of a multivariate distribution is
the copula distribution function. Whenever copula can be defined for any multi-
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variate distributions in IR, we focus on bivariate continuous random vectors for
expository purpose.

Let denote Fy, y,(y1,y2) the bivariate cumulative distribution of the pair (¥;,Y2)
of the random variables ¥; and Y», Fy, (y1) and Fy,(y») the marginal c.d.f. of the ¥}
and Y,, respectively. As show in [4], the joint c.d.f. of (¥;,Y>) can be written as:

Fr, v, (01,52) = P(Y1 < y1,Y2 <y2) = C(Fy, (1), Fr,(2))

where C is the c.d.f. of the distribution on [0, 1]2, with the uniform margins. When
variables are continuous, C is unique, and is called the copula of (¥;,Y2). Sklar
theorem [4] allows to separate the marginal feature and the dependence structure
which is represented by the copula. The function C is the c.d.f. of the pair (U,V)
where U = Fy, (Y1) and V = Fy, (Y»), and

9°C
C(l/t, V) = m('@ V)7

is the associated p.d.f. Sklar’s theorem proves the existence and the uniqueness of
the copula. It also explains how to construct it from the initial distribution. Indeed,
for any 0 < u,v < 1, the copula is given by

C(M,V) = FYI‘YZ(FYTI’FYgl)v

where Fy, ! and Fy, ! are the marginal quantile functions. The copula characterizes
any nonlinear dependence which is invariant by increasing transformation of either
Y] and Y> . More precisely we have the following : if ¢ and y are strictly increasing
functions, then (¥;,Y>) and (¢ (Y1), w(¥2)) have the same copula.

However, the dependence structure between two variables can be highly influ-
enced by covariates, and it is of interest to know how this dependence structure
changes with the value taken by the covariates. This motivates the need for intro-
ducing conditional copulas, and the associated conditional Kendall’s T association
measure. Conditional copulas have been formally introduced by [2, 3] . They are
rather straightforward extensions of the latter concepts, when dealing with condi-
tional distributions. Suppose that the conditional distribution of (Y;,Y2) given the
values of the covariates fixed at a given level, say X exist and denote the corre-
sponding conditional joint distribution function by

Hy(y1,y2) = P(Y1 <y, 12 <X =x).
If the marginal of Hy denoted as
Fix(y) =P <y[X =x), Fxx(y2) = P(Y2 <y|X =x)

are continuous, then according to Sklar’s theorem [1] there exists a unique copula
Cx which equals
Cx (w1, u2) = Hy (Fiy' (u1), Foy (w2)),
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where Fj,'(u) = inf{y : Fix > u} is the conditional quantile function of ¥; given
X =xand Fz}l is the conditional quantile function of ¥, given X = x. The conditional
copula Cx fully describes the conditional dependence structure of (Y;,Y2) given
X =ux

The associated conditional Kendall’s 7 associated measure is given by:

Tx(ul,uz) = T(H1|X7M2‘X).

2 Estimating the influence of economic sectors

Categorizing a company into only one industrial sector cannot reflect its whole per-
formance and associated risk. Many listed companies in the stock market belong to
conglomerates, conducting their business in different industry sectors; hence, these
companies’ performance will naturally be influenced by multiple industries. Even
if a company only conducts its business in one sector, its performance can still be
influenced by other sectors because of the division of labour in modern society.

We have studied the multiple-sector influence on 46 stocks included in the EU-
ROSTOXX50 index (observed in the period 2008/01/02-2019/05/28) making use of
the partial dependence methodology.

We use the sector classification from the Global Industry Classification Standard
(GICS):

1 Communication services
2 Consumer discretionary
3 Consumer staples

4 Energy

5 Financial

6 Health care

7 Industrials

81T

9 Materials

10 Real estate

11 Utilities

Let us define by X, Y and Z the daily returns of three stocks and by M the market
index Eurostoxx50 return. The first step is the study of the influence of a stock Z on
the pair X and Y. We define the Influence quantity

de(X,Y :Z) =1(X,Y : M) —1(X,Y : M., Z)

T(X,Y : M) and ©(X,Y : M,Z) are Kendall’s 7 estimated from D-Vine copula,
where the bivariate copulas are selected among an Elliptical copula (Student’s ¢),
and two Archimedean copulas (BB1 and BB7).

Then we compute the average influence of stock Z on 7 between stock X and all
the other stocks in the system,
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dr(X IZ) = <dT(X,Y :Z)>Y7£X

where () represents average.

d¢(X : Z) approximates the net influence from stock Z to stock X, excluding the
influence from the index.

The average influence by sector S is given by

1
dy = FSZdT(X:ZS)

where X is the investigated stock, Zg represents the stocks in sector S and Ny is the
number of stocks in sector S.
Finally, the average influence is normalized, computing

dS
ﬁS — X
X Yedy

which can be interpreted as the relative influence of sector S on stock X.

In Figures 1-4 we report the 8§ for four stocks: Axa, Bayer, Airbus, Daimler.
We can observe that for stock Axa the Financial, Energy and IT sectors are highy
influential. For Bayer and Airbus, we detect the prominent role of a sector, Financial
sector and Consumer discretionary sector, respectively. Finally, there are four influ-
ential sector for Daimler with approximately equal weight, Financial sector, Energy,
Materials and Industrials.

energy
consumer staples

consumer discretic
communication
utilities

real estate

financial

health care

industrials materials

Fig. 1 Relative influence of sectors on Axa.
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consumer discretior
financial o
communication
utilities

real estate

materials
health care

Fig. 2 Relative influence of sectors on Bayer.

consumer staples consumer discretionary

energy
communication
financial
utilities
health care real estate

industrials T materials

Fig. 3 Relative influence of sectors on Airbus.

3 Conclusions

The dependence structure between two variables can be highly influenced by one or
more covariates. Taking into account the conditioning variable can lead to a different
perspective of the relationship among financial assets. The approach has been used
to estimate the influence of economic sectors on a large sample of companies.
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energy

consumer staples

financial consumer discretio
Eﬂm&mication St
real estate

materials

health care

industrials

Fig. 4 Relative influence of sectors on Daimler.
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Explaining Student Satisfaction Assessments: A
Natural Language Processing Approach

Analisi Della Soddisfazione degli Studenti: Un approccio
basato sul Natural Language Processing

Marco Ortu, Luca Frigau and Giulia Contu

Abstract In this study we present an analysis of students’ assessments during the
last two year during the COVID19 pandemic. We explained the the students’ assess-
ments with the teaching using sentiment and emotion analysis on the issues reported
by the students. We analyzed 1389 issues extracting positive and negative sentiment
and four emotions: joy, sadness, anger and fear. We used these indicators to explain
the overall satisfaction with the teaching as measured by end-of-course question-
naire that students are asked to fill in at the end of each attended course. Our models
explain from 49.7% to 72.6% of the total variance of the overall satisfaction with
the teacheing, and we found that joy emotions, when statistically significant (with
a = 5%), show a positive influence on the overall satisfaction with the teacher, while
anger is a warning signal for critical/improvable situations.

In questo studio presentiamo un’analisi delle valutazioni degli studenti durante gli
ultimi due anni di pandemia da COVIDI9. Abbiamo spiegato le valutazioni degli
studenti nei confronti dei loro docent utilizzando la sentiment ed emotions analysis
sulle segnalazioni riportate dagli studenti. Abbiamo analizzato 1389 segnalazioni
estraendo sentimenti positivi e negativi e quattro emozioni: gioia, tristezza, rabbia
e paura. Abbiamo utilizzato queste misure di sentiment ed emotion per spiegare
la soddisfazione complessiva nei confronti del docente, misurata come indice di
gradimento espresso nei questionari di fine corso che gli studenti sono chiamati
a compilare al termine di ogni corso frequentato. Il nostro modello riesce a sp-
iegare dal 49.7% al 72.6% della varianza totale della soddisfazione complessiva
verso il docente, inoltre, abbiamo riscontrato che I’emotion joy, quando statistica-
mente significativo (con @& = 5%), aumentana la soddisfazione complessiva verso
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l’insegnante, mentre I’emotion anger risulta un indicatore di situazioni con criticita
o con ampi spazi di miglioramento.

Key words: Sentiment Analysis, Linear Regression, Natural Language processing

1 Introduction

The spread of Coronavirus disease that shattered the world in 2019 profoundly
changed our daily life habits. Universities around the world have had to quickly
adapt to a remote mode of teaching and exams. Figure 1 shows the sentiment and
emotion extracted by students reports during the last two years, both sentiment and
emotion shifted toward negative values, sharpening negative emotions and decreas-
ing positive ones.
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Fig. 1: Emotion and Sentiment for the two years analysed.

This motivated us to investigate whether the sentiment and emotion expressed
by students’ reports in the last two years explains the overall satisfaction of the stu-
dents with their teachers as reported in the end-of-course questionnaires. We could
explain from 49.7% to 72.6% of the total variance of three indicators of the over-
all satisfaction with the teacher, and we found that joy emotions, when statistically
significant (with &¢ = 5%), show a positive influence on the overall satisfaction with
the teacher, while anger is a warning signal for critical/improvable situations.
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2 Methodology

At the end of each university course, students are asked to fill in a QA questionnaire
with ordinal answers: i) definitely NO ii) more NO than YES iii) more YES than
NO iv) definitely YES. Questions are grouped in three different areas of interest: i)
course subject ii) teaching iii) interest and satisfaction. In the last category we can
find the two question considered in this study: i) the overall satisfaction with the
subject of the course ii) the overall satisfaction of the student with the teaching. The
ordinal answers frequencies are used to evaluate the following QA indexes IC and
IP in Equation 1 and 2.

0.6 0.75 0.9
P ‘ AA
DD B e
c— #YES + #more YES than NO )
B #totalanswers
#YES ;
IP = { AYES Himare VES fian NO if IC>0.5
more an H
#NO-fmore NO than YES S 1€ < 0.5 c
2)
D
E
0.1 0.25 0.4 0.5
IC
(a) IC an IP indicators. (b) Classes Evaluation.

Fig. 2: Student Assessments Evaluation.

The IC an IP indicators are used to identify a point in the IC-IP Cartesian plane,
this plan identifies regions to use to define categorical quality indicators showed in
Figure 2b. Students may also report issues directly to the QA office of the university,
this kind of issues consists in a textual description of the issue associated directly to
the teacher in charge of the course.

We combined these two sources of information, linking the textual issues to the
overall score of the teacher. To evaluate sentiment and emotion we used two tools
for sentiment, one specifically for Italian language and one for English language,
and two tools for emotion, one specifically trained for Italian language and one
for English language. This multiple language approach is typical for non-English
text [1, 5, 6, 3]. For sentiment and emotion in Italian we used the tool provided by
Bianchi et al. [2], while for sentiment in English we used VADER tool provided
by Hutto et al. [4], and for emotion in English we used the text2emotion Python
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library!. Before the extraction sentiment and emotion in English, we translated the
Italian text using the googletrans library 2. We extracted the sentiment and emotion
content from the textual description of issues reported by student considering the
following sentiment and emotion indicators: # sentence with positive sentiment, #
sentence with negative sentiment, # sentence with fear emotion, # sentence with
anger emotion, # sentence with sadness emotion and # sentence with joy emotion.
In the remainder of this study we will use the _ENG suffix for sentiment and emotion
extracted using the English tools, while no suffix is used for those extracted using
the Italian tools.

We used a multi-linear regression model to explain students’ assessments with
sentiment and emotions. In particular we selected the three indicators: IC index,
DD and C, as response variables of our model, and the sentiment and emotions
indicators as predictors. All analysis are performed using the statsmodels Python
Library>.We considered a total of 1389 issues reported by students from 2019 to
2021 regarding to 579 teacher and a total of 1169 end-of-course questionnaires.

3 results

We considered three response variables: IC, DD and C; and seven predictors: pos-
itive sentiment, negative sentiment, joy (ENG), sadness (ENG), anger (ENG), fear
(ENG) and the number of words.

@IC (b) DD (©C
R-squared: 0.726 R-squared: 0.497 R-squared: 0.507
coef P> [t| coef P> [t| coef P> [t|

Intercept 0.8538 0.0000  Intercept -1.5095 0.0010  Intercept 0.8176 0.1920
positive  0.3043 0.0000  positive 0.4472 0.0470  positive 1.8982 0.0000
negative  0.2725 0.0000 negative  1.6246 0.0000 negative  2.5537 0.0000
Joy_eng  0.0565 0.5660 |[Joy-eng " =5:7262°0.0000f Joyeng  0.0635 0.9580
Sad_eng -0.0883 0.0720 [Sad_eng  3.7527 0.0000, Sad_eng 0.4101 0.4950
Angry_eng 0.3015 0.6550 | Angry-eng 14.8277 0.0130 | Angry-eng 21.6643 0.0090
Fear_eng -0.0057 0.9240  Fear_eng -0.3919 0.4580 Fear_eng -1.1097 0.1300

Table 1: Multiple Regression Model.

Table 1 shows the linear regression results. We choose the predictors considering
a trade-off between R” of the model, that is the percentage of explained variance

U https://pypi.org/project/text2emotion/
2 https://pypi.org/project/googletrans/
3 https://www.statsmodels.org/stable/index.html
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by the model, and the interpretability of the model. In general we can see that the
number of words reported by students has a negative influence in all the response
variables, meaning that the longer the comment the lower the over all satisfaction.
The DD and C represents respectively: slightly critical and just positive situation
with great margin for improvement, we can see that these two indicators differs
for the joy (ENG) indicator which has a complementary effect, positive for C and
negative for DD. Both indicators are driven by anger which presents the higher
coefficient, meaning that decreasing the anger results in a shift toward better quality
of assessment. The effect of the sentiment is difficult to interpreter as both negative
and positive sentiment have a positive influence on the response variables.

(a) Positive Sentiment (b) Negative Sentiment (c) Joy
accuracy 0.76 Accuracy 0.63 Accuracy 0.57
Term High:Low Term High:Low Term High:Low
ottima 9.0:1.0 confusione 9.8:1.0 laboratoriale 8.8:1.0
confusione 84:1.0 dati 84:1.0 pieno 8.8:1.0
coordinamento 8.4 : 1.0 nuovo 84:1.0 certe 7.0:1.0
puntuale 84:1.0 esercizio 7.7:1.0 interattiva 7.0:1.0
complesso 7.8:1.0 seconda 7.7:1.0 miglior 7.0:1.0
facile 72:1.0 visti 7.7:1.0 autonomo 6.0:1.0
falso 6.8:1.0 obiettivi 70:1.0 formativa 6.0:1.0
esercizio 6.5:1.0 ordine 7.0:1.0 incoerente 6.0:1.0
idea 6.5:1.0 problematiche 7.0:1.0 insoddisfacente 6.0 : 1.0
numerosi 6.5:1.0 vere 70:1.0 ottimale 6.0:1.0
(d) Sadness (e) # Anger (f) # Fear
Accuracy 0.62 Accuracy 0.64 Accuracy 0.65
Term High:Low Term High:Low Term High:Low
passate 13.5:1.0 compositiva 6.3 : 1.0 compositiva  9.0: 1.0
annuale 10.0: 1.0 impossibili 6.3 : 1.0 validissima 9.0:1.0
logorante  10.0: 1.0 irreperibili 6.3 : 1.0 accurata 7.8:1.0
pubblica 8.0:1.0 ostico 63:1.0 agonistico 7.8:1.0
esaustive 6.5:1.0 validissima 6.3 : 1.0 autoironico 7.8:1.0
pieno 6.5:1.0 accessibile  5.6: 1.0 coeso 7.8:1.0
caotica 6.5:1.0 accurata 56:1.0 concludenti ~ 7.8:1.0
informatici 6.5 : 1.0 agonistico  5.6:1.0 considerevole 7.8 : 1.0
proibitive  6.5:1.0 bassissima  5.6: 1.0 deleterio 7.8:1.0
pochissimo 5.6: 1.0 catastrofico 5.6: 1.0 disagevole 7.8:1.0

Table 2: Sentiment And Emotion Most Informative Terms.

We further investigated how the tools extract sentiment and emotions. In order
to better understand how the sentiment and emotion were evaluated by the different
tools, we first classify each text in two categories per sentiment/emotion: text con-
taining high and low level of each sentiment feature. We considered the median of
each feature and classified High, all text with each feature higher than the median,
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and Low all texts with lower or equal to the median values. We extracted the top
ten most informative terms for Positive/Negative sentiment, joy, Sadness (ENG),
Anger (ENG) and Fear (ENG). In particular we used a Naive-Bayes Classifier to
classify the text into two binary categories, High/Low content of each sentiment and
emotion feature. Table 2 reports the results of this classification. In the first column
is reported the term contained in a text, and in the second column is reported the
odds High:Low for that term, e.g. for positive sentiment, if a text contains the term
“ottima” it is 9 times more likely to contain High positive sentiment. For emotions
the terms tends to be more coherent, while for negative and positive sentiment we
can see some overlap of terms which could explain the result reported in Table 1
for the IC indicator. Furthermore, we can also see how the issues reported by stu-
dents are extremely heterogeneously and subjective, some peculiar words such as
“informatici” are related to a few or single students which perceived some negative
aspects.

4 Conclusions

In this study we investigate whether the sentiment and emotion expressed in stu-
dents’ issues reported in the last two years of COVID-19 pandemic, are able to
explains the overall satisfaction of the students with their teachers, as reported in
the end-of-course questionnaires. We could explain from 49.7% to 72.6% of the
total variance of five indicators of the overall satisfaction with the teacher, and we
found that positive/negative sentiment emotions, when statistically significant (with
a = 5%), show a positive/negative influence on the overall satisfaction with the
teacher.
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The smart working towards a Society 5.0

Lo smart working verso una Societa 5.0

Sofia Mauro

Abstract The Society 5.0 marks the beginning of a new phase in human history, based
on the values of innovation, sustainability and inclusiveness, through the use of
technology and forms of cooperation between all of the society’s stakeholders. It
places the well-being of people at the center of its model, leading to a complete
transformation of our lifestyle. The transition to this society is partly due to the spread
of the Covid-19 pandemic that hit the whole world in 2020. This aspect was analysed
with the reference to the world of work, in which we try to identify the effects of
changes and the needs for sustainability, which the Society 5.0 has introduced in our
community, starting from the key indicators that include both movements.

Abstract La societa 5.0 segna 1’inizio di una nuova fase della storia umana, basata sui
valori dell’innovazione, della sostenibilita e dell’inclusivita, attraverso 1’utilizzo della
tecnologia e forme di cooperazione tra tutti gli stakeholder della societa. Essa pone al
centro del proprio modello il benessere delle persone, comportando una completa
trasformazione del nostro stile di vita. Il passaggio a questa societa, si deve in parte al
diffondersi della pandemia di Covid-19 che nel 2020 ha colpito il mondo intero.

! PhD in International Studies, University “L’Orientale” of Naples, Italy,
email: sofiamauro10@gmail.com
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Aspetto analizzato soprattutto dal punto di vista lavorativo, in cui si cerca di
individuare gli effetti dei cambiamenti e le esigenze di sostenibilita, che la societa 5.0
ha introdotto nella nostra comunita, partendo dagli indicatori chiave che includono
entrambi i movimenti.

Key words: Society 5.0, Covid-19, smart working, sustainability

1 Introduction

In recent years, due to globalization and the increase in the level of technical
competence of the population, the digital age has experienced significant
developments and advances in information technologies. All of this is bringing about
rapid changes in the whole vision of the way we live, interact and work within a
society. In fact, the development of technologies, the progress of science and the
strong independence from digital platforms are leading to the construction of an
ideology based on a Society 5.0 and the concept of the Smart City. These aspects will
undoubtedly have important consequences also on the working methods adopted so
far, particularly favoring the adoption of smart working, compared to a traditional
form of work.

The Society 5.0 is in fact by definition a “super intelligent society”, in which at the
base there is a continuous progress of information and communication technologies,
and digital technologies of all kinds, which aim to provide all important opportunities
for innovation, growth and prosperity to individuals and society. Obviously, these
opportunities will be provided through forms of cooperation and services between
man and machine. A hint of this new form of society a work level is due to the Covid-
19 pandemic, which has forced many companies to resort to smart working, so that
the world economic system does not stop working.

The decision to tackle this issue is given by the objective of actually analyzing whether
in a society inclined to innovation and digitization, workers are truly satisfied, both
organizationally and emotionally, with the technologies adopted in their sectors and
whether their well-being is completely placed at the center of this model.

2 Literature review

2.1 The Society 5.0

The Japanese government in 2016 first brought out the concept of “intelligent
society”, defined in Society 5.0. The purpose of this society becomes to satisfy the
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needs and requirements of all members of a society, by offering goods and services in
the required quantity, so that all citizens can live a comfortable life through the
provision of high quality services [7]. The Society 5.0 refers to the latest generation,
totally digital, in which the tendency to always be connected emerges, providing a
system based on three pillars, sustainable and inclusive socio-economic, where the
principle of equity is in force, supported by digital technologies, from Big Data
Analysis and artificial intelligence [5]. In fact, as Keidanren argues [4], the Society
5.0 can be understood as the “Society of Imagination”, in which the digital process
can introduce a sustainable society through different values and strong creativity. The
ICT technologies can play a fundamental role in empowering citizens, reducing traffic
congestion, protecting the environment and combating climate change, effectively
responding to the needs of the most disadvantaged communities. In a study presented
by Chakravorti and Chaturvedi (2017) [4], the roles of Citizens were also taken into
consideration, which must include aspects such as inclusiveness, human condition and
development of talent, elements that can overcome prejudices and social barriers. The
Society 5.0 could then contribute significantly, as argued (Nakanishi, 2019), to the
achievement of the Sustainable Development Goals (SDGs, 2018) adopted by the
United Nations.

2.2 The smart working

Twenty-five years ago, the American Jack Nilles coined the term “teleworking”
for the first time, on the occasion of the first oil shock. It is therefore not surprising
that the initial interest in this issue was driven by concerns related to traffic congestion
and increased pollution in densely populated areas [1]. In this definition, the aspect
that can be found is the elimination of travel, which is no longer strictly necessary,
because it is possible to work remotely in a practical and safe way, thanks to
information technologies. In fact, over the years a greater awareness of the
opportunities offered by technological progress has emerged, as it is capable of
offering immediate access to any information and canceling space-time constraints
[8]. Technological progress therefore allows man to acquire new skills, changing his
way of working and aiming for innovation based on a more autonomous, flexible and
decentralized form of management [3]. In this way, the work has a good chance of
being more creative and creative, also achieving sustainability objectives not only
environmental, but also economic and social, therefore for the benefit of an entire
community.

3 Aim and methodology

The research was designed to investigate the strengths and weaknesses emerging
from the adoption of smart working on the worker, both at the organizational level
and in his private sphere. At the same time, it intends to investigate what future can
be reserved for smart working after the pandemic, for its aspect aimed at guaranteeing

322



IES 2022

Sofia Mauro
a form of lasting sustainability over time, thanks to the support of digitization,
flexibility and advanced communication.
The research data were obtained through interviews with 75 smart-workers, based on
semi-structured questionnaires, in which the interviewees shared their experience.
The main criterion used in the choice of the interviewees was to identify workers, who
had never carried out their work remotely before, if not starting from the first
lockdown that took place in Italy in March 2020, in which there is it was a forced total
closure.
This study contributed significantly to the research, as the smart-workers interviewed
had a yardstick, which allowed them to compare and contrast their previous traditional
activity with the remote one, highlighting important considerations. The study was
conducted in February and March 2021 in a completely anonymous way and to
maintain a form of confidentiality, the names of the organizations and respondents
will never be mentioned.

4 Results

4.1 Organizational aspects

At the organizational level (Figure 1), 55% of the interviewees claim to have
noticed an improvement, above all for the flexibility of places and times, that this
modality entails. Many workers in this period have in fact had the opportunity to get
close to their loved ones, leaving the big cities where they previously carried out their
work. Some of them have set up their office outdoors, enjoying the sun on fine days,
a further positive factor that can foster creativity, unlike the static that can involve
working indoors. In fact, there has been an increase in productivity and results, as
people have shown maximum commitment since this modality has allowed them to
continue working and at the same time stay closer to their families.
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4.2 Emotional and physical aspects
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On an emotional level (Figure 2), the research found that 64% of respondents
experienced both positive and negative effects. The most positive aspect that emerged
is the reduction of stress, because this mode allows you to work comfortably from
home, avoiding the stress of any travel to reach the workplace. However, among the
main reasons for discontent we find isolation and the lack of socialization. In fact, half
of the interviewees say they have suffered from the lack of opportunities for social
contact with colleagues, having the perception of living only and exclusively to work.
Equally important is the neglect of oneself and the bad eating habits that have
emerged, because the idea of staying at home and being able to take advantage of its
comforts has revolutionized the lifestyle of workers.
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Figure 2: Emotional aspects
From a purely physical point of view (Figure 3), having a sedentary lifestyle,
always assuming the same position above all, increases the risk of health problems,

which at first the worker did not manifest. In fact, almost all of the interviewees
revealed that they suffer from musculoskeletal disorders, headache and visual fatigue.
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Figure 3: Physical aspects

5 Conclusion

This research unexpectedly revealed a good reaction from the workers interviewed
in adopting this new method. Some workers would in fact be able to do everything to
adopt this method, others on the contrary, have serious doubts, but applying the right
strategy could be a winning solution, such as alternating periods of work on site and
others at home, in order to continue to benefit. Positive aspects emerged and
counterbalance the negative ones, such as the feeling of strong isolation. All this
makes it possible that in the future a mixed working system can be applied based on
a type of management that does not aim at the rigidity of the hours, but only at results,
in order to guarantee a greater level of well-being.
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Abstract Starting from the concept of Society 5.0, this study aims to analyse how
cultural institutions have reacted to Covid-19 and the role of new technologies in the
development of resilience dynamics. The data was collected through an online survey
to the managers of Italian museums and archaeological parks, highlighting the need
to accelerate the digitization processes and to rethink the dynamics related to the
digital cultural offer.

Abstract Partendo dal concetto di Society 5.0, questo studio vuole analizzare come
le istituzioni culturali hanno reagito al Covid-19 ed il ruolo delle nuove tecnologie
nello sviluppo di dinamiche di resilienza. | dati sono stati raccolti attraverso un
sondaggio online a musei e parchi archeologici italiani, evidenziando la necessita
di accelerare i processi di digitalizzazione e di ripensare alle dinamiche legate
all’offerta culturale digitale.
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Society 5.0 is the fifth phase of the human-centered society already theorized by
Moore (1993) with the concept of innovation ecosystem. (Fukuda, 2020).
The technological element is fundamental in the creation of society 5.0 as
highlighted in the Japanese case where the national strategy for implementing
artificial intelligence has played a crucial role for the country. (Strategic Council for
Al Technology, 2017.).
Then, with the publication "Toward realization of the new economy and society -
Reform of the economy and society", Keidanren (2016) lays the foundations for the
Society 5.0. The scholar defines this new concept as "a human-centered society that
balances economic advancement with the resolution of social problems by a system
that highly integrates cyberspace and physical space” (Keidanren, op. cit., p. 5).
Therefore, we are witnessing a transition from the current 4.0 society - in which
knowledge and information are not officially shared, with a consequent limitation for
the benefits of cooperation in society (Lee et al., 2015) - to the Society 5.0,
characterized by a massive use of technologies used to share information and create
and co-create value in society (Shiroishi et al., 2018). Other scholars consider
Society 5.0 in relation to Industry 4.0, stating that the main purpose of Society 5.0 is
to enhance people’s quality life with the use of potentialities acquired by Industry
4.0 (Pereira et al., 2020, p.3305).
de Hoyos Guevara et al. (2020) argue that Society 5.0 will be a “Society of the
imagination” characterized by a combination of digitization and creativity of
different people in order to solve complex problems and create value. This new
vision of society provides the possibility to create a Smart Community, a sustainable
and human-centered society through the use of new technologies (Igbal, A., Olariu,
S., 2021). The connection between people and things and between real and cyber
worlds, which characterizes the new vision of society we are talking about, will allow
the effective and efficient resolution of social and complex problems with the
possibility of creating a greater quality of life for people and to support healthy
economic growth (Pereira et al., 2020). Indeed, the current sanitary emergengy
highlight the central role of new technologies and digital tools in ensuring that
businesses continue to provide citizen services in compliance with social distancing
and anti-Covid regulations (e. g. robots used in healthcare (Khan et al., 2020),
mobile health apps and digital platforms (Alexopoulos et al., 2020) the blockchain to
track infections (Marbouh et al., 2020).
To discuss the impact of new technologies in the society, with special reference to
the current crisis, we adopt the cultural heritage as a research context. Indeed, due to
the lockdown, cultural firms and institutions had to re-invent their offer. Studies on
the impact of new technologies on the society during the pandemic are still scarce.
For hence, our study tries to fill this gap, analyzing how Italian museums and
archaeological parks have dealt with this situation of emergency and what role
technology has played..

327



Book of short papers

Innovative interaction in Society 5.0: insights from the cultural sector

2 Aim and methodology

We identify two research questions: (RQ1) how Italian cultural institutions and
museums, as well as archaeological parks have faced the pandemic and if they have
managed to be resilient; (RQ2) have new technologies represented a lever for cultural
firms and institutions to be resilient. To answer these two research questions, we
conducted an analysis based on a case theory method (Gummesson, 2017). The
methodology was chosen because it helps the researcher to understand what the
individual does in practice and the sociocultural contexts in which he lives
(Gummesson, op.cit.)

The data collection was performed through an online survey (30 respondents) to
Italian museums and archaeological parks managers. The sample was chosen based
on the cultural institutions that were p