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#### Abstract

This paper studies the multi-waypoint-based path planning problem (MWPP) for redundant space robots. The end-effector of a space robot should visit a set of predefined waypoints with optimal distance, and the free-floating base should suffer minimum attitude disturbances from the manipulator during manoeuver. The MWPP is decomposed into two sub-problems: the problem of optimal waypoint-sequence and the problem of optimal joint-movements. First, the Hybrid Self-adaptive Particle Swarm Optimization algorithm is proposed for optimal waypoint-sequence. Second, an Improved Particle Swarm Optimization algorithm, combined with direct kinematics of the space robot, is proposed for optimal jointmovements. Finally, simulations are presented to validate the approach, including comparisons with other approaches.
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## 1. Introduction

Free-floating space robots (FFSRs) attract both scientists and practitioners' extensive attention due to energy saving capability. Path planning is essential for both industrial [1]-[4] and space robots [5], [6]. Transforming a path planning problem into a parametric optimization problem is a well-received approach. The optimization algorithms, including a hybrid algorithm [1] (combing genetic algorithm and tabu search), a Dubins-RRT algorithm [2], an evolving ant colony algorithm [3] (combing genetic algorithm and ant colony algorithm) and an improved memetic algorithm [4], were employed to optimize unknown parameters so that the developed industrial robot reaches desired

[^0]position. In [5] and [6], a genetic algorithm [5] and a particle swarm optimization algorithm combined with a differential evolution algorithm [6] were employed to optimize parameters for space robots, respectively. Although the path planning problem for FFSRs was well studied, traditional approaches contribute to solving point-to-point path planning problems, meaning that a FFSR executes a task each time. With complexity increment in outer space, space missions increase. If a FFSR executes several tasks successively, energy will be employed more efficiently.

The MWPP means that a series of tasks are executed successively, where the location of each task is viewed as a waypoint and specific methods for executing tasks are not considered. In MWPP, an optimal path, along which each waypoint is visited once, is derived considering optimization in distance, time or energy. In fact, MWPP for industrial robots [7], [8] was widely studied for high productivity. However, the developed industrial robots are non-redundant. Redundant robots provide high dexterity, which can be employed to optimize performance indicators such as singularity avoidance, joint limits and obstacle avoidance. The gravity factors were considered in [9]-[11], referring the mathematical models of robotics [9]-[11]. However, unlike ground environment [1]-[4], [7]-[11], there is microgravity in outer space. The base of FFSR is in the free-floating mode, and there is strong coupling between base and manipulator during manoeuver. Therefore, the approaches employed to study MWPP for industrial robots cannot be directly employed for FFSR.

The MWPP for FFSR is a novel problem, and some problems should be solved. The optimal waypoint-sequence should be managed first. Second, the attitude disturbance acting on free-floating base is accumulated during manoeuver, and the attitude deviation grows rapidly as waypoints increase. Third, the pose error at each waypoint influences path planning to next waypoint. As waypoints increase, the pose error is dramatically accumulated. In this work, the MWPP for FFSR is decomposed into two sub-problems: the problem of optimal waypoint-sequence and the problem of optimal joint-movements. First, the Hybrid Selfadaptive Particle Swarm Optimization (HSPSO) algorithm is proposed for optimal waypoint-sequence. Then, an Improved Particle Swarm Optimization (IPSO) algorithm is proposed for optimal joint-movements. The paper is organized as follows. Preliminaries and notation are presented
in Section 2. The solution of MWPP for FFSR is developed in Section 3. In Section 4, simulations are developed, including comparisons with other approaches. Section 5 concludes the paper.

## 2. Preliminaries and Notation

### 2.1 Mathematical Model of FFSR

The FFSR satisfies linear and angular momentum conservation laws, shown in (1). For simplicity, the initial momentum is usually set to 0 .

$$
\begin{equation*}
\boldsymbol{H}_{b} \dot{\boldsymbol{x}}_{b}+\boldsymbol{H}_{b m} \dot{\boldsymbol{q}}=\mathbf{0} \tag{1}
\end{equation*}
$$

As $\boldsymbol{H}_{b}$ is symmetric and positive definite, the motion of the free-floating base can be expressed as

$$
\dot{\boldsymbol{x}}_{b}=\left[\begin{array}{c}
\boldsymbol{v}_{b}  \tag{2}\\
\boldsymbol{\omega}_{b}
\end{array}\right]=-\boldsymbol{H}_{b}^{-1} \boldsymbol{H}_{b m} \dot{\boldsymbol{q}}=\boldsymbol{J}_{b m} \dot{\boldsymbol{q}}
$$

The kinematic equation of FFSR is formulated as

$$
\left[\begin{array}{c}
\boldsymbol{v}_{e}  \tag{3}\\
\boldsymbol{\omega}_{e}
\end{array}\right]=\boldsymbol{J}_{b}\left[\begin{array}{c}
\boldsymbol{v}_{b} \\
\boldsymbol{\omega}_{b}
\end{array}\right]+\boldsymbol{J}_{m} \dot{\boldsymbol{q}}=\left[\boldsymbol{J}_{m}+\boldsymbol{J}_{b} \boldsymbol{J}_{b m}\right] \dot{\boldsymbol{q}}=\boldsymbol{J}_{g} \dot{\boldsymbol{q}}
$$

In the above equations, $\dot{\boldsymbol{x}}_{b} \in \boldsymbol{R}^{6}$ denotes the base velocity; $\dot{\boldsymbol{q}} \in \boldsymbol{R}^{n}$ denotes the vector of joint angular velocity; $\boldsymbol{H}_{b} \in \boldsymbol{R}^{6 \times 6}$ denotes the inertia matrix of base; $\boldsymbol{H}_{b m} \in \boldsymbol{R}^{6 \times n}$ denotes the coupling inertia matrix; $\boldsymbol{v}_{b} \in \boldsymbol{R}^{3}$ denotes the linear velocity of base; $\boldsymbol{\omega}_{b} \in \boldsymbol{R}^{3}$ denotes the angular velocity of base; $\boldsymbol{J}_{b m} \in \boldsymbol{R}^{6 \times 6}$ denotes the base-manipulator Jacobian; $\boldsymbol{J}_{b} \in \boldsymbol{R}^{6 \times 6}$ denotes the base Jacobian; $\boldsymbol{J}_{m} \in \boldsymbol{R}^{6 \times n}$ denotes the manipulator Jacobian; $\boldsymbol{v}_{e} \in \boldsymbol{R}^{3}$ denotes the linear velocity of end-effector; $\boldsymbol{\omega}_{e} \in \boldsymbol{R}^{3}$ denotes the angular velocity of end-effector and $\boldsymbol{J}_{g}$ denotes the Generalized Jacobian matrix.

### 2.2 MWPP for FFSR

### 2.2.1 Waypoint-Sequence Problem

The pose of each waypoint is predefined in Euclidean space. The end-effector is required to visit each waypoint once and remain in last waypoint. The optimal path length and the angular distance of end-effector are considered and expressed as

$$
\begin{equation*}
\min F:=\sum_{i=1}^{N-1}\left(d_{t_{i}, t_{i+1}}+\xi r_{t_{i}, t_{i+1}}\right) \tag{4}
\end{equation*}
$$

In (4), $N$ denotes the number of waypoints; $\left\{t_{i}\right\}(i=1$, $\ldots, N)$ denotes a waypoint-sequence; $d_{t_{i}, t_{i+1}}$ and $r_{t_{i}, t_{i+1}}$ denote the sub-path length and the angular distance from waypoint $t_{i}$ to waypoint $t_{i+1}$, respectively; $\xi$ makes a trade-off between the path length and the angular distance.

Assume that $\left(X_{i}, \Theta_{i}\right)$ and $\left(X_{i+1}, \Theta_{i+1}\right)$ are pose of waypoints $t_{i}$ and $t_{i+1}$, respectively, then $d_{t_{i}, t i+1}=$ $\left\|X_{i}-X_{i+1}\right\|$ and $r_{t_{i}, t_{i+1}}=\left\|\Theta_{i}-\Theta_{i+1}\right\|$, where ' $\|\cdot\|$ ' denotes the Euclidean norm.

### 2.2.2 Optimal Joint-Movements Problem

As the end-effector should visit each waypoint accurately and the base attitude should be minimized during manoeuver, the objective function is given by

$$
\begin{equation*}
\min G:=G_{1}+\zeta G_{2} \tag{5}
\end{equation*}
$$

In (5), $\zeta$ makes a trade-off between $G_{1}$ and $G_{2} . G_{1}$, shown in (6), is generated by solutions of two sub-problems and includes two parts. The first part denotes the path length error and the angular distance error, while the second part denotes the sum of pose error at the waypoints. $G_{2}$, shown in (7), denotes the attitude disturbance acting on the base during manoeuver.

$$
\begin{gather*}
G_{1}:=e_{p}^{\prime}+\lambda_{1} e_{p}^{\prime \prime}+\sum_{k=1}^{N}\left(e_{k}^{\prime}+\lambda_{2} e_{k}^{\prime \prime}\right)  \tag{6}\\
G_{2}:=\sqrt{\alpha_{0}^{2}+\beta_{0}^{2}+\gamma_{0}^{2}} \tag{7}
\end{gather*}
$$

In (6), $e_{p}^{\prime}$ and $e_{p}^{\prime \prime}$ denote the path length error and the angular distance error, respectively; $e_{k}^{\prime}$ and $e_{k}^{\prime \prime}$ denote the module values of position error and attitude error at waypoint $k$, respectively. $\lambda_{1}$ makes a trade-off between the path length error and the angular distance error, while $\lambda_{2}$ makes a trade-off between the position error and the attitude error at waypoints. In (7), $\alpha_{0}, \beta_{0}$ and $\gamma_{0}$ denote the Euler angles around $Z_{0^{-}}, Y_{0^{-}}$and $X_{0^{-}}$axis, respectively. Besides, joint angles and joint angular velocities should be within [ $-180 \mathrm{deg}, 180 \mathrm{deg}$ ] and $[-1 \mathrm{deg} / \mathrm{s}, 1 \mathrm{deg} / \mathrm{s}]$, respectively.

## 3. Solving Method of MWPP for FFSR

### 3.1 HSPSO

Inspired by birds flock looking for food, Kennedy and Eberhart proposed the Particle Swarm Optimization (PSO) algorithm. The mathematical equation is given by

$$
\left\{\begin{array}{l}
v_{i}^{m+1}=\omega v_{i}^{m}+c_{1} r_{1}\left(p_{i}^{m}-x_{i}^{m}\right)+c_{2} r_{2}\left(g_{i}-x_{i}^{m}\right)  \tag{8}\\
x_{i}^{m+1}=x_{i}^{m}+v_{i}^{m+1}
\end{array}\right.
$$

In (8), $v_{i}^{m}$ and $x_{i}^{m}$ denote the velocity and the position of particle $m$ at iteration $i$, respectively. $\omega, c_{1}$ and $c_{2}$ denote the inertia, the cognitive and the social weights, respectively. $r_{1}$ and $r_{2}$ denote two random numbers that are distributed uniformly in $[0,1] . p_{i}^{m}$ denotes the best position of particle $m$ at iteration $i . g_{i}$ denotes the global best position of the whole swarm at iteration $i$ so far.

Due to the search mechanism, PSO is easy to get trapped in local optimum. To solve the problem, the three
control parameters in HSPSO are variables, formulated in (9), (10) and (11). $\omega_{i}^{m}, c_{1}^{m}{ }_{-}$and $c_{2}^{m} i$ denote the control parameters of particle $m$ at iteration ${ }^{i} . \omega_{s}, c_{1 \_s}$ and $c_{2 \_} s$ denote the corresponding initial values, while $\overline{\omega_{f}}, c_{1} f$ and $c_{2 \_f}$ denote the corresponding final values. $T$ denotes the maximum iteration. $g p_{m}:=\left\|g_{i}-p_{i}^{m}\right\|$ denotes the distance between personal best position of particle $m$ and global best position at iteration $i$.

$$
\begin{gather*}
\omega_{i}^{m}=\left(\omega_{s}-\omega_{f}\right) \cdot \exp \left(-\frac{\omega_{s}-\omega_{f}}{g p_{m}} \cdot \frac{i}{T}\right)+\omega_{f}  \tag{9}\\
c_{1_{-} i}^{m}=\left(c_{1_{-} s}-c_{1_{-} f}\right) \cdot \exp \left(-\frac{c_{1-s}-c_{1_{-}} f}{g p_{m}} \cdot \frac{i}{T}\right)+c_{1_{-} f}  \tag{10}\\
c_{2-i}^{m}=\left(c_{2_{-} s}-c_{2_{-} f}\right) \cdot \exp \left(\frac{c_{2 \_s}-c_{2_{-} f}}{g p_{m}} \cdot \frac{i}{T}\right)+c_{2_{-} f} \tag{11}
\end{gather*}
$$

According to the dynamic system theory, if the magnitude of solutions, i.e. eigenvalues of coefficient matrix in system (8), is less than 1, the system is stable. Then, we can get the convergence region of the system, $\left\{\omega<1, c_{1} r_{1}+c_{2} r_{2}>0,4 \omega-4\left(c_{1} r_{1}+c_{2} r_{2}\right)+4>0\right\}$. According to (9)-(11), $g p_{m}$ influences control parameters, thus influencing convergence and convergent behaviour of the system. Moreover, initial parameters of control parameters should follow convergence region of the system. Based on the above analysis, the parameters are defined as follows: $\omega_{s}=0.96 ; \omega_{f}=0.1 ; c_{1 \_s}=c_{2_{-} f}=1.8 ; c_{2_{-} s}=$ $c_{1 \_f}=0.1 ; T=400$, and $\xi$ in (4) is set to 2 .

HSPSO, combining advantages of PSO and GA, avoids particles getting stagnated [12]-[14]. Main steps of HSPSO are followed.
Step 1. Initialize parameters, including $\omega_{s}, \omega_{f}, c_{1_{-} s}, c_{1 \_f}$, $c_{2 \_s}, c_{2 \_f}, T, p_{1}, p_{2}$ and $\varepsilon_{1}$, where $p_{1}, p_{2}$ and $\varepsilon_{1}$ denote the crossover probability, mutation probability and predefined optimization precision, respectively.
Step 2. Update the fitness value according to (4).
Step 3. Update $p_{i}^{m}$ and $g_{i}$.
Step 4. Update $\omega_{i}^{m}, c_{1 \_i}^{m}$, and $c_{2}^{m}{ }_{2}$ according to (9), (10) and (11), respectively.
Step 5. Update $v_{i}^{m+1}$ and $x_{i}^{m+1}$ according to (8).
Step 6. Perform crossover and mutation according to the probabilities $p_{1}$ and $p_{2}$, respectively.
Step 7. Examine the terminal condition, $i>T$ or $F<\varepsilon_{1}$. If the terminal condition is satisfied, the iteration ends, else return to Step 2.

### 3.2 Solving Method of Optimal Joint-Movements Problem

### 3.2.1 Piecewise-Sine Functions for Joint-Movements

The path, along which end-effector visits waypoints, consists of several sub-paths. For each sub-path, jointmovements are depicted with sine functions:

$$
\begin{equation*}
q_{k}^{K}(t)=\Delta \cdot \sin \left(a_{k 3}^{K} t^{3}+a_{k 2}^{K} t^{2}+a_{k 1}^{K} t+a_{k 0}^{K}\right) \tag{12}
\end{equation*}
$$

In (12), $K=1, \ldots, N-1$ and $k=1, \ldots, n$, where $N$ and $n$ denote the number of waypoints and the number of joints of FFSR, respectively. $q_{k}^{K}(t)$ denotes the movements of joint $k$, corresponding to sub-path $K$ along which end-effector moves from waypoint $K$ to waypoint $K+1 . \Delta$ denotes the physical limits on joint angles, which is defined as $180^{\circ}$. $a_{k i}^{K}(i=0,1,2,3)$ denotes the coefficients of polynomials. Moreover, $t$ is from initial time $t_{s}^{K}$ to final time $t_{f}^{K}$ of subpath $K$. To ensure continuity of joint-movements, FFSR has the same joint configuration at the end of sub-path $K$ and at the start of sub-path $K+1$ :

$$
\begin{equation*}
q_{k}^{K}\left(t_{f}^{K}\right)=q_{k}^{K+1}\left(t_{s}^{K+1}\right) \tag{13}
\end{equation*}
$$

Based on (12), joint angular velocities are given by

$$
\begin{align*}
\dot{q}_{k}^{K}(t)= & \Delta \cdot \cos \left(a_{k 3}^{K} t^{3}+a_{k 2}^{K} t^{2}+a_{k 1}^{K} t+a_{k 0}^{K}\right) . \\
& \left(3 a_{k 3}^{K} t^{2}+2 a_{k 2}^{K} t+a_{k 1}^{K}\right) \tag{14}
\end{align*}
$$

Joint angular velocities are zero at each waypoint, given by (15). Besides, the initial joint configuration corresponding to the starting waypoint is predefined, shown in (16).

$$
\begin{align*}
\dot{q}_{k}^{K}\left(t_{s}^{K}\right) & =\dot{q}_{k}^{K}\left(t_{f}^{K}\right)=0  \tag{15}\\
q^{1}\left(t_{s}^{1}\right) & =\left[q_{1}^{1}, q_{2}^{1}, \ldots, q_{n}^{1}\right]^{\prime} \tag{16}
\end{align*}
$$

According to equations from (12) to (16), the optimal joint-movements problem is transformed into a parametric optimization problem. Substituting (13) and (15) (if $K=1$, substituting (15) and (16)) into (12) and (14), $a_{k 0}^{K}, a_{k 1}^{K}$ and $a_{k 2}^{K}$ are derived:

$$
\begin{gather*}
a_{k 2}^{K}=-\frac{3}{2} a_{k 3}^{K}\left(t_{s}^{K}+t_{f}^{K}\right)  \tag{17}\\
a_{k 1}^{K}=3 a_{k 3}^{K} t_{s}^{K} t_{f}^{K}  \tag{18}\\
a_{k 0}^{K}=\arcsin \left(\frac{q^{K}\left(t_{s}^{K}\right)}{\Delta}\right)-\frac{3}{2} a_{k 3}^{K}\left(t_{s}^{K}\right)^{2}\left(t_{s}^{K}+t_{f}^{K}\right) \tag{19}
\end{gather*}
$$

Once $a_{k 3}^{K} \quad(k=1, \ldots, n)$ is obtained, the jointmovements corresponding to sub-path $K$ are obtained. The base attitude of FFSR in MWPP grows rapidly as waypoints increase. Besides, the pose error of end-effector at each waypoint has a great influence on path planning toward next waypoint. As waypoints increase, this pose error is dramatically accumulated. To solve such problems, IPSO is developed.

### 3.2.2 IPSO

In IPSO, the velocity and the position of each particle are expressed in (8), and the control parameters are expressed as

$$
\begin{equation*}
\omega_{i}^{m}=\frac{\omega_{s}-\omega_{f}}{1+\exp \left(\beta \cdot\left(i-\frac{T \cdot(1+\ln (\beta))}{\mu_{1}}\right) \cdot \mu_{2}\right)}+\omega_{f} \tag{20}
\end{equation*}
$$

$$
\begin{align*}
& c_{1_{-} i}^{m}=\frac{c_{1 \_s}-c_{1 \_} f}{1+\exp \left(\beta \cdot\left(i-\frac{T \cdot(1+\ln (\beta))}{\mu_{1}}\right) \cdot \mu_{2}\right)}+c_{1_{-} f}  \tag{21}\\
& c_{2-i}^{m}=\frac{c_{2 \_s}-c_{2 \_} f}{1+\exp \left(\beta \cdot\left(i-\frac{T \cdot(1+\ln (\beta))}{\mu_{1}}\right) \cdot \mu_{2}\right)}+c_{2_{-} f} f \tag{22}
\end{align*}
$$

In (20), (21) and (22), each argument of $\beta, \mu_{1}$ and $\mu_{2}$ has different constant values during optimization processes of sub-paths. In this part, parameters are defined as follows: $\omega_{s}=0.94, \omega_{f}=0.4, c_{1_{-} s}=c_{2_{-} f}=2.5$, $c_{1_{-} f}=c_{2 \_s}=0.5, T=100 . \beta, \mu_{1}$ and $\mu_{2}$ vary from 0.35 to 0.45 , from 0.1 to 0.2 , and from 0.15 to 0.35 , respectively. Main steps of IPSO for optimal joint-movements are followed.
Step 1. Initialize parameters I, the initial joint configuration corresponding to the waypoint $K(K=1, \ldots, N-1)$ and the desired pose for the waypoint $K+1$.
Step 2. Examine the terminal condition I, if $K \geq N$ (the number of waypoints), the iteration ends.
Step 3. Initialize parameters II, including $\omega_{s}, \omega_{f}, c_{1_{-} s}$, $c_{1_{-} f}, c_{2_{-} s}, c_{2_{-} f}, T$, and $\varepsilon_{2}$.
Step 4. Üpdate fitness values according to (5), (6) and (7). Step 5. Examine the terminal condition II, if $G<\varepsilon_{2}$, return to Step 1, else go to Step 6 .
Step 6. Update $p_{i}^{m}$ and $g_{i}$.
Step 7. Update $\omega_{i}^{m}, c_{1 \_i}^{m}$ and $c_{2}^{m} i$ according to (20), (21) and (22), respectively.
Step 8. Update $v_{i}^{m+1}$ and $x_{i}^{m+1}$ according to (8).
Step 9. $K=K+1$ and return to Step 4.

## 4. Simulation Results

Simulations of HSPSO for optimal waypoint-sequence and IPSO for optimal joint-movements are developed.

### 4.1 Simulations of HSPSO for Optimal WaypointSequence

### 4.1.1 Comparisons

With different numbers of waypoints, GA, SIACO [15] and HSPSO are employed to search for optimal solution of (4). Figure 1 presents the curve trends of the fitness value and the CPU time of GA, SICAO and HSPSO. The following conclusions can be derived: (i) HSPSO provides better fitness values than GA when the number of waypoints is more than 3 . The difference between fitness values of HSPSO and of GA is 3.2987 when the number is 5 . As waypoints increase, the difference becomes larger, and the difference is 51.4586 when the number is 30 . (ii) SIACO provides worse fitness values than HSPSO. The difference grows as waypoints increase, and the difference is larger than 10 when the number is more than 19. (iii) As waypoints increase, CPU time of SIACO grows fast. Compared with SIACO, CPU time of HSPSO grows more slowly.


Figure 1. Fitness value and CPU time of GA, SIACO and HSPSO.

### 4.1.2 Specific Case

The end-effector should visit six waypoints, which are defined as follows: $A:(-4.77,4.68,8.07,11.9,-28.2,24.7) ; B$ : $(-4.30,5.00,8.50,15.0,-25.0,20.0) ; C:(-4.00,4.15,8.20$, $5.0,-20.0,25.0) ; \quad D: \quad(-3.68,4.68,8.62,10.0,-20.0,24.0)$; $E:(-4.10,4.25,7.92,15.0,-15.0,20.0)$; and $F:(-3.90,4.85$, $8.80,25.0,-15.0,30.0)$. The units of position and attitude are meters and degrees, respectively. In the aforementioned six waypoints, $A$ is the starting point. Using HSPSO, the objective function (4) is optimized and the optimal waypoint-sequence is derived: $A \rightarrow B \rightarrow F \rightarrow D \rightarrow$ $C \rightarrow E$.

### 4.2 Simulations of IPSO for Optimal Joint-Movements

Comparisons of six algorithms are studied first. Then, based on the optimal waypoint-sequence in Section 4.1.2, movements of FFSR are developed. The FFSR employed for simulation has seven rotational joints and is redundant [6], [16]. Physical parameters of FFSR refer to [6], and the initial joint configuration is predefined as $[120,30,-45,90,150,-30,60]^{T}(\mathrm{deg})$, corresponding with the starting point $A$.

### 4.2.1 Comparisons

Comparisons of IPSO with five other algorithms are developed. The five algorithms include PSO, another Improved PSO (called IPSO-2), Multi-verse Optimization algorithm (MVO) [17], Grasshopper Optimization Algorithm (GOA) [18], and Moth-flame Optimization algorithm (MFO) [19]. MVO, GOA and MFO are, three novel meta-heuristic algorithms, employed for solving global optimization problems in fields like path planning and controlling.

The differences of PSO, IPSO and IPSO-2 are updating mechanisms of control parameters. In PSO, all control

Table 1
Parameters of IPSO, IPSO-2 and PSO

|  | $\omega$ | $\omega_{s}$ | $\omega_{f}$ | $c_{1}$ | $c_{1 \_} s$ | $c_{1-} f$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| IPSO | $(15)$ | 0.94 | 0.4 | $(16)$ | 2.5 | 0.5 |
| IPSO-2 | $(15)$ | 0.94 | 0.4 | $(16)$ | 2.5 | 0.5 |
| PSO | 0.7 | 0.7 | 0.7 | 2.0 | 2.0 | 2.0 |
|  | $c_{2}$ | $c_{2 \_} s$ | $c_{2-} f$ | $\mu_{1}$ | $\mu_{2}$ |  |
| IPSO | $(17)$ | 0.5 | 2.5 | $M_{1}(K)$ | $M_{2}(K)$ |  |
| IPSO-2 | $(17)$ | 0.5 | 2.5 | 0.15 | 0.25 |  |
| PSO | 2.0 | 2.0 | 2.0 | $/$ | $/$ |  |

parameters are constants during the whole optimization process. In IPSO and IPSO-2, control parameters are updated based on (20), (21) and (22). The differences of IPSO and IPSO-2 are the selection of arguments $\mu_{1}$ and $\mu_{2}$. In IPSO, $\mu_{1}$ and $\mu_{2}$ have different constant values when the end-effector moves between different waypoints. $\mu_{1}$ and $\mu_{2}$ are fine tuned, based on the value of $K$, position and attitude of initial and final waypoints of sub-path $K$, and path length of sub-path $K$. While in IPSO-2, $\mu_{1}$ and $\mu_{2}$ are constants. Parameters of IPSO, IPSO-2 and PSO are presented in Table 1 , where $M_{1}=[0.15,0.15,0.147,0.14,0.18,0.15]^{T}$ and $M_{2}=[0.25,0.35,0.50,0.57,0.25,0.25]^{T}$. For sub-path $K$, $\mu_{1}$ and $\mu_{2}$ are selected as $M_{1}(K)$ and $M_{2}(K)$, respectively. Parameters of MVO, GOA and MFO refer to [17]-[19]. Moreover, parameters in (5) and (6) are defined as $\zeta=\lambda_{1}=\lambda_{2}=2$.

Main steps of IPSO are presented in Section 3.2.2. Figure 2 presents fitness curves of six algorithms.

(a)

The optimal fitness values of IPSO, IPSO-2, PSO, MVO, GOA and MFO are $0.0975,3.3172,9.3374,4.7408,4.0153$ and 10.7507 , respectively. It can be seen that IPSO has a better optimization result than the other five algorithms. Therefore, the proposed updating mechanism of control parameters, during the optimization process for each subpath, is valid. Besides, fine-tuning updating mechanisms of control parameters, among optimization processes for different sub-paths, contributes to optimization results with high accuracy.

### 4.2.2 Specific Case

Movements of FFSR for the specific case studied in Section 4.1.2 are developed in this part by IPSO, which can be seen in Fig. 3. (a) and (b) present the position and attitude variation of end-effector, respectively. $\alpha_{E E}, \beta_{E E}$ and $\gamma_{E E}$ denote the Euler angles around $Z_{E^{-}}, Y_{E^{-}}$and $X_{E^{-}}$ axis, respectively. The end-effector visits each waypoint with high accuracy. It can also be seen that the sub-paths are optimum but not the minimum, as the objective of the second sub-problem considers both the optimal length of end-effector and the minimal attitude disturbance on base. Coupling between manipulator and base is also a factor. However, the error between the optimum and the minimum is minimized, without conflicting with the result of the first sub-problem. (c) presents the attitude trajectory of the free-floating base, where $\alpha_{0}, \beta_{0}$ and $\gamma_{0}$ denote the Euler angles. The magnitude of attitude disturbance on the freefloating base is 0.01 (deg). (d) and (e) present the angular and angular-velocity trajectories of seven joints, showing that all joints move smoothly. The joint angles and the joint angular velocities are within the predefined ranges of [ $-180 \mathrm{deg}, 180 \mathrm{deg}$ ] and [ $-1 \mathrm{deg} / \mathrm{s}, 1 \mathrm{deg} / \mathrm{s}$ ], respectively. Besides, the angular velocity of each joint is zero at each waypoint.

(b)

Figure 2. Iterative evolution of the six algorithms.


Figure 3. Time histories of FFSR movements.

## 5. Conclusion

The main contribution of this work is the study of MWPP for FFSR, which is decomposed into two sub-problems: the optimal waypoint-sequence problem and the optimal joint-movements problem. Firstly, HSPSO is employed to find optimal waypoint-sequence. Then, IPSO is employed for optimal joint-movements with minimum attitude disturbance acting on the free-floating base. Simulation results validate the developed approach. Future research will focus on improving HSPSO and IPSO. Although the two algorithms can improve optimization accuracy, CPU time gets longer as waypoints increase.
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