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a b s t r a c t

The increasing penetration of PV generation, driven by climate strategies and objectives, calls for accurate
production forecasting to mitigate the negative effects associated with inherent variability, such as
overgeneration, grid instability, supplementary reserve request. The regional PV power forecasting is
crucial for Transmission and Distribution system operators for a better management of energy flows. In
this work many aspects of regional PV power forecasting are investigated, by means of a comparison of
six different forecasting models applied to predict the hourly production of the following days on six
Italian bidding zones for one year. In particular, the work shows that the forecasting accuracy is mainly
affected by the algorithm and its pre and post processing, with a range of 30% in performance accuracy,
while it is less impacted by the forecasting horizon. It has been verified that the accuracy in the irra-
diation prediction, used in input to the power forecasting algorithm, has less impact compared to single
plants. The work confirms the performance improvement which can be obtained by increasing the size of
the area to which the prediction refers, through a comparison between the forecasting at bidding zone
and national level. Finally, we show that the larger the controlled forecast area, the smaller the impact on
the forecast accuracy due to the non-uniform spatial and capacity distribution of the PV fleet. This means
that as the size of the region increases, the average irradiance progressively becomes the best PV power
predictor. We refer to this phenomenon as: “input smoothing effect".
© 2022 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

The penetration of renewable energy sources (RESs) into the
global energy sector is constantly increasing. This trend will char-
acterize also the next decades, driven by the climate targets defined
in agreements of multiple countries [1]. Despite the
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aforementioned agreements, photovoltaic (PV) power generation
accounted for merely 3% of the global electricity generation in 2019
[2]. However, the instantaneous PV power contribution on the
regional or national level can reach up to 100% during sunny
weekends or holidays [3], causing increasing residual load/gener-
ation scheduling prediction errors that affect demand/supply irra-
diance both on transmission [4] and distribution [5] levels, voltage
and frequency fluctuations due to overgeneration and subsequent
reverse power flow events, grid congestions and electric loss,
thereby potentially compromising stability and security of the
system [6].

In order to mitigate voltage fluctuations and electric losses, it is
important to balance supply and demand of electricity by adjusting
controllable generators with respect to the expected RES
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generation. However, the variability of solar irradiancedmainly
affected by cloud cover evolutiondposes challenges when fore-
casting PV power generation, also because the coarse resolution of
numerical weather prediction (NWP) models prohibits these
models from resolving small-scale cloud formations [7]. In addi-
tion, the current generation of satellites cannot detect individual
clouds because their spatial resolution is generally too coarse [8].

The increasing spatial distribution between PV systems, e.g.,
building-mounted or utility-scale, decreases the correlation be-
tween the power outputs and is referred to as the ensemble
smoothing effect [9]. When handling regional PV power fore-
casting, a significant challenge is represented by the fact that small
PV plants, contributing to a large share of the installed capacity, are
unmetered and their exact location and peak capacity are unknown
due to data protection legislation. Therefore, the aggregated power
output has to be estimated, which is essential to stakeholders such
as transmission system operators (TSOs), distribution system op-
erators (DSOs) and energy traders [10].

The recent PV power forecasting literature gathers a wide va-
riety of forecasting methods, the selection of which depends on the
forecasting horizon, the inputs used and the forecasting technique
adopted [11]. The PV power forecasting methods can broadly be
classified as: (i) physical methods, based on sky- and satellite-
imagery or NWP, that require a post-processing step to convert
their output to PV power, and (ii) data-driven methods that map
exogenous variables to the power output of the PV plant [12].
However, the majority of the proposed forecasting models focuses
on the PV plant level [13], whereas analysis on large-scale control
areas is rare in the literature [14].

Generally, regional PV power forecasting approaches can be
classified as: (i) bottom-up approach, where the PV power gener-
ation in the area is predicted by summing the PV power computed
for each PV site, and (ii) upscaling approaches, which can follow the
so-called Models Output Average or Model Inputs Averagemethods
(as classified in Ref. [10]). Models Output Average is mainly based
on upscaling by using clustering, sub-setting of reference PV sites or
a probabilistic approach based on a statistical analysis of the fleet of
PV systems. Model Inputs Average instead directly forecasts power
generation at regional level by means of exogenous NWP inputs
aggregated at a lower level than regional, thus modelling the whole
area as a single virtual power plant (VPP).

An early attempt using the Models Output Average approach
was done in Ref. [15] where two different spatial distribution of the
selected representative subsets were tested: a uniform distribution
and a distribution that reflect the regional fleet distribution. Then
the regional generation was upscaled from the selected subset. In
Ref. [16], the same authors derived hourly regional PV power
forecasts from solar irradiance forecasts issued by the European
Centre for Medium-Range Weather Forecasts (ECMWF) by upscal-
ing the aggregated output of PV systems that were preliminarily
clustered based on their geographical location. In Ref. [17], it was
assumed that a short time series of all PV systems was available
from which representative sites were then chosen through a
combination of k-means clustering and Principal Component
Analysis (PCA), whose output was finally mapped by a regression
method to the overall power generation in the area. The work in
Ref. [18] extends [17] by presenting a probabilistic forecast model.
Four upscaling methods were proposed in Ref. [19] to accommo-
date various scenarios of data-availability and plant information,
where the representative sites were chosen based on stratified
sampling of the installed capacities and locations. In Ref. [20] an
upscaling approach based on reference systems was compared to
satellite-derived estimates. The performance improvement
achievable by combining the two data sources was analyzed and
the Inverse Distance Weighting (IDW) method was exploited to
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obtain the PV power output using the power output from nearby
plants. Interestingly, upscaling resulted in similar results compared
to the hybrid approach when 10 or more reference systems were
used.

The main shortcoming of clustering and sub-setting methods is
the requirement of the knowledge of PV site coordinates and their
respective peak capacity or cluster peak capacity, which are often
unknown. Therefore, [21] proposed a novel method of spatial
clustering of PV systems based on Voronoi Decomposition which
needs only the installed capacity of solar PV connected to bulk
supply points and their location.

Concerning the Model Inputs Average approach, [22] repre-
sented thewhole area as a single VPP, forecasting aggregated power
generation by means of a machine learning based approach, thus
only requiring the overall installed capacity, as well as aggregated
historical PV power measurements. In Ref. [23], PV generation of
four Japanese regions was predicted by applying a SVR model to
NWPs previously preprocessed by PCA to remove redundant in-
formation. In Ref. [24], the authors combined a convolutional
neural network (CNN) and a long short-term memory (LSTM)
neural network to forecast the aggregated PV power output of
Germany. By usingmulti-channel CNN, the authors could pass NWP
maps of each variable to extract spatial features that were later
passed to the LSTM neural network to extract temporal features. In
Ref. [25], a first attempt to directly predict wind and solar gener-
ation in each Italian bidding zone has been conducted through an
upscaling method similar to the one adopted in this work. Unfor-
tunately, the authors tested the method only on a few months
normalizing the errors by the maximum power produced in the
month and not by the installed capacity. This prevents a compari-
son of the accuracies achieved in Ref. [25] and in the present work.

In [10,26,27] hybrid upscaling strategies between the two above
mentioned approaches has been tested. In Ref. [26] clustering
methods were used for spatial grouping of PV plants and then the
poweroutputof each clusterwas considered producedbyavirtual PV
plant and directly predicted by deterministic or machine learning
models. In Ref. [10], the authors clustered the PV systems of a region
and compared two approaches: (i) similar to Ref. [26], they obtain the
regional PV power forecast by averaging the forecasts of each cluster
considered as a VPP (Models Output Average on regional scale), and
(ii) use the inputs of each centroid to directly forecast the regional PV
power (Model Inputs Average), the latter of which resulted in slightly
better accuracy. A hybrid, but probabilistic approach, could be found
in Ref. [27]. Authors first divided the PV fleet in different clusters on
the basis of the plant position, on each centroid produced the forecast
considering 22different possible plane of the array,finally they found
the parameters of a multi-linear regression to fit the regional gener-
ation combining all these trajectories (#centroids x 22). The best
parameters distribution was estimated using a Bayesian statistic
approach to provide a probabilistic forecast.

Studies into the source of errors, e.g., the effect of spatial
interpolation, have also been performed. For instance Ref. [28],
presented a sub-setting based approach using the IDW method for
power estimation at test plants, based on reference PV sites. In
particular, the source of errors incurred by upscaling was separated
into the components caused by spatial interpolation and by the
aggregation of the interpolated values. It was shown that the spatial
interpolation errors are mainly caused by differences between the
parameters of the reference and test PV systems, as well as mete-
orological conditions. Regarding instead the aggregation of inter-
polated values, the authors showed that an increasing number of
reference systems improves the accuracy of the regional forecasts,
although there is a saturation effect where the accuracy increase
becomes smaller. A similar study was conducted for Japan in
Ref. [29], without any spatial weighting. By repeating the
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experiment 10,000 times and randomly selecting 200 out of
2219 PV sites, a highly concentrated accuracy was achieved, indi-
cating thus that spatial distribution becomes less relevant when the
number of reference systems is large. In Ref. [30], the average and
IDW spatial interpolationwere compared, where the latter resulted
in slightly better accuracy.

Bottom-up approaches are uncommon in the literature due to
the computational overhead and the lack of system-information. In
order to overcome this issue, a probabilistic bottom-up approach
was proposed in a study conducted in Germany, where the location
of PV sites was available together with the corresponding peak
capacity [28]. Since the power output of PV systems is significantly
affected by tilt and azimuth, they proposed to construct joint dis-
tributions of panel orientation binned on the nominal capacity, in
order to define weights based on their frequency. The power at any
location was finally estimated by using a weighted average of all
possible configurations, which represent an ensemble of estimates
of PV power production. As aforementioned, [27] proposed a
Bayesian method to retrieve the parameters matrix that takes into
account the plane of the arrays of the regional fleet.

An alternative approach to reduce the uncertainty related to
unknown tilt and azimuth distribution of a regional fleet was
proposed in Ref. [31]. The authors introduced the concept of
“equivalent” Plane of the Array of a VPP, i.e., the tilt and orientation
that provide, by means of a physical-based model, the out-
performing estimation of PV distributed generation. They showed
that the Italian PV generation can be considered a south oriented
VPP with a tilt around 10�.

However, if the systems are known and the VPP is not too large,
e.g., a combination of utility-scale PV plants, then a bottom-up
approach is feasible as exemplified in Ref. [32]. There, the authors
proposed a CNN that features an input layer and a convolution-
pooling layer for each PV plant to generate forecasts for the
aggregated output of the 10 plants. While this is feasible for a
relatively small number of plants, i.e., 10 in Ref. [32], the authors did
not comment on the scalability of their forecast model.

In this paper we dive deeply into the problems of regional solar
forecasting, studying the impact on the forecast accuracy: (1) of the
upscaling method itself; (2) of the prediction horizon (1-2-3 days-
ahead); (3) of the quality of the NWP; (4) of the adopted upscaling
approach: model outputs average at regional scale vs model inputs
average; (5) of the forecast-controlled area; (6) of the irradiance/
capacity non-uniform spatial distribution; and (7) of the machine
learning training complexity.

In this work different up-scaling methods based on machine
learning with VPP approach have been applied to forecast the
regional generation of six ItalianMarket Zoneswhich correspond to
controlled areas defined by the Italian TSO, spanning from 24� 103

to 119� 103 km2 up to three days ahead. All the methods workwith
no information on single PV plants pertaining the zone, and test a
variety of pre-processing, NWP data used as forecast model inputs,
aggregation methods adopted for input dimensionality reduction,
PV forecast models, as well as post-processing correction.

The study has been carried out under the auspices of the In-
ternational Energy Agency's PV Power Systems (PVPS) Task 16 and
deepens and extends the preliminary research conducted in
Ref. [33]. Indeed, in this work, we enlarge the analysis in Ref. [33]
both on market and national scales using additional NWP data and
other upscaling methods. Some results confirm the founding re-
ported in Ref. [33], others are completely new and provide useful
information on critical aspects of “model input average” approach
to regional PV forecasting.

Overall, the work is configured as a comprehensive sensitivity
study on relevant aspects that affect the performance of regional PV
power forecast obtained by a “model input average” approach,
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some of which have been individually investigated in the afore-
mentioned literature. In Ref. [22] authors compared different ML
models for regional PV power forecasting, but they did not need
any post-processing as they used for training/test the models the
sum of high quality production data coming from plants generation
monitoring. In contrast, we highlight the importance of post-
processing as we used regional PV generation data estimated by
TSO (surely affected by additional uncertainty). More generally, we
focused our attention on all possible steps of an upscaling process
rather than on the forecast performance of the ML models itself. In
Ref. [23], the authors showed the advantage of using preprocessing
based on PCA to reduce the dimensionality of the NWP input.
Similarly, authors of [28,29] studied the amount of reference plants
and their spatial distribution that should be upscaled when an
output model average approach is adopted. However, these authors
did not analyze how this input dimensionality/number of refer-
ences plants scales with the size of the controlled area, i.e. how the
non-homogeneous spatial distribution of irradiance and PV ca-
pacities affect forecast performance at different spatial scales. Then,
we also proposed a method to quantify the trade-off between the
amount of information provided to a ML model and its training
complexity. These are one of the most important results of our
work. In addition, to the best of the authors' knowledge, there are
no works evaluating the impact of NWP quality on the accuracy of
regional PV forecasts and this is the other main goal of our inves-
tigation. Finally, as in Ref. [26], we compared the accuracy of the
output model average applied on regional scale with the simplest
model input average, evaluating the computational cost-benefits of
the two approaches. These are the main novelties of the work with
respect to the existing literature.

The remainder of this paper is organized as follows: the used
data are described in Section 2; the methodology adopted in the
investigation is reported in Section 3; the upscaling methods are
briefly described in Section 4; the description of themetrics used to
evaluate the forecast can be found in Section 5; the results are
discussed in Section 6; finally, conclusions in Section 7.

2. Data

a. Regional PV power output

The work has been carried out using PV generation data at
bidding zone level for the Italian territory. These data, freely
available on the Italian Transmission System Operator (TSO) web-
site, consist of the PV hourly production, based on Terna's (TSO)
measurements and estimates [34]. The dataset covers the period
2016 ÷ 2017. The year 2016 has been used to train the algorithms,
while 2017 represents the test dataset. During that time, the Italian
Electrical Market consisted of six bidding zones, represented in
Fig. 1.

In order to perform the analysis, power data have been
normalized to the installed capacity of each area (supposing a linear
growth with time).

The Italian bidding zones differ both in terms of size and PV
installed capacity. In particular, with reference to the 19.7 GWp of
installed capacity at the end of 2017, 44% pertains to Northern Italy,
12% to the CNOR area, 14% to Central-Southern Italy, 19% to the
South, 7% to Sicily and 4% to Sardinia.

b. Numerical weather prediction data

The Numerical Weather Prediction variables (NWPs) that have
been ingested into the developed upscalingmethods are: the global
horizontal irradiance (GHI) and the 2-m air temperature (Tair). The
time series covered the period 2016e2017. Two data sets of these



Fig. 1. Italian market areas during the period 2016e2017. Each colour represents a
single bidding zone. Green: Northern Italy e(NORD), violet: Centre-North (CNOR),
yellow: Centre-South (CSUD), orange: South (SUD), light blue: Sardinia (SARD), red:
Sicily (SICI).

Fig. 2. Scatter plots of day-ahead irradiance forecast vs the satellite derived irradiance
averaged over the Northern market zone.
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variables have been used.
The first data set derives from the Regional Atmospheric

Modelling System (RAMS) [45]. This local area model has been
initialized with boundary conditions supplied by the global area
model Integrated Forecast System (IFS), developed by the European
Centre forMedium RangeWeather Forecasts, UK (ECMWF) [35]. For
this study, RAMS has been run once a day, starting at 12 UTC. Each
run has provided the forecast for the following three days, with
4.5 km of spatial resolution and 1 h of time resolution over a
domain covering the Italian territory. The RAMS point forecast has
been aggregated at province level. The representation of the Italian
provinces is shown in Fig. 1.

The second data set was obtained by the Weather Research and
Forecasting model (WRF-ARW 3.8) [36] with an initialization at 12
UTC of the current day, to produce the 24 h forecasts starting from
the following 00 UTC of day to be predicted (as for the RAMS data).
The initial contour data for model initialization come from the GFS
model output. The spatial resolution is of 12 km � 12 km covering
the whole Italian territory (1325 grid points). The irradiance fore-
cast systematic errors generated by the WRF Radiative Transfer
Scheme have been corrected by a physical based Model Output
Statistic that is the last upgrade of the one described in Ref. [37].

Fig. 2 compares the scatterplots of day-ahead irradiance forecast
vs the satellite derived irradiance averaged over the Northern
market zone (in which the 44% of the PV capacity is installed)
generated by RAMS and WRF models. It has to be specified that the
WRF irradiance predictions were post-processed, while the RAMS
predictions are the simple model output.
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3. Methodology

To assess the range of accuracy that can be achieved by different
upscaling methods that make use of the same NWP, six different
upscaling methods have been compared. All the methods have
ingested RAMS NWP prediction at Italian province level with one
day-ahead horizon. In addition, for the two best performing
methods, the forecast up to three days in advance was analyzed to
investigate performance variations as a function of the forecast
horizon. Subsequently, we have investigated how much the power
forecast accuracy is affected by the quality of the NWP, comparing
the accuracy of the outperforming model fed with RAMS or WRF.
These analyses have been conducted for each individual market
area.

For what concerns the identification of the outperforming
method betweenmodel inputs average andmodel outputs average,
we have also computed the day-ahead PV power forecast at na-
tional level following the two different approaches. To this end, we
have built a new model fed with WRF irradiation prediction on the
1325 model grids points, to directly forecast the whole Italian solar
generation (model inputs average), compared with another one
where the generation derives from a weighted average of the
market areas solar predictions previously obtained byWRF (models
output average). Then, we have verified how the forecast accuracy
can be improved by enlarging the prediction footprint from the
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market zones to the whole Italy i.e., we have evaluated the forecast
smoothing effect. Finally, we have investigated the impact on the
forecast accuracy of the irradiance/PV capacity non-uniform spatial
distribution depending on the size of the controlled area, which is
what we refer to as input smoothing effect. To this end, we have
computed the accuracy of the outperforming method by varying
spatial input granularity of WRF irradiance and the size of the
controlled area.

At the same time, we assessed what we defined the “machine
learning (ML) complexity limit”, also known as the number of intra-
correlated input features that can be ingested by a ML algorithm
without definitively compromising the forecast accuracy because of
the increasing complexity of the training phase and redundant
features. For this purpose, we have compared the accuracy reached
by ourML outperformingmethodwith the accuracy achievable by a
statistical data-driven method that can virtually ingest an infinite
number of features without losing accuracy.

Fig. 3 summarizes the objectives of our study and the size of the
forecast-controlled areas over which our investigation was carried
out.
4. Upscaling methods

While PV power forecast at the single plant level is essentially
based on a forecastingmodel (such as physical based or data-driven
models) that maps NWP outputs into power generation, the
structure of an upscaling method could be much more complex
(Fig. 4). It may involve different steps and items: NWP prediction
provided at a given spatial/temporal resolution and horizon, data
pre-processing, the power forecasting model and output post-
processing.

NWP models are always the essential element for the short-
term forecast (with a horizon greater than 4e5 h ahead). Data
pre-processing could be needed to reduce NWP bias by Model
Output Statistic algorithms (MOS), to filter solar generation outliers
or unrealistic data and, most importantly, to decrease the number
of input features by aggregating the NWP output with different
techniques (average, clustering, PCA, etc.). The forecast model itself
that must map the NWP into PV regional generation plays a much
more important role than in the case of the single site prediction.
Finally, the power output post-processing can correct PV power
estimation errors (Italian TSOs/DSOs do not meter the solar gen-
eration of all the plants in the controlled area directly), due to
missing information regarding the PV installed capacity (which, in
the regional case, is no longer constant but grows with time and is
usually updated monthly/annually), missing information on fleet
location, plane of array, etc. and finally to correct the bias of the
forecast model output. The post-processing procedure is usually
Fig. 3. Forecast controlled area and
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most effective when applied in real time by means of a moving
window involving the most recent historical generation data.

We developed six different up-scaling methods, briefly
described as follows:

a. Analog Ensemble

Analog Ensemble (AE) is not a machine learning algorithm, but a
statistical technique based on the principle of similarity. The
technique compares past NWP forecasts (the analogs) to the NWP
forecast. The observed power associated with the most similar
analogs is then used to build a probability distribution. Conse-
quently, the assumption is that similar weather patterns and sub-
sequent power generation repeat themselves. The similarity is
evaluated by minimizing the distance between the current and the
past predictors. Two different AE forecast upscaling methods have
been developed. What follows is a description of their main
characteristics.

a1. Analog Ensemble 1

The first AE model compares weather forecasts from the RAMS
model. In this case, we only aggregate the features at the province
levels. Furthermore, we apply the MOS correction to the RAMS
model output, similar to the technique used in Ref. [38]. Afterwards,
it is possible to compare the current forecast with the analogs
using:

dAbsðt; t0Þ ¼
XNv

v¼1

1
sv

��Fv;t �Av;t0
�� (1)

where v represents each variable of the set of Nv predictors, Fv;t the
v-th component of the array of the current forecast at time t, and
Av;t0 the v-th component of the past forecasts on the same temporal
horizon of Fv;t and sv is the standard deviation of each variable
calculated in the historical period. The forecast model is similar to
the one proposed by Alessandrini et al. [39]. In this case, the pre-
dictors are the GHI and the cell temperature derived by the stan-
dard equation: Tcell ¼ Tair þ NOCT�20�

800 GTI (where NOCT is the
Nominal Operating Cell Temperature specific to the module type).
Analogs (Av;t0 Þ are sought in the historical year (t'22016) selecting
past situations with a zenith angle of 15� around the zenith angle of
the current forecast. Then, the observed power corresponding to
the first 15 analogs with the smallest distance dAbsðt; t0Þ are selected
in order to build the probability density function (pdf) of future
power. For this work the mean of the pdf has been used as the final
power forecast:
objectives of the investigation.



Fig. 4. Structure of forecast up-scaling method.

Table 1
Metrics for accuracy assessment.

acronym Forecast technique

Forecast error [W/m2 or % of Pn] eh ¼ ðXFORðhÞ � XOBSðhÞÞ
Pearson correlation [�]

CORR ¼
COV

�
XFOR;XOBS

�
sXFORsXOBS

Root mean square error [W/m2 or % of Pn]
RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
h¼1eh

2

n

r
Mean absolute error [W/m2 or % of Pn]

MAE ¼
Pn

h¼1jehj
n

Mean bias error [W/m2 or % of Pn]
MBE ¼

Pn
h¼1 eh
n

Skill score [%]
SS ¼ 100

 
1 � RMSEforecastmodel

RMSEreferencemodel

!
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PforPV ðtÞ
.
PnðtÞ ¼ h PPV ðt

0 jminfdAbsg Þ=Pnðt
0 Þ i; (2)

where PPV is the regional power output and Pn is the regional
installed capacity.

a2. Analog Ensemble 2 (AE2)

The second AE model compares weather forecasts from the
RAMS/WRF model. Furthermore, we pre-process the irradiance
forecast using an upgraded version of MOS described in Ref. [37]. In
addition, we test several kinds of feature aggregations depending
on the used NWP forecasts and the forecast control area (see
Tables 2 and 3). Since features can have varying importance, we
adjust the analog ensemble distance metric as follows:

dW ðt; t0Þ ¼
XNp

p¼1

Wp
��bFp;t � bAp;t0

��; (3)

where p indexes the predictor, bF p;t is a vector composed of the
current forecast (at time t) of the p-th predictor type (normalized

by min/max values of the historical data set), and bAp;t0 is the
normalized past forecasts vector (at time t0) of predictor p andWp is
the optimal weight associated to predictor p (

P
p
Wp ¼ 1). In this

case, the predictors are the GHI, Tair and sun elevation and the
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optimal weights are found by means of trial and error: 0.8, 0.1, 0.1,
respectively. The historical period has a moving window of the past
30 days. At each time t, the first 25 analogs which have the lowest
distance dW are selected and then the power forecast is computed
as:

PforPV ðtÞ
,

PnðtÞ ¼ 1
25

X25
i¼1

bnPPV
�
ti
���dW�t; ti��

,
Pn
�
ti
�

(4)

where b1 ¼ 0.2 for the analog with the smallest distance and
bn ¼ ð1�b1Þ=24 for the remaining analogs.



Table 2
Methods main features.

acronym Forecast technique Input

PM Simple persistence Past regional PV power output
DM Deterministic physical based model RAMS prediction of GHI and Tair and AOI averaged over the market zone
kNN/QRF Blending of k-nearest neighbors and Quantile Regression Forest RAMS prediction of GHI or Kcs and Tair and sun elevation aggregated at province level
AE1 Analog Ensemble
AE2 Analog Ensemble
DM/NN Hybrid method based on physical/NN models

Table 3
Methods main features.

acronym Forecast approach Input

1DM/NN Model input average WRF NWP aggregated in 20 clusters
6DM/NN Model output average WRF NWP aggregated by market

zones provinces
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b. Deterministic method

The third model is a deterministic model that uses RAMS/WRF
weather forecasts as input features. Two types of pre-processing
procedures are used: (1) using an upgraded version of MOS as
previously [37], and (2) areal averages of the weather forecasts over
the NWP grid points of the target area. The optimal equivalent POA
is near south and the optimal equivalent tilt is 10� as tested on
training data [31]. The forecast model itself is a power estimation
model described in Ref. [40]. It is a parametric model that maps
GHI, Tair and the equivalent angle of incidence (AOI) into the
regional PV power output:

Pfor0PV ðtÞ
.
PnðtÞ¼ f DMPV

�
AOI;GHIfor; Tforair

�
(5)

Since the predictors are the simple regional averages, the model
does not take into account any input spatial variability and non-
uniformity of capacity distribution. Finally, we correct the fore-
casts using a performance factor (PRF), which is computed on 15
days past data (15 days moving window) as the average of the ratio
between daily solar generated energy and the daily energy forecast:

PRF

 
ddþH

!
¼ 1
15

X15
dd0¼1

 P24
t0¼1PPV

�
t0
��� dd� dd0

�
P24

t0¼1P
for0
PV

�
t0
��� dd� dd0

�! (6)

where dd is the current day, while ddþ H is the day to predict. This
factor accounts for the TSO's errors in estimating daily solar gen-
eration, outages, power losses and plant degradation. The regional
generation forecast is then obtained as:

PforPV ðtÞ
.
PnðtÞ ¼ PRF$Pfor0PV ðtÞ

.
PnðtÞ (7)

c. Hybrid method based on deterministic and MLP neural network
models

Similar as the third model, the fourth model uses weather
forecasts from RAMS/WRF as input features, as well as the same
pre-processing step, i.e., areal averages of the weather forecasts
over the NWP grid points of the target area. The forecast model is
similar to the model described in Refs. [31,33], thus it is a hybrid
forecast method based on several steps: (1) the correction factor
PRF is computed by the previously mentioned deterministic model
and post-processing step; (2) the deterministic model is applied to
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the clear sky irradiance GHICS [41], subsequently corrected by the
PRF to obtain the clear sky regional generation (8) and the PV clear
sky index (9):

PCSPV ðtÞ
.
PnðtÞ ¼ PRF$f DMPV

�
AOI;GHICS; Tforair

�
(8)

KPV ðtÞ¼ PPV ðtÞ
.
PCSPV ðtÞ (9)

KPV represents the changes in PV generationwhile removing the
deterministic trend that occurs during clear sky conditions; (3) An
ensemble of neural networks [42] (single-layer perceptron- MLP-)
is used to forecast KPV starting from the predicted clear sky index

(Kfor
cs ¼ GHIfor=GHICS) with different spatially aggregation

(depending on the controlled area). Therefore, the final regional
prediction results from:

PforPV ðtÞ
.
PnðtÞ¼

h
PCSPVANN

�
Kfor
cs

�i.
PnðtÞ (10)

The NN ensemble has been trained on the 2016 data set and
tested on the 2017 data set. In this case, the prediction model takes
into account the non-uniform distribution of irradiance and
photovoltaic capacity because the NNs will automatically select,

throughout the controlled area, the most representative Kfor
cs values.

d. Linear blending of K-nearest neighbors and Quantile Regression
Forest models (k-NN/QRF)

The fifth and final advanced forecast model uses RAMS weather
forecasts as input features. The historical samples of the training set
were pre-processed according to two main steps. (i) First, samples
with missing information are removed from the training set; (ii)
then, outliers are removed by making a least-squares fitting in the
plane defined by (<GHIsat>, P), where <GHIsat> is the average sat-
ellite irradiance over each control area, and P is the related hourly
power, and discarding all samples falling out of a safety cone cen-
tred on the linear fitting. Furthermore, there may be missing in-
formation regarding the exogenous variables in the testing set. For
this reason, a two-step imputation is conducted. Specifically: (1)
first, a k-NN is exploited to fill missing values for those records that
contains at least one variable's value available; (2) residual missing
data are imputed according to a cubic spline interpolation.

The forecast model is a linear blending of k-NN and Quantile
Regression Forest (QRF) [25]. k-NN is a non-parametric similarity
method which looks for past instances with similar weather con-
ditions, selecting the k most similar historical samples and
combining the corresponding historical powers with a weight
depending on the degree of similarity. We use the Euclidean metric
as distance measure and the hyperbolic kernel for the combination
of k nearest neighbors. In addition, only the past k nearest neigh-
bors close to the hour and month of the specific power instance to
be predicted are selected for power forecasting.

The QRF algorithm is a variant of thewell-known Random Forest
(RF) introduced by Breiman [43] which provides the full conditional



Fig. 5. Market zones average accuracy of the different upscaling methods.
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distribution of the response variable. Specifically, assuming that Y is
the target variable and X the vector of predictors, then the final goal
is finding the relationship between X and Y. Supposing a certain
level a (0 < a < 1), QRF estimates the conditional quantile

Qa(x) ¼ inf{y: F(y|X ¼ x) � a}

where F (y|X ¼ x) is the conditional distribution function of Y given
X ¼ x.

The exogenous inputs for k-NN and QRF are {GHI, GHICS} and
{GHI, GHICS, Month, Hour}, respectively. The weights of k-NN and
QRF in the models blending (0.5 and 0.5, respectively) are tuned
according to a trial-and-error approach on a validation dataset not
used in the present work.

e. Reference model

We use a simple persistence model to evaluate the forecast
performance improvement of the aforementioned forecast models.
The persistence model is defined as

PforPV ðtÞ
.
PnðtÞ ¼ PforPV ðt j ddÞ

.
Pnðt j ddÞ (11)

5. Accuracy metrics

Table 1 reports the main metrics used in forecast literature to
evaluate the non-probabilistic forecast accuracy, where X is the
variable that should be predicted (irradiance or PV power output), n
is the number of yearly sun hours.

6. Results

In this section we report and discuss the results obtained
studying different topics that affect the accuracy of upscaling
methods for regional PV power forecast.

In this work, the developed upscaling methods were applied 65
times by varying the NWPs, input features, and feature aggregation
according to the specific analysis, while the technologies are the
ones described in section 4. For this reason, at the beginning of each
following sub-section, if needed, we provide a table reporting the
acronym, the forecast technique and the input description.

a. Accuracy benchmark of different upscaling methods.

First of all, we wanted to understand how the forecast accuracy
was affected by the upscaling method itself, thus, all the developed
methods (listed in Table 2) were fed with the same NWP: day-
ahead RAMS forecasting aggregated at province level. The investi-
gation was performed for each market zone.

Fig. 5 shows the accuracy values of each method averaged over
all the market zones.

As expected, all the methods outperform the persistence model
with an improvement (skill score) that ranges between 15% and
36%. Themaximum average RMSE (6.65%) was reached by the KNN/
QRF method that indeed is strongly biased (2.75% of MBE). The
minimum average RMSE (5%) is obtained by the ANN hybrid
method.

The physical basedmethod (DM) and the analog ensemble (AE1)
approaches perform similarly with a RMSE between 5% and 5.5%.

It is worth noting that the RMSE of the forecasts can vary up to
30% according to the used upscaling approach, therefore, pre-
processing, forecast models and post-processing should be suit-
ably tuned to reach the best regional PV power forecast.
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For example, we must point out that the methods DM, AE2 and
DM/NN make use of a moving window post-processing and this
could be the reasonwhy DM/NN, in average, outperforms KNN/QRF
and AE1.

The same 30% of RMSE variability (from 5% to 3.7%) has been
obtained in a similar accuracy benchmark of the whole 2016 Italian
generation forecast [33]. This confirms that in regional PV power
prediction, there is wide room for performance improvement
related to the upscaling methods used.

b. Impact of forecast horizons (1/2/3 days ahead)

To assess which is the role that the prediction horizon plays in
regional short-term PV forecasting, we applied the methods re-
ported in Table 2 using the two and three day-ahead RAMS
prediction.

Fig. 6 shows that the NWP horizon does not significantly affect
the accuracy of the regional forecast in any of the market areas.

c. Impact of the NWP

To understand howmuch the accuracy of regional forecast could
depend on the quality of the ingested NWPs, we applied the same
outperforming method DM/NN, previously fed with RAMS NWP,
also to WRF 1 day-ahead predictions.

In the single PV system, incident irradiance accounts for 80% of
the energy production, so, for example, improving NWP perfor-
mance by 50% should produce around 40% increase in the accuracy
of PV output prediction. In contrast, different forecasting models
that map irradiance prediction into PV generation could account for
around the 15% of RMSE improvement [44]. Therefore, in a single-
site forecast, the quality of NWPs takes the lion's share of the
achievable accuracy.

Fig. 7 shows that in regional PV power forecasting, an average
improvement of about 50% in NWP accuracy translates, on average,
into an increase of only 20% in the performance of the resulting
market zones PV generation forecasting. On the other hand, we have
just demonstrated that more effective upscaling algorithms could
lead up to a 30% improvement in regional PV forecast accuracy.

These differences between site and regional solar forecast
depend on the additional uncertainties introduced by: PV power
output estimation errors, shutdown/under-performance of PV
plants, long term power degradation (that on regional scale could
be much important than for a single site), distributed power loss,
missing information on the PV installed capacity, missing infor-
mation on fleet location/technology, plane of array, etc. as well as
irradiance spatial variability and non-uniform capacity distribution
that directly affect the NWP aggregation methods.



Fig. 6. RMSE of the AE1 and DM/NN forecasts from 1 to 3 days ahead.

Fig. 7. Comparison of the accuracy of the two GHI NWPs (forecast vs satellite irradiance) and the accuracy of the PV generation forecast of each market zone obtained by the DM/NN
method ingesting the two different NWPs. In the figure, the market zones are listed in order of increasing area.
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Thus, to reduce these input/output uncertainties, in addition to
the prediction model itself, data pre/post-processing could play an
essential role.

d. Comparison of different approaches for PV power prediction at
national level

In this work we have also analyzed if, to predict the national
solar generation, it is more effective to use 6 forecasts of the market
zones productions (model output average at regional level) rather
than a single forecast that directly predicts the whole Italian pro-
duction (model input average). For this purpose, on one hand, we
computed the average (weighted with the capacity) of the 6 zonal
forecasts (DM/NN) previously provided to obtain the Italian solar
power prediction (namely 6DM/NN). On the other hand, we have
input into the DM/NN model the WRF predictors over the whole
Italy to predict directly the national generation (namely 1DM/NN).
To set up this upscaling method, as in Ref. [28], we tested different
types of spatial aggregation of the 1325 predictor time series
(uniformly dispersed across the country). In this case, we found
that grouping the irradiance in 20 different clusters provides the
most accurate prediction. Table 3 summarizes the main features of
the methods.

As it was found in Ref. [10] on smaller area, the two approaches
provided predictions with very similar accuracy, although the
model output average (6DM/NN) slightly outperforms the model
input average (1DM/NN) with 5% of SS. Nevertheless, the latter
approach is more straightforward and easier to implement
(Table 4).

e. Smoothing effect of the output of the upscaling method

It is well known that enlarging the forecast-controlled area
produces an accuracy improvement. This phenomenon, known as
forecast smoothing effect, depends on the increasing decorrelation
of the forecast errors which is achieved enlarging the prediction
footprint [9,33]. However, expanding the area controlled by the
Table 4
Accuracy of the two upscaling approaches.

acronym CORR [�] RMSE [% of Pn] MAE [% of Pn] MBE [% of Pn] SS [%]

1DM/NN 0.990 2.34 1.61 �0.37 54.5
6DM/NN 0.991 2.22 1.55 0.28 56.8

Fig. 8. Margin of performance improvement of regional PV power prediction related to more
in the generation forecast of a single market area. Empty dots are the accuracy of the gen
National Transmission Grid (NTG) constraints have been removed. The lines result from a s
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forecast means improving transmission capacity i.e., removing
network constraints/congestions between neighboring areas.

Fig. 8 shows the benefit in terms of regional forecast accuracy
that can be achieved by advanced upscaling methods and national
transmission grid reinforcement in the Italian case.

(1) Considering the market zone, on average, passing from a
simple power persistence prediction to the DM/NN forecast
the RMSE reduces from 7.84% to 4.13% of the installed ca-
pacity. Therefore, advanced regional forecasting techniques
can improve prediction accuracy up to 47.5%. In this case, the
RMSE results from RMSE realized in each market zone,
weighted with the installed capacity, that corresponds to the
forecast that can be achieved on a controlled area of
50 � 103 km2 (market zones average surface).

(2) Ideally, removing transmission capacity bottlenecks between
market areas, thus allowing for the forecasting of solar
generation of the entire country (300 � 103 km2), would
reduce the RMSE from 4.13% to 2.22%. Consequently,
strengthening the national transmission grid could lead to an
additional 46.5% of improvement in forecast accuracy.

f. Input smoothing effect and machine learning complexity
limit

The last part of our work aims to investigate two different issues,
both related to the number of input features of the forecast
method:

1. To evaluate the impact on forecast accuracy of irradiance spatial
variability and PV capacity distribution depending on the region
size;

2. To assess when, in a machine learning prediction method, the
accuracy benefits of adding input information are completely
overridden by the increasing complexity of the training phase.

For these purposes we applied the AE2 and DM/NN hybrid
methods by using the WRF irradiance predictions at different
spatial aggregation level and region size (Table 5), and we analyzed
the evolution of the resulting forecast accuracy.

Regarding the first issue, Fig. 9 shows that in all the considered
regions, the most accurate prediction was always obtained by the
DM/NN method. In Sardinia, which is the smallest market area
(24 � 103 km2), the outperforming DM/NN ingests the irradiance
predicted on all the 109 NWP grid points pertaining to the region.
accurate forecast techniques (1) and grid reinforcement (2). Black dots are the accuracy
eration forecast in a cluster of two or more of adjacent market zones between which
light modification of the Perez/Lorenz hyperbolic/exponential fitting curves [33].



Table 5
Methods main features.

acronym Forecast technique Input

AE2 Analog ensemble Average sun elevation and WRF GHI
day-ahead-prediction

DM/NN Hybrid method based on
physical/NN models

Average sun elevation and WRF Kcs
day-ahead-prediction

Fig. 9. RMSE trend of the methods AE2 and DM/NN when varying the number of
inputs for 3 regions of different extension. Plots are in semi-log scale.
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In the North region, which is the largest market area (109 � 103

km2), to achieve the most accurate forecast, the 382 irradiance
forecasts across the region had to be aggregated into six spatial
clusters before being fed into the DM/NNmodel. For the entire Italy
(301 � 103 km2), in order to obtain the best prediction accuracy, it
was sufficient to supply the DM/NN model the average of 1325
irradiance predictions. These results show that the larger the size of
the controlled area, the smaller the effect on prediction accuracy of
spatial variability of irradiance and non-uniform installed solar
capacity. We refer to this phenomenon as “input smoothing effect”.
This effect is strictly related to distributed nature of the solar
generation. In fact, since photovoltaic systems are widespread
throughout the country, from a national perspective they appear to
be uniformly distributed in both space and capacity. Therefore, in
this case the spatially averaged irradiance is a very good predictor
since it reflects the national solar generation quite well. As the size
of the forecast footprint decreases, the non-uniformity of spatial
and capacity distributions becomes increasingly important, thus, in
order to achieve themost accurate forecast, the spatial resolution of
the irradiance predictions must be increased.

This result is coherent with the findings of Umizaki et al. [29]
and Saint-Drenan et al. [28]. Unlike our work, inwhich we deal only
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with the aggregated regional data, Umizaki et al. managed more
than 2000 single plants, randomly selecting a growing number of
reference plants used to deduce the overall generation. The authors
showed that if the number of PV system is large, upscaling the
generation forecast of a 5% of the fleet randomly sampled is enough
to obtain the maximum accuracy. In contrast, as was found in
Ref. [28], when the number of systems is small (350 systems), the
upscaling forecast error will depend on the spatial distribution of
the fleet, so that the reference plants should be carefully selected.
We can add that what it was found in Refs. [28,29] could not only
depends on the number of systems but also on the size of the
controlled areas (since the first area [29] appears to be, at least, four
time wider than the second [28]).

Regarding the second issue of the investigation, one of the basic
rules dealing with machine learning techniques (ML) is that the
input features should be correlated with the output, but uncorre-
lated to each other as much as possible. However, on one hand,
increasing the number of input features will, in any case, provide
further information that can help to improve ML performance. On
the other hand, additional features increase the dimension of the
parameters space and the number of local minima of the cost-
function appearing during the training phase. As a consequence,
the probability of under/over fitting solutions increases. Therefore,
to optimize ML performance, a tradeoff between additional infor-
mation and training complexity must be found. To investigate on
this topic, we compared the performance of DM/NN base model
with the one achieved by the statistical Analog Ensemble method.
Indeed, adding features in the AE input does not increase the
dimension of the model parameters that should be optimized
during the training, thus does not increase the complexity of the
training. For this reason, we used AE performance to evaluate the
effectiveness of our DM/NN model depending on the number of
irradiance inputs and regional size.

Fig. 9 shows that AE always benefit of additional information
regardless the number of intra-correlated input. In contrast, DM/
NN model shows both the optimal number of features (black dots),
and what we call “complexity limit” (red empty dot), i.e., the
number of inputs beyond which AE becomes more performant.
Both these numbers depend on the size of the region (as previously
explained) and obviously on the ML technology and architecture.

g. Comparison of the forecast accuracy obtained in this study with
the accuracy reported in literature

It is very challenging to compare the accuracy obtained by other
upscaling methods reported in literature as the method perfor-
mance depends on local climatic condition, year of test, forecast
horizon, size of the controlled area (see section 6e), data quality of
the aggregated regional generation to be predicted and available
data on the PV fleet [19] (positions, capacity, plane of the array,
modules technology, etc.). The only way for real performance
comparison is to apply upscaling methods to predict the same
regional PV generation, as in this paper or in Refs. [16,19,23,27]. For
these reasons, the comparison between the forecast performances
reported in this work and in other papers (Table 6) can be
considered as indicative.

Table 6 shows that the achieved RMSE is comparable with the
other works that consider controlled areas of similar size. In
contrast, except of the whole Italy, the skill score is significantly/
slightly lower depending on the used NWP. However, it is worth
noting that, unlike the works cited in the table, the current inves-
tigationwas conducted without any information on the regional PV
fleet, other than the total annual installed capacity in the region (at
the start/end of the test year), and this can have a large impact on
forecast performance. Another factor that could explain the lower



Table 6
Comparison between the day-ahead prediction accuracy of our outperforming upscalingmethod (for both the NWP) with the accuracy obtained by themost accurate methods
reported in literature according to similar size of the controlled area.

Forecast controlled area Regions size [103 km2] RMSE [% of Pn] Skill score [%]

Italy (RAMS) 300 3.6 30

Italy (WRF) 2.2 56.8

Germany zone [16] 214 4.1 48
Italy NORD zone (RAMS) 119.5 4.1 36.1
Italy NORD zone (WRF) 3.3 48.9
Germany zone [16] 104 4.3 52.8
Germany zones [27] 140/109 3.82/4.23 52/56.4
Italy CNORD/CSUD/SUD zones (RAMS) 41/41.5/49 5.3/5.5/5.6 35.7/36.7/34.8
Italy CNORD/CSUD/SUD zones (WRF) 4.4/4.6/4.5 46.4/47.9/47.2
Germany zone [27] 73.1 4.51 54
Japan zone [23,29] 72.6 5.1 66
Italy SICI/SARD zones (RAMS) 26/24 4.9/4.6 30.8/42.3
Italy SICI/SARD zones (WRF) 4/4 43.5/49.9
Japan zones [23,29] 32.4/33.1/36.7 5.2/5.2/5.1 67.5/66/66
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skill score is the RMSE of the persistence model (day-ahead vari-
ability) which for the Japanese zones is around 15%, for the Ger-
many zones is around 9.15%, while for the Italian zones is 7.8%. On
the one hand, in a low variable weather conditions (as for Italy) the
PV generation is easier to predict, on the other hand the persistence
model is much more accurate (in clear conditions it is the out-
performing model), which results in lower skill. Indeed, it could be
noted in Table 6 that when the RMSE of persistence is higher, the
forecast skill score is also higher: 66% for Japanese zones, 54% for
Germany zones, 47% for Italian zones (WRF input), while the RMSE
of the Italian forecast is slightly lower than the German and Japan
forecast error: 5.15% Japan, 4.2% Germany, 3.9% Italy (WRF input).
For these reasons, the best performing developed methods can be
considered to be at the “state of the art” level when fed with high-
quality NWP forecasts.

7. Conclusion

In this work, we have analyzed several relevant issues that affect
the accuracy of upscaling methods used for short term regional PV
generation forecasting. The investigationwas conducted using Italy
as case study, in particular the six different market zones in which
Italy was divided. In the study we made use of regional PV power
generation estimated by the Italian TSO, two different kinds of
Numerical Weather Predictions (NWP), and several upscaling
methods. The work is part of the research activity carried out
within the IEA-PVPS task 16: Solar Resource for High Penetration
and Large Scale Applications.

The main results can be summarized as following:

1. We have shown that in regional power forecasting the upscaling
technique plays a significant role, while the quality of the NWP
forecasts becomes less relevant. In contrast, it has been shown in
the literature that the forecasting accuracy of individual PV
systems is driven mainly by the performance of the NWP fore-
casts. Indeed, in our case study, we found that the RMSE of
regional forecasts based on the same NWPs can be reduced by
30% with a more accurate upscaling method, while feeding the
same upscaling method with a 50% better performing NWPs
reduces the RMSE by only 20%. In contrast, for single-site power
prediction, 50% better performing NWPs should result in, at a
minimum, a 40% improvement in accuracy, while a more ac-
curate prediction model can reduce the RMSE of the prediction
by about 15%.

2. We also showed that the accuracy of the 1-2-3 day ahead
regional forecast are very similar to each other, so the short-
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term forecasts could have been slightly affected by the fore-
cast horizon also because of the above mentioned reasons.

3. We have shown that merging sub-regional PV power forecasts
to predict national solar generation (average model output
approach on sub-regional level) only slightly improves the ac-
curacy of the prediction of the whole country's generation
(average model input approach). Nevertheless, the second
approach is much more straightforward and therefore
preferred.

4. We quantified the margin of improvement in prediction accu-
racy that can be achieved by more accurate upscaling methods
and by enlarging the areas controlled by the prediction, i.e.,
removing grid constraints between subregions. We estimated
that, for the Italian case, each of these strategies (to be applied
sequentially) can bring up to 50% improvement in the accuracy
of national PV generation forecasting.

5. We showed that, dealing with a VPP approach and ML forecast
model (model input average), the aggregation of NWP input
features should increase with the forecast footprint to reach the
outperforming prediction. Thus, large area forecast is not only
more accurate (forecast smoothing) but also more straightfor-
ward to implement since fewer degrees of freedom are required
(we call this effect “input smoothing”). Our finding is coherent
with the results achieved in recent researches [28,29] for other
upscaling approaches that aim to detect the relevant plants
whose generation better reflect the regional production (output
models average). Nevertheless, our result could indicate that
forecast uncertainty due to this upscaling approach could
depend not only on the number of selected reference plants but
also on the forecast footprint. In other words, the smaller the
controlled area the higher should be the density of reference
plants needed to obtain a given upscaling forecast uncertainty.
This is a counterintuitive result as it implies that the larger the
controlled area, the lower the accuracy impact of the non-
uniform irradiance/capacity distribution and certainly needs
further investigation.

6. We have shown and quantified the maximum amount of
correlated information that can be ingested into our machine
learning (ML) forecast method before it becomes worse than a
simpler statistical method (used as a benchmark). This number,
which we called: “complexity limit”, depends on the size of the
controlled area and, of course, on the ML algorithm itself. This
means that, coherently with the aforementioned results, dealing
with ML based upscaling method, GHI spatial aggregation be-
comes more and more important as the forecast footprint in-
creases. In particular, we have shown that although 109 GHI
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inputs for our NN based method appears to be a large number of
features, they are below the complexity limit for a small area
such as Sardinia and still provide relevant information. In
contrast, for the whole of Italy the complexity limit is reduced to
60 input features, which means that more information (intra-
correlated) ingested into the model completely compromises its
accuracy.
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