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ABSTRACT. We study the atomistic-to-continuum limit of a class of energy functionals for crys-
talline materials via I'-convergence. We consider energy densities that may depend on interactions
between all points of the lattice and we give conditions that ensure compactness and integral-
representation of the continuum limit on the space of special functions of bounded variation. This
abstract result is complemented by a homogenization theorem, where we provide sufficient con-
ditions on the energy densities under which bulk- and surface contributions decouple in the limit.
The results are applied to long-range and multi-body interactions in the setting of weak-membrane
energies.

1. INTRODUCTION

The passage from atomistic to continuum models is of major interest in the description and
understanding of many physical phenomena and in models in applied sciences. Even for those
atomistic systems which are driven by simple lattice energies, the choice of the method to analyse
their asymptotic behavior as the interatomic distance tends to zero is nontrivial. Compare for
instance the results obtained by taking pointwise limits ([? ? ? |) to those obtained by variational
methods (see [? 7 | for an overview). There, the choice of the limit process underlines some
assumptions on the model, which are translated in the definition of convergence of discrete to
continuum functions, and may lead to different results.

In this paper we work within the variational framework, which amounts to allow for a very
general definition of convergence of discrete functions and is translated in analyzing the asymptotic
behavior of discrete systems in terms of I'-convergence. This has proven to be a powerful tool
in Materials Science to predict or better understand the macroscopic response of a material to
microscopic deformations, but has also been used in other applied fields such as Computer Vision to
provide discrete approximations of given continuum energies that might be used, e.g., for numerical
simulations, or in Data Science, to provide continuum minimal-cut approximations to problems in
Machine Learning. We will use the terminology of ‘atoms’ and keep the application to physical
problems in mind, even though in the frameworks just mentioned discrete domains can be thought
of as composed by pixels or labels of data. We restrict our description to the case when the
reference configuration of a material at the atomistic scale can be assumed to be a (Bravais) lattice
(crystallization); this assumption could be relaxed to considering non-Bravais or disordered lattices,
at the expense of a more complex notation. In our case it is not restrictive to assume the reference
configuration to be (a portion of) the cubic lattice Z™ in R™, scaled by a small parameter. More
precisely, fixing € > 0 one describes the atomistic deformation of a material occupying an open
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bounded domain © C R” through a map u : Z.(Q) — R?, where Z.(Q) := Q N eZ" denotes the
set of e-spaced material points (or simply atoms) of the system. In the most general case, one can
assume such a system to be driven by an energy of the form

Fou)= Y e"¢i({u"} ez i) (1.1)

1€Z-(Q)

Here for fixed 4 the function ¢f : (R%)%=(2=%) — [0, +00) should be thought of as the potential energy
at scale € describing the interaction between the atom at position ¢ and the whole configuration
{u'};ez. (). As a consequence, energies as in (1.1) can model systems which are (at the same time)
non-homogeneous, multi-body, non-local and multi-scale.

1.1. Aim of the paper. In this paper we are interested in the variational description (via I'-
convergence) of the limit of the F. above as the lattice spacing ¢ vanishes while the density of the
atoms is kept constant thanks to the scaling factor €. We refer to such a coarse-graining procedure
as discrete-to-continuum limit. As a matter of fact a fine description of the discrete-to-continuum
limit of physical systems driven by energies as those in (1.1) turns out to be a very challenging
task unless the potentials are explicitly known and take some very special form. Until now the
most general result in this direction has been obtained in [? |, where the authors establish a set
of assumptions on the potential energies ¢; which ensure that up to subsequences the I'-limit of
energies as in (1.1) is an integral functional defined on a Sobolev space. The aim of the present paper
is the extension of such a general result to the setting of special functions of bounded variations,
that is to find sufficient conditions on ¢ under which the variational limit energy of the sequence
(F:) is of the form

F(u) = /Qf(x,Vu) dx —|—/S gz, ut —u=,v,) dH" ! (1.2)

defined on those u (here we use the same notation u for both microscopic and macroscopic fields) be-
longing to SBV (Q2; R?). Energies of this type are usually referred to as free-discontinuity functionals
and are widely used to model a number of phenomena in fracture mechanics, image reconstruction
or in the theory of liquid crystals, to make only a few examples ([? ? 7 7 ]). The discrete-
to-continuum analysis performed in the present paper thus provides a very general framework on
the one hand for atomistic systems whose macroscopic behavior can be studied in the context of
fracture mechanics and on the other hand for possible discrete approximations of energies used in
image reconstruction, such as for instance the approximations studied in [? ? ? ? |. We point out
that our analysis is also connected to some recent results in Data Science [? 7 ? ].

The assumptions on the potentials ¢ that are needed to restrict the class of possible discrete-
to-continuum limits to functionals of the form (1.2) are carefully listed in Section 2. Here we
limit ourselves to highlight the main ideas behind them in the case that u represents the elastic
deformation field of a physical system to be studied within the theory of fracture mechanics. In
this case the two energy terms in (1.2) can be interpreted as follows. The bulk integral represents
the (hyper-)elastic energy stored in the system due to the contribution of bounded microscopic
deformation gradients, that is of deformations with |u® — u/|/e of order one. The surface term
represents the energy the system needs to produce the fracture S, in  with opening u* — u™.
Such an energy is instead due to microscopic deformation gradients of order 1/e. In the simplest
possible case f(z, M) = |M|P and g = const the bulk and surface energies are proportional to the
p-th power of the LP norm of the macroscopic deformation gradient Vu and to the length of the
fracture, respectively.
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Within this framework the assumptions on the potentials ¢; read as follows.

(H1) invariance under translations in u: This ensures that the integrand f in (1.2) does not
depend explicitly on u and g depends on u+ and u~ only through their difference;

(H2) monotonicity in the strain: the potential energy is assumed to be a non-decreasing in the
finite differences |u’ — | - in the simple case of pairwise interactions this translates to the
fact that the elastic energy increases as the modulus of the deformation gradient increases;

(H3) weak Cauchy-Born type upper bound: we only require that the potential energy of any
microscopic affine deformation is bounded from above by the p-th power (p > 1) of the
norm of its gradient;

(H4) lower bound that allows to deduce that the limit is defined on SBV(2): keeping in mind the
interpretation above, of finite differences as deformation gradients, ¢$({u**7}) is assumed to
be bounded from below by |(u’—u?)/e|P whenever this quantity is of order 1, and otherwise
by 1/e;

(H5) mild non-locality: the potential energies ¢$ of different deformations that agree in a cube
of side length o centred at a point 7 are comparable up to an error that vanishes for large
« as € — 0 uniformly in 4. This ensures that the I'-limit is a local integral functional;

(H6) controlled non-convexity: the energy stored by a convex combination of two deformations is
asymptotically controlled by the sum of the energies corresponding to each single deforma-
tion. This technical assumption allows us to use the abstract methods of I'-convergence (see
below) and is needed here to tame the effect of the possibly diverging number of multi-body
interactions.

We take the discrete-to-continuum limit of the energies in (1.1) under this set of assumptions.
To this end we regard a discrete field u as belonging to L*(Q; R?) by identifying it with its piecewise
constant interpolation on the cells of the ¢ lattice. Outside this set of functions we extend F. to
LY(;RY) by setting it equal to +00. We then define the discrete-to-continuum limit of F. as its
I'-limit as € — 0 with respect to the strong L'-convergence.

We remark that hypothesis (H2) is quite restrictive in the framework of mechanics as it is not
feasible for the modelling of materials with resistance to compression. The variational analysis of
such models in dimension higher than one remains a major open problem, which has defied integral-
representation techniques so far, and we do not address it in the present paper. Some interesting
results in that context can be found for instance in [? | or [? ] in the case of Lennard-Jones
type potentials. Although (H2) rules out the above mentioned models in the general setting, it is
not a restrictive assumption in the case of traction problems. Moreover, it is compatible with the
assumptions on interaction potentials used in the context of image reconstruction, and in recent
applications to data science. In the following sections we provide a relaxed, albeit more complex,
version of (H2), which allows a more general forms of the energy densities.

1.2. Main results, methods of proof and comparison with existing results. In this paper
we prove compactness, integral-representation and homogenization results for energies of the form
(1.1). More precisely, in Theorem 3.1 we show that, up to subsequences, the discrete energies F.
I-converge to a free-discontinuity functional of the type (1.2). Using this integral representation
we then prove the homogenization Theorem 4.3. There we show that under additional assumptions
on ¢$ which will be discussed at the end of this section the whole sequence (F;) I'-converges to

Fhom(u) = /thom(Vu) dx +/ Ghom (Ut —u™,vy) dH" T, (1.3)

u

where fhom and gnom are some homogenized bulk and surface-energy densities, respectively.
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The proof of Theorem 3.1 relies on the so-called localization method of T'-convergence (see [?
, Chapters 14-20] and also [? , Chapter 16]). Following this method we consider energies F. as
functions defined both on w and on the open subsets of 2 by defining for every pair (u, A) with
u: Z(Q) - R4 and A C Q open the localized energy E.(u,A) according to (1.1) where now
the sum is taken only over i € Z.(A). We then prove a general compactness result (Theorem
3.14) which ensures that for every sequence of positive numbers converging to zero there exist a
subsequence (g;) and a functional F' such that for every A C © open and with Lipschitz boundary
the localized energies I, (-, A) I'-converge to F'(-, A). Subsequently, thanks to assumptions (H1)-
(H6) we recover enough information on F' both as a function in u and as a set function to write
it as a free-discontinuity functional of the form (1.2) by using the general integral-representation
result in [? ]. Before we comment on the homogenization result below we give a short overview on
the use of the localization method in the context of discrete systems.

The method was originally proposed by De Giorgi and has been successfully used in the context
of homogenization of multiple integrals in the continuum setting (see [? | and references therein).
It has been first adapted to study discrete-to-continuum limits in [? ] in the context of pairwise-
interacting discrete systems modeling nonlinear hyper-elastic materials and giving rise to continuum
functionals finite on Sobolev spaces of the form fQ f(z,Vu)dz. After that the application of the
localization method to discrete systems at a bulk scaling has been extended into several directions
including stochastic lattices [? ? ], more general interaction potentials [? 7 7 | and has also been
combined with dimension-reduction techniques [? |. The most general result for discrete systems
on deterministic lattices with limit energies on Sobolev spaces is by now contained in [? ].

At the surface scaling the analysis of discrete systems has required the use of the abstract method
for the first time in [? ]. That paper derives the continuum domain-wall theory in ferromagnetism
from pairwise interacting Ising-type spin systems on (possibly stochastic) lattices (see also [? ] for
thin films). The extension of this result to more general magnetic interactions has been considered
in [? ]. There the authors give examples of systems not satisfying (the analog of) assumption (H5)
whose discrete-to-continuum limit is a nonlocal functional (see also [? ]). A first general result for
discrete systems with multi-body and long-range interactions at this scaling has been obtained in
[? ] in the context of spin-like systems with spatially modulated phases.

We point out that in the above mentioned papers the discrete energies under consideration
involve either a pure bulk or a pure surface scaling. In order to obtain a I'-limit of the type (1.2)
one needs to consider discrete energies where both scalings are present at the same time. In this
case, however, it becomes more difficult to find the correct set of assumptions which makes the
localization method applicable. A first result in this direction has been obtained in [? |, where
the author considers energies of the form (1.1) on a possibly stochastic lattice. The interaction
potentials ¢ however are independent of ¢ and ¢, have finite range and depend on finitely many
particles uniformly in e. Moreover, they depend on the configuration {u’}; through the set of
discrete differences {|u’ —u’|}; ;. This type of dependence is essential to decouple the contribution
of bulk and surface scalings in the continuum limit, which finally allows to prove the full I'-limit
result (without extraction of a subsequence) in the case of a stationary stochastic lattice. This
is done by exploiting for the first time in the discrete setting the theory of maximal functions
introduced in [? | and used in [? | in the context of homogenization. This technique turns out
to be useful also in the proof of the present homogenization result Theorem 4.3, which we finally
describe below.

Theorem 4.3 falls into the framework of periodic homogenization and thus requires the restriction
to a special class of periodic interaction-energy densities. As our interaction-energy densities at a
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point i may depend on the whole configuration {u’*’ }jez. (o) the meaning of periodicity needs
to be clarified. A proper definition of periodicity (at least in the interior of ) is possible when
restricting to finite-range interactions. This modeling assumption also helps to decouple the bulk
and the surface scaling in the I'-limit, which is central to characterize the homogenized integrands
fhom and gnom in (1.3). We highlight that even under the finite-range assumption this task still
requires a major effort due to the lack of a gradient structure in the interaction potentials. In fact, a
crucial step in proving the homogenization result consists in establishing sufficient conditions on the
potential ¢ (without enforcing an explicit gradient structure) which make it possible to distinguish
between the discretization of a macroscopic affine deformation of the form uy(z) = Mz with
M € R™™ and of a macroscopic jump, that is, a mapping of the form u¢(z1,...,2,) = CX{zn>0}
with ¢ € R%. More in detail, to derive formulas for the homogenized integrands fhom and gpom in
(1.3) it is essential that the potentials ¢$ reflect the different scaling properties of ups and ue when
passing from the scaled lattice eZ™ to the integer lattice Z". Indeed, the affine function wj; satisfies
upm(j) = eun(j/e) for every j € €Z", while for the jump function u¢ there holds u¢(j) = uc(j/e)
for every j € eZ". It thus seems natural to require that for a given discrete function u : Z" — R4
and ¢ € Z™ asymptotically there holds

e ({ew/7)) ~ e ({ul}), s ((w/F)) ~ e ({u)),
for some discrete bulk and surface potentials ¥?, ¥. This heuristic argument is made rigorous in

Section 4.1, where we carefully state the correct hypotheses on the interaction potentials and we
refer the reader to this section for more details.

1.3. Plan of the paper. The paper is organized as follows. In Section 2 we recall some basic
notation and we introduce the discrete functionals under consideration together with the precise
assumptions on the potential ¢;. Section 3 is then devoted to the proof of the integral-representation
Theorem 3.1 and to the treatment of Dirichlet boundary problems. The latter allows us to obtain
asymptotic minimization formulas for the integrands f and g in (1.2) (see Remark 3.16), which are
a key ingredient to prove the homogenization result Theorem 4.3. This is done in Section 4, where
we also state precisely the periodicity- and the separation-of-scales assumptions. We conclude the
paper by giving some examples that fall into the framework of our discrete energies in Section 5.

2. SETTING OF THE PROBLEM

Notation. Let n > 1 be a fixed integer and 2 C R™ an open, bounded set with Lipschitz boundary.
We denote by A(2) the family of all open subsets of Q2 and by A"9(Q2) the family of all open subsets
of Q0 with Lipschitz boundary.

Let {e1,...,e,} denote the standard orthonormal basis in R™. If v,£ € R™ we use the notation
(v, &) for the scalar product between v and £ and by |v| := 1/(v,v) and |[V]s = SUP;<p<p |V, k)]
we denote the euclidian norm and the supremum norm of v, respectively. Moreover, we set S”~ ! :=
{v € R": |v| = 1} and for every v € S"~1 we denote by I, := {x € R": (x,v) = 0} the hyperplane
orthogonal to v and passing through the origin and p, : R™ — II,, is the orthogonal projection onto
II,. Further, Q" denotes a unit cube centered at the origin and with one face orthogonal to v, and
for every xgp € R™ and p > 0 we set Q) (z0) := zo + pQ”. If v = e}, for some k € {1,...,n} we
simply write @ and @, (o) in place of Q°* and Q%* (o).

For every A C R™ we write | A| for the n-dimensional Lebesgue measure of A, while H"~! denotes
the (n — 1)-dimensional Hausdorff measure in R™. If p € [1,4+o00] and d > 1 is a fixed integer we
use standard notation for Lebesgue spaces LP(Q;R?) and Sobolev spaces WP (2; R%). Moreover,
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SBV(Q;R?) denotes the space of R%valued special functions of bounded variation in § (see, e.g.,
[? ] for the general theory). If u € SBV({;R?) we write Vu for the approximate gradient of
u, S, for the approximate discontinuity set of u and v, is the generalized outer normal to S,.
Moreover, ut and u~ are the the traces of u on both sides of S, and we set [u] := vt —u~. We
also consider the larger space GSBV (Q;R?) defined as the space of all functions u : © — R? such
that ¢ o u € SBVjec(;R?) for every ¢ € CH(R?%;R?) with supp(Vy) CC R?. For p € (1,+00) it is
also convenient to consider the spaces

SBVP(Q;RY) := {u € SBV(Q;RY): Vu € LP(Q;R¥*™), H"1(S,) < +oo}

and
GSBVP(;RY) := {u € GSBV (4 RY): Vu € LP(Q;R™) H"71(S,) < +oo}.
Note that GSBVP(£;R?) is a vector space and for every u € GSBVP(Q;R?) and ¢ € C!(R?;RY)
with supp(Vy) CC R? there holds p o u € SBVP(Q;RY) N L>®(Q; R?) (see, e.g., [? , Section 2]).
For g € R*, v € S"7 1, ¢ € R? and M € R¥*™ we will frequently consider the jump function
uf ot R" — R? and the affine function uys 4, : R* — R? defined by setting

y ¢ if (x —xo,v) >0,
uf (z) := {0 y 233 2 1/; —0 and UM 2o (T) = M(x — ), (2.1)

for every x € R™.

Setting. In all that follows € > 0 denotes a parameter varying in a strictly decreasing sequence
of positive real numbers converging to zero. For any € > 0, u : R — R%, ¢ € Z" and 2 € R" we
denote by

Déu(z) = 4+ ffé" ul)

€
the difference quotient of u at x in direction &. If ¢ = e;, for some k € {1,...,n} we write DFu(z)
in place of D¢ u(x).

We now introduce the discrete functionals considered in this paper. To this end, for every A C R"
let Z.(A) := ANeZ™ and set A.(Q;R?) := {u : Z.(Q) — R?}. It is then convenient to identify
discrete functions u € A, (Q;R?) with their piecewise-constant counterpart belonging to L!(Q;R?)
defined by setting

u(z) == u(i) = u' for every x €i+[0,e)", i € Z.(). (2.2)

If (u.) is a sequence in A, (€2; RY) we say that (u.) converges in L' (£2; R) to a function u € L'(Q;R?)
if the sequence of the piecewise-constant interpolations of u. defined as in (2.2) does so.

Finally, for every i € Z.(f) it is convenient to consider the translated set ; := Q —i. We
then consider functions ¢f : (R%)Z=(%) — [0,+00) and we define the discrete functionals F. :
LY(Q;RY) x A(Q) — [0, +00] as

Y " i{u Y jezan) ifu€ A(BRY),
F.(u,A) = { iez.(4) (2.3)
+00 otherwise in L!(Q;R%).
In the case A = Q we omit the dependence on the set and simply write F.(u) in place of F¢(u, ().

With the identification as in (2.2) and the corresponding L!(2; R?)-convergence we aim to describe
the T-limit of the functionals F. in the strong L!(£)-topology under suitable conditions on the



FREE-DISCONTINUITY FUNCTIONALS FROM DISCRETE TO CONTINUUM 7

energy densities ¢5. Namely, we assume that the functions ¢ : (Rd)zf(gi) — [0, 400) satisfy the
following hypotheses for every ¢ > 0 and i € Z.(Q).

(H1) (translational invariance) For all w € R? and 2 : Z.(;) — RY,
¢ ({27 + whjez.(a) = i ({#' Yiez.20);

(H2) (monotonicity) for all z,w : Z.(Q;) — R? with |27 — 2
we have

w!| for every j,1 € Z.(Q)

¢ ({2 }iez.00) < 6 ({w' }jez. 00);
(H3) (upper bound for linear functions) there exist ¢; > 0 and p € (1, 400) such that for every
M € R¥™ we have

¢;({(M2) }iez ) < ea(|MIP +1),

where by (Mx) we denote the linear function defined by (Mz)’ := Mj;
(H4) (lower bound) there exists ¢ > 0 such that

QS?({Zj}jeZE(Qi)) > comin {Z ‘D":Z(O”p, i} 7

k=1
for all i € Z.(Q) with i 4+ cep € Z.(Q) for every k € {1,...,n} and every z : Z.(£);) — R%
Moreover, we require that the following is satisfied.

(H5) (mild non-locality) For every e > 0, a € N, j € Z.(R") and { € Z™ there exists ¢Z§, > 0 such
that for every i € Z.(Q) and for all z,w : Z.(€;) — R? with 2/ = w’ for all j € Z.(eaQ)
there holds

¢ ({z"}jez.0) < 95 ({0’ }jez.00)

D DD DR mm{ms(>|p,1+lz<j+s£>—w<j+es>}7

€
JEZ(Q) EeL™
Jte€ed;

and the sequence (c£%) satisfies that following:
hmsupz Z Z 035 < 400 (2.4)
a€eNjeZ. (Rn) ezn
and for every n > 0 there exists a sequence (M) with eM; — 0 as ¢ — 0 such that
lim sup Z 07 << (2.5)
e—0 1.
max{e,1|j],1¢} > M

(H6) (controlled non-convexity) there exists ¢z > 0 and for every ¢ > 0, j € Z,(R") and £ € Z"
there exists Cg,g > 0 with

limsu cdt < 2.6
e—0 P Z Z e ( )
JEZ(R™) E€L™
such that for all i € Z.(Q), every z,w : Z.(€;) — R and every cut-off ¢ : R* — [0, 1] we
have
¢ ({0’27 + (1 = ) w'}jez0,) < o3 (65 ({27 Yiez. o) + 5 ({w' }iez.0))
+ Ri(z,w, 9),
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where

Reug— S % cﬂf( - |D§so(l>|”|z<j+e£)—w(j+e§>|”>
jer:) cen 1€2. ()
j+eteq; ke{l,...,n}

; 1 1

DI SIS <mm{ DS, g b+ i { DS, i | >;

jeran femn el¢] el¢]
jteceq;

Remark 2.1. Hypotheses (H1) together with (H3) imply that for every € > 0, i € Z.(Q) and for

any constant function z : Z.(€2;) — R%, 27 = w for all j € Z.(£2;) we have

¢ ({z' Viez.0) = ¢1({0] + w}jez.0n) = 65 ({05} jez.(0) S e + 1. (2.7)

Note that the condition on the decaying tail of the sequence (c$,) in (H5) is slightly more genereal
then the corresponding conditions in [? | and [? ]. In fact, therein the authors choose for every
n > 0 a constant M, > 0 uniformly in € such that the analog of (2.5) is satisfied. Here we show
that this assumption can be weakened by allowing My to depend on ¢ as long as eM; — 0. This
weaker condition makes it possible to rephrase an example considered in [? ] in our framework (see
Section 5.3).

Hypotheses (H2) provides a possibility to pass from GSBVP(Q; R?) to SBV?(; RY)NL>(Q; RY)
using a suitable truncation procedure (see Remark 2.2 below). This is essential in many proofs in
Sections 3 and 4. Instead of requiring (H2) we could also require that there exists a family of
functions ¢ C C1(RY;RY) with || Vg ||pe < L uniformly in k for some L > 0 satisfying ¢}, = id on
B,,1(0) and supp ¢, C B,,k(0) for some ry > r; > 0 such that F.(¢p(u), A) < F.(u, A) for every
e >0, every u € A.(Q;R%) and every A € A(Q). Nevertheless, we prefer to state (H2) as above,
since it allows us to express the required properties of F. on the level of the potentials ¢ and
applys directly to the family of functions ¢, considered in [? ] that we shall introduce in Remark
2.2 below.

Remark 2.2 (Smooth truncation). As mentioned above, we will apply (H2) to suitably truncated R?-
valued functions. To this end, following the approach in [? | we consider ¢ € C°(R) with p(t) =t
for all t € R with [t| < 1, ¢(t) =0 for all t > 3 and [|¢/|lo < 1 and we define ¢ € C°(R%; R?) by
setting

el if ¢ #0,
$(C) = R
0 if(=0.
The function ¢ is 1-Lipschitz [? , Section 4] and for every k > 0 the function ¢ defined as
ox(€) == kd)(%) is also 1-Lipschitz. In particular, since ¢ (0) = 0, we have
64(Q)] < [¢] for every ¢ € RY. (2.8)
For every u : R® — R? we now define the truncation Tju := ¢ (u) and we observe that thanks to
the 1-Lipschitzianity of ¢, (H2) yields
FE(Tkua A) < Fs(u, A)a (29)
for every k > 0, > 0, A € A(Q) and u € A.(Q;R?). Moreover, for every u € GSBVP(Q;RY)
and every k > 0 the truncation Tyu belongs to SBVP(Q;R?) N L>(Q;RY). Finally, if u €
GSBVP(;RY) N LY(Q; R?) there holds (see [? , Lemma 2.1])
(i) Tyu — v a.e. and in L'(Q;R?) as k — +o0,
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(ii) VTyu(z) = Vi (u(z))Vu(z) and in particular |VTiu(z)| < |Vu(z)| for a.e. z € Q and
every k > 0,

(iil) S7yu C Su and ([u],vy) = ([Tru], vr.) H* t-ae. on S, N {|u*| < k} up to a simultaneous
change of sign of [Tyu] and vr,,, and by Lipschitzianity |(Txu)t — (Tpu) | < |ut —u~| for
every k > 0. Moreover limy_, 1 oo H" 1 (S70) = H"1(Sy).

Remark 2.3 (I'-liminf and I'-limsup). In all that follows we use standard notation for the I-liminf
and the T-limsup, i.e., for every pair (u, A) € L*(Q;R?) x A(£2) we set
F'(u, A) := I'-liminf F.(u, A) := inf{liminf F. (ue, A): ue — u in L*(Q;RY)},
e—0 e—0
F"(u, A) := I-limsup F;(u, A) := inf{limsup F. (uc, A): ue — u in L*(Q;R%)}.

e—0 e—0
If A= we write F'(u) and F”(u) in place of F'(u,2) and F"(u, Q).

The functional F” is superadditive as a set function [? , Proposition 16.12] and both the func-
tionals F’ and F" are increasing as set functions [? , Proposition 6.7] and L!(2; R%)-lower semicon-
tinuous in u [? , Proposition 6.8]. Moreover, from (2.9) we deduce that F’'(Tpu, A) < F'(u, A) and
F"(Tyu, A) < F"(u, A) for every (u, A) € L'(Q;R?) x A(Q) and k > 0. Hence, the L' (£2; R%)-lower
semicontinuity together with (i) in Remark 2.2 ensure that

lim F'(Tyu, A) = F'(u, A),
k— o0
lim F"(Tyu,A) = F"(u, A). (2.10)
k—+o00
Finally, we also consider the inner-regular envelopes of I’ and F” defined as
F' (u, A) :=sup{F'(u,A"): A" € A(Q), A" cc A},
F"(u, A) == sup{F"(u, A"): A" € A(Q), A" cC A}, (2.11)
respectively. Then F’' and F” are inner regular by definition, increasing and L!(Q;R?)-lower
semicontinuous [? , Remark 15.10].

3. COMPACTNESS AND INTEGRAL REPRESENTATION

In this section we state and prove the first main result of the paper, which is the following
integral-representation result for the I'-limit of the functionals F~.

Theorem 3.1 (Integral representation). Let F. be as in (2.3) and suppose that ¢f : (R?)Z=(%) —
[0,4+00) satisfy (H1)-(H6). For every sequence of positive numbers converging to 0 there exists a
subsequence (g;) such that (F.,) I'-converges to a functional F : L*(Q;R?) — [0, +00] of the form

Flu) = /Qf(:r,Vu) dx + / g(z, [u],v) dH™™ ! if u € GSBVP(Q;RY) N LY(Q;RY),

u

(3.1)
+o0 otherwise in L'(Q;R?).

Here, for every xg € R™, v € "1, ¢ € R? and M € R¥™*™ the integrands are given by the formulas
. 1 v . 1 v v
f(il'o,M) = hmsup Tm(uM@o?Qp(xO))a g(Io,C,V) = hmsup ﬁm(uc,monp(IO))v (32)
p—0 P p—0 P
where un o, uf ., are given by (2.1) and for every u € SBVP(Q;RY) and every A € A™9(Q) we
have set
m(a, A) := inf{F(u, A): u € SBVP(A;RY), u = in a neighborhood of OA}. (3.3)
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In particular, g(z,t,v) = g(x, —t,—v) for every (z,t,v) € Q x R? x S"~1. Moreover, for every
A€ A™9(Q) and every u € GSBVP(;RY) N LY(Q; R?) there holds

- lim F. (u,A)= / f(z,Vu)dz —|—/ g(x, [u],v,) dH™ 1. (3.4)
J—+oo A SuNA

Remark 3.2 (Choice of convergence). The convergence in measure would be a more general choice
with respect to the L'-convergence chosen in Theorem 3.1. In this case one could follow the
arguments in [? | to prove an integral representation as above. Here we prefer to work with the
latter convergence, as we are interested in Dirichlet boundary value problems (cf. Lemma 3.15), in
which case the L!-convergence becomes the natural choice thanks to the lower bound (H4) together
with the monotonicity assumption (H2) and Remark 2.2.

3.1. Proof of the integral-representation result. We will prove Theorem 3.1 gathering Propo-
sitions 3.3, 3.4, 3.6, 3.10 and 3.12 below which together with the general compactness result Theorem
3.14 ensure that the I'-limit F' exists up to subsequences and that a suitable perturbation of F' sat-
isfies all hypotheses of [? |, Theorem 1]. As a first step we show that F”(-, A) is local for every
A€ A™9(Q).

Proposition 3.3 (Locality). Let ¢5 : (R%)%=(%) — [0, +00) satisfy hypotheses (H1)-(H6). Then
for any A € A™9(Q) and u,v € GSBVP(Q;RY) N LY RY) with u = v a.e. in A we have

F"(u, A) = F" (v, A).
Proof. Let A,u,v be as in the statement. Thanks to (2.10) it suffices to consider the case u,v €

SBVP(Q;RY) N L>2(Q;RY). We first show that F”(u, A) < F”(v, A). To this end, choose u.,v. €
A (Q; R?) converging in L'(2;R?) to u,v, respectively and satisfying

. o . R 1/
gl_%Fs(uEaA)*F (uvA)v gl_l;%FE(Ust)*F (U7A)' (35)

Up to considering the truncated functions Tjj,|, . te, Tjjv| Ve We can assume that [lucp= <
Bllull e, llvellLe < 3llullz~.
For fixed n > 0 and every ¢ > 0 let M7 > 0 be given by (2.5) and define w. € A (Q;R?) by

setting

ll Loo

. {v; if distoo (4, A) < M,
ul otherwise in Z.(Q).
Since the sequences (u.), (v:) are bounded in L>(Q2; R?) uniformly in ¢ and u = v a.e. in A we have
|we = ullr@) < llve = vllzrcay + llue — ullpr@a) + ce™#{i € Z(Q): dist(i,04) <M}
Moreover, since dA is Lipschitz, it admits an upper Minkowsky content, hence
(eMp)"'{i € Z.(Q): dist(i,04) < eM;} < cH" ' (DA) + 0-prz (1)
Thus, the assumption on My ensures that w. — u in L'(Q;R?), which implies that

F"(u, A) < limsup F.(we, A). (3.6)
e—0

We now come to estimate Fr(we, A). For every i € Z.(A) we set

ac(i) :=sup{a € N: w! = v! for every j € Z.(i +caQ)},
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so that condition (H5) yields

Fs(wmA)S Z €n¢§({vé+j}j€Zs(Qi))
1€Z:(A)

; L1 i+j+E _ g iti+E
S S N e e

i€Z.(A) JEZ(Q;) Eez™
j+ee;

We observe that by construction a. (i) > My for every i € Z.(A). Estimating the minimum in (3.7)
with (1 + |witi+e — ¢iTi+¢]) /e and using the uniform bound on |jv.||z~ and |jw.|/z~ thus gives

Fe(we, A) < Fe(ve, A) + (L4 3ullz= +30llz=) Y- D Y be"'#{i € Z(A): acli) = a}.

a>ME jeZ. (Rn) €L
Moreover, the Lipschitz regularity of A yields
"V i€ Z.(A): ac(i) = a} < cH"THAA) + 0.(1),
which in view of the choice of My and (2.5) gives

lim sup F. (we, A) < limsup F. (v, A) + cn.

e—0 e—+4o00

Gathering (3.5) and (3.6) we thus obtain
F"(u, A) < F"(v, A) + cn,
and the desired inequality follows by the arbitrariness of > 0. O

As a next step towards the proof of Theorem 3.1 the following two propositions show that F”
and I satisfy suitable growth conditions.

Proposition 3.4 (Compactness and Lower bound). Let F. be given by (2.3) and suppose that the
functions ¢f : (RY)Z=(%) — [0, +00) satisfy (H4). Let A € A™9(Q) and suppose that u. € A.(Q;RY)
are such that sup, F.(u., A) < +oco. If in addition the sequence (uc) is equi-integrable on A, then u.
converge up to subsequences to a function u € GSBVP(A;RY) N LY (A;R?). Moreover, there holds

F'(u,A) > c (/ |Vl dz +H" (S, N A)) (3.8)
A
for some ¢ > 0 independent of u and A.
Proof. Let u. € A.(Q;R?) be as in the statement. In view of (H4) we have
RS L 1
F.(us, A) > ¢ | Z €" min {Z |DEu (i)|P, o= Ge(ue, A), (3.9)
1€Z.(A) k=1

hence [? , Lemma 3.3] applied to £ = Z" and f(p) = min{||p||1, 1} together with the uniform bound
on F_(ue, A) provide us with a subsequence (not relabeled) and a function v € GSBVP(A;RY) N
LY(A;RY) such that u. — uin L'(A;R?). Moreover, from [? , Lemma 3.3] and (3.9) we also deduce

F'(u, A) > oG (u, A) > ¢ (/ |VulP de +H (S, N A)>
A

for some ¢ > 0 independent of u and A. a
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In order to prove an upper bound for F”(u) we need to restrict to a suitable dense class of func-
tions. To this end, it is convenient to introduce the following definition of a regular triangulation.

Definition 3.5. Let A C R™ be open, bounded and with Lipschitz boundary. We say that a
family (U;);=1,...,n of pairwise disjoint open n-simplices Uy, ..., Uy is a regular triangulation of A if
AC U;\;l U, and if for any (1,1') € {1,..., N}? the intersection S; ; := U; N U} is either the empty
set or an (n — k)-dimensional simplex for some k € {1,...,n}. The (n — 1)-dimensional simplices
Sy, are called the faces of the triangulation and by 6 € (0, 7) we denote the minimal angle between
two faces of such a triangulation.

Proposition 3.6 (Upper bound). Let A € A™9(Q) and u € GSBVP(A;R?) N LY (4 RY) and
suppose that the functions ¢5 satisfy (H1)—(H6). Then

F'(u,A) <c (/A (IVulP +1) dx+/

A+t ) — um @) dH“(y)) (3.10)
S.NA

for some ¢ > 0 independent of u and A.

Proof. Let © C R™ be any open bounded set with Lipschitz boundary such that Q cc Q.
Step 1: As a preliminary step we prove the existence of some constant ¢ > 0 such that for any
u € SBVP(Q;R?) N L>®(;RY) and any A € A™9(Q) there holds

F'(u,A) <c </A (IVulP + 1) dsc—|—/s mZ(l + |lut (y) — u(y)|)d7—["1(y)> ) (3.11)

We first prove (3.11) for A polyhedral set.

Thanks to [? , Theorem 3.1] (see also [? , Theorem 3.9]), employing a standard density argument
it suffices to prove (3.11) for u € SBV?(€;R?) N L>°(Q; R?) such that S, is essentially closed (i.e.,
H" (S, \ Su) = 0), S, is the intersection of (2 with a finite union of (n — 1)-dimensional simplices
and u € W°(Q\ S,;R?). Moreover, since u € WH(Q \ §,; RY), arguing again by density we
may assume that u is piecewise affine on Q \ S.. More precisely, we may assume that there exist
a regular triangulation (U;);=1,.. n of Q and My,...,My € R¥™" by, ... by € R? such that u
satisfies the following.

(i) u(z) = Zf\;l Xv,na (@) (Miz + by) for any x € an Uf\il Uy;

,,,,,

(iii) for any face Sy with (1,1") # (I, 1},) for every k € {1,..., K} we have
U(I) = Mz + b, = Mpx + by for every x € SU"

Since A is a polyhedral set, up to refining the triangulation and renumbering the simplices we may
also assume that

U,

C =

A=

1

for some L < N. Finally, we can assume that Ul’l, Siv NeZ™ = ), since otherwise we may
consider the shifted lattice Z™ + & for a suitable sequence (. — 0. We then define a sequence
(ue) C Ac(S;RY) by setting

ul :=wu(i) for every i € Z.(Q)
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and we note that u. — u € L*(Q;R?). Moreover, we write

L
F(ue, A) :ZFE(UE;Ul)a (3.12)
=1

and we estimate F.(ue,U;) for every I € {1,...,L}. To this end, for [ € {1,...,L} fixed and for
1€ Z(Up) set ‘
ol (i) := sup{a € N: ul = Myj + b for every j € i +caQ}.

€

Thanks to (H1) and (H5) we deduce
Fe(ue,U) < Y "¢i({(Miz) (i + ))}jez00)

i€Z:(Ur)
" i gy, L+ 2 = (Vi )i+ €
+ Z € Z Z c;:ié(i)mln{|D§u(Z+])|p’ Ju( ) — (M, 1)( )|

3
i€Z:(Ur) jE€Z(Q) §€L”

jHee;
=1, +1,. (3.13)
Moreover, (H3) gives
Bi<e S e(MP+1)= cl/ (IVul? +1) dz + o(1), (3.14)
i€Z:(U1) Ui

so that it remains to estimate Ié,z- To do so, we need to introduce some notation. In what follows
fore >0,i€ Z(Uy), j € Z-(Q;) and £ € Z™ we use the abbreviation

1+ Ju(i+j +ef) — (sz+bz)(i+j+6§)|}
9

mjfu(l) := min {|D§u(z +3)I7,

g,

Further, by

N() := {l/ €{1,...,N}: Sy is an (n — 1)-dimensional simplex}
we denote the set of all indices which label the “neighboring” simplices of U;. Moreover, for n > 0
fixed and every € > 0 we choose M,, > 0 such that

lim sup Z Céi <,
e—0 1. ,
max{a,15],1] }>Mg

4M,, cos 6

and we find m. € N such that em. — 0 and m. > —

Finally, for any I’ € N(1) set
IV = {i € Z.(U)): distos(i,Uy) < em.}

, where 8 € (0,7) is as in Definition 3.5.

and / )
Tl = Z(U)\ 1.
Setting Uy := {x € U;: distoo(z, R™ \ U;) > €} we get

N 7 =zwp).
reN()
For I" € N(I) we also set
I A
U""eN(1)
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and we rewrite I, é’Q as

Lo= > & > ) dlpmliui
1€Z:(Uf)  jE€Z:(u) £ei™
jHele;

D DD DR D DR DA S0

U1"eN () ieTl! nz;{’ JEZ () Een™

e,m

VA" J+eged;

+ Z Z Z Z e, al (i) mz.’ju(z . (315)

VeEN) ezl Ll  j€Z:(Q;) €er”
J+e€€Q;

~—

In order to estimate the first term in (3.15) we note that
e i € Z.(UF): ol (i) = a} < cH" "1 (0U)) + 0-(1)

for every a € N. Moreover, for every i € Z.(UF) we have al(i) > 2m.. Thus, the estimate
m?fu(i) < (2||ufl L~ + 1)e~! yields

Z Z Z a’() sl“()

1€Z:(UF) JEZ () E€L™
j+e£e;

S@+2ull=) Yo D> D he i€ Z.(Uf): ok(i) = a}

a>2m jeZ . (R™) {€EL™
< c(u) Z . (3.16)
max{a,2|j],[¢]}>M;

To bound the second term in (3.15) we observe that for every I',1” € N(I) with I’ # I" and every
a € N we have

e ylie IV NT b (i) = o} < emee (HVTH(S) + H N (S1m) + 0.(1))
Hence, as in (3.16) we obtain

> Yoo Y Y L pmlful)

VI"eNQ) el NI, J€Z:() EEL”
l’?fl“ jt+e€eq;

<@+2ule) > Y Y Y e w{ier, nTl, 0l() = a}

U"eN(l) aeNjeZ (Rm) L€z
l;ﬁl”

c(u,n)em Z Z Z c;i —0ase—0. (3.17)

aeNjeZ. (Rn) E€Zn

Finally, the last term in (3.15) can be estimated as follows. If j € ¢Z™ and £ € Z™ are such that
max{<j], ¢} > 'ZECCS)I:Q‘Q then the choice of m. allows us to deduce that

Z Z e" Z c;i' (i)mifu(i)

VIENW ETIOLL max{ 1€} 2 2
U"#l
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<+2ull=) > Y St g lie i nLl k(i) = o}
VA7 EN (1) @€N max{ L [j].1€1}> M
l’#l//

< c(u,n) > ds, (3.18)

max{e, £ 1,16} >Mg
where in the last step we have used that
i eV N Ll ol (i) = a} < H N (Si) + 0.(1).

Otherwise, for every I’ € N(1), i € TV N L and j € Z.(Q,), £ € Z" with max{2|j|, |¢|} < Desinf
we have [i + j,i + j +&£] C Uy UUp. We now distinguish between the case where S;;» does not
belong to S, (i.e., (I,") # (I, 1) for every k € {1,...,K}) and the case where (1,I') = (Iy,1},) for
some k € {1,...,K}.

In the first case we have u € W12 (U; U Up; R%); hence, the inclusion [i + j,i +j +¢&&] € Uy UUp
together with Jensen’s inequality yield

p

1
m?fu(i) < |Dfu(i + j)P = / Vu(i+j +eté)&dt

n
€17

< / [Vuli + -+ t€) PIEP dt < [Vl wiony we),

so that

> > Y. e mliul)

€Tl NLl  JEZ: () gez .
eme sin 6 me sin
l31< 4cos 6 lel< 4 cos 6

< Z Z Z IVl oo (0, mey L5, 6" #{i € TNl al(i) = o}

a€EN jeZ. (Rn) E€L™

< ec(u) Z Z Z —0ase—0. (3.19)

a€eNjeZ (Rn) €2

Suppose finally that S;;» = Sy, ;; for some k € {1,...,K}. Then we may estimate E”mi’fu(i) as
follows,
e"ml§ u(i) < e" (14 |[(My @+ by ) (i + j +€) — (My, @ + by, ) (i + j +€€)])
<" (LA [(My @ + by ) (pu, (i) + dist(i, 1L, ) + 5 + &€)
- (Mlk:x + blk:)(pyk (Z) + diSt(i’ HVk) +Jj+ Ef)l)

_ . . sin
< (L My i (8) + by = (Mo (8) + bu)| + 1My, = My | (Vi + T ) em )

e/ (14 Mgy, (0) + by, = (Mi,py (3) + by, )| + eme [ My — My, |) aH" = (y)
Puy, (1) +[0,e)" 1

IN

IN

C/ (1 + My y + by, — (M y + by, )| + e(me + 1)[ My, — Mzk|> dH"(y).
Py (1) +[0,e)n 1
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Note that My y + by = u™(y), My y + by, = u~ (y) for H' lae y € Siy i, - Hence, we obtain

§ : } : } : 23 7§
Cial () " m, U()
ieqlh gt JEZo(Q) gezr
€ € eme sin 0 I€|< me sin 6
lil< 4cos 6 4cos

<X ¥ yas X[ () - @) e aw )

aEN jeZ, (Rn) E€Zn .

lEIkﬂﬁ
alsk(z)_a
<(ef Q) - w @D ) e S ) S 3 3 e (320)
Szk,z;c a€NjeZ (R") EEL™

Eventually, summing up over [ and gathering (3.12)-(3.20), thanks to the choice of M} and m. we
deduce that

fimsup F(ue, 4) < ¢ ( [ w1y ae [ ) - w) cm"*(y)) T efuyn,

hence (3.11) follows by the arbitrariness of n > 0. .
In the general case A € A"9(Q)) we choose A’ polyhedral with A cC A’ CC . Since F” is
increasing in A we then obtain

Flud) < Py <e( [ 0vup e des [ ar ) - mhane o).

and (3.11) follows by letting A"\, A.

Step 2: We now prove (3.10) for A € A™9(Q) and u € SBVP(A;R?) N L>(A4;R?). Thanks
to the Lipschitz-regularity of A, using a local reflection argument we can extend u to a function
@ € SBVP(Q) N L>(Q) in such a way that H"'(Sz N dA) = 0. Thus Step 1 together with
Proposition 3.3 give

F'(u, A) = F" (il 4, A) Sc</A<|VuIP+1) dx+/SmA<1+|u+(y>—u‘(y)|>d“rt"‘1<y))
¢ ( J v e [ et - u<y>|>cm“<y>) .

Step 3: We finally remove the assumption u € SBVP(A;R?) N L>(A;R?) by considering
the truncated functions introduced in Remark 2.2. More precisely, for any u € GSBVP(A4;R%) N
LY(Q;R?) and any k > 0 consider the truncation Tpu € SBVP(A;R?) N L>=(Q;R?). Combining
Step 2 with (2.10) we then obtain

P'(u,A) =l F"(u, A)

k—+oo

< climsup (/ (IVTpul” +1) dz +/ (14 [(Tew) () - (TkU)_(y)l)dH”_l(y)> ,
A St unA

hence (3.10) follows by Properties (ii) and (iii) in Remark 2.2. O

As a next step we establish an almost subadditivity of the functional F” as a set function. As a
preliminary step we prove a version of [? , Lemma 3.6] and of a fundamental estimate (see Lemma
3.8) adapted to our setting.
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Lemma 3.7. There exists ¢ > 0 depending only on n such that for any u € A.(Q;R?) and any
&€ Z™ we have

1 n 1
. Diu(i)P, o7 ¢ < i DFu(IP. =
EZE o m1n{| cu(i)] ,E|€|}_CEZ;B m1n{Z| “u(7)] ’5}’
e i€Z:(BRr) k=1

i+e€€eQ

where Bgr C R"™ is any open ball with 2 CC Bg.

Proof. Following the same procedure as in [? , Lemma 3.6] for £ € Z" and i € Z.(R™) we set

TE(i) = {j € Z-(R"): (j + [~e,e]”) N i, i +e€] # 0},

b 78 (i) satisfying

and for i € Z.(Q) with i + £ € Q we choose a sequence (i)}
Qo =1, fg, =1+, in=ip_1+ ey for some i(h) € {1,...,n},

so that
€11

6 | Z D Zh 1
As in [? | Lemma 3.6], applying Jensen’s mequahty we obtain

n €11
‘Dé |p< Z|Dl(h) w(in_1)|,

hence the fact that min is non-decreasing yields

o €l

. . 1 . n?2 i . 1
min {|DS)7, g b < mind = S 1D utin )P
h=1

nt S e | nt - €
= - min ¢ > DMMu(iy )P, 2 p < Tming > Y DR, >
= eléin® [ b | G S eKln?
n* - €l
. . 1
> mind > [DEu()P, > ¢, (3.21)
Sl 2 MM & clefn’

where in the last step we have used the subadditivity of min. Let Br C R™ be any open ball with
Q CC Bg. Note that for £ € Z", i € Z.(Q) with i + &£ € Q and ¢ sufficiently small there holds
Z8(i) € Z.(Bg). Thus, from (3.21) together with the fact that L&h <1 we deduce

lln®

1 nt R w1
Z {Dgu(l)p7€|£} €ls Z #TE() mlH{Z|D§U(J)|p,€}, (3.22)
i€Z:(Q) j€Z-(BR) k=1

i+e€E€N

where for any j € Z.(Bg) we have set
TJEG)={i € Z.(Q): i +e€€Q, j€IE()}.

In [? , Lemma 3.6] it has been proved that #J5(j) < ¢(n)[¢| for some c(n) > 0 independent of
g, J,&, hence the result follows from (3.22) taking ¢ = c(n)ng upon noticing that |£] < [€];. O
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Lemma 3.8 (Fundamental estimate). Let u € GSBVP(Q;RY) N LY (Q;RY) and A, B € A(Q) and
suppose that ¢5 satisfy (H1)—(H6). Moreover, let (u.), (ve) C Ac(Q;R?) be two sequences converging
both to u in L' (;R?). For everyn > 0 and for every A', B' € A™9(Q) with A’ CC A and B' CC B
there eists a sequence (w?) C A.(;R?) converging to u in L*(;R?) such that w? = u. on A’,
w? = v, on B'\ A for every e > 0 and satisfying

lim sup F.(w?, A" U B") < (1+ n)(limsup F.(ue, A) + limsup F.(v., B)) + c(u, A, B')n, (3.23)

e—0 e—0 e—0
for some constant c(u, A’, B") > 0 independent of 1.
Remark 3.9. We will use Lemma 3.8 both to prove an almost subadditivity of the functional F"”

and to modify boundary conditions of a recovery sequence in the proof of Lemma 3.15. For the
latter purpose it is convenient to notice that if the sequence (v¢) in Lemma 3.8 satisfies

sup Z € mm{ZDkvE , }<+oo (3.24)

e>0 i€Z-(Br)
where Br C R" is an open ball with 2 CC Bg, then the function w? can be chosen in such a way
that w? = v, on Q\ A.

Proof of Lemma 3.8. Tt suffices to prove the result for v € SBVP(Q;R?) N L>(Q;R?), then the
general case follows by arguing as in Step 3 of Proposition 3.6. Moreover, we can assume that the
sequences (u.), (v.) C A-(Q;RY) satisfy

lim sup F (ue, A) < 00, (3.25)
e—0

lim sup F (ve, B) < +00. (3.26)
e—=0

Thanks to (H2), upon considering the truncated sequences (Thruc), (Tarve) with M = ||| o (;ra)
we can always assume that |uc|| o qray, [[VellLoo(ire) < 3||ull oo (uray for every e > 0, which
implies that u. — u, v. — u also in LP(Q;R?). Moreover, in view of (H4) we get

- 1

su e min Dku L < 400, 3.27

wp 3w Siptor) @27
i€Z-(A") k=1

sup Z € mm{

>0 ez.(B)

3

| Do (i)[?, 1} < +o0, (3.28)
k=1 €
for every A” cC A, B” CC B.

Step 1: We first replace (u.) and (v:) by sequences (i), (0:) satisfying (3.27) and (3.28) with
Bpg, in place A” (respectively B”), where Br C R™ is an open ball with  CC Bg. To do so, we use
a local reflection argument as in Proposition 3.6 Step 2 to extend u € SBVP(Q;RY) N L>=(Q;RY)
to a function @ € SBVP?(Bg;R?) N L>(Bg;R?) with

F'(,Q) < ¢ (/Q(|Vu|p +1)dx +/ 1+ |ut(y) —u” (y)|)d7-l"_1(y)> < +o0. (3.29)

In view of (3.29) there exists a sequence (w.) C A<(Q2; R?) converging in L'(Q;R?) to @ = u with
limsup F-(we, Q) = F"(i)q,Q) < 4oc0.

e—0
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Arguing again by truncation we can assume that ||we|| e re) < 3[|ul| L (ra) for every € > 0 and
thus w, — u in LP(£2; RY). Moreover, appealing once more to (H4), upon extending w. by 0 outside
of 2 we get

- 1
su ¢" min DEw ()P, = p < +o0. 3.30
o 3 eSS phr. (30)
i€Z.(BR) k=1
We now choose A” A" B" B" € A™9(Q) with A’ cc A” cc A” cc Aand B’ cc B"” cC
B"" ccC B and cut-off functions ¢4 between A” and A" and pp between B” and B". Set
Ue == QAU + (1 — pa)we
Ve 1= PRV + (]- - @B)wsa
so that @. = u. on A” and 9. = v. on B”. We still have @, 7. — u in LP(Q;R%), hence
: nis 5P —
;IH(I) Z e™ae — 0P = 0. (3.31)
i€Z:(Q)
Further, for every i € Z.(Bpg) and every k € {1,...,n} there holds
DZie(i) = pa(i + eex) Dfue(i) + (1 — pa(i + eex)) DEwe (i) + DEpa (i) (vl — wl).

Thus, (3.28) and (3.30) together with the equi-boundedness of [|vc||Lr(qray; [|we |l Lr(rey and the
fact that {¢4 > 0} CC A yield

n
1
sup Z €" min {Z |DEa(i)|P, €} < +00. (3.32)

€20 ez (Br) k=1

Analogously we also obtain

i 1
sup > &"min {Z |DFo.(3)P, 5} < 4o00. (3.33)

i€Z.(BR)

Step 2: For fixed > 0 we now construct the required sequence (w?) C A.(€2;RY) converging
to u in L}(Q;R?) and satisfying (3.23). To this end, for every ¢ > 0 let My > 0 be as in (2.5) in
(H5) with

lim sup Z cgi <.
e—0
max{a,é\j|,\£\}>lv1;
Moreover, set d4 := dist(A’,R™ \ A”), choose L € N and for every | € {1,..., L} set

l
A= {z e A”: dist(z, A") < %},

and let Ag := A’. Note that up to choosing A” such that d, is small enough the sets A; have
Lipschitz-boundary for every [ € {1,..., L} and satisfy H"~1(04;) < H" 1 (0A") + 1.

For every I € {1,...,L — 1} let ¢; be a cut-off function between A; and A; 1, so that ¢; =1 on
Al, Y= 0 on Q \ Al+1 and ||vg0[||L(x>(Q7]Rn) < %.

We also set dp := dist(B’,R™ \ B”) and we choose g9 > 0 such that ey/nM; < min{dp, 94}
for every € € (0,e9). For every | € {1,...,L — 3} and € € (0,29) we then define a function
we; € A-(Q;RY) by setting

we = @i + (1= u(i)oL,
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and we remark that w.; — u in L*(Q;RY) as e — 0, w.; = @i = ue on A’, and w.; = 9. = v, on
B\ A. Moreover,

Fs(wsyl, AU B/) = FS(’LUE,I, Alfl) + Fs(wsyl, (Al+2 \ Alfl) n B/) + Fs(wsyl, B’ \ Al+2). (334)

We estimate the three terms on the right-hand side of (3.34) separately. We start with the estimate
for F,(we,;, Aj—1). To this end, for every i € Z.(A;_1) we set

al(i) :=sup{a € N: i +caQ C A}
Since ey/nMg < 94, we have al (i) > Mg for every i € Z.(A;_1). Further,
wéﬁj = 4t = u't for every j € Z.(eal (1)Q),
and for every a € N we have
"Ml e Z(A-1): ol (i) = a} < cHPTH(OA) + 0.(1) < e(H"HOA)) +1).
Hence, (H3) yields
Fo(wey, Aa) < Y i ({ul Y ez o)

1€Z:(A1-1)

. gy L |we (gl —u(t g+ €
+ Z Z Z sal()mln{Dgwe,l(Z+])p7 | €,l( J 5) E( J §)|}

g
1€Ze(A1-1) JEZ () EEL™
j+eg€Q;

< Fo(ue, A) 4 (14 6wl o) Z Z Z e i € Z(Aim1): k(i) = o}

a>M; jeZ.(Rn) E€Ln

< Fo(ue, A) + c(1+6luf ) (H"10A) +1) Y >0 Yt (3.35)

a>M: jeZ. (Rn) E€L™

Analogously, for every i € Z.(B'\ Ai12) we set

BL(i) :=sup{B € N:i+eBQ C B"\ A1},
and we observe that 8L(i) > Mg for every i € Z.(B'\ Aj42) and

wiﬁ] = 91T =t for every j € Z.(efL(1)Q).
Thus, an analogous computation as in (3.35) leads to

Fe(wey, B'\ Arg2)

S Fe(ve, B)+ (L4 6lullz=) D D D clbem ' #{i € Zo(B'\ Az BL() = B)

B>M¢ jeZ.(Rm) E€Z™
< Fe(ve, B) + c(1+ 6l|ul| o) (H" 1 (@A) + H'HOB) +1) > >0 > S (3.36)
B>Mg jeZ. (Rm) EEL™

Finally, in view of (H6) we have

Fs(ws,h(AHz\Al—l)ﬂB’)§03< S ei{it ez )+ Y €"¢?({5§+j}jezg(ﬂi))>

iEZE(Sl) iEZE(Sl)

+ Z €nR§(ﬂE?ﬁE7§0l)a (337)
1€Z-(Sy)
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where S; := (Aj42 \ A;—1) N B’ and

L p ..
Riitop) = (3) S % i+ - 0.6+ 0P

d
4 JEZ.(Q2) g™
J+eted

+ Y Y e (mln{|D5u€( )|,€|}+min{|pggs(j)|p’€|1§|}>.

JEZ(Q2) ez
jt+egea

Note that the same computations as in (3.35) and (3.36) lead to

> @i ({i ez ) < Felue, S1) + c(u, A) 2%, (3.38)
1€Z(S1) a>Mp jeZ. (R™) (€L

and

> (Y ez ) < Felve, S) +e(uw, AL B Y Y e, (3.39)

1€2Z:(S1) a>Myg jeZ. (R™) E€L™

respectively. Moreover, Lemma 3.7 together with (3.32) and (3.33) give

{omftr. ). )
§1>118 gseuzg jGZZE(Q) € <m1n{|D€u5( P, 7 } + min {|D 0:(9)17, EE <M (3.40)

j+eceq
for some M > 0. For every [ we have #{I' # 1: S; NSy # 0} < 5. Thus, gathering (3.34)-(3.40),
summing up over | and averaging we find I(g) € {1,..., L — 3} such that

L3
1
/ /! ! /
Fs(wa,l(s)aA UB ) < m ;Fs(ws,laA UB)
oc / €
<1-|— 4> (Fe(ue, A) + Fe(ve, B)) + c(u, A, Z | Z cha

L—
<dL> Z Z Z €™l (5 + €€) — D (5 + e€)|P

i€Z(ANB') jEZ(Q) €™
J+eted

T D E e (et oo )

i€Z(A"NB')  jEZ(Q) ¢eL™
JHe€e

<<1 5034) (Fe(ue, A) + Fe(ve, B)) +c(u, A B Y00 > Y

a>Mg jeZ. (R™) (€L

L
+<2> SOt Y fal4ee) -+
£€ZM 2€Z. (RM)

L
JE€Z:()
jt+e&e2
n . £~ . ¢ 1
Z Z €™ [ min < |Dsac(5)|P, |€| + min < | D50 (5)|P =ra
4 i 2€Z.(R)  JEZ(Q)

j+eéen
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(1 + L5634> (F-(ue, A) + F.(ve, B)) + c(u, A', B Z Z Z

a>M; jeZ.(Rn) E€Ln

iGN DYDY ID SIS IS Sl o

EEL™ 2€Z.(R™) 1€2:(Q2) §€Z" 2€Z.(R™)
hence (3.25),(3.26) and (3.31) together with the choice of M, yield

hmsupF (weyey, AUB') < (1+ 53 (F"(u, A) + F"(u, B)) + c(u, A', B"\n + e
sy -1 -4

It remains to choose L € N sufficiently large such that L5334 <nand 257 <7, then wl 1= w, ) is

the required sequence satisfying (3.23). O
As a direct consequence of Lemma 3.8 we obtain the almost subadditivity of F”.

Proposition 3.10 (Almost subadditivity). Let u € GSBVP(Q;RY) N LY RY) and A, B € A(Q)
and suppose that ¢ satisfy (H1)—(H6). For every A',B" € A™9(Q) with A’ CC A and B' CC B
we have

F"(u,A"UB") < F"(u, A) + F"(u, B). (3.41)
Proof. Let u € GSBVP(Q;RY) N LY (Q;RY), A, B € A(Q) and suppose that (u.), (ve) C A (2 RY)
are two sequences that both converge to u in L'(€Q;R?) and satisfy

limsup F(uc, A) = F"(u,A) and limsup F.(v., B) = F"(u, B).
e—0

e—0
Let n > 0 be arbitrary, then Lemma 3.8 provides us with a sequence (w?) converging to u in
LY ($;R?Y) and satisfying (3.33). Thus, by the choice of (u.) and (v.) we obtain

F"(u, A"U B") <limsup F.(w!, A UB") < (1+n)(F"(u, A) + F"(u, B)) + c(u, A", B')n,

e—0

from which we deduce (3.41) thanks to the arbitrariness of 1 > 0. O

Remark 3.11 (Extension). As a last step we establish the inner regularity of F”(u,-) on Lipschitz
sets. To this end it is convenient to extend the functionals F.(-, -) to A.(Q; R?)x A() — [0, +o0) for
Q) ¢ R™ open bounded and with Lipschitz boundary such that  CC  similar as in [? , Proposition
3.6]. More precisely, for every e > 0 and i € Z.(Q2) set Q; := Q — i and define ¢¢ : (R?)Z=(%) by
setting

F ({7} )= o5 ({(z10) }iez. )) if i € Z.(9),
jena min {>}_, [DE2(0)P, 1} ifie Z.(Q\ Q).

Then, for every (u, A) € A.(Q;R?) x A(Q) we set
B = 3 3 () b)) (3.42)
i€Z(Q)

Note that the functions (5’5 still satisfy (H1)-(H6) with Q in place of Q and ¢1, 2, ¢3 replaced by
max{ci, /n}, min{cs, 1} and max{cs, 37~ 1}, In particular, Propositions 3.6 and 3.10 hold true also
with Q and F in place of Q and F. Moreover, for every u € A-($; RY), @ € A (Q;RY) with @ = v’
for every i € Z.(2) and A € A(Q) the definition of ¢¢ implies that

F.(@,A) = F.(u, A).
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Thus, for every u € GSBVP(;RY) N LY (Q;RY), 4 € GSBVP(Q; RY) N LY (Q; RY) with & = u a.e. in
2 and every A € A(£2) we obtain
F'(a, A) = F"(u, A). (3.43)

The extension described above allows us to prove the following result.

Proposition 3.12 (Inner regularity). Suppose that ¢5 : (R?)Z=(%) — [0, 4+00) satisfy (H1)-(H6).
Then for every (u, A) € GSBVP(Q;RY) N L1 (;RY) x A™9(Q) there holds

F'(u, A) = F(u, A),
where F”' (u, A) is as in (2.11).
Proof. Let (u, A) € GSBVP(;RY) N LY (Q;RY) x A7¢9(£2). Since F” is increasing as a set function
it suffices to prove F"'(u, A) < sup{F"(u,A’): A’ CC A}. A standard way to prove this inequality
consists in using the subadditivity together with the upper bound. In order to apply the same

reasoning in our case we need to consider an open bounded set Q C R™ with Lipschitz boundary
such that Q@ CC Q and extend F. to a functional F, : A.(Q;R?) x A(Q) — [0, +00) as described in

Remark 3.11. Then we apply Proposition 3.6 and Proposition 3.10 to F'.

Let Q be as above; arguing as in Step 2 and Step 3 in the proof of Proposition 3.6 we can assume
that v € SBVP(A;RY) N L®(A;R?) and extend u to a function & € SBVP(Q;RY) N L (Q; RY)
satisfying H"1(Sz N 9A) = 0.

Let > 0 be fixed; since A has Lipschitz boundary and H"~!(S; N 0A) = 0 we can find open
bounded Lipschitz sets

UccU' ccV' ccV'ccAcc AcQ
such that A\ U” € A™9(Q), A\ U’ € A™9(Q) and

/~ (IValP + 1) de + / (et laty) - ) dH ) <.
AU’ San(A\U’)

Note that A\ U” cC A\ U’. Thus, appealing to Propositions 3.6 and 3.10 with F' and  in place
of F' and {2 we obtain

F(@, A) < F"(a,(A\T7)UV') < F"(a, A\ T7) + F(a, V")
<c (/ (IValP + 1) dw +/ (Ut at ) - ﬂ_(y)|)d7{"_1(y)> + F(a, V")
AU San(A\T7)

<sup{F"(@,A"): A" cC A} + en.
Thanks to (3.43) we deduce that
F"(u, A) < sup{F"(u,A"): A" cC A} +en
and we conclude by the arbitrariness of n > 0. O
Remark 3.13. Note that Proposition 3.12 holds true also when F”(u, A) is replaced by
sup{F" (u,A"): A" € A™9(Q), A" CcC A}.

On account of Propositions 3.3, 3.4, 3.6, 3.10 and 3.12 we can now prove the following compactness
result.
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Theorem 3.14 (Compactness by I'-convergence). Let F. be as in (2.3) and suppose that ¢ :
(R4)Z=(2) — [0, +00) satisfy (H1)-(H6). For every sequence of positive numbers converging to 0
there exist a subsequence (g;) and a functional F : L*(€;RY) x A(2) — [0, +00) with

F(,A)=F' (-, A)=F"(-,A) on GSBVP(Q;R%) N L' (Q;RY). (3.44)
Moreover, F satisfies the following properties:

(i) For every A € A(RQ) the functional F(-, A) is lower semicontinuous in the strong L' (Q; R?)-
topology and local;
(ii) there exists ¢ > 0 such that for every (u, A) € GSBVP(Q;RY) N LY(Q;RY) x A(Q) we have

E (/ |Vul|P de + H" (S, mA)) < F(u, A)
c A

<c(/A(|Vu|p+1)d:v+/SmA(1+|[u}|)d’H”1);

(iii) for every u € GSBVP(Q;RY) N LY (Q;RY) the set function F(u,-) is the restriction to A(Q)
of a Radon measure;

(iv) for every A € A™°9(Q) there holds
F(-,A)=F'(,A) = F"(-,A) on GSBVP?(Q;R?Y) N L'(;RY).
(v) F is invariant under translations in u.

Proof. Thanks to the general compactness theorem [? | Theorem 16.9] we obtain a subsequence
(¢;) and a functional F' satisfying (3.44). Moreover, Remark 2.3 yields the (L*(Q;R%)-lower semi-
continuity, while Proposition 3.3 combined with Remark 3.13 ensures that F(-, A) is local for every
A € A(). Further, for every u € GSBVP(; RY)NL(;RY) the estimates in (ii) are a consequence
of the corresponding estimates for regular sets in Propositions 3.4 and 3.6 together with the inner
regularity of the set functions Fy(u,-), Fa(u,-) defined as Fy(u, A) := [, |VulP do + H" "1 (S, N A)
and Fy(u, A) = [,(|Vul? + 1) dz + [o -, (1 + |[u]) dH" L.

Since the set function F(u,-) is inner regular by construction, increasing and superadditive
(Remark 2.3), in order to obtain (iii) it suffices to prove that F'(u,-) is also subadditive, then the
claim follows thanks to the De Giorgi and Letta measure criterion and the upper bound in (ii). Let
u € GSBVP(Q;RY) N LY (Q;RY) and A, B € A(Q) and U € A(Q) with U CC AU B. We now show
that F"'(u,U) < F(u,A) + F(u, B), then the subadditivity follows by passing to the supremum
over U. To this end we remark that we can find A’, A” B', B" € A™9(Q) with A’ cC A” CcC A
and B’ CC B"” cC B such that U cc A’ U B’. Thus, since F" is increasing as a set function from
Proposition 3.10 we deduce

F"(u,U) < F"(u,A"UB") < F"'(u,A") + F"(u, B") < F(u, A) + F(u, B).
Finally, in view of Proposition 3.12 we have F"'(u, A) = F(u, A) for every (u, A) € GSBV?(Q; R?)N
LY (S RY) x A™9(Q), hence (iv) follows by (3.44) together with the trivial inequality F” (u, A) <
F'(u, A) < F"(u, A). It remains to remark that (v) is a direct consequence of the fact that thanks
o (H2) the functionals F. are invariant under translation in w. ]

We are now in a position to prove Theorem 3.1.

Proof of Theorem 3.1. Let (¢;) and F' be as in Theorem 3.14. Then Propositions 3.4 and 3.6 ensure
that the domain of F coincides with GSBVP(Q; R?) x L(£; R%). Moreover, in view of Theorem 3.14
the restriction of the functional F to SBVP(Q;R?) x A(Q) satisfies all hypotheses of [? , Theorem
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1] except for the lower bound. In order to recover the lower bound we use a standard perturbation
argument, that is, for every o > 0 we consider the functional F, : SBVP?(£; R%) x A(Q) — [0, +00)
defined as
Fy(u, A) = F(u, A) +a/ | A
S.NA
We observe that for every o > 0 F, satisfies all hypotheses of [? , Theorem 1] which thus provides
us with two functions f§ : Q@ x R x R¥*™ — [0, +00) and gg : Q@ x R? x R? x $"~1 — [0, 4+00) such
that
F,(u,A) = / 1§ (x,u, Vu) dx —|—/ gg(x,u uT, vy dH T
A S.NA
for every u € SBVP(Q;R?) and A € A(Q2). Moreover, since F and then also F, is invariant under
translation in u, formulas (2) and (3) in [? , Theorem 1] imply that f§ does not depend on u and g§
depends on the values ut and v~ only through their difference [u], i.e., f§(z,u,&) = f7(x,€) and
g8 (x,a,b,v) = g°(x,a — b,v) for some functions f7 : Q x R¥>*" — [0, +00), g7 : O x R x §7~1 —
[0, +00). Finally, formulas (2) and (3) in [? , Theorem 1] also imply that f and ¢g° decrease as
o decreases. Hence, setting f(x,&) := lim,_o+ f7(x,&), g(z,t,v) := lim,_o+ ¢° (2, t,v), from the
pointwise convergence of F,, to F' and the Monotone Convergence Theorem we deduce

F(u,A) = / flz,Vu)dx + / g(z, [u], vy) dH™ 1,
A S.NA
for every u € SBVP(Q;R?) and A € A(RQ). In particular, thanks to Theorem 3.14 (iv) we deduce
that (3.4) holds for every u € SBVP?({;R%) and A € A™9(1Q2), and choosing A = Q in the formula
above we obtain the desired integral representation on SBVP(Q;R?%). We finally observe that
formulas (2) and (3) in [? , Theorem 1] imply that the integrands f and g are given by (3.2).
Eventually, we show that the integral representation also extends to GSBV?(€; R%) N L (; RY).
To this end, for every u € GSBVP(;R?) N L} (;R?) and every k > 0 we consider again the
truncation Tru as in Remark 2.2. Using (ii) and (iii) in Remark 2.2 together with (2.10) and
appealing to the Monotone Convergence Theorem we get

j—+oo k——+oco k—+o00

I- lim F. (u)= lim F(Tpu)= lim (/ flz, VTu) der/ g(z, [Tku],l/TW)dHn1>
Q S

Thu

:/Qf(z,Vu)der/S g, [u], va) dH 1.

u

O

3.2. Treatment of Dirichlet problems. For further use in Section 4, we study here the asymp-
totic behavior of minimum problems for F, when suitable Dirichlet boundary conditions are taken
into account. More precisely, for every ¢ > 0, every A € A™9(§2) and every pointwise well-defined
function @ € L*(Q; R?) we consider the minimization problem

m® (i, A) = inf{F.(u, A): u € A%(a, A)},
where
Al(a, A) := {u € A (U RY): w(i) = a(i) if dist(s, R™\ A) < 6},

and we study the asymptotic behavior of m? (@, A) when first ¢ — 0 and then § — 0. For our purpose
it is sufficient to consider boundary data u € SBV?(£2; RY)NL>(Q; R?) satisfying H"~1(SzNOA) =
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0 and such that the function 4. € A.(Q;R?) defined by setting u. := (i) satisfies condition (3.24)
in Remark 3.9 and

e—0

. — 4 in LY(Q;RY), limsup F.(4., B) < ¢ (/ |ValP dz +H" " (Sy ﬂB)) , (3.45)
B
where B € A™9(Q)). For 4 as above we can prove the following convergence result.

Lemma 3.15. Let ¢5 : (R)Z(%) — [0, +00) satisfy hypotheses (H1)~(H6) and let F;, be the
subsequence provided by Theorem 3.1. Moreover, let A € A™9(Q) with A CC Q. For every pointwise
well-defined function @ € SBVP(Q;RY) N L (Q;RY) with H"1(Sa NOA) = 0 and satisfying (3.45)
we have

lim lim inf m? ,(@, 4) = lim lim sup m? S (@, A) =m(q, A),

6—0 j—+o0 020 j 5400
where m(a, A) is as in (3.3).

Remark 3.16. Lemma 3.15 together with (3.2) provide us with asymptotic formulas for the inte-
grands f and g given by Theorem 3.1. Indeed, for 2o € Q, v € S~ ! and p > 0 sufficiently small
we have Q} (z9) CC 2. Moreover, for every ¢ € R and M € R¥*™ the functions UM 205 UL 1y S D
(2.1) satisfy the hypotheses of Lemma 3.15. Thus, passing to the upper limit as p — 0 we obtain
the following formulas for f and g

1 1
f(zo, M) = limsup — lim lim inf m?® (U z,) = limsup — lim lim sup m? (U zo),s

p—0 P =0 j—+oo p—0 P I=0 jteo
g(xo,(,v) = limsup —— lim lim inf m U = limsup —— lim lim sup m U,
( 3 S ) 20 pn 50 j—>+o00 ( ¢, xg) 250 pn 1550 it ( ¢, ;co)

Proof of Lemma 3.15. Let A, u be as in the statement. Observe that due to monotonicity the limit
as § —» 0 exists We show that m(@, A) is both an asymptotic lower and an asymptotic upper
bound for m? (@, A).

Step 1: We first establish the inequality

m(%, A) < lim lim inf m? (@, A). (3.46)

0—0 j—+o0

To this end, let § > 0 be fixed and let u; € A, (€;R?) be admissible for m? , (@, A) with
F. (uj,A) = maj (@, A).

J

Thanks to Remark 2.2 we can assume that |lu;||r~ < 3||@||z. In particular, the sequence (u;)
is equi-integrable, hence (H3) together with Proposition 3.4 yield the existence of a subsequence
(not relabeled) converging in L'(Q;R?) to some u € GSBVP(A;R%) N L'(A;R?). Since u; = 1,
on 0A + Bs(0), (3.45) ensures that « = @ on A + Bs(0), hence u is admissible for m(@, A). Thus,
Theorem 3.1 yields
m(u, A) < F(u, A) < liminf F_ (uj, A) = lim inf m? ,(u, A)
j—+o0 Jj—+oo
hence (3.46) follows by letting § — 0.
Step 2: We now prove that

lim lim sup m® , (@, A) <m(u, A).

00 j 400
To this end, for fixed n > 0 we choose u € SBVP(A;R?) with v = @ in a neighborhood of 9A
and F(u,A) < m(@, A) +n. Thanks to Proposition 3.3 we can extend u to Q \ A by @ without
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changing F'(u, A). Moreover, Theorem 3.1 provides us with a sequence of functions u; € A.,(Q;R?)
converging to u in L'(Q;R?) and satisfying
limsup F., (uj, A) = F(u, A). (3.47)
Jj—4o0
We now modify u; to fulfill the required discrete boundary condition. Since u = @ in a neighborhood
of DA, we can find A’ € A™9(Q)), A’ CC A such that w = @ on A\ A’ (and by extension u = % on
Q\ A7). Since moreover H"~!(Sz NIA) = 0 we can choose further sets A”, A", A € A™9(Q) with
Al cc A" cc A" cc AcC Aand

/ \ValP de +H 1 (San A\ A7) <.

A\AY

We are thus in a position to apply Lemma 3.8 to the sequence (u;) and (v;) defined by setting
vj— = u; ifi e Z.,(A'), v; =a(i) if i € Z.,(Q\ A’) and the sets A” CC A” and A\ A” cC A\ A'.
In fact, Lemma 3.8 together with Remark 3.9 provide us with a sequence (w) with w;] = u; on

J
A", w] =wvj=1aonQ\ A" and

limsup F; (w], A) = limsup F. (w], A" U A\ A”)

j—+oo Jj—+4oo

<(1+mn) <lim sup F;, (u;, A) + limsup F¢, (vj, A\ A’)) + cn. (3.48)

j—+oo Jj—+oo

In view of (3.45) and the choice of A’, A we have

limsup F., (v;, A\ A') < ¢ </~ |ValP do +H" 7 (Sa N A\ A’)) < .
j—roo A\ar

Moreover, for § sufficiently small w is admissible for mgj (u, A). Thus, gathering (3.47)—(3.48)

thanks to the choice of u we deduce that
lim limsupm? (@, A) < lim sup F.(w;, A) < (1 +n)m(a, A) +cn
=0 j 5400 J j—+oo

and we conclude by the arbitrariness of n > 0. O

4. HOMOGENIZATION

In this section we consider a special class of periodic interaction-energy densities ¢ for which
we can show that the I'-limit provided by Theorem 3.1 does not depend on the I'-converging
subsequence, which in turn implies that the whole sequence (F.) I'-converges. We first need to
specify what periodicity means in the case of interaction-energy densities ¢; : (Rd)zf(ﬂ"') — [0, +00)
that may depend on the whole state {27} ;¢ . (q,). This difficulty is also present in [? , Section 5].
To avoid the dependence of ¢ on §; in [? | the authors use a sequence of periodic finite-range
interactions ¢ defined on the entire lattice (R%)%" whose range increases as k increases and which
converge for every ¢ € Z™ to a long-range interaction-energy density ¢; : (Rd)zn — [0,400) as
k — 4oo. For i € Z.(2) the functions ¢5 are then obtained by a rescaling of a suitably chosen

(blz(e), where ek(e) is proportional to the distance of ¢ to the boundary of €. Since the energy

densities ¢S that we consider here contain both a bulk and a surface scaling the approach in [? ]
cannot be adapted to our setting. Instead, here we consider functions 1§ : (R%)%=(®") — [0, +00)



28 ANNIKA BACH, ANDREA BRAIDES, AND MARCO CICALESE

defined on the entire scaled lattice eZ™ which have only finite range. This finite-range assumption
will be crucial to decouple the bulk and the surface scaling in the I'-limit.

We now state our precise hypotheses. Let K € N, L € N and consider functions ¢§ : (R%)%: ®")
[0,400) which are eK-periodic in i and satisfy hypotheses (H1)-(H6) with Z.(€2;) replaced by
Z-(R™); where in addition the sequences (c£,) and (¢Z¢) provided by (H5) and (H6), respectively,
satisfy

if max{a, 2|2 ]oo; 2/€]o0, 2|2 + &} > L,

0
, . | (4.1)
=0 if max{2|Z|s,2[¢]o0, 2| + &[o} > L.

In particular, whenever z,w : Z.(R™) — R? are such that 2/ = w7 for all j € Z.(eLQ), we have

%‘E({Zj}jezg(sLQ)) = wia({wj}jezg(sLQ))- (4.2)
We also set
QL = {z € Q: disto(2,0Q) > Le}
and we define ¢5 : (R%)Z%<(%%) — [0, 4-00) by setting

wf({ZjXZLQ}jEZE(R")) if i € Z.(QF),
i ({Z}jez.00) = n 1 (4.3)
' min{ ; |D§z(0)|p,g} if i € Z.(Q\ Qb),

cer€Q;

which is well-defined thanks to (4.2). By construction, ¢f : (R%)%=(%) — [0, +00) satisfy hypotheses
(H1)-(H6). We now aim to prove that for ¢f : (R%)Z=(%) — [0, 4+00) defined as in (4.3) the
integrands f and g provided by Theorem 3.1 are independent of the position z.

Proposition 4.1. Let F. be as in (2.3) with ¢5 : (R})% (%) — [0, +00) given by (4.3), where
Y5 0 (RH)Z®") [0, 4-00) are eK -periodic in i, satisfy (H1)~(H6) with Z.(S%) replaced by Z.(R™),
and (4.1). Let (¢;) and F' be the subsequence and the functional provided by Theorem 3.1. Then F
is of the form

F(u) = /Qf(Vu) dx—|—/s g([u], vy) dH™ 1, u € GSBVP(Q;RY), (4.4)

for some functions f : R*™ — [0,4+00) and g : R? x S~ — [0, +00) possibly depending on the
['-converging subsequence. Moreover, for every A € A™9(Q) and u € GSBVP(;RY) there holds

- lim F. (u,A) = / f(Vu) dx +/ G([u], vy) dH™ L.

Jrtoe A S.NA
We prove Proposition 4.1 by adapting a well-known argument (see, e.g., [? , Lemma 3.7]) to
our setting showing that the minimization problem m(@, A) defined in (3.3) is invariant under
translation for a suitable class of functions . We start by introducing some notation. For every
A€ A(Q) and y € R™ we set 7,A := A +y. Moreover, for every u : 2 — R? and every A € A(Q2)
with 7,4 C Q we define T,u : 7,A — R? by setting 7,u(z) := u(z — y) for every x € 7,A. For
our purpose it is sufficient to consider pointwise well-defined functions @ € SBV (R™; R?) which
satisfy

Tyt — 1,4 in LY(Q;R?Y)  for every y € R™, (4.5)
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where for every y € R" the function 7,4, € A.(2;R?) is defined by setting 7,ul := 7,(i) for every
i € Z.(R™). We now prove the following lemma.
Lemma 4.2. Suppose that ¢5 : (R)%<(%) — [0, 4+00) are given by (4.3), where 15 : (R?)Z=(R") —
[0,4+00) are e K -periodic in i, satisfy (H1)—(H6) with Z.(Q;) replaced by Z.(R™), and (4.1). Let A €
A"e9(Q) with A CC Q and let w € SBVE (R™;R?) be a pointwise well-defined function satisfying
(4.5). For any y € R™ with 1,A CC Q there holds

m(a, A) = m(r,a, 7, A4),
where m(u, A), m(t,a, 7,A) are defined according to (3.3).
Proof. Let A,u and y be as in the statement and let us prove that

m(7yu, 7yA) < m(u, A). (4.6)

To this end let u € SBVP?(A;R?%) be admissible for m(a@, A) and A’ CC A with u = @ in A\ A’
In view of Proposition 3.3 we can extend u to Q \ A by @ without changing F'(u, A). In order to
simplify notation we still denote the subsequence provided by Theorem 3.1 by € and we choose a
sequence (u:) C A.(Q;R?) converging to u in L'(Q; R?) and satisfying

;1_1)% F.(uc, A) = F(u, A).

We now construct a suitable sequence (v.) converging to 7,u in L'(;RY). We choose A", A" €
A™9(Q) with A" cc A” cC A” CC A and ¢q sufficiently small such that for all € € (0,¢¢) the
following conditions are satisfied.
(i) AuTt,AC QL

(ii) r, A" c 7, A" and 7,A" C 7, A, where y. := K| |;

(iil) eL < distoo (A", 0A").
For € € (0,2¢) we then define v. € A.(Q;R?) by setting

{ugya if i € Z.(,A"),
vy =

i
P

ral) ifi € Z.(Q\ 7,A"),

which is well-defined thanks to the second inclusion in (ii).
Since u = @ in '\ A’, thanks to (4.5) we have that v. — 7,u in L*(Q;R?). Moreover, for all
i€ Z(ryA") and j € Z.(eLQ) assumption (iii) yields ¢ + j € 7, A", and hence

it = yivetd
Thanks to the locality property (4.2) and the periodicity assumption we thus obtain

Fe(ve,myA") = > e ({ul NI oYiez.@m) < Y e ({uf I o} jez. @)
1€Z(TyA) i€Z(A)
< D0 i ({ul ) jezn) = Felue, A),
i€Z.(A)
where in the second inequality we have used the first inclusion in (ii). Together with the fact that
F(,,7yA") = I-lim, F.(-, 7, A"”) and v. — 7,u in L'(€;R?) the above inequality allows us to deduce
that
F(ryu, 7, A") < lim inf F.(ve,7yA") <lim Fy(ue, A) = F(u, A).

E—
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In view of Proposition 3.12, Remark 3.13 and the arbitrariness of A" CC A we finally get
F(ryu,myA) < F(u, A). (4.7

Hence, since 7,u is admissible for m(7, @, A) and u was arbitrarily chosen we obtain (4.6) by passing
to the infimum on both sides of (4.7). To deduce the result it then suffices to remark that the
opposite inequality follows by applying (4.6) with 7_,. O

On account of Lemma 4.2 we now prove Proposition 4.1.

Proof of Proposition 4.1. Let F be as in Theorem 3.1. We claim that the integrands f and g as
in (3.2) are independent of the position xg, then F' can be written in the form (4.4). To prove the
claim we fix xg,yo € 2 and choose p > 0 sufficiently small such that Q}(zo) U @} (yo) CC Q. For
every M € R¥™ and every ((,v) € R? x S"~! the functions us ., and ug ,, defined as in (2.1)
satisfy the hypotheses of Lemma 4.2. Thus, we obtain

m(ug y,; Q@ (¥0)) = M7y 20U 2y Tyo 20 @)y (20)) = m(ug ., @ (o))
and
m(uMJ/o’QZ(yO)) = m(Tyo—xouM,iCov TyU—QTUQZ(xO)) = m(uM,xov QZ(JJO))

We conclude by letting p — 0. ]

4.1. Separation of bulk and surface effects. In this subsection we give sufficient conditions on
the functions 1{ under which a separation of energy contributions takes place in the limit. We state
the precise hypotheses after introducing some notation. For every ¢ > 0, every u : Z.(R") — RY
and every i € Z.(R™) set
n
Veul(i) =Y (IDu(@)| + D *uli)]),  [Verul@i):= Y

k=1 £€Z1(LQ)

b — uites

We then assume that for every i € Z" there exist 1%, ¢ : (R%)%" — [0, 4+00) such that the following
properties hold (see the Introduction for an explanation of their meaning).

(Hy1) For every n > 0 and every A > 0 there exists & = &(n, A) > 0 such that for every ¢ € (0,¢),
for every i € Z" and for every z : Z" — R? with |V 12](0) < A we have

I .
e ({e2® Yezo@ny) — ¥7 ({27} jezn)| <.
(Hy2) For every n > 0 there exist A(n) > 0 and € = () > 0 such that for every € € (0,¢), for
every i € Z" and every z : Z" — R? with e |V1..2|(0) > A(n) or |V1,12](0) = 0 we have

i :
levsi({ze Yiez. @) — ¥ ({#' ez )| < -
Moreover, we assume that the functions v satisfy the following continuity hypotheses.

(Hy3) There exists a constant ¢, > 0 such that for every z,w : Z" — R¢ with |V1,12/(0) > 0,
[V1,Lw|(0) > 0 and for every i € Z™ there holds

Wi ({27} jezn) — b ({w' }jezn) S es > > [P —wite,
JE€Z1(Qr(4)) £€Z1(QL ()
J+HEEQL ()
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The main result of this section is the following theorem which states that under the additional
assumptions (H,1)—(Hy3) the bulk and surface interactions decouple in the I'-limit. As a conse-
quence we obtain asymptotic minimization formulas for the bulk and the surface energy density
that are independent of the I'-converging subsequence.

Theorem 4.3 (Homogenization). Assume that ¢5 : (RY)%(%) — [0, +00) are given by (4.3),
where ¢ : (RY)Z=®") 5 [0, +00) are eK -periodic in i, satisfy (H1)~(H6) with Z.(S%) replaced by
Z:(R™), and (4.1), and suppose that in addition (Hy1)—(Hy3) are satisfied. Then the functionals
F. : LY RY) — [0, +00] defined as in (2.3) T-converge in the strong L'(£;R%)-topology to the
functional Fiom @ L' (;RY) — [0, 4+00] given by

/ Srom(Vu) dzx —|—/ Ghom ([u], ) dH" ™ if u € GSBVP(;R?),
Fhom(u) = Q u

+o0 otherwise in L*(£;RY),

where fuom : RX™ = [0, +00) and gnom : R? x S"~1 — [0, +00) are given by

. 1. it
from(M) = Jim it { Y w (e we AV 7)) (4)
1€Z1(TQ)
and
: 1 : s i+7 . vnL v
ghom<<,u>Tgrfan_1mf{EZ;Q )wx{u Njezn)iue A (ue,, TQM . (49)
7 1 v

The proof of Theorem 4.3 will be established in Sections 4.1.1 and 4.1.2 below in which we treat
separately the bulk and the surface energy density. As a preliminary step it is useful to compare
the two operators |V, 1| and |V,|.

Lemma 4.4. There exist constants ¢1,¢é2 > 0 depending only on n,p and L such that for every
u: Z(R") — R and every i € Z.(R™) there holds

VerulP@)<én Y [VeulP(h), (4.10)
J€Z:(Qer (1))
and for every A C R™ we have
1 1
3" min {\vs,Luw(i), f} <é& Y min {|V€u|p(i)7 f}. (4.11)
i€Z.(A) € i€Z. (A+eL[—1,1]7) <

Proof. Let u : Z.(R") — R? and i € Z.(R"). By Jensen’s inequality we have

wth — ites p

Vel (i) < #Z(LQYP >
£€2Z:1(LQ)

(4.12)

Moreover, for any € Z1(LQ) there exists a sequence of lattice points i, ..., 4|, € Z:(Qcr(i)) with
the following properties: ig = i, i|¢), = £ and for every h € {1,...,n} there exists i(h) € {1,...,n}
such that ip, € {ip_1 + €i(h)s Th—1 — ei(h)}. Thus, using again Jensen’s inequality we obtain

P €11 1€]1
+e; . p — te; , 1
=[S DE O ui [ < S IDE P < €Y IVl ()
h=1 h=1 JE€EZ(Qei(d))

ut — uites

3
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Summing the above estimate over £ € Z;(LQ) from (4.12) we deduce

. _ nPLP ‘
Verul (i) < GHZ(LQ)"™ D R Do IVeul () < - HZi(LQ)” D [VeuP (),
§€21(LQ) jEZ(Q-1 (7)) J€Z<(Qer (1))

which gives (4.10) with & := "L (#(Z1(LQ))P.
Now (4.11) is a direct consequence of (4.10). In fact, using (4.10) together with the subadditvity
of the min, for any A C R™ we obtain

Z mln{|VaLU|p } Z mln{c1 Z |V€u|p(j),§}

i€Z.(A) 1€Z:(A) JEZ(Qer (7))

Z Z mm{cl|V ulP(5), }<max{c1,1} Z Z mln{|V ulP(i + j), }

1€Z:(A) j€Z(Qer (1)) J€Z1(LQ) i€ Z.(A)

< max{éy, 1}#2 (LQ) 3 min { |Voul? (i), é}

i€Z.(A+eL[—1,1]7)

hence (4.11) follows by setting és := max{éy, 1}#7,(LQ). O

4.1.1. The bulk energy density. In this section we show that the bulk energy density f in (4.4)
coincides with fhom as in (4.8). This will be done by comparing our functionals with a class of
functionals that fall into the framework of [? ]. More precisely, we introduce rescaled interaction-
energy densities ¢2” : (R%)Z=(2) 5 [0, +00) given by

wg({l EJX }JGZ") ifiEZE(Q:{l)a
b — =
Uit Yjezi@n) = ST IDExO)F ifie 2.\ QF),
k=1
cer€Q;

and we consider the functionals G, : L' (;RY) x A(Q) — [0, +oc] defined by setting

G.(u,A) := Z E"wf’b({uiﬂ}jezs(gi)), for u € A.(QRY), (4.13)
1€Z-(A)

and extended to +o0o on LY(Q;R?) \ A.(Q;RY).
We show that the functions 1 have the same properties as the functions ¢ : (R4)Z" — [0, 4-00)

defined in [? |, Section 5] for k = L fixed. In addition, they satisfy a suitable upper bound (see
(H,7) below).

Lemma 4.5 (Properties of ¢?). Suppose that ¢5 : (R4)Z<®") — [0, 4+00) are eK-periodic in i,
satisfy (H1)—(H6) with Z.(£2;) replaced by Z.(R™), and suppose that in addition (4.1) is satisfied.
Assume moreover that there exists 1? : (RY)%" — [0, +00) such that (H,1) holds true. Then the
functions ¢ are K-periodic in i and satisfy conditions (H1)-(H3) with Z.(SY;) replaced by Z™.
Moreover, the following holds true for every i € Z™.

(Hp4) (lower bound) For every z : Z™ — RY there holds

W& }jezn) = 2 Y |DF2(0)P

k=1
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(Hp5) (locality) for all z,w : Z™ — R with 27 = w? for all j € Z1(LQ) we have
¢f({zj}jezn) = 1/’?({wj}jezn)§
(Hp6) (controlled non-convexity) there exists cy > 0 such that for all z,w : Z" — R and every
cut-off ¢ : R™ — [0, 1] we have
V{72 + (1= @)’ Yienn) < es(vi({2}jen + 07 ({w} jezn)
ta > > sup DY) |20 +€) = w(i + OF +IDEG) + Dfw()I"):

) ez (
Z.(L Z1 (L
JEZ1(LQ) §]¢+€1E<Lg> ke{l,...,n}

(H,7) (upper bound) there ewists cs = c5(n, L, p) > 0 such that for all z : Z" — R? there holds
U ({2 }jezn) < es(IV1,02[P(0) + 1).

Proof. We first show that wf is K-periodic in i. Fix n > 0 and let z : Z" — R? be arbitrary. We
find &€ = &(z,m) > 0 corresponding to (H,1) with A, = |V1,2|(0) < 400 such that for all € € (0,2)
and for all ¢ € Z™ we have

U5 (e ez @m) —n < W Y jezn) < ¥5({e2% ez @) + 11 (4.14)
Thus, for all £k € {1,...,n} the K-periodicity of ¢, together with the fact that (4.14) holds
uniformly in ¢ ensure that

Py ken {7 Viezn) < Uit ken) ({827 ez @) + 1 = ¥&({e27 Yiez. @) + 1 < ¥ ({7 }ezn) + 20,
Using the first inequality in (4.14) the same argument as above then leads to
%/J?({Zj}jezn) —2n< 1/J?+Kek({zj}jezn) < 1/’?({Zj}jezn) + 21,
and we conclude by the arbitrariness of n > 0.
An analogous argument shows that (H1)—(H3) transfer from 1, to ¥? and that (H},5) follows

from (4.2). Moreover, for every 7 > 0 and z : Z" — R% there exists & = &(z,71) > 0 such that for all
e € (0,€) and every i € Z™ we have

W sen) > vEert hezaq) —n = comin{ Y [DEO)F,~ | =1 = > IDEOF =

hence (Hp4) follows again by the arbitrariness of 7 > 0.
We continue proving (Hy,6). Let (cZ¢) be the sequence provided by (H6). In view of (2.6) there

exists g9 > 0 such that
C4 := Sup Z Z cg’é < +o0.

€(0:20) je 7. (cLQ) ¢€2:(LQ)
jt+eé€elQ

Fix n > 0; for any z,w : Z" — R? and ¢ : Z" — [0, 1] we find & = &(z,w, ¢,n) € (0,&0) such that
for all e € (0,£) and for all i € Z™ there holds

V{2 + (1= N }jezn) <05 ({ptert + (1—9F)ewt bez, @m) + 1,
Qﬁii({fz%}jezs(w)) + ¢§i({5w%}jezg(Rn)) < ¢?({Zj}jezn) + ¢f({wj}jezn) + 1.
Then (H6) together with (4.1) yield
VP({e?2 + (1= ' }jezn) < es(¥({27}jezn) + Y2 ({w’ Yjezn) + 1) + RE(z,w, ) + 1,
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where

R (zw0) = Y Y 2 sw IDTe(DPl(L +€) —w( +P)
jez-(cLQ) L) AT
j+eéeelQ e

+ 2 (IDF(D)I + [ D w(D)P).
Since £ € (0,£0) we have ¢l < ¢4 for all € € (0,8), j € Z.(eLQ) and ¢ € Z;(LQ). Hence

Rue)<a Y, > ( sw [DEeOPIG+8) —w + & + D) + [Dfw(i)P)
i€21(1Q)¢ez1(LQ) J71EQ)
J+E€LQ ke{l,...,n}
and (H,6) follows by the arbitrariness of n > 0.
Using a similar argument we eventually verify (H;,7). We consider the sequence (¢l 7€ ) provided
by (H5) and we remark that thanks to (2.4) there exists g9 > 0 such that

Cs := sup Z Z ci% < +00. (4.15)
£€(0:20) jez.(cLQ) €21 (LQ)
Jjte€€elQ

For any z : Z" — R? we choose & = £(z) € (0,&¢) such that ¥? ({27} jezn) < ¥;({e29/5}jez. (mn)) +1
for every ¢ € (0,Z). Moreover we define a constant function 2 : Z" — R by setting 27 := 29 for
every j € Z". Since & < gg, (H5) and (2.7) in Remark 2.1 yield for any € € (0, ) the estimate

WA jer) S +2+ ) Y ASDEL)P < +2+8 ) Y DSz()P
JE€Z:(eLQ) £€Z1(LQ) JE€EZ1(LQ) £€Z:(LQ)
Jjtef€elQ J+EELQ

Finally, the last term in the estimate above can be bounded via
Do > DG <277 (1 + #24(LQ))| VL2 (0),

JEZ1(LQ) §€Z1(LQ)
Jj+HEELQ

hence we obtain (H},7) by setting c5 := max{c; + 2,¢52° 1 (1 + #Z1(LQ))}. O

Remark 4.6. The arguments used to verify (Hy,7) also show that for all £ € (0,g9) with g9 as in
(4.15), for all i € Z.(R™) and for all z : Z.(R") — R? there holds

({7} jez. ) < e5(|Ve,Lz[P(0) + 1).
Thanks to Lemma 4.5 the following is a consequence of [? , Theorem 5.1].

Theorem 4.7. Let G. : L'(;RY) x A(Q) — [0, +00] be given by (4.13) and suppose that the
functions 5 : (RY)Z<®") 5 [0, 400) are eK-periodic in i, satisfy (H1)~(H6) with Z.(;) replaced
by Z:(R™), and the locality condition (4.1). Assume that in addition Hypotheses (Hy1) holds true.
Then G T'-converges in the strong LP(Q2;R?)-topology to the functional G : LP(£;R%) — [0, +o0]
given by

/ from (V) d u € WhHP(Q; RY)

and extended by +oo in LP(Q;RY) \ WLP(Q;RY), where the integrand fuom is given by (4.8). In
particular, the limit defining fuom exists and is independent of the I'-converging subsequence.
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Remark 4.8. Note that Theorem 4.7 holds also locally, i.e., for every A € A(f2) and every u €
Whr(Q; R?) we have

I'- lim G¢(u, A) = / frhom(Vu) dz.
e—0 A

Moreover, thanks to the finite-range assumption (4.1) the width of the boundary layer in the
definition of fuom can be chosen as \/nL (instead of v/T as in [? , Theorem 5.1]).

Thanks to (Hy 1) we can compare the two discrete energies F. and G, following a similar strategy
as in [? |. To this end it is convenient to recall the notion of discrete maximal function and some
of its properties that have been proved in [? | (see also [? ]).

Givene > 0,v : Z.(R") — R and r > 0 we define the maximal function MZv : Z_.(R") — [0, +00)
by setting

r . 1 1
MZu(i) == sup T Z v,
€ON #2:(Bs () jez.Blh )

where E‘L’ll (7) is the closed ball of radius s around ¢ with respect to the |- |;-norm. The following
lemma is a consequence of [? , Lemma 5.16 and Remark 5.17].

Lemma 4.9. There exists a constant ¢ > 0 such that for all ¢ > 0 and for every u : Z.(R") — R?
there holds

lu' —u?| < éli— 4| (Mgi_j‘l Vul () + M=k |V6u\(j)) for every i,j € Z.(R™).
Moreover, the following result has been established in [? , Lemma 5.18].

Lemma 4.10. Let 2o € R™, A\ > 0 and suppose that u. : Z.(R") — R? satisfy

sup Z |VeuelP(i) < 400,
e>0 i€ Ze (B(346zm)A(T0))

where € is as in Lemma 4.9. Then there exist a subsequence (g5,) and functions wy, : Ze, (R™) — R?
such that |Ve, wp|P is equiintegrable on Bax(zo) and

i <fi i € Ze, (Boa(w0)): e, # wi on By =o. (4.16)
Remark 4.11. Let the sequences (ue), (€5) and (wp,) be as in Lemma 4.10. Then we also have
i e € Ze, (Ba(20)): e, 7 wn o Ze, (Qen (i)} = 0. (4.17)

To verify (4.17) we denote by Uj, the set in (4.16) and by UL the set in (4.17) and we remark that for
every i € UL there exists j; € Q., 1(i) such that szh # wy'. Since i € By(x¢) we have j; € Bax ()

for h sufficiently large, so that j; € Uy. Hence for h sufficiently large we get

enHUS <ep Y #{i €U j € Qe (i)} < L epHU, — 0 as h — +oo.

JEUR

We are now in a position to prove the following result.
Proposition 4.12. Let the sequence (F.) be defined according to (2.3) with ¢5 : (R%)Z=(%) —
[0,+00) as in (4.3) and assume the functions ¢ : (RY)Z<®") — [0, +00) are eK -periodic in 1,
satisfy (H1)—~(H6) with Z-(S%;) replaced by Z-(R™), the locality condition (4.1), and (H,1). Then
F(M) = foom(M) for every M € R¥>*" where f is as in (4.4).
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Proof. The strategy used to derive the formula for f follows closely the one used in [? , Proposition
5.19]. A main difference with respect to the situation in [? ] is the fact that the interaction-energy
densities ¢ are bounded from below only in terms of |V.u|, while they can be bounded from
above in terms of the finite-range gradient |V, pu|. To circumvent this additional difficulty we will
frequently use Lemma 4.4.

The proof is divided into two major steps establishing separately a lower and an upper bound of
f in terms of fuom.

Step 1: f > fhom
Fix M € R¥™ and let 2o € Q and p > 0 with B,(z¢) CC Q. Then

By F(M) = pianM,szp(xo))-

We now estimate F(uns,q,, Bp(20)) from below. Without loss of generality we assume zy = 0 and
for fixed py > 0 with B,, CC Q we choose functions u. € A.(€;R?) converging in L' (2;R?) to uy,
and satisfying

gLH(l)FE(U&Bpo) = F(unm, By, ).
Then (u.) is a recovery sequence for ups on B, for every p € (0, pg), since

F(quBP) = F(quBPo) *F(quBl)o \E)
> Elg%Fa(uavao) — ligrgnga(uE,Bpo \ B,) > limsup F¢(ue, B,),

e—0
where in the first step we used that F(uas, B,) does not concentrate on the boundary of B,. In
particular, we have

- 1
|B1|f(M) > ra limS(l)lp F.(ue, B,) for every p € (0, po). (4.18)
e—

We now introduce a constant k > 0 satisfying
k>3 +6cyn+ M|,

where  is as in Remark 4.9. Since |ups| < [M|p < kp on B,, the truncated functions Ty ,u. converge
to uy in L'(B,,R?). In particular, in view of Remark 2.2 they still provide a recovery sequence
for upr on B,,.

Fix n > 0 and for every p € (0, (3k?)71po) let £, = &(n, @IEAP#Zl(LQ)) be given by (Hy1)
with A, to be chosen later. We choose

2 diste(B,,, 00
EP < min {pzappilvgm%}

non-decreasing in p and satisfying
F,, (T;Cpusp,ngzp) <c(|MF+1)p", (4.19)

1
/ |Tg e, — un|P do < PP (4.20)
BP

| B1]p"
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Here, the first estimate can be realized thanks to (4.18) and the fact that f(M) < c(|M[? + 1).
Observe that since p < (3k*)~'po our choice of e, implies that Bgjz, C B, C Qgp and hence

F., (Tgpue,, Bajz,) = Zeﬁwf”({Uijjxi,,LQ}jezgp(Rn)) = > e ({epvit/ Ve, @)
i€Z,(Bsz2,) i€Z1(Bgg2 2. )
€p
(4.21)
where v, : Z" — R? is defined by setting

v = —1T% u
P c kp

€pl

Ept . n
"X for every i € Z".

Substep la: Construction of Lipschitz-competitors -
We now aim to replace v, by a Lipschitz function v, with Lipschitz constant at most kA,. To this
end we introduce the sets of regular and singular points defined as

k2L

k2 ) n .
Ry ={i€ Zi(Bje): My " |Viv,| <AL}, S, ={i€Z": |Viv,|(i) > A,/2},
€p
respectively. Note that for every 4, j € R, thanks to Lemma 4.9 we have the Lipschitz estimate
o WL = _
v, = vhl < evmli = I (My 7 [V10,]() + My 7 [V, |()) < RAli = jl.

Using Kirszbraun’s extension theorem we thus find a function v, : Z" — R? coinciding with v, on
R, and satisfying [0, — v)| < kA,|i — j| for every i,j € Z". In particular, we have

N
2

In addition, by truncation with the operator Ts; » we can assume that [T, e < 9kL.
€ P

|V1,00,[(2) < kA, #2,(LQ) for every i € Z". (4.22)

In the remaining part of this substep we bound the number of points in which v, and v, do not
coincide, that is the cardinality of Z; (Bj» )\ 'R,. We first observe that for every i € Z1(Bj» )\ R,
€p €p

there exists s; € (0, k*£) such that
P
— |, )
MHZ(B@) < Y IVigl().
i€z (B (i)
Applying Vitali’s covering lemma we find Z, C Zi(Br.) \ R, (finite) such that the family
(F‘S'Jl(i))iezp is disjoint and
Z(Bia)\ R, | Bil (i),
. i€Z,
hence

#21(Bi2)\ R, < #2:( | Bosl ) < 5"#2:( U B () (4.23)

i€z, i€Z,

To estimate the cardinality of Z1 (|, ELJI (i)) we distinguish between the lattice points in | J; ELJI (1)

belonging to S, and those that belong to its complement. In fact, since the balls ELJI (7) are disjoint,
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the definition of S, implies that
Mtz (U B 0) < Viu,|(j) < Vo |() + 22z Bl
4 1 U 5; (z) = Z | 1UP|(J) = Z | 17}9‘(])"_ 9 #Z: U 5; (Z) )
= je (U, L () jeU, B ()ns, =
hence

#n(UBLO) < X Dwlo) (1.24)

i€Z, JGU Bl |1( )ms

We aim to bound the term on the right-hand side of (4.24) via F (T} ,uc,, B3gz,). To this end we
introduce the set of jump points

Jp = {Z € Z": |VyuplP(i) = 1/59}
and we use Holder’s inequality to obtain the estimate
—1 1
yo1k \ A\ 7P
> Wl < (#UBOs3) T (X MwlG)’ @2)
jeU, BLM)ns,\J, i€z, iU, BL1' ()ns,\7,
Then by definition for every j € |J; B ‘1( )NS, \ J, we have
1 - : 1
V10,[P(5) = min {|V10,[7(j) } (2n)P~1 (mln { Z IDEOIIP, —} +min { 3 [DEv)=ex P, 7})’
€p el €p
where in the second step we used the subadditivity of min. Moreover, for every j € |J, ELJI (i) there

holds
j—er€ U BLE_E (i) C Bgj2e  forevery k€ {1,...,n}. (4.26)
€p

i€Z,

Thus, from (H4) together the energy bound (4.19) we infer

S Vi) < 2@t Y mm{Z\Dlvp f}<c”

jeU, Bl @)ns,\7, 1€21(Byga o)

7

. (427

where the additional factor 2 comes from the fact that each term is counted at most twice. Finally,
. A .
since [Viv,| > 52 on S, (4.27) gives

n

=l \ . p
( ) #UBrons g < Y IViglG) el (4.28)
€L, jeU; BLM ()ns,\7,
Gathering (4.25), (4.27) and (4.28) we eventually deduce that
2 . —
™~ > IViv,l(G) < eh, P (4.29)
P €p

jeU, BT ()ns,\7,
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To estimate the remaining contributions in (4.24) we observe that for every j € J, there exists
k(j) € {1,...,n} such that either |[DfvI[P > 1/e,(2n)? or |[Dfv] [P > 1/e,(2n)P. Using the
inclusion in (4.26) once more we then obtain

Hr(UBrong) <z > min{ Y DhoG)P =} <2
i k=1

€,(2n)P en
p( ) €z, jezl(BSEZEL) p
p

where the additional factor 2 results again from a possible double counting of interactions. Moreover,
the uniform bound on v, implies |D{v,(j)| < ckZ£ for every j € Z", so that the above estimate
P

yields

2 . 7 — _ . -~ '

A Z Viv,|(5) < CkAplgﬁ#( U BLJI(Z) A jp) < CpApllZTL' (4.30)
? jeu, Bl ()ng, P ez, n

Combining (4.23), (4.24), (4.29) and (4.30) and choosing A, = pﬁ we finally deduce that

n

#(Z1(Bie) \Ry) < clph; + A7) = cprr 2 (4.31)
P P

Substep 1b: From Lipschitz continuity to equiintegrable gradients
In this substep we show that the rescaled functions v, obtained by setting

i
P

b
€p L

o' = L7 for every i € Zz, (R™)
P

satisfy the hypotheses of Lemma 4.10 with A = 1 and g = 0 along the vanishing sequence o, := %".
We start by observing that 9, satisfy the following conditions.
() 1]l < 9%;
(ii) |z~); — 17§| < kA,li — j| for all i, j € Zs,(R");
(iii) o), = 3T ull if Li€R,.
Note that (ii) implies that |V, 0,[P(i) < cAb for every i € Z,, (R™). We thus obtain the estimate

~ ' en n ) en
PRV SOALOESEY /72 > \D’SpTzszEpl”+0A§p7’;#(21(31;$)\Rp)-
iGZap(B,;) iEZEp(BEp) ) k=1
LERP é-‘rekERp
€p

(4.32)

Thanks to (4.31) we can bound the second term on the right-hand side of (4.32) by a constant.
Moreover, the definition of the maximal function together with the choice of the set R, implies
that for all i € Zc,(By,) with i/e, € R, we have
& ; . 1
S 1D Tyl P < 9, Tyge, P0) = [Vangl? < A5 = 575 <
k=1
where in the last step we have used that €, < pﬁ. Hence we can bound the first term on the
right-hand side of (4.32) by the energy and use (4.19) to deduce that

n . c
Z a, Ve, 0[P (i) < p—nFsp(T,;puEp,B,;p) +c<ec
i€2Z,,(Bg)
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Thanks to our choice of & Lemma 4.10 then provides us with a subsequence (p;,) and functions
wp, : Zy, (R™) — R such that |V, w|P is equiintegrable on By and

lim o} #{i € Z,,(Ba): ¥, % wy on B (i)} =0, (4.33)
h—+oc0

where we have set o, := 7,,. Moreover, upon truncation we can assume that [|[wp||ec < 27k.
Substep 1c: Conclusion of the lower-bound inequality

We continue by proving that the sequence (wp) obtained in Substep 1b converges to up; in

LP(B1;R?). To simplify notation we set €5, := ¢,, . We start by estimating

1 1
lwh = umll Lr (B, ey < llwn — p*hchphUsh (on )l Lr(Byre)y + HETE%UE}L (Pn+) — untl|Le (B, Ra)-

By a change of variables and (4.20) we obtain

1 1
||—T,;phu5h(ph-) — uM||1£p(Bl;Rd) < n—ﬂ)/ |T,5phu5h —up|Pdx < pp, — 0as h — +oo.
Ph ph BP}L

Moreover, we denote by U, the set in (4.33) and we remark that for all i € Z,, (Bz2) \ Uy with
i/on € R, we have wj, = 1/py Ty, uf**. Thus, the uniform bound on ||wp |« together with (4.31),
(4.33) yield

1 _p_
[[wn — o T e (Pn ) Lo (3, may < AMPofy (FUAF(Z1(By2s) \ Rp,)) < el M (o #Un+pj "),
where the second inequality follows from (4.31). Thanks to (4.33) we conclude that wj, — ups in
LP(By; RY).

We finally show that up to a small error 1/p} F¢, (ue,, B,, ) is asymptotically bounded from below
by |B1|fhom- Then the required inequality follows from (4.18) by letting h — +o00. We start by
introducing the sets

uif = {Z € ZUh(Bl): Upp, # wp, on QUhL(i)}a
Vi i={i € Z1(Ben): Z1(Qu(i)) C Ry, oni € Zo, (B1) \ Ui},

and by observing that Remark 4.11 and (4.31) yield
N Z1(Ben) \ Vi) < o (#U + cL"#(Z1(Bjen ) \ R,,)) — 0 as h — +o0. (4.34)
€h €h

Moreover, thanks to the locality property (4.2) we have

1 1 n it
7F5h (ushvBPh,) > pTFah (Tﬁph,uahvBPh) > Z 0h¢§:'i({5hvph " }jEZE,L (R"))

n
h h 1€V

> > ot ({opi7 Y jezn) — m,
1€V
where the last inequality follows from (4.22) and (H, 1) together with the fact that e, < &,,. By
construction 757 = 1/0th"“+3) for every i € Vy, and every j € Z1(LQ), hence we obtain

1 n 1 1+ong n 1 on(itj
—Fe, (ue,, By, ) = Z Jhwg({;w}j "Yjenn) — Z thf({?whh( J)}jGZ") -n
Ph i€z, (By) 0" €21 (B oy )\Vi h

€h
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> G, (wn, B1) —¢s Y 0 (Vo LwnlP(oni) +1) — 1
i€Z1(Bpen )\Vh
€h

> Goy(wn, B) —cs 3. of(en 3 [VowlP(G)+1) —n, (439)
1€Z1(Bpp \Vh  §€Zs, (0nQL (%))

€h

where ¢ is given by (4.10). In order to further estimate the second term in (4.35) we consider the
set

Wh :=1{j € Z,,(Bsy2): 3i € Z1(Ben) \ Vi s.t. j € 0, LQ()}

€h

and for every j € W, we define
’Yh(j) = #{’L S Zl(B%) \Vhi j € UhLQ(Z)}
Then for h sufficiently large we have
> on Yo Vouwnl?G) < Y opm()IVe,wnlP () < e(n, L) Y o3t Ve,wnl? (),
iGZl(Bpih)\Vh jGZgh (o’h,QL (’L)) JEW JEWS
€h

(4.36)

where in the second step we used that v,(j) < #Z,(Qo,(j)) < cL™ for every j € Wy. We

eventually observe that #W,, < cL"#(Z1(Ben )\ Vy) — 0 as h — +oo. Hence the equiintegrability

€h
of Vs, wp|P on Bs yields the existence of some h, > 0 such that
eséie(n, L) Z o\ Ve,wr|P(j) <n for every h > h,,.
JEWh
As a consequence, combining (4.35) and (4.36) we obtain
1

*nFeh, (ush,aBph) Z Gah, (whv Bl) - 0502#(21 (BZ—Z) \Vh) - 277’ (437)
h
for all h > h,,. Thus, since wy, — up in LP(By,RY), from (4.18), (4.34) and (4.37) together with

Theorem 4.7 and Remark 4.8 we deduce that
|B1|f(M) > %Liglf;ofGoh(mel) —2n > G(un, Br) — 20 = [Bi| foom (M) — 21

and we conclude by letting n — 0.

Step 2: f S fhom
In order to prove this inequality we choose a sequence (u.) converging to uys in LP(Q;R?) and
satisfying

;i_{% Ge(ue, Bpy) = G(unm, B, ).

Fix p € (0, (3k%) " po); then the truncated functions Tj ,u. still provide a recovery sequence for u
on B,. In particular, we obtain

1 1 .
| B1| fhom (M) = p—nG(uM,Bp) > ﬁhmjgp G- (Ty,ue, By). (4.38)
€

In order to use (H,1) to pass from G. to F. we need replace Ty,, by a sequence of functions
with equiintegrable discrete gradients. This can be done by using Lemma 4.10 along the vanishing
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sequence £ with A = p. We start by observing that thanks to (Hy4) the functions T, pUe satisfy the
assumptions of Lemma 4.10. In fact,

S SN Tl < Y e IDETuP < Gelue, Byy) < 0",

1€Z:(Bg,) i€Z:(Bag,) k=1

@)y

for some ¢ > 0 uniformly with respect to e. Thus, Lemma 4.10 ensures the existence of a subsequence
&5, and functions wy, : Z., (R™) — R? (possibly depending on p) such that |V, wy|P is equiintegrable
on By, and such that

lim e #{i € Ze, (Bay): Tiyue, 7wy on BL' (i)} = 0. (4.39)
h—4o0

Moreover, upon truncation we can assume that ||wy||o < 9k. Denoting by U, the set in (4.39) the
uniform bound on [Ty ue, [|oo and [Jwp || together with (4.39) give

lwn —unllLe(s,ray < lwn — Tipte, || e B,y + | Trpte, — unl| e (B,;ra)
1
< C|M|(EZ#U6;L)” + ||Tl;pu€h - uMHLP(Bp;Rd) — 0 as h — +oo0.
Hence, Theorem 3.1 implies that
_ 1 1
|B1|f(M) = —F(un, By) < — liminf F;, (wy, Bp), (4.40)
o P hsoo
and it remains to compare Fy, (wp, B,) and G, Ty ue,, , B,). We start by comparing G, (Tf ,ue,, , B,)
and Ge, (wp, B,). To this end we introduce the sets
uI;L = {Z € ZEh (BP): Tkpu€h, ?_é Wp ON th,L(i)}v
L= {j € Ze,(Bsppa): Ji € UL st j € Q. 1(i)},
and we remark that as in Substep 1c one can show that
lim el#Ul =0, hm er#VE = 0.

h—4o00 —+o0
Thus, arguing as in (4.36) and using the equiintegrablhty of |V5hwh|p on By, we deduce that there
exists hy = hi(n, p) > 0 such that for all h > h; we have
¢ .
2 Ve )+ 1) < Dre(n, 1) 3 (Ve unl (@) +1) <

Y23
ieul, i€VE

As a consequence, thanks to the upper bound (H},7) we obtain

1 1 1 n it i
TGEh (TEpuE}17BP) > TGEh (wha Bp) T Ta Z 5h¢ll({éwh+sh]}jezn)
P P ieuk E
€h
1
> —G,, (wy,B,) —n forall h > hy. (4.41)
ik

We finally estimate from below G-, (wp, B,) in terms of Fy, (wp, B,). For every A > 0 we set
Sen(A) i={i € Zo, (Bap): [Vey pwn[P(i) = A}.
For every i € S;, (A) Lemma 4.4 gives

A< |Ve, Lwnl?(i) < & ) Ve, wnl?(§) < &1#21(LQ) ~ max |V, wp|P(4).
. EZsh(QEhL( ))
JeZEh(QEhL(Z))
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In particular, for every i € S,, (A)NB, there exists j; € Z., (Ba,) with |V., wi|P(j;) > A/ (&1#7Z1(LQ)).
Setting ¢ := é1#71(LQ) this gives

S VerwlG) <Y Ve wnlP ) € S (A): € Qo (i)}
i€Se, (A)NB,, JESe), (A/E)
SHZLLQ) Y. IVewnl():
JESe), (A/?)
Thus, for fixed n > 0 the equiintegrability of |V, wy,|P on Ba, ensures the existence of A = A(n, p) >
0 and hy = ha(n, p) > 0 such that for every h > hy we have

C i Ci .
= 3 aﬁ(\veh,m\p(zm)sp—i#szQ) Yo (I VawnP(i)+1) <n. (4.42)
i€S., (M)NB, JESe, (A/2)

In addition, since |V, rwp|(i) < A for all i € Ze, (By) \ S, (M), in view of (H,1) there exists

hs = hs(n, p) > 0 such that for all h > hg and for all i € Z., (B,) \ S, (A) there holds

V7 (ke ) = 00 (0l Yiez) | < (4.43)
Combining (4.42) and (4.43) in view of Remark 4.6 we deduce that for all A > max{hs, h3} we have
1 1 ., i
ijeh (wn, Bp) = /Tn Z 5h(¢i€h({whﬂ}jezzh(ﬂ§")) )

1€ Ze;, (Bp)\Se), (An,p)

1 Cs5 n .
> —Fey(wn, By) —n—olen) = — Y ep(|Ve,Lwnl”(i) +1)
P i€8e,, (A)NB,
1
> p—nFah (wh, Bp) — 2n — o(ep,). (4.44)

Eventually, gathering (4.40), (4.38), (4.41) and (4.44) we obtain
. . =
| Bi|from (M) = — liminf F;, (wn, By) —3n = |B1|f(M) — 3n,
p" h—+oo
hence we may conclude letting n — 0. O

4.1.2. The surface energy density. In this section we finally characterize the surface-energy density
of the I'-limit. We start by proving some properties of the unscaled interaction-energy densities ;.
Since these properties can be obtained in a similar way as the corresponding properties of 1/}? in
Lemma 4.5 we only sketch the proof.

Lemma 4.13. Suppose that ¢5 : (R)Z®") 5 [0,400) are eK -periodic in i, satisfy (H1)—(HG6)
with Z:(Q;) replaced by Z.(R™), and suppose that in addition (4.1) is satisfied. Assume moreover
that there exists 5 : (RY)Z" — [0,400) such that (H,2) holds true. Then the functions ¢ are K-
periodic in i and satisfy Hypotheses (H1)—(H2) with Z.(€);) replaced by Z™. Moreover, the following
holds for every i € Z".

(Hs3) (upper bound for constant functions) For all z : Z" — R? with z = w for some w € R we
have 47 ({#'}jezn) = 0;
(Hg4) (upper bound) there ezists cg = cg(n, L) > 0 such that for all z : Z" — R? there holds

¥ ({7 }jezn) < esllzl|Le ) + 1)
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(Hs5) (locality) for all z,w : Z™ — R® with 27 = w? for all j € Z1(LQ) we have
¥ ({#'}jezn) = ¥ ({w’} jenn)-
In particular, V§({z9}jezn) = 0 for all z : Z" — R with 2 = w on Z1(LQ) for some
w € RL.
Proof. The periodicity of ¢7, (H1)—-(H2) and (Hs5) follow from the corresponding properties of ¢§
as in the case of ¥?. Thus, we only prove (H3) and (H.4) here. To this end, fix n > 0 and suppose
that z : Z" — R? is such z = w for some w € R%. Then |V1,£2/(0) = 0 and according to (H,2) we
find & = &(n) > 0 such that ¥ ({27}jez~) < e¥S; ({27 }jez.&n)) + 7 for every € € (0,€) and every
i € Z™. Thus, (2.7) gives
Ui ({#}jezn) <eler +1) +,
and we obtain (Hg3) by letting first € — 0 and then n — 0.
We continue proving (H.4). Let €y and ¢ be as in (4.15) and let z : Z" — R%. Note that either
1-p
|V1,02|(0) = 0 or we can find £(2) € (0,&0) such that e7» [Vq 12[(0) > A(1) for any € € (0,(2)).
Thanks to (H,2) there exists ¢ € (0,2(z)) such that ¥3({z7}jezn) < e, ({22 }jez @) + 1 for
every € € (0,€) and every i € Z™. Arguing as in the proof of Lemma 4.5 to obtain (Hy,7) we deduce
s i _ 1+ [zE+e — 20
Yl Ye) <t D +1bes Y Y A2

JE€Z1(LQ) £€Z1(LQ)

JHEELQ
el +1) + 1481+ 2]zl rome)) (#21(LQ)),
hence (Hg4) follows by setting cg := 2 max{¢s(#21(LQ))?,1} and letting € — 0. O

Remark 4.14. Thanks to (Hg3) and (Hg5) the continuity assumption (H,3) reads as follows. For
every z,w : Z" — R? with [V1,.2|(0) > 0 there holds

wf({zj}jezn) > z/;f({wj}jezn) — ¢ Z Z |zj+5 — wItE| for every i € Z".
JE€EZ1(QL (%)) §€Z1(QL (1))
JHEEQL(7)

On account of Lemma 4.13 we now prove the following proposition.

Proposition 4.15. Let F. be given by (2.3) with ¢5 : (R?)Z=(%) — [0, +00) as in (4.3) and assume
that the functions ¢ : (R%)Z®") — [0, +00) are e K -periodic in i, satisfy (H1)~(H6) with Z.(%)
replaced by Z.(R™), and the locality condition (4.1). Suppose in addition that there exist ¥ :
(RHZ" — [0, 400) such that (H,2) and (H,3) are satisfied. Then for each pair (¢,v) € R% x S"~1
there exists the limit defining gnom in (4.9) and gnom((,v) = g(¢,v), where g is as in (4.4).

Proof. Having Lemma 4.13 at hand the existence of the limit in (4.9) can be proved as in [? |
Proposition 4.5] and we thus omit its proof here.

Let (¢,v) € R% x S™~1 be fixed and let us show that g({,) = ghom(¢,v). To reduce notation
for every T' > 0 we set

gr(Gv) =it { Y wI({u )t u e AV (ue, TQY)
i€Z1(TQV)

so that ghom (¢, v) = limp 1/T" g7 (¢, v).
Step 1: §(¢,v) > ghom((,v)
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Let g be asin (4.4); thanks to formula 3.2 in Theorem 3.1 together with Remark 3.16 and Proposition
4.1 there exists x¢ € € such that

g(¢,v) = limsup lim lim sup % inf{F;(u,Q,(w0): u € Aﬁ(ugymo, Q) (z0))}-
p—0 020 50 P

Note that to simplify notation we do not relabel the I'-converging subsequence. Moreover, from now

on we assume xg = 0. We fix a number o € (0, (p—1)/p) whose meaning will become clear later and

for every p > 0 we denote by N, := |p~°| the integer part of p~®. We further write ¢ = (¢1,..., (%)

and we choose p € (0,1) with Q2, CC Q such that 2/N, < [("™] for every m € {1,...,d} with

¢™ #£0. Let § € (0,p/2) and for every € > 0 with ey/nL < ¢ let u. € Ag(uz, Q}) be such that

Felue, Q) < Fe(uf,Qp) < cp" . (4.45)

Since ey/nL < 6 < p/2 and Q2, CC Q we can extend u. by 0 outside Q without modifying
the energy or changing the boundary conditions. Moreover, by truncation we can assume that
2= < 3(c].

Let us fix n > 0; in the remaining part of this step we construct functions w. : Z" — R?
which are admissible for the minimum problem defining gr. (¢, v) with T, = p/e and satisfying for
¢ sufficiently small (depending on 7)) the estimate

1 v 1 s i+
SR Q) 2 Y wi{w henn) - Riep) o, (4.46)
¢ 1€Z1(T-Q")

where the remainder R(e, p) is such that lim, lim. R(e, p) = 0 and the constant ¢ depends only on

n, L and (. Passing to the limit first in € then in § and finally in p, thanks to the arbitrariness of

Ug € Ag(ug, @}) we may then deduce that

~ o 1
9(¢;v) = lim inf 19T (C,v) — en = Ghom (C,v) — e, (4.47)

which will eventually give the desired inequality by letting n — 0.

To obtain the required sequence (w,) we carefully combine the arguments used in [? , Proposition
5.21] in the discrete setting with those used in [? , Proposition 6.2] and [? , Theorem 5.2(d)] in the
continuum setting. We start by introducing some notation. For every m € {1,...,d} we denote by
(u)™ the m-th component of u. and for every ¢ € R we consider the superlevel set

SI(t) = {i € Z(QY): (ul)™ > t}.
Further we introduce the set
RI(t) ={i € Z(Q): 3 € Z1(LQ) st i+ e € Z(R") \ S['(t), i € S[*(t) or vice versa}.

Finally, let N € N with 3|¢| + 1/N, < N; note that for any ¢t € [-N, N] and any m € {1,...,d} a
point i € Z.(QY) belongs to RZ*(t) if and only if £ € [(ul)™, (uit<¢)™) or t € ((uft=*)™, (ul)™] for
some § € Z1(LQ). Thus, for any i € Z.(Q}) we have

N
| xme @ de < V). (4.48)
N

We choose A(7n) according to (H,2) and denote by

A(n)? }

T = {Z S ZE(QZ) ‘VE,Luslp(i) 2 €
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the set of jump points. Without restriction we assume that A(n) > 1. Summing up (4.48) over all
i € Z:(Q}) \ Je from Holder’s inequality we deduce that

N
SN AT CUUIAL RN SR D

i€2(QY)\Je

D=

< (Bz@\2) T (Y )

i€Z:(QY\JT-
1
< cA(n) "(p >( Z " min {|Ve puc[P(i) f}>p (4.49)
i€2:(Qp)

Moreover, thanks to Estimate 4.11 in Lemma 4.4 and (H4) we have

Z € mm{|V€Lug|p }<202 Z € mm{Z\Dk }

1€2:(QY) 1€2:(Qy+eL[—1,1]7)
1 y o oy L
<o(Lroe@)s T zDsuw,g}) (450
2 €2, (QY+eL[-1,1]"N\QY k=1

where in the second step we used the boundary conditions satisfied by u.. Note that the last term
on the right-hand side of (4.50) can be bounded by

e" ' #{i € Z.(QY +eL[-1,1]) \ Q4: dist(i,11,) < e} < ¢(L)e.

Inserting the above estimate and the energy bound (4.45) in (4.50), the estimate in (4.49) can be
continued to

e / BRI\ J.) dt < eA(n)p

Hence for every integer [ with —NN, <1 < NN, there exists t;" € [I[/N,, (I +1)/N,) such that
NN,-1

N 1 1 n(p—1
SCHRE(E)\ ) <IN, / HRZO NI de < ) (o7 2 ),

I=—NN,

mE (p" '+ 8)% < cA(n) (pnpp_l + pn(p’;l) 6%)

(4.51)

Note that « was chosen such that (np —1)/p — a > n — 1. Moreover, since |luc|/f~ < N —1/N,
the sets S (") \ SI*(t]} ), m € {1,...,d}, l = —=NN,,..., NN, — 1 form a partition of Z.(Q7).
Thus, we can define a discrete function v. componentwise by its restriction to S (") \ S (¢ ;)
setting

0 <0<,

Wellsmpnsm = ¢ AT < O <,

" otherwise.

Note that v. is well-defined since 2/N, < |[¢™| if (" # 0, so that in this case (" and 0 can not
belong to the same interval [t;", ]} ;).

We claim that the required sequence (w.) is obtained by setting w! := v' for every i € Z".
First note that by construction the functions v. satisfy the required boundary conditions, i.e.,
Ve € Ag(uz ,QZ). Thus, since eL < § the rescaled functions w. are admissible for the minimum
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problem defining g7 (¢,v). We finally show that there exists & = £(n) > 0 such that for all € € (0, €)
the functions w, satisfy (4.46). To this end we show that 95 ({wit7};czn) essentially only gives a
contribution to the energy when ei € J., in which case it will turn out to be comparable to
etf ({ug"7} ez (rny) thanks to (H,2) and (Hy3). We start by introducing the rescaled functions
e defined by setting @’ := uS for every i € Z" and we observe that for i € Z;(T.Q") with i € J.
we have

£ 7 |V pie|(i) = 7 | Ve pug|(ed) > A(n). (4.52)

Hence, from (H,;2) we deduce the existence of £ = £(n) > 0 such that for every e € (0,£€) and every
i € Z™ with i € J. there holds

e ({ue" Y jez. ) = V5 ({ue ™ Yjez mmy) = 0 ({0l }jezn) — . (4.53)

We now compare 9§ ({a7}jezn) and ¥F ({witi},czn). By construction we have
2\f o
e — Bl = lloe — wellze < 222 < aVdp (4.54)

For every i € Z™ with |V t.|(i) > 0 (4.54) together with (HwS) and Remark 4.14 gives

U (@i Y ezn) > 03 ({wl Yezn) —¢s Y D witt —alte) > g ({wit Y ezn) — ep%,
J€Z1(QL(3)) £€Z1(QL ()
J+EEQL(3)
(4.55)

where ¢ > 0 depends only on n, d and L. In particular, (4.55) holds for every i € Z™ with € € J.
thanks to (4.52). Gathering (4.55) and (4.53) we thus obtain

1 y En_l o
FFE(%’QP) 2 o1 Z E(bf({uzﬂ}jeZs(ﬂi))
iEZs(Qz)mJE
1 s i+7 o snil v
Z W Z 1/)1' ({w5+J}j€Z") - (p +77) pn_l #(ZE(Qp) mj&) (456)
€ i€Z1(7§QV)
ei€J:

Moreover, since 1/e < |V, pu|P(i) for every i € J., we can argue as in (4.50) to bound the
cardinality of the set Z.(Q), ) NJ. via

Enl

C ce
—H(Z(Q)NT) < —— Y " min{|Ve pul’(i } < ——(F(ue, Q) +e) <c+ —,
p p i€2.(Q))NJ- p P
(4.57)

where the last inequality follows from (4.45). It then remains to show that the contributions of

Y3 ({witi}jezn) for ei & J. are negligible. First note that for every i € Z1(T.Q") with w. = w!
on Z1(Qr(i)) Hypotheses (I1.5) gives ¢f({wl™/}jezn) = 0. On the other hand, if i € Z;(7.Q")
is such that w. # w! on Z1(Qr(i)) then i belongs to R™(¢/) for some m € {1,...,d} and | €
{-NN,,...,NN, —1}. Thus, we have

NN,—1

— Y i) _TMZ DR DI (Tl VRS R ED

€21 (T=QY) m=11=—NN, sicR™ (L7 )\J-
BUNE
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We finally observe that (4.54) and our choice of p imply that |Jw.||r~ < 4[¢|, so that we can use
the upper bound in (Hg4) together with (4.51) to bound the sum on the right-hand side of (4.58).
In fact, we have

NN,—1 NN,—1
Tn Tn—1 Z Z Z ’L/Js {’u)7'+j}J€Zn) < CG( Z Z # Rm tm \._75)
m=11=—NN, eicR™(t7")\J- =N,
p=l_, 1 pon_,
< eA) (o7 " erp T ), (4.59)

Gathering (4.56)-(4.59) we deduce that the sequence (w.) satisfies (4.46) with
R(e,p) = cA(n) (p™ +ep' " + pTio‘ + EEpTia) — 0 as first £ = 0 and then p — 0,

where the convergence of R(e,p) is guaranteed by the choice of a € (0,(p — 1)/p). Thus the
argument in (4.47) concludes this step providing us with the inequality § > ghom.

Step 2: g(Ca V) < ghom(Cv V)
In order to prove the inequality we construct a recovery sequence for u/ , on Q) (z9), where z( € Q

and p > 0 are such that QZ(:EO) cC Q. To simplify the exposition we only consider the case v = e,
here and we assume that g =0 and p = 1. We fix > 0 and set

Q) = (—1/2,1/2)" " x (= n/2.1/2).

Moreover, we choose T = T'(n) € N as a multiple of K with 1/T" < n and up € A}/EL(uZ“,TQ)
satisfying

1 e
Tl > vi{ur Yezn) < ghom(Cren) + 1. (4.60)
1€Z1(TQ)

Starting from ur we now construct a sequence (u.) converging in LI(Q Rd) to uC and satisfying
lin sup Fe (ue, Q1)) < ghom (G en) + e, (4.61)
where the constant ¢ > 0 depends only on L,n,{. Then Proposition 4.1 gives
9(C,n) = P(ug, Q(n) < lim inf F (e, Q1) < guom(Cen) + en,

and we obtain the required inequality thanks to the arbitrariness of n > 0.
As a first step we define a function @r : Z" — R% which is T-periodic in the directions
(e1,...,en—1) inside the stripe {|(x,e,)| < T'/2} by setting
- {U’T 17" it i e Z,(Tj' + TQ) for some j' € Z"* x {0},

ur = . L
u¢ (i)  otherwise in Z".

For every ¢ > 0 and every i € Z.(R") we then set u’ := uép/s and we observe that as ¢ — 0 the
sequence (u.) converges in L'(Q;RY) to ug". It remains to show that (u.) satisfies (4.61). To this
end, for every ¢ > 0 we consider the stripe

S:(T) :={z € R": [{z,e,)| < T/2}.

For ¢ < n/T we can rewrite the energy as

Fum@m) = 3 ea{is henm)+ Y i i+ Dhem)  (462)

i€Z1(1/eQ)NS1(T) i€Z:(Q(m)\S:(T)
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Thanks to the upper bound for constant functions (2.7) the second term on the right-hand side of
(4.62) is at most proportional to n. In fact we have

> U {ug i+ D ezo@n) < (e +1)e"#{i € Z(Qm)} < en (4.63)
1€Z:(Q(n))\Se(T)

with ¢ depending only on n. We continue estimating the first term on the right-hand side of (4.62).
Since T is fixed, the function @y takes only finitely many values. Thus, there exists g = €o(T,n) > 0

such that for every e € (0,e9) and every i € Z" we either have 5%|V17L6T\(i) > A(n/T) or
V1 par|(i) = 0, where A(n/T) is given by (Hy2). As a consequence, setting €1 := min{eo, £(n/T)}
with €(n/T) again given by (H2), for every € € (0,e1) and every i € Z™ we obtain

; _itl n
[0 ({u +]}JEZ" — e ({tup © biez.mml < T

Combining the above estimate with (4.62) and (4.63) we deduce that for every ¢ € (0,¢;1) there
holds

Fe(ue, Q) < ) e ({ur benn) + *6” (2 (2 Q)ﬂ&( ) +en. (4.64)

1€Z1(1/eQ)NS1(T)
Note that there exists a constant ¢ > 0 depending only on n such that

_1#(Z1(§Q) NS1(T)) < T, for every € > 0.
Thus, setting
Z(T):={j €z2" ' x{0}: eTj' +eTQNQ # 0}
the estimate in (4.64) can be continued to
Fo(ue, Q) < &™) Yo wi{urYezn) +en. (4.65)
J'€2:(T) iz, (T§'+TQ)
Note that for every j' € Z.(T) and for every i € Z,(Tj’ +TQ) we have
uit = uiT_Tj/+j for every j € Z1(LQ). (4.66)

In fact, the above equality holds true by definition of @y if i € Z1(Tj' + T'Q) is such that Q (i) C
Tj' +TQ. If instead i € Z1(T7 +TQ) is such that Qr(z) N (R"\Tj' +TQ) # 0, then the boundary
conditions satisfied by ur together with the fact that (5, e,) = 0 ensure that

a5 = g (i 4 §) = ul T,
Moreover, in combination with the locality property and periodicity, (4.66) gives

Z ({u }JGZ”) = Z ({UT o +j}J€Z”) = Z (cH {UTJ}JGZ")

i€Z1(Tj'+TQ) i€Z1(Tj'+TQ) i€Z1(TQ)
Thus, since #Z.(T) < ([ Z5] +1)"7*, from (4.65) we deduce that
n—1 1
Fo(us,Q(n)) < (eT)" (LTJ ) X e ez + o
i€Z1(TQ)
<@ |+ 1) (em(Gen) tnt iy X v+ D)) +en,

1€21(0TQ)
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where to establish the second inequality we also used (4.60) and the boundary conditions satisfied

by ur. We finally remark that for every i € Z1(07'Q) with [(i, ;)| > L/2 the function ug" (i + -)

coincides with the constant function sign(i,e,) on L@, so that ¥F({u"™},ez.) = 0. If instead

|(i,en)| < L/2 we use the upper bound in (H3) to deduce that ¥f({u'™},czn) < cs(|C] + 1).

Hence, we obtain
1

o 2 Ve G+ ) hez) € HZUOTQN {Ifisen)| < L/2)) < 2 < en,

1€Z1(0TQ)

N

where the constant ¢ depends only on n, L, (. Letting € — 0 we eventually find

lim sup F: (ue, Q(1)) < ghom(C, €n) + cn,
e—0
that is, the sequence (u.) satisfies (4.61) and we may conclude. O

Proof of Theorem 4.53. The result follows combining Theorem 3.1, Proposition 4.1, Proposition 4.12
and Proposition 4.15. O

5. EXAMPLES

5.1. Pair interactions. In the special case of interaction-energy densities ¢5 that take into account
only pairwise interactions of the point ¢ with the remaining lattice points Theorem 3.1 provides an
analogous result to [? , Theorem 3.1] in the GSBV-setting (see also [? | and [? | for the case of
interaction-energy densities that are independent of the position 7). More in detail, our result can

be applied to energies of the form
> > fii, DEuli)),

i€Z.(Q) cezr
i+

i.e., when ¢¢ : (R%)%(%%) — [0, +-00) are given by
¢ ({"Yjez.n) = Y fEG, DE2(0)).

gez™
i+eE€EQ

Here we assume that for every ¢ > 0 and every i € Z.(f2) the function f&(i,-) : R — [0, +00) is
increasing in the sense that

fe(i,¢1) < fo(i, Co) for all (1, ¢ € RY with [¢1] < |G- (5.1)

Moreover, we suppose that there exist constants aé,aé > 0 and bg, b€ > 0 such that for every & > 0
and every £ € Z™ we have

. .
min{a§|<|p, b—s} < fe(3,¢) < min {dg|§\p7 b;g} for every (i,¢) € Z.(Q) x RY, (5.2)

where the constants a$, ag, bg bf satisfy the following hypotheses.

g ey Ve

(Hpwl) (upper bound) We have

lim sup Z £+ b) < +o0 (5.3)
e—0 cezn
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and for every n > 0 there exists M, > 0 such that

lim sup Z Z (af +bE) < n; (5.4)
aeN gez™
Mn

K |5|w2miﬂ{5%7€ﬁ}

(Hpw2) (lower bound) there exist a,b > 0 such that at* > a, bS* > b for every € > 0 and every
ke{l,...,n}

(Hpw3) (relative control) there exists v > 0 such that for every e > 0 and every ¢ € Z™ with a¢ # 0
there holds [£]b¢ < vas.

Under the above assumptions ¢ satisfy hypotheses (H1)-(H6). In fact, (H1) is automatically

satisfied, since ¢f depends on {27} ;c7_(q,) only through differences 2 — 2!, and (5.1) ensures that

(H2) holds true. Moreover, for £ small enough the upper bound (H3) is satisfied with ¢; :=

limsup, )", a¢ + 1, which is finite thanks to (5.3). The lower bound (H4) holds true in view of

(HPWQ) .

To verify the mild non-locality condition (H5) we observe that for any € > 0, i € Z(2), « € N
and z,w : Z.(€;) — R? with 27 = w’ for all j € Z.(eaQ) we have

$i{z"Yjezn) = D f(i. D)+ Y fE(i.DE2(0))

£€Z1(aQ) [€lo> %
i+e€€N
€ J indablné P i)g
<oi({w'hiez o)+ Y, min{afDE(O)F, =},
i+e£€Q)

where the second inequality follows from the positiveness of the f& and (5.2). Thus, the required

sequence c’$, in (H5) is obtained by setting

i =

Qs+ if[€lee > 5, =0,
0 otherwise,

which satisfies (2.4) and (2.5) thanks to (5.3) and (5.4), respectively.

It remains to establish (H6). To this end, let z,w : Z.(Q;) — R% and ¢ : Z(€;) — [0, 1] a cut-off
and set v := @z + (1 — @)w. Let us show that ¢5({v7},ez.(0,)) < RS (2, w, @) with RS (z,w, ¢) as in
(H6). We start by observing that

D5v(0) = p(0)DE2(0) + (1 — ¢(0))DEw(0) 4+ DEp(0)(27¢ — we) for every € € Z". (5.5)
Thus, (5.2) together with the convexity of | - |P and the subadditivity of the min ensure that
G ey < 30 min (a8, £} 4 min {af DEw (o), £} + a8 DEG(O) P15 — 0P
iecen

Eventually, from (H,,,3) we deduce that for every & € Z™ there holds

¢ b
min{d§|D§Z(0)\pv ;5} =at min{|D§z(0)|P, A; } <at min{|D§Z(0)\p, %}»
dee
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and the same estimate holds with w in place of z. Since moreover

|DE(0)|P < l sup  |DFo(1)|P for every £ € Z" with i + <€ € Q, (5.6)

ke{l,...,n}
we obtain ¢5({v7},ez.(0,)) < RS (2, w,¢) with
e - . g
Ri(zyw,9) = 3 af(r -+ 1) (min {[DEO)F, g} +min { DO, 7

EEZ”
i+e€N

EpIP]5€ — wEpP).
leZ.(Q;
ke{l,...,n

It then suffices to remark that (2.6) is satisfied due to (5.3) to conclude.

5.2. Multibody weak-membrane energies. A prototipical example of functionals F; as in (2.3)
where the interaction-energy densities ¢ do not depend only on pairwise interactions of ¢ with i+&¢
but on multiple interactions of ¢ with ¢ + &£y, ...,i + &€y for some N € N are so-called generalized
weak-membrane energies, that have been studied in detail in [? ]. In our setting a generalized
weak-membrane energy can be written as in (2.3) with ¢$ given by

s hen) =10 X S EDEGIP), (5.7)
§€21(LQ) j€Z:(eLQ)
jtefeelQ
where L € N is the maximal range of interaction, ¢ > 0 for every ¢ € Z;(LQ), and for every ¢ > 0
and ¢ € Z.(9) the function f.(7,-) : [0,400) — [0, +00) is increasing and satisfies

min{agt, b;} < f(it) < min{agt, be} (5.8)

for some a’,at, bi,bi > 0. By construction the functions ¢¢ satisfy (H1) and (H2). To ensure that
Hypotheses (H3)—(H6) are fulfilled we assume that the following holds.

(Hym1) There exist a,a,b,b € (0,+00) such that at > a, b. > b, 4% < a, b. < b for every ¢ > 0 and
every i € Z.(Q);
(Hwm?2) for every k € {1,...,n} there holds ¢ > 0.

The uniform bounds on a’ in (Hy,,1) together with the upper bound in (5.8) imply that (H3) holds
true with ¢; := amax{c*: £ € Z1(LQ)}(#Z1(LQ))?, while thanks to the uniform bounds on al, bl
in (Hym1), (Hym2), the lower bound in (5.8) and the monotonicity of f.(i,-) Hypotheses (H4) is
satisfied with cg := min{a, b} min{c®: 1 <k <n} > 0.

Moreover, the mild-nonlocality condition (H5) holds true by construction, since only finite-range
interactions are taken into account. More precisely, in view of (Hy,,1) we can choose the sequence
€, in (H5) as

g . Jmax{a. b}t ifa <L €€ Zi(LQ). j € Z:(cLQ),
=70 otherwise,

which satisfies (2.4) and (2.5).
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Eventually, for every z,w : Z.(€2;) — R? and every cut-off ¢ : Z.(Q;) — [0,1] we can combine
(5.5) and (5.6) with the upper bounds in (5.8) and (Hy,,1) to deduce that

o2 + (1 — S@j)w-j}jeZE(Qi)) < max{a, B} Z C&( Z sup |D§go(l)|p|z55 B w55|p
€€ (LQ) \ jeZ.(cLQ) EZ=(%)
iteccerq FE{Lm}

+ min {|D§zj|p, é} + min {|D§wj|p, i}) ,
which gives (H6) by setting /¢ := max{a,b}c¢ for £ € Z,(LQ), j € Z.(cLQ) and &€ := 0
otherwise.

Under the above assumptions the functionals F. defined according to (2.3) with ¢5 as in (5.7)
satisfy all the assumptions of Theorem 3.1 and thus I'-converge up to subsequences to a free-
discontinuity functional of the form (3.1). We eventually give sufficient conditions under which the
sequence (F;) satisfies the assumptions of Theorem 4.3. The first condition is e K-periodicity of f.
in 4, that is f.(i + eKey, ) = f(i,-) for every k € {1,...,n}, every ¢ > 0 and every i € Z.(2). We
then extend f. to Z.(R™) x [0, +00) by periodicity and in the same way we extend ¢$ to (R%)Z=®")
Moreover, we can assume that a’,a’,b%, b® are e K-periodic in i. We finally show that (H,1)-(H,3)

e) erYer Ve . .
are satisfied if we assume that in addition for every i € Z1([0, K)™) there exist a*,b* > 0 such that

ast —d', as — a and b = b, b b ase — 0, (5.9)
that is, the functions f.(i,-) approach a single truncated potential. By periodicity (5.9) extends to
i € Z". We claim that the required functions ¥, ¢ : (R?)%" — [0, +00) are obtained by setting

V({(FYezn) =at Y > IDRG)P,
£€Z1(LQ) j€Z1(LQ)
J+EELQ

U 0 if 27 =20 for every j € Z — 1(LQ),
T YRR S Q)

b* otherwise.
First note that (Hy3) is automatically satisfied. We next establish (H,1). Let n > 0, A > 0 and
suppose that z : Z" — R? is such that |V 2[(0) < A. Set 2] := ez< for every j € Z.(R™). Arguing
as in Lemma 4.5 to establish (H},7) we deduce that

> Y SDEGIP= Y Y IDE()P <207 max f(1+#21(LQ))AT

§€Z1(LQ) jEZ:(eLQ) £€21(LQ) j€21(LQ) e
jtegeelQ J+EeLQ
(5.10)
Let us choose € = &(n, A) > 0 sufficiently small such that
- b i i N i i N
Ag =271 S(1+#Z1(LQ))AP < — gl <+ st —a'| < -, (511
0 §€Iana(i{Q)c ( + # 1( Q)) = e’ |a€ a | = A07 |a’e a ‘ = AO, ( )

for every € € (0, and every i € Z1([0, K)™). The first condition in (5.11) together with (5.10) and
(Hym1) ensure that
. bsi
€l 1 D¢ NP < 2 ; n
al Z Z ¢ |Dsz:(5)|P < - for every i € Z".
€eZ1(LQ) jeZ:(cLQ)
Jjte€elQ
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Thus, (5.8) gives

at Y Y DL < 0L jez ) <ad Y Y eGP,

E€Z1(LQ) jE€EZ:(eLQ) €€Z1(LQ) jE€EZ(eLQ)
jt+egeeL@Q jt+e§eeL@Q

which in view of the second and third estimate in (5.11) and (5.10) finally gives

07 ({27 }yezn) — 05 (= }jez. @)l < n.
It remains to show that 7 satisfies (H,2). We start by choosing A > 0 such that
Aplrgnkigncek B
a

where ¢; is the constant provided by Lemma 4.4. Moreover, given 7 > 0 we choose & = £(n) small
enough such that [bg" — b| < 7, [bE — bi| < n for every e € (0,€) and every i € Z;([0, K)"). Let
e € (0,€) and suppose that z : Z" — RY satisfies 51_TP|V17LZ|(O) > A. Then Lemma 4.4 together
with Jensen’s inequality yield

n
AP <PV 2 P(0) <P 2y N [DEe()P
k=1 jeZ,(LQ)
jt+er€LQ

In particular, the rescaled functions Z. obtained by setting Z. := 2% for every j € Z.(R") satisfy
n n Ap11<1’}€i£1 cr 1
ek ks P -p ek k_(:\|P Sksn 4
S Y PGPz ey Y Pl e L
k=1 jeZ.(eLQ) k=1 jeZ1(LQ)
jteer€eLQ jter€LQ
hence the choice of A in (5.12) and (Hy,,1) ensure that
n X 1 ) l;E’L
= =minfa Y e Y DELGIP S} < 65 en @) < =
k=1 JEZE(ELQ)
jteer€eLQ

for every i € Z.(R™). Eventually, since ¢ € (0,(n)), this gives
b= < b < oo ({2} jez ) SO <B4,
If on the other hand z : Z" — R? is such that |V 12/(0) = 0 we obtain
¢2({22} jez.mm) = 0 = ¥ ({#" }jezn)
for every i € Z", and we conclude that the functions ¢ satisfy (H2).

5.3. Weak membrane with long-range small-tail interactions. In [? ] the author studies
the asymptotic behavior of weak-membrane energies of the form

Z Z epe(e€ —1) mln{|D5 ()%, } (5.13)

EEL i€Z(Q)
i+e£EQ

where 2 C R is an open, bounded interval. Assuming only a locally uniform summability condition
for the functions p. : €Z — [0, +00) it is shown that the I'-limit is a non-local integral functional.
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Moreover, the author provides examples of specific functions p. including very long-range interac-
tions with small tails, for which the I-limit is a (local) free-discontinuity functional. Among them
are the discrete functionals as in (5.13) with p. : €Z — [0, +00) given by

1 ift=c¢e,
pe(t) = VE it =c| L],
0 otherwise,
which are shown to I'-converge to the functional

F(u) = -/Q |u'|? dt + Z min{1 + [u™(t) —u~ ()%, 2}.

teESy

0

We observe that thanks to our very mild non-locality condition (H5) the above example can be
2f—z zelzl — 0

recast in our framework by setting
21 21
,f}—i—\/gmin{ 5T 1 ,f}.
£ v €

6 ({#'}sez.(0,) = min {
Indeed, note that ¢¢ satisfies (H1)—(H4) for every € > 0 and every i € Z.(Q2). Moreover, (H5) is
satisfied with the sequence (cgi) defined by setting

3

1 ifa<2, j=0, £=1,
=g Ve fa<2[d], j=0 ¢=Z),
0 otherwise.

The sequence (cZ4,) fulfills the required summability condition (2.4), since

2]
Z Z ch’fy:2+ Z Ve <4 for every € > 0.
aeNjeZ (R) E€EZ a=1

Moreover, the decaying-tail condition (2.5) is satisfied since ¢, = 0 for every o > 2 Lﬁj Thus, for
every 1 > 0 the sequence (M;) can be chosen independently of n as M, = 2 L%J, which satisfies the

constraint eM; — 0 as ¢ — 0. Eventually, (H6) can be verified by using expression (5.5) together

with the convexity of z — 2P and the subadditivity of the min.
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