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Abstract: The operation of drones in cluttered environments like forests and hilly areas is extremely 
difficult; it is impossible to use drones autonomously without having built-in information to detect and 
avoid obstacles. The vision based obstacle avoidance algorithm is presented in this paper, with 
extensions to UAV navigation. The proposed method is incorporated on a stereo vison multi copter 
using a block matching algorithm. The stereo vision baseline is based on horizontal configuration and 
computes the depth using a sum of absolute difference algorithm. The image processing node (LabVIEW 
vi) and the controller node are run on a remote laptop. This vi computes the distance between the 
multirotor and an obstacle and transmits depth data to an onboard flight controller through the 
MAVLink protocol. The algorithm efficiency was tested using the software in the loop on Gazebo 
simulator to analyze the performance of the UAV. The hardware in loop results are also shown in this 
paper after the successful flight test. 

Key Words: Robot Operating System (ROS), stereo vision, obstacle avoidance, LabView, Unmanned 
Aerial Vehicle (UAV), Gazebo, flight controller 

1. INTRODUCTION 
Unmanned aerial vehicles (UAVs) have seen a great advance in recent years, due to their lower 
costs and increased productivity compared to conventional pilot aircraft as well as to their 
applicability in a wide range of fields. For example, the implementation of UAVs for the 
recognition and tracking of railways is safer and more efficient than the use of piloted, risk-
oriented aircraft for the same purpose [1-7]. Unmanned aerial vehicles are also hugely 
successful in aerial photography, disaster management, and ground surveillance. 
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During the last decade, interest in UAVs and their autonomy has constantly increased [8]. The 
need for autonomy also arises sharply due to the skills and laborious work hours to be spent 
by UAV pilots at the ground station and this often compromises the prospectus in a variety of 
applications that UAVs encourage in the present and probable future. Despite the countless 
hours of training of the remote pilot before the actual flight, UAVs are still prone to accidents 
due to unprecedented obstacles or environments that which pilots cannot sometimes manage, 
and this results in huge losses both financially and in terms of corporate technology. Also, on 
the battlefield, UAVs can’t dodge missiles without an adept pilot, which compromises military 
operations and makes mission vulnerable when the drone falls in enemy hands. All this brings 
the necessity of autonomous UAVs or drones to the forefront. Also on the battlefield, UAVs 
cannot avoid missiles without an adept pilot, which compromises military operations and 
makes the mission vulnerable when the drone falls into the hands of the enemy. All this brings 
to the fore the need for autonomous UAVs or drones. 

Collision avoidance takes an important place for assisted flights. Although there are many 
solutions for obstacle avoidance, these solutions remain too expensive and most of the work 
is under laboratory scale. Only a few companies dominate the market for obstacle avoidance 
systems such as the Chinese DJI or the French Parrot. 

This paper presents the obstacle avoidance using stereo vison in GPS denied environment 
for UAVs using robot operating system (ROS) which is open-source and acts as a meta-
operating system for robots on Raspberry Pi and LabView on laptop. The image processing 
node and the controller node are run on a remote laptop, which receives real time images 
wirelessly. ROS installed on Raspberry Pi permits to read images from the stereo camera and 
transmits them to the laptop, also allowing to control the actuators through Pixhawk on UAV. 

Limited autonomy of drones has already been achieved in terms of navigation from one 
point to another using GPS with limited accuracy of about 20 meters. Although the accuracy 
of GPS navigation is variable and regulated by US government to avoid abuse of it by third 
parties and hence cannot be relied upon for high accuracy [9-11]. Although navigation can be 
managed globally with GPS and locally, drones can have visual markers and other aids for 
precise location and landing, yet the biggest problem for autonomous drones during navigation 
to avoid collision or obstacles. It becomes increasingly difficult when the drone has to be flown 
in cluttered environments like forests and hilly areas even being manually piloted and it is 
impossible to be flown autonomously without some embedded intelligence for obstacle 
detection and avoidance. This has been a favorite research topic for unmanned ground vehicles 
(UGVs) for years and many techniques like optical flow, neural networks and nature inspired 
algorithms etc. based on textures and environment information learning etc., using sensors like 
ultrasonic sensors, monocular cameras [12-14], stereo cameras [15], LIDARs (Light Detection 
and Ranging) [16], laser range finders [17-19] etc., have been used [20]. But the same methods 
and techniques cannot be used for UAVs as they operate in three dimensions rather than two 
dimensions like ground vehicles. These sensors are expensive, heavy and consumes lot of 
power, which affects the endurance of an UAV. Additional features and modifications are to 
be done to apply the techniques of UGVs to UAVs for extracting and interpolation  information 
in 3D for collision avoidance, where stereo camera proves to be much efficient. 

The image coding plays a very important role in 3D information extraction in stereo 
vision. The motion of the object is determined using image coding. This translation movement 
generates frame to frame displacement of the moving objects [21]. Therefore, a displacement 
estimation is necessary for the UAV for identifying and avoiding the obstacle. The most 
popular way of estimating the translation motion is the block matching algorithm. Here the 
motion of the pixels (block) is represented using a displacement vector. This displacement 
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vector is determined by the matching technique which generally follows three stages, namely 
motion detector to detect the moving blocks, displacement estimator to estimate the 
displacement vector and data compressor to encode the differences after motion compressor 
[22]. The choice of the appropriate algorithm depends on the target application and lot of 
models have been developed. The current video compression standards use a translational 
model with partitioned rectangular regions which transmits one motion vector to every region. 
These models are extensively used in video compression such as H.264 [23, 24] and MPEG 
[25]. The displacement estimator finds the best match of a reference block in a suitable match 
area. To do this, fast search algorithms are used to obtain the optimum point in a search region. 
Thus, the estimation problem results in a search problem. Most of these search problems 
focuses on the matching criteria with a reduced computational load without losing optimality 
[26]. To reduce resources and computation power required for the motion estimation, an 
efficient Sum of absolute differences (SAD) algorithm has been adopted as a matching 
criterion in this paper. 

In stereo vision, the images that are captured using two cameras which are slightly 
displaced from each other. This positional difference is known as ‘horizontal disparity’ and 
gives rise to depth perception, even if the monocular images are unstructured and with noise 
and no distinctive features, as in random-dot stereograms [27]. The correspondence problem 
deals with the matching of monocular images by correlating the dots to the corresponding 
images. This ‘correspondence problem’ is a central issue that the visual system must solve to 
derive three-dimensional information. 

The stereo correspondence problem is generally solved and confined to matching 
techniques, namely global and local. Local matching techniques consider small neighborhood 
of pixels. Block matching is one of the local matching techniques which proves to be much 
efficient compared to other techniques as discussed above and is most popularly used for stereo 
correspondence. 

2. ALGORITHM 
The Sum of Absolute Difference algorithm can be defined in the following equation: 

𝐼𝐼𝑛𝑛𝑛𝑛𝑛𝑛(𝑥𝑥0,𝑦𝑦𝑜𝑜) = 𝑎𝑎1𝐼𝐼𝑜𝑜𝑜𝑜𝑜𝑜(𝑥𝑥1,𝑦𝑦1) + 𝑎𝑎2𝐼𝐼𝑜𝑜𝑜𝑜𝑜𝑜(𝑥𝑥2,𝑦𝑦2) + 𝑎𝑎3𝐼𝐼𝑜𝑜𝑜𝑜𝑜𝑜(𝑥𝑥3,𝑦𝑦3) + 𝑎𝑎4𝐼𝐼𝑜𝑜𝑜𝑜𝑜𝑜(𝑥𝑥4,𝑦𝑦4)  (1) 

where 𝐼𝐼𝑜𝑜𝑜𝑜𝑜𝑜  and 𝐼𝐼𝑛𝑛𝑛𝑛𝑛𝑛 are the original and rectified image with the blending coefficients. 
The SAD algorithm from the above equation shows an area-based correspondence 

algorithm [28-30]. 
𝑔𝑔𝑡𝑡 is the reference point of the left image and gt-1 is a point in epi-polar plane, it computes the 
intensity difference for each pixel 

𝐴𝐴𝐷𝐷𝑣𝑣(𝑥𝑥,𝑦𝑦) = �𝑗𝑗�𝑖𝑖 |𝑔𝑔𝑡𝑡(𝑥𝑥 + 𝑖𝑖,𝑦𝑦 + 𝑗𝑗) − 𝑔𝑔𝑡𝑡−1(𝑥𝑥 + 𝑣𝑣 + 𝑖𝑖,𝑦𝑦 + 𝑗𝑗)| (2) 

The above equation states as a reference point of the left image minus with the right image at 
the same epi-polar plane. 

It sums up the intensities of all surrounding pixels in the neighborhood for each pixel of 
the left image. To calculate the stereo correspondence of the stereo images block, a matching 
technique is used. 

Each block from the left image is matched into a block in right image by shifting the left 
block over the searching area of pixels in the right image. To find corresponding pairs of the 
stereo points, they must be compared for different disparities, after which the best matching 
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pair can be determined. The maximum range at which the stereo vision can be used for 
detecting the obstacle depends on the image and the depth resolution. Absolute differences of 
pixel intensities are used in the algorithm to compute the stereo similarity between the points. 
By computing the SAD for pixels in a window surrounding the points, the difference between 
the similarity values for stereo points can be calculated. The disparity associated with the 
smallest SAD value is selected as best match [31]. 

Block matching algorithm or particularly feature based approach has been used to match 
the two images [32, 33]. 

It compares a reference block to next or previous block of pixels. If two different video 
from two different cameras are grabbed with just a different angle, a disparity matrix can be 
generated with a simple Block Matching algorithm. 

From this matrix, the depth can be deduced with a correct calibration and transmitted to 
the embedded system. 

The block-matching algorithm compares two 3 by 3 blocks of memory by accumulating 
either a sum of the absolute differences (SAD) between corresponding pixels or a squared sum 
of differences (SSD). The SAD algorithm has been used in this paper due to its quicker 
calculation, then a guileless usage of a relationship-based technique has been employed. The 
final summation is an accurate measure of how well two blocks of video match. 

SAD method relates pixels from the two pictures are subtracted pairwise and the total 
distinction of their grey values is summed up. 

As an example, a reference block is compared at a starting point, pixel by pixel, with the 
current block. On the target picture, three possibilities arise: left, right and center. On 
computing the difference between reference and target for these three cases depth can be 
obtained. 

a) Algorithm on LabView 

An algorithm to compute the depth image from the block matching algorithm is developed in 
LabView. NI Vision module along with ROS tool kit developed by Tufts University [34] were 
used to develop the algorithm. The video streams were received by HTTP stream in the form 
of MJPEG compressed by ROS. 

Virtual web cams were simulated on laptop with VCAM software. VCAM software acts 
as a wireless interface between the LabView and the HTTP stream. All the inputs were fed in 
with respect to each camera in HTTP address. The VCAM software simulates the camera just 
like USB cameras, which can be accessed by NI Max. Therefore, NI Vision module can be 
accessed wirelessly. 

The next step is to develop block matching algorithm in NI Vision module. The algorithm 
was divided into two categories: 

a. to calibrate the camera and, 
b. to compute the disparity and deduce depth from block matching algorithm. 
The calibration is necessary to interface the camera with LabView. Parameters like 

distance between the cameras, their orientation and angle of view are added and adjusted in 
calibration process. 

The calibration is done by the visual interface (VI) developed by Mark Szaboo [35]. The 
calibration data file is obtained after the completion of the calibration. 

The entire algorithm is divided into four steps: 
a. In Express VI, cameras were run in 640x480 frames at 20 frames per second. The 32-

bit color images are converted to 8-bit gray scale images to get depth image from 
stereo module. A binocular vision session is run in parallel. This binocular session 
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reads the calibrated data. The output is two video streams and binocular session is 
calibrated. In fig. 1, step loop is used on a while loop has been used. 

b. Block matching algorithm in NI Vision Module uses IMAQ stereo correspondence 
VI. This module needs four inputs and give two outputs. The calibrated binocular 
stereo session, left image in and right image in are the inputs and we get disparity 
image Out as the output. This module also takes in the pre filter options, post filter 
options and correspondence options. Thus the depth image is computed from disparity 
using IMAQ Get Depth image from Stereo VI module. 

 
Fig. 1 - LabView: Algorithm to Calculate the Depth 

c. IMAQ Get Depth Image from Stereo VI module takes three inputs and gives three 
outputs. The inputs are calibrated binocular stereo session, disparity image and 
memory module to store the computed depth image. The binocular stereo session can 
be stopped whenever required and the depth image out can be recovered and converted 
into an array. Therefore, computed depth can be accesses in tabular form.  

d. The last step shown in fig. 2 and 3 built a region of interest by computing mean of 
four depth data, which can be configurable according to the requirement. The final 
step is the communication between LabView and ROS. At the end of each iteration, 
LabView sends the depth data by publishing float32 with LabView node into chatter 
topic. 

3. SYSTEM DESIGN 
Two platforms were used to implement the algorithm: LabView on laptop and Robot 
Operating System (ROS) [36] on Raspberry Pi 3 [37]. ROS allows to link the camera to the 
hardware platform as well as the NI Vision module of LabView on the laptop. LabView 
student version has been used for the implementation of the project as it provides higher frame 
rates compared to OpenCV and Matlab Simulink tool (10 fps compared to 2 fps) [38], also 
allows interfacing of sensors and has NI Vision Module for image processing. Therefore two 
cameras of Microsoft studio lifecam with a resolution of 640×480 pixels at 20fps were used 
[39]. They are connected to Raspberry pi 3 using USB cables. 

An image of Ubuntu mate 3 and ROS Kinetic was installed on Raspberry Pi 3. Ubuntu 
Mate 3 is a light version of Ubuntu for ARM processor as installed Raspberry Pi 3. ROS 
Kinetic version is chosen instead of the latest version because of its large community of 
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developers on the Internet. ROS is a grouping of libraries, which permits to read data from the 
sensors and write the data on the computer /actuators/mechatronic system [40]. 

Cameras are connected to Raspberry Pi 3 and the system is mounted on the UAV, as shown 
in fig. 4. 

Communication between raspberry pi 3 and laptop is done via Wi-Fi. The following chart 
in fig. 5, summaries the system architecture. 

 
Fig. 2 - Computing part 

 
Fig. 3 - Communication between LabView and ROS 

An image of Ubuntu mate 3 and ROS Kinetic was installed on Raspberry Pi 3. Ubuntu 
Mate 3 is a light version of Ubuntu for ARM processor as installed Raspberry Pi 3. ROS 
Kinetic version is chosen instead of the latest version because of its large community of 
developers on the Internet. 

ROS is a grouping of libraries, which permits to read data from the sensors and write the 
data on the computer/ actuators/ mechatronic system [40]. 

Cameras are connected to Raspberry Pi 3 and the system is mounted on the UAV, as 
shown in fig. 4. 

Communication between raspberry pi 3 and laptop is done via Wi-Fi. The following chart 
in fig. 5, summaries the system architecture. 
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It can deploy a network (in ROS) with the notion of node, topic, master, and message. 
Nodes can write messages into publisher topic and read messages into subscriber topic. A node 
can be a sensor (cameras in this case), a laptop or a C/ C++, Python or Java program. In the 
present case, wireless cameras with LabView has been used. Recover data from cameras and 
transmit computed data to a flight control board with just a Raspberry Pi 3.ROS operating 
scheme for the entire system has been shown in fig. 6. 

Following ROS, packages were been used for cameras wired by USB on the Raspberry 
Pi 3: 

• uvc_camera: This package allows cameras grabbing on raspberry pi. 
• mjpeg_server: This package allows camera streams by HTTP. 

 
Fig. 4 - Assembling on UAV 

There are four primary nodes. All are registered by ROS master. 
• Camera Node: This node takes camera information and publishes it. 
• Web server Node: This node takes camera information published by Camera Node 

and published it on the internet by the HTTP stream. 
• Image processingNode: This node takes the HTTP stream and compute the depth by 

LabView software. 
• Flight controller Node: This node takes the depth from the laptop node and takes the 

decision. 

 
Fig. 5 - System architecture 
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Fig. 6 - ROS operation scheme for the system 

4. SIMULATION AND HARDWARE IMPLEMENTATION 
An X-configuration quadcopter is used to implement the project. For the ground control station 
a QGroundControl (QGC) simulation software integrated with gazebo has been used [41]. The 
QGC software helps to make a backup of the parameters of the simulation and to implant them 
in the real system to approximate the conditions of the simulation. The simulation was done 
to test the functioning of the algorithm. 

Both Hardware in the loop (HITL) and software in the loop (SITL) can be performed in 
the proposed simulation. SITL is used to check the efficiency of the algorithm in the software 
and HITL is used to check the efficiency of the algorithm in the hardware. To perform the 
SITL a similar quadcopter model was selected and “Commander Takeoff” command was 
written for the drone to takeoff. 

The algorithm was then launched. It was observed that the drone makes a backward 
movement (as shown in fig. 7) when the obstacle was simulated using “Rostopic publish” 
towards the drone. 

The algorithm included a command stating that if depth is equal to or less than 40cm. This 
was initiated by publishing “depth_topic”. 

The simulation was useful to identify the values to be filled in topic “mavros/ 
actuator_control” to carry out the backward movement of drone. This algorithm proves to be 
good in GPS denied environment, i.e. mostly indoor. 

As discussed earlier, using the QGC software, backup parameters were taken from the 
simulation to reuse them in the real hardware system so that the exact simulation can be 
recreated in the hardware. 

a. Flight Test 

The Success of the flight test depends on the implementation of the algorithm which collects 
depth data from ROS node. According to depth values, the UAV can turn back if an obstacle 
is approximately less than 40 cm and the UAV switches to off-board mode. 

The off-board mode allows the computer to have the control on the UAV. To test this, a 
makeshift test stand with elastic band for safety tests was arranged, as shown in fig. 8. 

The tests was not positive in the first attempt because the time between computing depth 
and the real turn back action was too slow. Despite that, the UAV was able to detect an object 
and make turns back, the performance can be visualized on YouTube platform [42] (Fig. 9) 
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5. DISCUSSIONS 
The main problems are the latency due to the Wi-Fi signal and the delay due to depth 
computing. To solve this, it would be good to use a more powerful Wi-Fi transmitter. 
Moreover, to improve the computing depth, it would be good to use a more powerful 
processor. 

To improve this work, a region of interest can be applied to avoid an obstacle on the left, 
the right, the bottom, and the top. For example, if UAV detects an obstacle on the right of the 
image or in the right region of interest, the UAV could be able to go to the left to avoid this 
obstacle. The same applies for the other directions. 

The video transmission speed by the Raspberry Pi to the computer is not satisfactory, the 
Wi-Fi chip of the Raspberry Pi 3 and the computer card are not robust enough. However, this 
problem can be easily corrected by using Wi-Fi USB adapters. The system reacts slowly due 
to the hardware limitations of the computer. The result is that the number of frames per second 
is low, which considerably limits the speed of the drone. 
 

 
Fig. 7 - Simulation of the algorithm using Drone Iris+ from 3DR 

 
Fig. 8 - Test bed setup 
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Fig. 9 - Ongoing Test 

6. CONCLUSIONS 
To overcome the above discussed problems, the work can be extended on platforms like Nvidia 
Jetson board, BeagleBone board, as these systems allows to develop custom computer vision-
based drones. These systems provide exceptional speed and power efficiency which is a major 
factor affecting the efficiency of the project. 
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