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Abstract: This article studied the load frequency control (LFC) of a multi-source microgrid with the
presence of renewable energy sources. To maintain a sustainable power supply, the frequency of the
system must be kept constant. A Proportional–Integral–Derivative (PID) controller is presented as a
secondary controller to control the frequency of the microgrid in island mode, and the integral of
squared time multiplied by error squared (ISTES) is used as a performance index. The use of the
Craziness-Based Particle Swarm Optimization (CRPSO), which is an improved version of Particle
Swarm Optimization (PSO), improves the convergence speed in optimizing the nonlinear problem of
load and frequency controller design. The test microgrid is composed of the load and distributed
generation units such as diesel generators, photovoltaics and wind turbines. The proposed controller
provided the desired response to adjusting the microgrid frequency, achieving the final response after
a short time and making it more stable and less oscillatory compared with the conventional system.

Keywords: LFC; PID controller; CRPSO; renewable energy sources

1. Introduction

Nowadays, with the reduction of fossil fuel sources and increasing pollution and
global warming, the use of renewable energy to generate electricity is one of the best
solutions available [1–3]. Although these energies have many advantages, the stability of
the power system, and especially the microgrids, is associated with problems for which
proper control must be exercised [4,5]. One of the most widely used and economical
renewable energy sources is wind energy, which is accessible through wind turbines. On
the other hand, the issue of microgrid sustainability has become one of the main challenges
of the electricity industry [6,7]. By upsetting the balance between production and demand,
the microgrid frequency undergoes changes such that if the load decreases and the output is
increased, the generator tends to increase its speed and frequency, and if the load increases
and production decreases, the generator speed and frequency reduce. Therefore, the
microgrid frequency can be used as an indicator to maintain the real power balance [8,9].

The use of renewable energy is increasing. Meanwhile, the use of wind energy has
grown significantly around the world [10,11]. Most turbines used in wind farms are of the
constant speed type, but the use of variable speed wind turbines is expanding significantly.
The advantages of wind turbines equipped with variable speed turbines include the ability
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to track the maximum power point, separate control of reactive power, less mechanical
stress and smaller size of the converters [12–14]. The doubly fed induction generator (DFIG)
is commonly used in variable speed wind farms due to lower installation costs, higher
efficiency and lower losses [15,16].

Effective performance and control are important aspects of the microgrid management
challenge. Microgrid control is generally performed at three levels, including primary,
secondary and tertiary, which are described in [17,18]. The first two control levels are related
to voltage and frequency drop control and reset the system even in island mode when the
load or output changes. The third control level determines and manages the microgrid
components and determines their interaction with the main network in such a way that the
economic aspects and reliability of the system are considered. Detailed discussions on the
microgrid controller’s architecture with decentralized controllers are available in [19,20],
while discussions can be found for centralized controllers in [21,22] and hybrid microgrids
in [23,24]. There are also methods for solving microgrid scheduling and management that
focus on the exact model of microgrid components and the effect of uncertainties on them,
such as deterministic methods in [25,26] and possible methods in [27,28].

In [29], the authors conducted research for the control of island microgrids to reduce
the frequency and power fluctuations and in [30] for intelligent frequency control for an
AC microgrid or a combination of the particle swarm algorithm and fuzzy logic. In [31], the
authors focused on the stability and control of the microgrid, which included a combination
of microturbines, fuel cells and electrolyzers and was self-regulated by a fuzzy controller.
In [32], the state feedback method for hybrid microgrid stability analysis by finding system
eigenvalues and adjusting controller parameters was studied. In [33], a new control method
for microgrid frequency control including solar panels and wind turbines was proposed.
In [34], microgrid frequency control using the inertial sampling method with an additional
control is presented. In [35], the load frequency control of a multi-zone power system in
the presence of DFIG was studied, and in [36], a study of microgrids with back-to-back
converters is presented. In [37], frequency control of island microgrids including energy
storage sources by the differential evolution algorithm was proposed, in which the lack
of controller design was conducted by considering the uncertainties. In [38], a study of
Control of greenhouse gas emissions by optimal DER technology investment and energy
management in zero-net-energy buildings.

Each microgrid can continue to operate in both island and grid-connected modes. In
the case of network connection due to the high inertia of the power system, the stability
of the network does not fluctuate much with the presence of small disturbances, while in
island mode, due to the low inertia of the network, with small disturbances or even a load
change, the microgrid frequency fluctuates. In this research, first, the microgrid frequency
stability in island mode with a wind turbine with DFIG is investigated by applying small
perturbations such as microgrid load changes. This microgrid has different types of dis-
tributed generation sources such as photovoltaics, fuel cells and diesel generators. In order
to improve the microgrid frequency control, the PID frequency controller will be applied
to the turbine model and the diesel generator governor model. Additionally, in order
to improve the performance of the proposed controller, its gains are optimally adjusted
using Craziness-Based Particle Swarm Optimization (CRPSO). The optimization objective
function is determined to reduce frequency fluctuations in the short run. Therefore, the
innovations of this article can be summarized as follows:

1. Simultaneous optimization of PID control coefficients for an island microgrid with a
wind turbine equipped with a two-way induction generator;

2. The use of Craziness-Based Particle Swarm Optimization (CRPSO), which is an
improved version of Particle Swarm Optimization (PSO) and is used to improve
the convergence speed in optimizing the nonlinear problem of load and frequency
controller design;

3. Using the appropriate objective functions to reduce the settling time, maximum
overshoot value and undershoot value.
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2. Materials and Methods

Frequency modeling of island microgrids based on the block diagram connection
of each of the distributed generation sources and a wind turbine equipped with DFIG is
presented to investigate the frequency behavior of the system. Then, using the optimal
adjustment of the PID controller with the CRPSO algorithm, the optimal frequency control
method in the presence of DFIG is described step by step. In the optimization objective
function, in order to reduce the parameters of the time domain in the form of the ISTSE
objective function, the frequency error is selected so that the frequency fluctuations are
damped after a while. The use of resources in microgrids will be realized to improve the
frequency stability of microgrids. In addition, the application of the proposed controller
in the microgrid and the optimal adjustment of its parameters will cause the microgrid
frequency fluctuations to be well damped due to disturbances such as overload and will
not prevent the microgrid from functioning.

2.1. Microgrid Load Frequency Control

The correct operation of the microgrid requires a balance of production power with
the total power consumption and losses. Over time, the operating point of the system
constantly changes, so the frequency and power allocated to the units may be skewed.
These deviations can cause unwanted effects on the microgrid. Load frequency control
(LFC), along with automatic production control, is one of the most important challenges in
the design and operation of microgrids, which is necessary for the optimal performance of
the microgrid and should be seriously considered in the design. The main objectives in con-
trolling the LFC of the microgrid can be summarized as follows: ensure that the frequency
deviation is zero in the island mode, reduce frequency fluctuations when changing the
status from network connection mode to island mode and vice versa, proper tracking of
loads and disturbances, minimize the amount of settling time and identify the maximum
overshoot value and undershoot value when deviating in frequency.

2.2. Microbridge Frequency Response Modeling

The microgrid is inherently nonlinear and variable with time. The linearized model of
the system can be used to investigate and analyze the frequency response of the microgrid
to small load perturbations. The dynamics of the microgrid frequency response are much
slower than the voltage and angle dynamics of the rotor and range from a few seconds to
several minutes. Therefore, a simpler model is used to model the frequency behavior of the
power system relative to perturbations, and they are much simpler than existing models
for analyzing and simulating other types of dynamics. In most studies, to investigate
the frequency behavior of microgrids, distributed generation sources are modeled with a
first-order pre-phase transfer function. In the following, the microgrid frequency response
model and some distributed generation sources are described.

2.3. Power and System Frequency Deviation

In order to maintain the stability of an independent system, the total output power
must be effectively equal to the total power of the loads connected to the system. This
strategy is in accordance with the following equation with the difference between the
required power (P∗s ) and the total production power (Ps) [8,9]:

∆Pe = P∗s − Ps (1)

Since the frequency changes as the power changes, the frequency changes are deter-
mined by Equation (2):

∆ f =
∆Pe

Ksys
(2)
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where Ksys is the frequency characteristic constant of the system. Because there is a delay
between frequency changes and power deviation, the transfer function for system frequency
changes in terms of per unit frequency deviation can be determined by Equation (3) [29]:

Gsys =
∆ f
∆Pe

=
1

Ksys
(
1 + sTsys

) =
1

D + sM
(3)

where D is the damping ratio and M is the machine inertia of the microgrid.

2.4. Diesel Generator

Diesel generators, like thermal turbogenerators, are equipped with a turbine and
governor system. The first-order model of the generator, turbine and governor are given
by Equations (4)–(6):

GDEG(s) =
KDEG

1 + sTDEG
=

∆PDEG
∆ f

(4)

Gg(s) =
1

1 + sTgi
(5)

GTurb(s) =
1

sT
(6)

where KDEG and TDEG are the gain and time constant of the transfer function of the diesel
generator, respectively, and Tgi and T are the time constant of the governor and turbine of
the diesel generator, respectively.

2.5. Wind Turbine

The first-order transfer function for the frequency model of wind power generation is
given by Equation (7) [13]:

GWTG(s) =
KWTG

1 + sTWTG
=

∆PWTG
∆Pw

(7)

where KWTG and TWTG are the gain and the time constant of the transfer function of the
equivalent wind turbine generator, respectively. The mechanical power relations of the
wind turbine (Pw) in the fixed-speed wind turbine model are described in detail in the next
section. Figure 1 shows the fixed-speed wind turbine model, which consists of three parts:
the aerodynamic model, mechanical model and asynchronous generator model.
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The aerodynamic torque due to wind force on the turbine blades is determined
by Equation (8):

Trot =
1

ωrot
CP

(
ρπR2v3

2

)
(8)
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where CP is the wind turbine power coefficient specified by Equation (9). The power
coefficient shows how efficiently a turbine converts the energy in the wind to electricity [13]:

CP = (0.44− 0.0167β) sin
[

π(λ− 3)
15− 0.3β

]
− 0.0184(λ− 3)β (9)

where β is the pitch angle of the turbine in terms of radians. The tip speed ratio of the
turbine (λ) is determined by Equation (10):

λ =
Rωrot

v
(10)

where Rωrot is the blade tip speed in m/s and v is the wind speed in m/s.
The mechanical model of a wind turbine, which includes the connection of the turbine

shaft and the generator shaft, is usually considered as two- and three-part components, and
their equations are taken into account. However, in some cases, due to the slow dynamics
of the mechanical part versus the fast dynamics of the electrical part or the unavailability
of all the necessary parameters to simulate the mechanical model, the dynamics of the
mechanical part are generally ignored. Therefore, in most studies, the gearbox model is
ignored, the shaft is considered as a rigid body, and the mechanical model is simplified
with the following differential equation:

dωA
dt

=
ω0

2HA

[
TAm − TAe −

DA
ω0

ωA

]
(11)

where ω0 and ωA are the synchronous speed and the electric speed of the generator,
respectively. In addition, TAm and TAe are the mechanical and electrical torque. HA is the
inertia, and DA is the damping coefficient of an asynchronous generator. A constant speed
can contribute to network inertia response, like synchronous machines, but this is not the
case with variable-speed wind turbine generators. An additional control loop is therefore
needed to increase the actual output power during frequency perturbation (Figure 2).
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2.6. Solar PV

The output power and linear form (frequency model) of the solar cell (photovoltaic)
are determined by Equations (12) and (13):

PPV = ηSΦ{1− 0.005(Ta + 25)} (12)

GPV(s) =
KPV

1 + sTPV
=

∆PPV
∆Φ

(13)
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where Φ is the solar radiation in kw/m2, η is the conversion efficiency of the solar cell
(9–12%) and s is the surface area of the solar cell in square meters. In addition, KPV and
TPV are the gain and time constant of the photovoltaic transfer function, respectively.

2.7. Load Frequency Control (LFC)

In the study of LFC, a step input is used to model the load changes. To analyze the
response of the LFC system to a step load change, we first considered the state in which
the speed changer was in a certain position. The output of the control system ∆F(s).
where ∆Pc = 0 is as follows:

∆F(s) =
Kp

1 + STp

[
−1
R

∆F(s)
1(

1 + STg
)
(1 + STt)

− ∆PL
S

]
(14)

According to the final value theorem, the steady state response of the system is

∆F = lim[S∆F(s)] =
RKp

R + Kp
∆PL = −∆PL

β
(15)

This relationship shows the frequency changes due to load changes.
In order to keep the system frequency constant, the steady state frequency deviation

∆F must be reduced to zero in exchange for load changes, and as can be seen, a speed
changer must be used to achieve this goal. To bring the frequency to the nominal value,
it is necessary to use an integrator as a second feedback loop, because the integral unit
considers the mean error for a period of time and can eliminate it completely.

It can be seen that the frequency error signal is generated after amplification by the
integral gain KL through the integrator with ∆Pc :

∆Pre f = −KL
∫

∆ f dt
∆F(s) = −Kp

Tp
∆PL

S2+
( Kp/R+1

Tp

)
s+

K1Kp
Tp

(16)

Applying the final value theorem yields

∆F = s∆F(s) = 0
S→ 0

(17)

Therefore, the second feedback loop increases the frequency exponential error by
increasing the degree of the system. However, the response dynamics of the system depend
on the roots of the quadratic equation of the denominator of the following relation:

∆F(s) = −
Kp

Tp

∆PL

S2 +
(

Kp/R+1
Tp

)
s + K1Kp

Tp

(18)

By examining this equation, it is found that the response speed improves with increas-
ing the value of KI , but the fluctuations increase in the case of an excessive increase, and
the system may become unstable. On the other hand, decreasing it leads to slowing down
the response. Therefore, the integral gain must be adjusted to create a suitable position for
the response.

2.8. Objective Function and Optimization with CRPSO

The speed update equation, taken from [30], can be obtained with the following equation:

νi
k+1 = r2 × νi

k + (1− r2)× c1 × r1 ×
(

PBest,I − xi
k
)

+(1− r2)× c2 × (1− r1)×
(

gBes − xi
k
) (19)
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Global and local searches are balanced by a random number (r2) as described in the
previous reference. Speed reversal can be modeled as follows:

νi
k+1 = r2 × sign(r3)× νi

k + (1− r2)× c1 × r1 ×
(

PBest,I − xi
k
)

+(1− r2)× c2 × (1− r1)×
(

gBes − xi
k
) (20)

In Equation (23), sign(r3) can be defined as follows:

sign(r3) =

{
−1 r3 ≤ 0.05
1 r3 > 0.05

(21)

For incorporating craziness, variation in the path of invading birds or fish movement
can be controlled in conventional PSO with a craziness probability. Particles can go crazy
according to the following equation before updating the position:

νi
k+1 = νi

k+1 + Pr(r4)× sign(r4)× νi
craziness (22)

where Pr(r4) and sign(r4) are defined as follows:

Pr(r4) =

{
1 r4 ≤ Pcraz
0 r4 > Pcraz

(23)

sign(r4) =

{
1 r4 ≤ 0.5
−1 r4 < Pcraz

(24)

The position update equation can be expressed as

xi
k+1 = xi

k + νi
k+1 (25)

The objective function in frequency control problems of power systems is generally
performed as the sum of frequency deviations in areas of the system with appropriate bal-
ancing coefficients. In some articles, some parameters of the frequency and time response,
including the settling time, maximum overshoot value, undershoot value and peak time
are considered. This paper uses the integral of squared time multiplied by error squared
(ISTES) objective function to simultaneously mitigate the frequency deviations and mini-
mize the time response characteristics of the frequency. Therefore, in order to achieve the
control goal (reduction of microgrid frequency fluctuations), microgrid frequency deviation
must be minimized. In this research, the following objective function was used:

f =
∫ tsim

0
τ2∆ f 2dτ (26)

Optimization of the PID controller parameters was performed with the CRPSO al-
gorithm and with the above objective function. Optimization was performed with 100
particles and 100 repetitions to achieve the appropriate response. The steps for setting the
PID coefficients are summarized as follows:

1. Model the microgrid frequency response;
2. Initialization of particles (PID coefficients are selected between 0 and 5);
3. Execute the Simulink file of the frequency model and send the frequency response of

the microgrid to calculate the objective function;
4. Calculate the objective function for the PID coefficients of each particle;
5. Determine the best local and global particle;
6. Update the particle speed;
7. Update the positions of the particles;
8. Calculate the objective function for the PID coefficients of each particle;
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9. If the condition of stopping the algorithm (maximum repetition) is not met, repeat
the steps from step 5;

10. If the condition of stopping the algorithm is met, end the optimization operation and
select the best global particle as the optimized PID coefficients.

2.9. Studied System

The microgrid can be operated in two modes: islanded and grid-connected. The
overall structure of the microgrid is shown in Figure 3, which includes the DFIG wind
turbine, solar system, diesel generator and load. The microgrid and the national network
would be connected at the common connection point. The sources used in these networks
are connected to each other by electronic elements. In fact, in these microgrids, AC or DC
elements are used as converters and so on. In Figure 4, a transfer function block diagram
of the microgrid is considered to maintain the microgrid frequency stability.
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3. Results

In order to evaluate the proposed method in the modeled space and how to improve
the system dynamics, various simulations were performed. Figure 5 shows the convergence
of the algorithm. As shown in the figure, the proposed hybrid algorithm was optimized to
the final value at a considerable speed, which indicates its high speed and good accuracy.
The optimal PID gains obtained by the algorithm are shown in Table 1.
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Table 1. CRPSO algorithm parameters.

Parameter Value

Population size popsize = 20;
Initial weights wmax = 0.9;
Final weights wmin = 0.4;
Crossover rate CR = 0.65;

Acceleration coefficient c1 = 2;
Acceleration coefficient c2 = 2;

Maximum iteration number iter_max = 100;
Minimum PID gain minPID = 0;
Maximum PID gain maxPID = 30;

Maximum velocity of particles Vmax = 5; Vmin = −5;

As can be seen in Table 1, the population of the algorithm was considered to be 20 with
a final weight of 0.4. The minimum value of the PID controller was zero, the maximum
value for this parameter was 30, and the particle velocity was considered to achieve the
appropriate answer in the range from +5 to −5.

Figure 6 shows the frequency response of the system without the PID controller. It is
clear that there was instability and oscillation in the system.

According to Figure 6, without considering the optimization algorithm and PID
controller, the fluctuations in this scenario were very severe. Figure 7 shows the results
when using PI control. In conventional power systems, secondary frequency control is often
performed using classical PI controllers, which are usually set according to predetermined
operating points. If the working conditions change, this structure will not provide the
desired performance. It uses frequency deviations and perturbation inputs for tuning and
is thus able to compensate for the inability of classical controllers to cover complex systems
with uncertainties and perturbations. It can be seen that with PI control, it was more stable
than the previous state, but the stabilization time in this control was longer.
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Figure 7 shows how the frequency changed with the application of the PI controller. As
revealed in this figure, no noticeable changes could be seen compared to the non-controller,
and the settling time only reached 14 seconds. Compared with the previous case, this was
much less, and it could almost be said that it reached damping after four oscillations. As
mentioned earlier, the goal was to design a frequency controller based on CRPSO-PID in the
microgrid by designing an online controller. The system frequency was much better due
to the fluctuations in the previous modes and had good performance during the session.
In other words, the dynamic performance of the system was improved. Figure 8 shows
the microgrid frequency with CRPSO-PID. The proximity of the answers obtained from
the proposed algorithm indicates its robustness and high efficiency. It also shows that the
proposed method had less deviation and was more stable than the other methods.
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As shown in Figure 8, there are drastic changes compared with the previous two
scenarios, which include the settling and the number of oscillations. As can be seen
from the figure, the system oscillations in the presence of the PID controller and the
CRPSO algorithm reached one oscillation, and the settling time was reduced to 4 seconds,
which shows that the overall performance of the system improved compared with the
previous two scenarios. In Table 2, the constant values of the PID controller can be seen by
considering the CRPSO algorithm.

Table 2. Optimal results of PID gains.

Gain Kp Ki Kd

Value 1.16 14.32 18.22

As for future works, the discussion studied in this work was on the control section of
these resources. According to these applications, the following items can be considered in
future works:

1. Change the type of controllers;
2. Use metaheuristic algorithms for better stability.

4. Conclusions

Energy sources and control are often both used to supply power to a microgrid. The
transition to an island state can be the result of planned events such as upstream network
repairs, in which case the time of occurrence and the period of disconnection from the
network are known (maintenance period). However, in unplanned transitions due to
network loss (such as errors), the start time and duration of the disconnection period
are not known. In this research, a microgrid with a PID controller was modeled using
the CRPSO algorithm. The results show the appropriate performance of the proposed
algorithm compared with the PI-based controller. The optimization algorithm proposed
in this research includes a hybrid algorithm, which are among the newest optimization
methods and have a higher convergence speed compared with other algorithms. The
proposed method was tested on a case study, and according to the results, adjusting
the parameters of the PID controller led to a better frequency response. As a result, the
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proposed controller provided the desired response to adjust the microgrid frequency and
achieve the final response after a short transient time with low harmonic distortion.
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Abbreviations

P∗s Required power
Ps Total production power
Ksys Frequency characteristic constant
D Damping ratio
M Machine inertia
KDEG Gain of the diesel generator
TDEG Time constant of the diesel generator
Tgi Time constant of the governor
Pw Wind turbine power
CP Wind turbine power coefficient
β Pitch angle
λ Tip speed ratio
Rωrot Blade tip speed in m/s
v The wind speed in m/s
ω0 Synchronous speed
ωA Electric speed of the generator
Φ Solar radiation in kw/m2

η The conversion efficiency of the solar cell
KPV Gain of the photovoltaic
TPV Time constant of the photovoltaic
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