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ABSTRACT Position, navigation, and timing information are critical to today’s infrastructures; as a result,
the possibility of estimating ranges is being explored inmore andmore radio systems. Oneway to achieve this
is to extend the modulation with time-synchronised aiding carriers and to estimate their phase at the receiver
side. In this paper, we present two ways to minimise the negative influence of the modulation on the phase
estimation. We show that the classical maximum likelihood estimator is still an efficient estimator for our
problem, using a medium-frequency R-Mode signal as an example, and is therefore used in receiver designs.
We then describe two possible ways to precondition the signal to increase the accuracy for short observations.
As a first approach, we describe how window functions can positively change the signal-to-noise ratio for
our estimation. As a second approach, we show the use of a narrowband bandpass filter. Finally, we show
that these approaches, applied to real measurements, improve the variance of the estimate by up to two orders
of magnitude.

INDEX TERMS APNT, R-Mode, phase estimation, navigation, signal processing.

I. INTRODUCTION
Position, navigation and timing (PNT) information is critical
to today’s industrial, commercial and transportation infras-
tructure. The primary source of PNT information today
is global navigation satellite systems (GNSS), but GNSS
has been found to be vulnerable to jamming and spoof-
ing, whether intentional or unintentional [1], [2]. This leads
to problems for the maritime user in particular [3], [4].
Therefore, alternative systems are needed and discussions are
underway to modify existing radio systems to provide PNT
capabilities. An approach for Frequency Division Multiple
Access (FDMA) systems is to introduce unmodulated aux-
iliary transmissions, often referred to as continuous waves,
into the zero crossing in the spectra of the modulation [5].

The associate editor coordinating the review of this manuscript and

approving it for publication was Kegen Yu .

When the signals from different stations are synchronised
with each other, we can then derive PNT information from
the phase-estimation of these aiding carriers. One system in
which this approach is implemented is the medium-frequency
R-Mode, a terrestrial navigation system in the frequency band
from 283.5 kHz to 315.0 kHz [6]. The system is based on the
parameter estimation of harmonics, which has been a well-
investigated research area in the field of signal processing.
Estimating, e.g. the directions of arrival, frequencies, Doppler
shifts, phase and more is required in a wide range of appli-
cations including radar [7], sonar [8], channel sounding [9],
wireless communications [10] and power electronics [11].
Therefore, different methods can be used to estimate the
harmonics parameter such as the discrete Fourier transform
(DFT) [12], [13], phase lock loop [14] and more recent
techniques such as ESPRIT [15] and MUSIC [16]. We had
shown that the modulated signal affects the accuracy of the

VOLUME 10, 2022 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 73309

https://orcid.org/0000-0002-8650-8280
https://orcid.org/0000-0002-7192-5831
https://orcid.org/0000-0001-5549-8115
https://orcid.org/0000-0002-7195-4253
https://orcid.org/0000-0001-7710-3073


L. Grundhöfer et al.: Phase Estimation of Single Tones Next to Modulated Signals in the Medium Frequency R-Mode System

FIGURE 1. Simulated spectrum of R-Mode signal with centre frequency
303.5 kHz.

phase-estimation of the aiding carriers when the DFT is used
as maximum likelihood estimator. We assume, that this is
due to the fact that the assumption of white Gaussian noise
is not valid any more [17], [18]. However, this estimator is
of practical relevance, as it can be implemented in a highly
computational effective way [13] to estimate multiple har-
monics. In this work, we investigate the influence of the
modulated signal on the parametric estimation of a nearby
single tone and propose a preconditioning of the signal. The
overall goal is to match the Gaussian condition as close
as possible, to derive the best results without deriving new
estimation techniques. To verify our results, we use medium-
frequency R-Mode as an example application and show how
the performance can be improved.

The paper starts with a short description of the signal in
Section II. We show in section III that the recently used
maximum likelihood estimator [19] is an efficient estimator
for our problem. In Section IV, we further investigate how
we can improve the estimator with windowing for short
observation times. In Section V, we present an alternative
to the windowing approach by using a narrow bandpass-
filter. The improved performance is demonstrated using real
measurements in Section VI.

II. SIGNAL DESCRIPTION
We use the medium-frequency R-Mode signal as an example
of an alternative PNT signal that uses continuous waves. The
legacy signal consists of a Minimum Shift Keyed (MSK)
modulation scheme [20] containing the messages specified
by the Radio Technical Commission for Maritime Services
(RTCM) [21]. Typical data rates are 100 bit/s with a channel
bandwidth of 500Hz in Europe.

To utilise the legacy signal for R-Mode, two single tones
with an offset of ±225Hz to the carrier frequency of the
transmitter are introduced [6]. We call the lower carrier CW1
(continuous wave one) and the upper carrier CW2 (continu-
ous wave two). Because of the relatively short wavelength
with respect to the distance to estimate, we have to solve
ambiguities. This is carried out by calculating the beat fre-
quency of CW1 and CW2, which gives a signal of 450Hz

with a wavelength of 666 km which is larger than the range
of a transmitter.

To provide an example of how the signal looks in a single
channel, we simulated the signal with our Python simulation
environment, which is also used for all other simulations
in this paper. We plot a spectrum of the simulated signal
at a centre frequency of 303.5 kHz in Fig. 1. These signals
are already available in the R-Mode Baltic testbed [22] and
were used for initial positioning in the Baltic Sea, using the
Fast Fourier Transform (FFT) as the maximum likelihood
estimator for the different phases [19].

III. EFFICIENT ESTIMATOR
In our previous publication [18], we had shown that we can
assume the Cramér-Rao lower bound (CRB) for the estima-
tion of the phase θ̂n of the n-th subcarrier, in the absence of a
modulated signal, to be

var(θ̂n) ≥
2σ 2

N A2n
(1)

and for the beat phase θ̂beat between the two tones to be

var(θ̂beat) ≥
2σ 2(A21 + A

2
2)

N A21 A
2
2

, (2)

where An is the amplitude of the signal, σ 2 is the variance of
the noise and N is the number of samples evaluated. Since (2)
is the sum of the variances of the two continuous waves, our
estimates must be statistically independent. However, it has
been shown that we generally cannot achieve the bound for
short observation times because of themodulated signal inter-
fering. Since we use an FFT as a maximum likelihood esti-
mator [14], the considered bandwidth is reduced for longer
observation times and thus the power leakage of the mod-
ulated signal is decreased. Therefore, for long observation
times, we expect to reduce the influence of the modulation
and achieve the CRB.

FIGURE 2. Cramér-Rao bound compared to simulation result for different
observation times.

To test this hypothesis, we performed a Monte-Carlo sim-
ulation with 500 runs at a noise variance of 1.22× 10−5 for
different observation times Tobs increased by integer steps.
We chose the amplitudes A1 = 0.001, A2 = 0.002 for the
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CW carriers and AMSK = 0.004 for the modulated MSK
signal. A1 and A2 were chosen differently to reflect possible
imperfections of the R-Mode signals. In general, the ampli-
tudes match our observation in the testbed [19]. The results
of this comparison are shown in Fig. 2. Here, the variance of
the obtained phase is shown as a blue bar for CW1, an orange
bar for CW2 and a green bar for the beat signal for increasing
length of observation time. Moreover, the Cramér-Rao bound
for the beat signal is shown as a red line. We can clearly see
that the simulations do not reach the bound for the shorter
observation time. With longer observation time, however,
we see a good agreement between the estimate and the bound.
In some places, our estimator even seems to outperform the
bound, which is due to the limited number of simulation runs.
Therefore, our assumption that the influence of the MSK
signal component is smaller with longer observation times
seems to hold and the maximum likelihood estimator [14]
behaves like an efficient estimator for our problem.

IV. WINDOWING
Extending the observation time to achieve the best perfor-
mance is not always possible. However, the current R-Mode
receiver implementation relies on the fast Fourier trans-
form [19] as an estimator, due to its computational efficiency.
To further improve this suboptimal approach while retaining
its benefit of computational efficiency, we suggest using win-
dowing to decrease the variance for short observation times.
It has been shown that we cannot achieve the CRB if we use
windowing [23] when only white noise is assumed, but we
can attenuate the power leakage of the modulated signal and
thus improve the performance of our estimator.

In order to have a parametrised window that can be cus-
tomised, we use the modified Hann window defined as
follows [24]:

whann(t) =
[
a0 − (1− a0) cos

(
2π t
Tobs

)]
rect

(
t

Tobs

)
, (3)

which depends on the design parameter a0 and the observa-
tion time Tobs. We choose the window due to the dependen-
cies on only one parameter, which we can easily adjust in our
application. Furthermore, we obtain a rectangular window for
the case a0 = 1. Therefore we can continuously observe the
influence of the sidelobe suppression.

Since a Monte Carlo simulation would take too long to
adaptively adjust the window for real applications, we are
interested in finding a performance metric that allows us to
assess a window performance under given conditions. Here,
our main idea is to compare the noise and signal energies for
the bin of interest that are collected from different windows.
Therefore, we will show that the signal-to-noise ratio (SNR)
can be used as a figure of merit. This can be described
analytically by considering the Fourier transform of a signal
s(t) that is observed for a duration of Tobs:

Sobs(f ) =
∫ Tobs

2

−
Tobs
2

s(t)e2π jftdt, (4)

where, without loss of generality, we centre the observation
window at t = 0. Sobs denotes the spectrum of the observed
part of the signal.

If we assume a window w(t), we can express the time limit
with the function, which leads to the following expression:

Sobs(f ) =
∫
∞

−∞

s(t)w(t) e2π jftdt. (5)

For our estimation problem, we are interested in S(fc),
which is the value of the Fourier transform at the specific
frequency fc where the CW carrier is located.
We apply Parseval formula [25] which leads to

Sobs(fc) =
∫
∞

−∞

S(f )W (f − fc)df . (6)

Here, S(f ) corresponds to s(t) and W (f ) to w(t) as a
time-continuous Fourier transform. This is the evaluation of
a single point in the convolution operation between the signal
spectrum and the window spectrum.

We can define our signal s(t) with the continuous waves
sCW(t), the MSK modulation sMSK(t) and the noise term n(t)
as

s(t) = sCW(t)+ sMSK(t)+ n(t). (7)

Thus, Sobs can also be expressed in terms of the Fourier
transforms of these parts:

Sobs(fc) =
∫
∞

−∞

(SCW(f )+ SMSK(f )+ N (f ))W (f − fc)df

(8)

=

∫
∞

−∞

SCW(f )W (f − fc)df (9)

+

∫
∞

−∞

(SMSK(f )+ N (f ))W (f − fc)df , (10)

where (9) represents the desired part of (8), and (10) the
undesired part that is caused by noise and the interferingMSK
signal.

Our goal is to maximise the contribution of (9) and to min-
imise the contribution of (10). We thus consider the quotient
of the energies contributed by each component:

SNR =

(∫
∞

−∞
SCW(f )W (f − fc)df

)2(∫
∞

−∞
(SMSK(f )+ N (f ))W (f − fc)df

)2 (11)

To find an optimal window for our problem,we need to find
the window parameter a0 for which (11) is maximised. This
represents a compromise between the process gain, the peak
sidelobe level and the equivalent noise bandwidth. Each of
these values represents a different influence on the frequency
range we want to estimate. Here, the process gain describes
the reduced power of our signal when a window is applied,
while the peak sidelobe level indicates the largest sidelobe
and can therefore be an indicator of how well the modulation,
a near-band signal, is suppressed. The contribution of the
noise floor is also described by the equivalent noise band-
width, which equals the width of a rectangular window with
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the same peak power gain that would produce the same noise
power [24].

With this parameter we can influence the noise contri-
bution in the near and broadband range as well as the sig-
nal power and thus the SNR. We have visualised the basic
concept in Fig. 3, where we see the Fourier transform of
two different window functions, namely a rectangular and
a Hann window with a0 = 0.5. The Hann window has a
wider main lobe, but suppresses energy further away, while
the rectangular window has a lower noise suppression and a
smaller side lobe.

It becomes clear that the design parameters of the window
optimise the SNR for a given noise floor. We evaluate the
SNR for different parameters a0 to iteratively approach the
optimal solution.

FIGURE 3. Fourier transform of Hann and rectangular window functions.

A. WINDOWING IN ESTIMATION
To verify the obtained result, we performed a Monte Carlo
simulation with 5000 runs and an observation interval of 1 s
to investigate the problem in detail and compare the results
with our assumptions. We chose the amplitudes for CW1 to
be A1 = 0.001, for CW2 to be A2 = 0.002 and for the MSK
signal to be AMSK = 0.004. We used as reference a case
with no window and six different modified Hann windows
with a0 = [0.4, 0.5, 0.54, 0.6, 0.7, 0.8] in three different
noise conditions, which are generated by linear scaling the
amplitude of a generated white-noise process. It is important
to note that the window for a0 = 0.54 is called the Hamming
window and has the greatest suppression of the first side
lobe [24].

We show the results of this simulation as a bar graph
of the phase-estimation variance, where a noise variance of
2.50× 10−7 is further denoted as low noise in Fig. 4, a noise
variance of 1.22× 10−5 denotes medium noise in Fig. 5 and
the highest noise variance of 8.09× 10−5 in Fig. 6 is further
referred to as high noise. In all three figures, the blue bar
shows the results for CW1, the orange bar for CW2 and
the green bar for the beat signal. In addition, the red solid
line shows the theoretical CRB for the beat variance and the

FIGURE 4. Bar graph for the resulting phase estimate variance with
varying window parameters under low noise conditions.

dashed line indicates the lower limit of CW1 for the simulated
noise level.

For the low-noise case in Fig. 4, we can clearly see that
the estimation without window is far from the optimal perfor-
mance and our result improves when we lower the parameter
a0. The minimum is reached at the test point for a0 = 0.5,
wherewe are close to the lower bound. After that, the variance
starts to increase again. We would like to emphasise that
also the variance of the beat estimate is close to the sum of
CW1 and CW2, when we use a0 = 0.5 as parameter. This is
what we expect as long as the MSK interference is a leading
contributor to the total variance, since we have attenuated
the signal correlating with the tone. We also see that the
maximum suppression of the first sidelobe is achieved for
parameter a0 = 0.4, does not give the best result. This is due
to the fact that the MSK signal is already largely suppressed,
so that disturbances further away have a greater influence and
decrease the performance.

FIGURE 5. Bar graph for the resulting phase estimate variance with
varying window parameters under medium noise conditions.

In Fig. 5, we can see that for smaller values of a0, we obtain
larger variance values. However, we can optimise the estima-
tion result by applying a window with a0 = 0.7. We therefore
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became aware that we need a different compromise between
MSK and broadband noise suppression than before.

In the presence of strong noise, as per the result in Fig. 6,
the non-windowed case slightly outperforms thewindowwith
a0 = 0.8. It becomes clear that the influence of the noise is
the main influence, and we obtain too much broadband noise
if we try to suppress the modulated signal.

FIGURE 6. Bar graph for the resulting phase estimate variance with
varying window parameters under high noise conditions.

We have used the SNR as a figure of merit, to find the best
parameter a0. To determine the SNR, we perform an FFT
on the simulated signal on which we applied the window,
without the carrier we are interested in, in order to obtain the
noise energy in the range we are looking at. We then apply the
FFT to the carrier only, again applying the window, to obtain
the signal power we need to consider. This is performed in
a separate Python script that allows us to find an optimal
window for a given noise and signal power. This gives us a
clear SNR value that we can compare with the performance
of each window.

In Tab. 1, we compare the SNR results for the three noise
levels with the variance of the phase estimate from the Monte
Carlo simulation, both for CW1. We can clearly see that the
window affects the SNR, and in most cases we obtain a lower
variance for higher SNR values, which is expected and can be
seen in (1) when we consider SNR = A2n/σ

2. We notice that
the SNR at high-noise is slightly higher for the non-window
than for the better-performing window a0 = 0.8. We observe
a similar behaviour for the medium-noise case, and the
parameter at a0 = 0.7 and a0 = 0.8. This is a simulation
issue due to the limited simulation time and lies within the
expected accuracy of this configuration. The improvement
resulting from this step is only minor. Therefore, it is clear
that the resulting SNR is a good metric for optimising our
window to estimate the phase near a modulation. Overall,
we see a good agreement between our assumptions and the
simulated results.

V. PREFILTERING
From the windowing approach presented in the previous
section, it is clear that we need to find a compromise between

TABLE 1. Window comparison results for CW1 phase-estimation.

narrowband and broadband noise suppression. In this section,
we want to investigate whether we can suppress the noise by
applying a narrowband filter to each signal to be estimated.
This would increase the processing power considerably, as we
have to implement a filter and an estimation for each signal
of interest.

In order to design a narrow bandpass filter, we choose to
mitigate the tone of interest by a Notch filter. The resulting
samples are then subtracted from the original signal, as pre-
sented in Fig. 7. In this way we only need to adjust the
frequency we want to cancel out with the Notch filter, instead
of adjusting the whole passband. We begin by designing a
notch filter that matches the tone of interest with the response
function [26]

H (z) =
1− z0 z−1

1− k z0 z−1
with 0 ≤ k < 1, (12)

where z0 is the complex zero point, which represents the
frequency to be suppressed and which can be calculated via
the frequency according to

z0 = ej 2π f0 Tobs . (13)

Here, f0 is the frequency to be cancelled in Hertz and
Tobs the sampling interval in seconds. The position of the
pole depends on k , the so-called contraction factor. It is
important to note that the width of the filter depends on this
parameter [27].

To apply the maximum likelihood estimation we, first need
to apply the pre-filtering, then split the sample into subsets
and estimate the phase of each one. We then subtract the
filtered set from the original set, in order to obtain a signal that
consists only of the signal of interest, as described in Fig. 7.
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FIGURE 7. Block diagram of notch filter.

On the filtered signal, we apply the maximum likelihood
estimation. Since the filter introduces a phase shift, which
results in a shifted phase in the estimate, our result is now
biased, as we do not apply forward-backward filtering. Here,
we only evaluate the variance, therefore any existing bias is
not taken into account. For R-Mode as an application, this
can be neglected, since the bias caused by different effects
is determined after the phase estimation. The overall bias
of DSP and hardware delays will be estimated during the
receiver calibration and subtracted for ranging [19].

To verify this approach, we perform a Monte Carlo simu-
lation with the same parameters as in the previous section.
For the notch filter, we choose a contraction factor of
k = 0.9999 and obtain the results shown in Figs. 8, 9 and 10
with the most appropriate window approach for the noise
level. In these figures, we again use the same colour scheme
as previously described for Fig. 4.

In Fig. 8, the prefiltering approach exceeds the window
with a0 = 0.5 for the low-noise case and comes close to
the CRB with a variance of 5.52× 10−7 rad2 for CW1. For
the case of medium noise, for which we show the results in
Fig. 9, we need to compare the performance with a window
with a0 = 0.7. Here, the window approach performs slightly
better than the notch approach, while neither technique comes
close to the CRB.

In the last scenario, with high-noise, in Fig. 10, we see
again that the notch filter performs worse than our window
approach for the single CW estimates. This changes for the
beat estimation, where the notch approach performs slightly
better. Again, the resulting estimates have quite a large gap
from the CRB. However, the notch filters show good suppres-
sion of the correlation introduced by the MSK modulation,
so that we achieve nearly statistically independent results.
In addition, we find that the notch filter shows an improve-
ment across all noise levels, whereas the different windows
only show an improvement in a certain range.

VI. REAL-WORLD TEST
In the simulation performed, the interference environment
was simplified to one channel and white Gaussian noise.
In reality, we also have to consider other nearby R-Mode
transmitters or other distortions. To provide a real-world
example that can be compared with our simulation, we per-
formed measurements in the near-field of the Zeven transmit-
ter in June 2020. Due to the strong signal in the near-field of
the station, inter-channel interference is expected to be the

FIGURE 8. Bar plot for different window parameters in low noise
conditions.

FIGURE 9. Bar plot for different window parameters in medium noise
conditions.

FIGURE 10. Bar plot for different window parameters in high noise
conditions.

major contributor and a high SNR is expected. This setup
was designed as a technical demonstration of system-time
synchronisation between different stations [28]. Therefore,
we only consider the first 5min of observation in every hour
in this paper, which should be sufficient to show short-term
influences due to the modulation.

For this measurement, we use the hardware of the medium-
frequency R-Mode receiver of the German Aerospace Center,
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which consists of an SDR, a bandpass filter and an E-field
antenna, as described in more detail in [19].

The preconditioning of our signal improves the vari-
ance of our estimate of the nearby station considerably,
so that a graphical comparison is no longer possible. Instead,
we present the results in Tab. 2, where we list the results for
the window parameters a0 = 0.5 and a0 = 0.8, the notch
filter approach and the estimation without preconditioning.
We can clearly see that thewindow cases outperform the other
test cases by two orders of magnitude. On the other hand,
the notch filter also outperforms the non-windowed case. The
windowed case a0 = 0.5 shows the best performance, which
is to be expected based on our simulation. Since the beat
variance is lower than the sum of the carrier estimates, this
suggests that there is another general disturbance that can be
suppressed by the window but not by our narrow bandpass
filter, which potentially describes the divergence from our
simulation. In the future, the actual noise floor needs to be
investigated in more detail.

TABLE 2. Comparison results for real-world phase-estimation variance in
rad2 of Zeven Station.

FIGURE 11. Bar plot with different applied signal-preconditioning
approaches for the Heligoland signal received in Zeven.

In addition, with such a strong signal, all close channels
benefit from near-band rejection, as described in section IV.
Therefore, in our measurements we evaluate the signal from
the Heligoland station, with a band-gap of 5 kHz and a dis-
tance of 134 km to the local station, which can potentially
be used for synchronisation. We evaluate the recorded signal
for the Heligoland station signal, presenting the results in
Fig. 11. Here, we show the resulting variance for CW1 in
blue, for CW2 in orange and for the beat signal in green
again. Since we now have coloured noise, we do not show

the CRB in this plot. Similar to the local signal, the notch
filter performs better than the non-window filter. Again, the
windowed approach, where a0 = 0.5 outperforms all tested
approaches by almost an order of magnitude.

VII. CONCLUSION
In this paper we have analysed ways to improve the accuracy
of phase estimation for unmodulated carriers alongside a
modulated signal when the observation time is short.

We indicated that the well-known maximum likelihood
estimator for the parameter estimation of a signal is an effi-
cient estimator, even in the presence of a modulated signal.

However, for a given observation time, the resulting per-
formance can be improved by applying a parameterised Hann
window. We were able to show that maximising the SNR is
a good approach for finding the optimum window parameter.
Furthermore, we determined that a narrow bandpass filter can
also increase the accuracy under good noise conditions, but
would require significantly more computational power.

In addition, we have proven that signal conditioning
improves performance in close proximity to a stationwith real
measurements and therefore can improve the R-Mode time
synchronisation between different stations.

For the future, we would need to implement adaptive
preconditioning for the German Aerospace Center R-Mode
receiver in the mid-frequency range. The application of the
derived techniques will improve the overall performance of
the phase-estimation near a modulated signal as used in the
R-Mode, if the current noise floor is properly taken into
account.
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