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addressed to the policy makers, entrepreneurs and academicians engaged in the fight against climate

change, in zero hunger initiatives, in natural resource management and in environment protection

research. A special thanks is addressed to the authors who submitted their manuscripts to contribute

to these initiatives.
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Abstract: Food needs are increasing day by day, and traditional agricultural methods are not respond-
ing efficiently. Moreover, considering other important global challenges such as energy sufficiency
and migration crises, the need for sustainable agriculture has become essential. For this, an integrated
smart and mechanism-application-based model is proposed in this study. This model consists of three
stages. In the first phase (cultivation), the proposed model tried to plant crops in the most optimized
way by using an automized algorithmic approach (Sand Cat Swarm Optimization algorithm). In
the second stage (control and monitoring), the growing processes of the planted crops was tracked
and monitored using Internet of Things (IoT) devices. In the third phase (harvesting), a new method
(Reverse Ant Colony Optimization), inspired by the ACO algorithm, was proposed for harvesting
by autonomous robots. In the proposed model, the most optimal path was analyzed. This model
includes maximum profit, maximum quality, efficient use of resources such as human labor and
water, the accurate location for planting each crop, the optimal path for autonomous robots, finding
the best time to harvest, and consuming the least power. According to the results, the proposed
model performs well compared to many well-known methods in the literature.

Keywords: autonomous robots; remote sensing; smart agriculture; climate change; environmental
protection; drone; metaheuristic; Internet of Things

1. Introduction

Population growth in the world naturally causes an increase in food needs, and with
the prediction that the world population will reach nine billion people by 2050, agricultural
production should be increased by 70% [1]. Therefore, growing crops becomes very im-
portant. However, agricultural practices using traditional methods to meet people’s food
consumption needs can have quite inefficient results. Therefore, it becomes essential to
manage agricultural activities using different advanced methods. Additionally, environ-
mental protection and sustainability have also become basic needs [2]. In this regard, smart
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farming mechanisms using new technologies have become very popular [3]. It should
not be forgotten that not only modern agriculture methods but also sustainable solutions
should be proposed. With the creation of efficient solutions to meet identified needs, it
may be possible to provide the next generation with a lifestyle at least equal to that of
the current generation [4] and to use existing natural resources efficiently in this direction.
Otherwise, we may face not only the problem of hunger but also challenges such as energy
and migration crises. In summary, problems such as global climate change, increasing
conflicts around the world, migration crises, improper use of existing agricultural lands,
decrease in precipitation levels, and incorrect use of water all have made the use of modern
agriculture systems mandatory.

Technologies such as remote sensing, the Internet of Things (IoT), intelligent agents,
autonomous robots, unmanned aerial vehicles (UAVs) [5], Internet of Vehicles (IoVs),
wireless ad-hoc networks, big data analytics, and deep learning (DL) have shed light on
promising visions for a breakthrough in agricultural applications [6–9]. Smart farming
can be applied to improve crop quality and profit and reduce costs by optimizing various
processes such as environmental conditions, growth status, soil status, irrigation water,
pest control, fertilizers, weed management, and greenhouse production environments [10].
For example, questions such as which product should be planted in a given region, how
efficient the use of water resources should be, and accurate estimation of the harvest time all
can be answered and monitored in smart agriculture. Thus, smart agriculture ensures green
technology by eliminating the inefficient and faulty methods of traditional agriculture,
and it can also further reduce problems such as leakage and emissions and their impact of
climate change [11].

Since the role of smart systems in sustainable agriculture is increasing day by day,
many technological methods have been used and recommended in recent years. Smart
farming optimizes complex farming systems by applying new and modern technologies
in agriculture. It aims to produce and collect more quality crops with less investment,
irrigation, and human labor. In general, plant growth and harvest processes are critical
issues in smart farming. Therefore, intelligent mechanism models will be very useful in
solving identified problems and achieving specified goals. However, an approach that
covers the whole process, not a single or specific goal(s), is important. In this regard, in
this study an application model is proposed that covers this process from cultivation to
harvesting. This model can be used to grow a variety of crops on any farmland. For this,
software and hardware approaches are used together, making it possible to use them in the
real world. Previous studies have been focused on certain perspectives and/or reaching a
limited number of goals.

The main aim of this study is to be able to solve the problems with green and sustain-
able agricultural practices from the field to the table, and to ensure that people can access
agricultural products, which are their basic needs, without interruption. In addition, it
is aimed at reducing product losses, preventing waste, increasing productivity, and even
reducing to zero waste due to faulty planting and similar causes at every stage of the food
chain. Part of these efforts should be the aim of ensuring the full physical, mental, and
social well-being of agricultural workers, by minimizing recently increasing work accidents
and occupational diseases of those working in the agricultural sector with preventive and
protective measures. All these concerns can be resolved in a sustainable way by providing
a single mechanism system from planting to harvesting.

This study focuses on tracking and harvesting crops on large-scale farmlands in three
stages. In the first phase (cultivation), planting the crops in the most optimized way is
sought by using an algorithmic approach (Swarm Sand Cat Optimization (SCSO) algorithm)
during the planting phase. In this way, the location of the crops that need to be planted
(without the need for human or manual intervention) is determined in accordance with the
specific requirements of any crops. An optimization approach can be a good solution since
it is a nondeterministic polynomial-time hardness (NP-Hard) problem to meet this need
with analytical and similar solutions. The SCSO algorithm could be a successful solution in
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determining the correct places of the products in accordance with its working mechanism.
In this way, optimized results can be obtained without human intervention, with the lowest
error rate and lower operation cost.

In the second stage (control and monitoring), the growing processes of the planted crops
are tracked and monitored thanks to IoT devices. With the IoT devices, the status of the
planted products is constantly checked, and the results are transferred to the next stage as
an input for instant processing. The third phase (harvesting) is the product collection stage.
At this stage, a metaheuristic method (Reverse Ant Colony Optimization) is proposed. The
results from the third stage are presented as the optimum path for autonomous robots
(IoVs) to harvest crops. In this third phase, a new fitness function is also defined. Since
the second and third stages are carried out simultaneously, it is ensured that there will
be a sustainable model. The Reverse ACO (RACO) is proposed as a new improvement
to the ACO algorithm. Thanks to this algorithm, the results from the second stage can
consistently and regularly provide the input for the third stage correctly. The performance
of the proposed method was evaluated in different scenarios and situations and compared
with similar studies in the literature. The following benefits were also obtained with the
application developed in this study:

(1) The efficient use of resources such as human and natural resources by providing
sustainable and smart agriculture. In other words, it allows farmers to constantly
monitor crop variability and stress conditions. In addition, the occupational health
and safety of the farmers can be increased, the best products can be harvested, and
efficient resource consumption and profit increase will be possible.

(2) Assistance in gaining maximum profit with minimum consumed energy and time by
considering several objectives in the fitness function. As an example, the proposed
mechanism generates the optimized routes for each autonomous robot in harvesting
crops at the annual harvest.

(3) Providing decision-makers with an infrastructure architecture for autonomous agri-
cultural robots.

(4) Collecting crops in the required periods with a scheduling mechanism; thus, it pre-
vents early or late harvesting. Meanwhile, it is adaptive to several crop types. In this
study, tomatoes were considered as an example case.

(5) Maximum profit, maximum quality, efficient use of resources such as human labor
and water, the accurate location for planting each crop, finding the best time to harvest,
and consuming the least power.

In Section 2 of this paper, the literature review is discussed. The proposed model and
application are explained in Section 3. In Section 4, the simulation results are evaluated.
The last section of the study includes the conclusions and possible further studies.

2. Literature Review

This study focuses on the most efficient crop-harvesting methods in farmlands (tomato
assumed as a case study). In this regard, studies and general perspectives about the new
generation of agriculture in the literature are presented. As is known, there are many types
of sowing, monitoring, and harvesting in agriculture. Although traditional methods are
successful in growing crops, they have many disadvantages.

In traditional agriculture, farmers cannot prepare the soil properly because they only
use hoes after burning the bush and clearing the field. In addition, they cannot get fertile
results as they can only scratch the earth and mix the ashes into the soil [12]. The burning
method damages the soil, and as a result, erosion is exacerbated as this burnt soil is left
bare. Furthermore, roots cannot go deep enough to absorb water and mineral salts from
the soil, and thus water (the most important and critical resource) is used inefficiently. The
soil can become very poor in a short time due to the usual techniques applied incorrectly
and inefficiently, and to solve this problem (i.e., the soil becomes fertile again), the field
must be left fallow for two or three years [13]. Since the farmers cannot stay idle during
this period, they move to another field, which is called alternating cultivation. As a result,

3



Appl. Sci. 2022, 12, 6021

large-scale lands will not be used, and bountiful crops will not be produced. Mechanism
systems blended with new technologies can be the solution to these problems. On the other
hand, it is also very important to harvest the crops efficiently, on time, with the maximum
amount and quality and least use of energy and resources. However, traditional methods
consume resources excessively, the rate of poorer-quality crops is higher, the profit rates
are not fully maximized, and most importantly, they cannot offer sustainability [14]. These
problems can be resolved with the transition to modern agriculture. In this regard, the IoT
and mobile robots provide great contributions. In the solution to these complex situations,
software techniques and methods are needed together with new technologies. According
to this, artificial-intelligence-based smart methods are becoming more important day by
day. In solving this type of complex problem, learning or heuristic-based solutions may
be especially useful—we should not forget that some problems in this area may not have
a deterministic solution. Finally, taking into account increasing human population and
food demand, these problems will have dire consequences. For the reasons stated, we can
conclude that intelligent agriculture is an essential requirement.

The IoT and similar technologies such as wireless sensor networks (WSNs) [15], which
have become popular in recent years, are used to meet the needs in this field. The IoT
in agriculture means using sensors and other devices to turn every element and action
involved in farming into data [16]. Scientists believe that the IoT will lead the agriculture
sector to agriculture 4.0 and even agriculture 5.0 in the future [17,18]. This new philosophy,
data-driven agriculture, is also expressed in the literature with several different names:
Agriculture 4.0, digital farming, or smart farming [19]. This smart farming can be combined
with the precision agriculture concept in data management, leading to more accurate and
efficient results [20]. In traditional methods, farmers had to go to the farmland and check the
condition of their crops, and they would decide based on their experience whether it was
time to harvest. New technologies such as the IoT are very useful in solving these problems,
and more, to achieve greater efficiency, sustainability, and availability rates. Additionally, in
traditional methods, the experienced farmer had a higher success rate, so younger farmers
had a lower chance at succeeding. However, thanks to these new technologies, this problem
can now be eliminated. On the other hand, savvy farmers can also adapt to new methods.
IoT technologies are predicted to play a major role in the generation of large amounts of
valuable information in all types of agriculture and the advancement of this sector [21]. In
addition, the IoT is thought to be a potential solution to increasing agricultural productivity
by 70% by 2050 [22]. In [23], the authors designed an IoT-based system to monitor air and
soil parameters and develop mobile and web-based applications. They tried to monitor
crop and yield forecasts in real time. In [24], the authors focused on farm management
information systems to automate data acquisition and processing, monitoring, planning,
decision-making, documenting, and managing farm operations. For this, they proposed
architecture and implemented it in two different regions in Turkey. In another proposed
example to monitor various components of the farmland with an IoT-based mechanism, an
agro-meteorological system was developed using an Arduino [25]. Another study based
on sensors, IoT, ZigBee, and Arduino focused on rural agriculture [26]. The authors tried
to guide farmers in estimating crop suitability and other relevant factors by using various
types of sensors. Another study explored how accurate analysis of agro-meteorological
and weather parameters can help farmers improve crop production [27]. However, their
proposed system is not portable, and may only be suitable for small-scale farms. Other
IoT-based studies in modern agriculture in recent years have also been explored in [28–30].

Along with the IoT, the widespread use of autonomous robots such as UAVs increases
productivity in agriculture. Recently, studies related to this subject have accelerated [31–35].
One of several studies in the literature is presented in [36]. The authors used UAVs to detect
possible drainage pipes. Often, farmers need to repair or construct drain lines to efficiently
remove water from the soil. Therefore, in this study, they wanted to decrease resource
consumption and increase productivity in agriculture by focusing on this issue. In [37], the
authors offered a combined application of UAVs and unmanned ground vehicles (UGVs) to
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monitor and manage crops. The authors proposed a system that can periodically monitor
the condition of crops, capture multiple images of them, and determine the state of the
crops. In addition to many UAV-based studies and products, recently the concepts of the
IoT and autonomous robots have begun to be presented together. In this way, the data
detected by the UAVs reaches the place where it needs to be sent instantly, the necessary
actions can be taken on this data, and it can quickly provide a decision mechanism to the
farmer or other technological devices. For example, in [33], the authors present a farm-
monitoring system using UAV, IoT, and Long-Range Wide Area Network (LoRAWAN)
technologies for efficient resource management and data delivery. In this study, they were
monitoring water quality.

In general, most of the studies were aimed at increasing efficiency in the field with
technological approaches. It is also very important to efficiently analyze and evaluate the
data generated from new technologies such as IoT and UAV using recent technologies such
as WebGIS [38]. At the same time, we may sometimes encounter complex situations for a
service expected to be provided in smart agriculture. These problems become more difficult
to solve as the dimension and number of uncertain parameters increase. Metaheuristic
algorithms can be an appropriate mechanism for solving similar problems. Indeed, in recent
years in the literature, metaheuristic-based approaches have been proposed for different
purposes related to agriculture [39]. For example, in [40], three local search metaheuristic
algorithms, which were simulated by annealing and Tabu search references, were used to
calculate annual crop planning with a new irrigation mechanism. The objective function of
this study was to maximize the gross benefits associated with the allocation of crops. The
authors claim that the Tabu search method gave the best results in comparisons. In [41],
an evolutionary algorithm was used for a complex strategic land-use problem based on
the management of a farming system. This study pursued a multi-purpose strategy that
fulfilled spatial constraints in the 50-year planning management of the farm. Although
the study is comprehensive, the metaheuristic method used and proposed may not be a
very high-performing and efficient solution. In [42], a bi-objective optimization model
was proposed that minimizes cost and maximizes geographic diversity. In the test of the
proposed method, a case was considered that showed new types of relationships in the food
logistics chain. Although the proposed mechanism is interesting, the number of parameters
it deals with is not complex enough. In [43], the authors introduced a smart-engine-based
decision system focusing on the type of crop, time/month of harvest, type of plant required
for the crop, type of harvest, and authorized rental budget. According to the results from
this system, the best way to rent and share agricultural equipment was provided. The other
metaheuristic-based method focused on economic crop planning at the tactical level or
agricultural policy planning at the national level [44]. The supposed crop products could
be for home consumption, export (cash crops), or to feed milk cows. The proposed method
focused on optimal farm reconstructions that met four objectives (maximize profit and
balance of soil structure, and minimize the soil nitrogen and human labor), and a set of
stringent constraints. In [45], the authors tried to optimize the deployment of their sensor
nodes to best monitor potato and wheat crops. In this regard, they proposed a Genetic
Algorithm-based method. Other studies based on metaheuristic algorithms have been
presented in the literature in the last few years [46–48].

In summary, many studies have been carried out in the field of smart and sustainable
agriculture, which has become a trend in recent years. Some of these studies, along
with their characteristics, are summarized in Table 1. This paper focuses on optimal
solutions from cultivation to harvesting benefiting from the IoT, autonomous robots, and a
metaheuristic approach in three stages.
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Table 1. Characterization of current studies in the literature.

Study Approach, Technique Task and Goals

[31] GIS system Monitoring process based on map analysis and reduced
data

[23] IoT and autonomous robot Monitoring process and yield forecasts by IoT devices
and mobile/web app

[24] IoT Process management based on a farm management
information system and architecture

[26] IoT Product management based on data analysis

[36] Single autonomous robot
Monitoring process based on efficient water usage,
controlling amounts of phosphate (PO4) and nitrate
(N03), and detecting drainage pipes

[37,49] Single autonomous robot Monitoring process based on monitoring
vegetation state

[32] Multi autonomous robots Monitoring process based on providing a multiple UAV
system for aerial imaging

[33] Single autonomous robot,
metaheuristic Spraying process based on spraying fruits and trees

[34] Multi autonomous robots Spraying process based on path-planning algorithm

[42] Metaheuristic Food logistics chain and crop planning based on
minimizing cost and maximizing geographic diversity

[44] Metaheuristic Convenient and efficient planting and cultivation

[39] Metaheuristic Annual crop planning

[43] Metaheuristic Rent and share agricultural equipment based on a
smart-engine-based decision system

[45] Metaheuristic and IoT Best planting model based on optimal deployment

[48] Metaheuristic Optimal plant

3. Materials and Methods

In this study, the technological and algorithmic aspects of sustainable agriculture
are discussed. Towards this end, an intelligent and mechanized agricultural application
is proposed which includes three phases: (1) cultivation, (2) control and monitoring,
(3) harvesting. These stages affect each other like a lifecycle. The results from the first stage
are used in the second stage, and the results from the second phase are constantly used as
the input of the third stage. The working mechanism of the proposed method is described
in Figure 1 with all its phases.

3.1. Cultivation Phase

As stated before, with the increase in the world population, the need for agricultural
and food products is also increasing. Therefore, the importance of smart farming systems
and methods has increased. In this context, the first step in the mechanism and a sustainable
model is the planting (cultivation) phase. Here, it is very important to place each product in
the correct location in order to minimize or remove manpower and manual interventions.
The metaheuristic approach is useful because the solution to this problem is a type of
NP-Hard problem to be solved systematically. Therefore, the SCSO algorithm was used in
the first phase of this study. Due to its nature, this algorithm can provide good performance
both locally and globally, as its transitions are balanced in the exploration and exploitation
phases, and therefore this new algorithm was used to solve the first problem case in
this study.
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Figure 1. General scheme of all operations of the proposed model.

3.1.1. SCSO Algorithm

The Sand Cat Herding Optimization (SCSO) algorithm is inspired by the sand cat’s
foraging and hunting behavior [50]. In this algorithm, a low-frequency noise detection
behavior mechanism is used to find the prey of sand cats. Since these cats can detect low
frequencies below 2 kHz, they can find even the furthest prey in the shortest possible time
and with very little movement. These cats also have an incredible ability to dig for prey.
This algorithm has a successful performance in searching and hunting using these two great
features. With an adaptive mechanism, SCSO can be good at solving many problems, as
they are balanced in the exploration and exploitation phases. In addition to these features,
this algorithm is preferred specifically for this problem, since it uses few parameters and is
a simple implementation. The mathematical equations of this algorithm are given below
(Equations (1)–(5)):

→
rG = sM −

(
2 × SM × iterc

iterMax + itermax

)
(1)

→
R = 2 × →

rG × rand (0, 1)− →
rG (2)

→
r =

→
rG × rand(0, 1) (3)

where ‘rG’ is a constant inspired by the listening ability of sand cats. It will linearly decrease
from two to zero as the iterations progress to approach the prey (solution) it is looking for
and not to lose or pass it (not to move away). The “SM” value is inspired by the hearing
characteristics of the sand cats, its value is assumed to be 2. The ‘r’ demonstrates sensitivity
range of each cat. The ‘r’ is used for operations in exploration or exploitation phases while
‘rG’ guides the ‘R’ parameter for transition control in these phases. ’R’ is the main parameter
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in controlling the transition between exploration and exploitation phases. If ‘R’ is lower
than one, the sand cats are directed to attack their prey, otherwise, the cats are tasked with
finding a new possible solution in the global area. The ‘iterc’ is the current iteration and
‘itermax’ indicates the maximum iterations. The ‘t’ is the current time.

→
X(t + 1) =

⎧⎪⎨⎪⎩
→

Posb(t)−
→

Posrnd· cos(θ)·→r
→
r ·
( →

Posbc(t)− rand(0, 1)· →
Posc(t)

) |R| ≤ 1 ; exploitation (a)
|R| > 1 ; exploration (b)

(4)

Equation (4) is proposed to determine the next move of each cat. The ‘Posb’ indicates
the best position and ‘Posc’ represents the current position. The ‘Posrnd’ indicates the
random position and ensures that the cats involved can be close to prey. ‘Posrnd’ is obtained
from Equation (5). In addition, SCSO also performs well in convergence behavior. The
pseudocode of the relevant algorithm is shown in Algorithm 1.

→
Posrnd =

∣∣∣∣rand(0, 1)· →
Posb(t)−

→
Posc(t)

∣∣∣∣ (5)

Algorithm 1. Sand cat swarm optimization algorithm pseudocode.

Initialize the population
Calculate the fitness function based on the objective function
Initialize the r, rG, R
While (t <= maximum iteration)

For each search agent
Get a random angle based on the Roulette Wheel Selection (0◦ ≤ θ ≤ 360◦)
If (abs® <= 1)

Update the search agent position; Equation (4a)
Else

Update the search agent position; Equation (4b)
End

End

t = t++
End

3.1.2. Planting Crops Based on SCSO Algorithm

The SCSO is used for economical product planning and efficient resource consumption.
Hereby, crops can be planted in the most optimized places in a mechanized way without
human intervention during the cultivation (planting) phase. In this regard, the SCSO
algorithm is used instead of an analytical solution to plant each crop with an optimized
method. As mentioned earlier, since this action is an NP-Hard problem type, metaheuristic-
based approaches can lead to fruitful results. In addition, restrictions and requirements
were taken into account so that it can be applied in real farmlands. These criteria are, for
example, biodiversity indices based on landscape ecology measures, diversity of land uses,
and soil erosion. The criteria to be optimized here will mostly have a positive effect on the
farmer’s income from the harvest and the type and amount of employment. In addition,
efficient land use will lead to optimum allocation of water resources. An optimized planting
stage will also be useful for an autonomous robot to accurately position itself in crop fields
to perform precision farming tasks effectively.

In this study, tomato (Lycopersicon esculentum Mill.) is taken as a case study. In this
arrangement, the row spacing can be selected as 80 cm, and the seedling spacing as 40 cm
((3.1 m2/unit)), 60 cm (2.1 m2/unit), and 80 cm (1 m2/unit) in tomato planting. It is
recommended to choose 40 cm seedling spacing for pollination, temperature preservation,
and to grow more product [51,52]. In addition, it is recommended that the soil’s pH level be
6.0–6.5 when planting tomato seeds [53]. Single-row arrangement and the hanging method
are preferred in tomato cultivation [51,52]. In line with the reasons and objectives mentioned
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above, the places of the products relative to each other are determined algorithmically,
considering the distance and other requirements. Here, the process will be the planting
of the products with the least error rate. The crops planted at the end of this phase were
equipped with IoT devices in the next phase. The places where the products should be
placed was given to the autonomous robots as a map with this algorithm. They would
perform the mechanized planting work (saving manpower and other natural resources).
This was the first mission of the autonomous robots. Their second and final task was in
collecting (harvesting) items.

3.2. Control and Monitoring Phase

The second phase plans the timely determination of whether the planted crops are
grown, their water and similar needs, and the realization of other purposes. At this stage,
it is expected that the products will be monitored to increase productivity. This process
can be a very costly and error-prone structure when performed by the farmer. However,
being able to manage this whole process with technological solutions, and, in this context,
offering farmers a user-friendly integrated application increases efficiency in every aspect.

In this phase, IoT devices were used to easily track each product and obtain query
or in-demand-based data flow. The features of these devices may vary according to the
purpose and expectations in the field. In this study, the tomato case study is focused on as
an example. Tomatoes have commercial importance as one of the most-grown vegetables
in the world [51]. Today, tomatoes are grown in open fields and greenhouses. The method
of growing tomatoes in the open field is considered one of the traditional methods and
we did not consider it. The growing period of tomatoes may be different depending on
the parameters of light, water, minerals, and temperature [53]. In greenhouses, parameters
such as temperature, humidity, amount of light, amount of CO2, and amount of water
can be controlled more easily, and therefore tomato cultivation in a greenhouse can be
preferred [52,54].

For this purpose, KIANI-WSN kit nodes were used as IoT nodes [55] as shown in
Figure 2. These nodes consist of sensing, communication, processing, and power units.
Since the communication unit is equipped with a Wi-Fi card, it also fully meets the need
for an IoT. These nodes are generally of two types. One of them is the CC1101 transmitter
chip and the other is the nodes equipped with both CC1101 and CC1190 chips. The first
node types were used in this study. The CC1101 is a low-cost sub-1GHz transceiver that
can be used in very-low-power wireless-based applications [56]. It also supports packet
processing, data buffering, burst transmissions, clear channel evaluation, link quality
indication, and wake-on-radio. The CC1101’s main operating parameters and 64-byte
send/receive FIFOs can be controlled via the serial peripheral interface (SPI). These nodes
are equipped with sensors such as humidity, temperature, and light. The ad-hoc feature of
this device provided another advantage because it could transfer the required data to our
system even when there was no internet. Thanks to this system, productivity in harvesting
increased and resources such as water and manpower were used efficiently.
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Figure 2. The device used as an IoT node in the field [5,55].

3.3. Harvesting Phase

The purpose of this phase is to come up with a road map for each autonomous robot.
At this stage, the SCSO and similar algorithms may be not very successful in their rationality,
as it is our goal to generate paths and find a good route. Therefore, a new method was
proposed by utilizing the one of the best metaheuristic algorithms (ACO) for this concept.
Based on this path, each robot will begin its task of picking (harvesting) crops in the most
efficient manner. In other words, with this route, each robot collects the crops efficiently,
making the most profit. Moreover, this goal is achieved in as short a time as possible
and with the least power consumption. This new algorithm is proposed to achieve these
three intermediate targets (max-profit, min-energy, min-time) together in a balanced way.
In summary, the output (goal) of the harvest phase is finding the optimal path for each
autonomous robot.

The ACO [57] algorithm is inspired by the real-life behavior of ants. Although ants are
not insects that live in a swarm model, they help and guide each other by using chemical
deposits called pheromones, and as a result, they act like a smart colony. In the classical
ACO, each ant starts from a point, goes hunting, and returns to its home (start). That is,
each ant starts eating from the nest and then returns to the nest. However, in RACO, each
ant starts from a point and only tries to reach the prey, and the concept of returning to the
nest is not in question in this algorithm. It is worth remembering that this algorithm is not
a new ACO variant. This algorithm is inspired by the concept of ACO for solving just this
problem and similar problems.

The second main difference between the proposed algorithm and ACO is based on the
concept of pheromones. In the classic ACO, in each iteration each ant releases pheromones
on each path it prefers, so the pheromone values of the chosen paths are constantly updated.
Since the pheromone density is high in the most preferred route, the relevant route is chosen
as the best route. Additionally, as the number of iterations increases, some pheromone
evaporates from the amount present on each path. This prevents it from facing problems
such as local optima. For this, a matrix is defined. However, the concept of pheromones is
not fully similar in RACO, and instead, a similar matrix is defined, reflecting the increase
in growth rates of the crops planted in each iteration. In addition, when each product is
selected by the ant, it defines it as the product that has been collected, and the value of that
product in the relevant matrix is decreased. In fact, the matrix defined in RACO shows the
growth rates of crops. Items that are not collected increase in value as the iteration goes on
(contrary to evaporation), and items that are collected are devalued (a very small number
close to zero). In short:

(1) In classical ACO, pheromones evaporate as time progresses, in RACO the crops grow
as time passes.
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(2) In classical ACO, the pheromone ratio of the most preferred routes increases, in RACO,
the product is collected and its value decreases in the current table of the product,
while on the other hand, the value of the profit parameter increases.

Since this model is applied on a continuous field, the same process continues as
the harvested crops begin to grow and mature again, and therefore the algorithm works
smoothly. This presents a sustainable farming mechanism for all three phases described in
our study. The main idea of this proposed algorithm is to model the problem as a search for
the best path by constructing a path graph representing the states of the problem. Therefore,
it can also be used to solve other problems similar to the product aggregation problem. In
the classical ACO algorithm, the ants make the path selections according to Equation (6),

Pk
i,j(t) =

[
τi,j(t)]α[ϕi,j(t)]β

∑kεallowedk
[τi,k(t)]α[ϕi,k(t)]β

; jεallowedk (6)

where ‘k’ represents the number of ants used in the algorithm. The ‘i’ and ‘j’ denote the
source and destination station, respectively, which indicate the points of each autonomous
robot. τi,j is represented as a matrix and shows the instantaneous states of the crops. The
ϕi,j is the heuristic cost between the edges ‘i’ and ‘j’. The ‘α’ and ‘β’ are related to the
importance of trail and heuristic cost. In the proposed RACO, the related mathematical
equations are defined as follows (Equations (7)–(12)), based on the problem in this study:

Pro f itK (MaxPro f it) = ∑D
1 SelectedCropK (7)

PowerK = (BatteryCapacity ∗ DeliverCapacityPercentage)− ∑j
i(distance ∗ BatteryConsumed) (8)

TimeK(MinTime) = ∑j
i(distance ∗ TimeConsumed) (9)

where ‘SelectedStatus’ shows the drop collected by each ant. The goal here is to get the most
profit. ‘BatteryCapacity’ indicates the maximum power capacity of the autonomous robots,
generally related to Ah and V. ‘DeliverCapacityPercentage’ represents the maximum amount
of power each robot can use. The ‘distance’ is the distance between two points in meters.
‘BatteryConsumed’ is the amount of energy used between both points. In this study, battery
capacity is assumed 8 Wh and the maximum battery usage rate is accepted as 90%. The
amount of ‘Power’ obtained here indicates the amount of energy that each robot will use,
and this is desired to be minimum. It is worth mentioning that at the end of the algorithm,
a route will be assigned for each of the robots. Since the concept of power is meaningful to
them, autonomous robot is expressed here, but it actually means ant. The ‘D’ represents
the total number of crops in the field. The ‘Time’ and ‘TimeConsumed’ parameters represent
the total time used by each ant and the elapsed time between both points, respectively.

CostFunctionK =
C2 ∗ PowerK + C3 ∗ TimeK

C1 ∗ Pro f itK ; C1 + C2 + C3 = 1, C1 > C2 ≥ C3 (10)

BestCost = Min(CostFunction) (11)

where Ci are coefficients that can be adjusted according to the requirements of the problem.
Optimal values for these constants can also be found by a metaheuristic method. In this
study, the method in [58] is used to tune the values of these coefficients. Since these weights
(coefficients) are not defined in the classical ACO, they are assumed to be of equal value.
The relationship to Ci may differ depending on the purpose of the problem. For example,
C1 should be bigger than the others if we want the minimum answer, and vice versa if we
are looking for the maximum. This proves the flexibility of the relevant cost function. At
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the end of each iteration, ‘CostFunction’ is calculated for each ant and the minimum among
them is accepted as the best solution.

Δτi,j =
CropStatus − SelectedCrop

∑D
1 Crops

(12)

τi,j = (1 + ρ)∗τi,j + Δτi,j (13)

where ρ is a coefficient that affects and controls the rate of the crops’ status. ‘CropStatus’
shows the latest status of each crop. ‘Crops’ indicates the total number of crops in the field.
The working mechanism of the proposed algorithm for finding the optimal path for each
autonomous robot is shown in Figure 3. It is worth remembering that the starting and
ending points of each ant do not have to be the same. At the end of each iteration the best
solution is chosen. When the iterations are over, the best solution is given as a path to the
relevant autonomous robot (IoV), and in this way each robot is assigned a task to collect
crops in the real field. The pseudocode of the relevant algorithm is shown in Algorithm 2.
When complex analysis of the algorithm is performed, it has proven to be O(n2), which
means that it is successful compared to other classical and analytical solutions.

Figure 3. The working mechanism of the RACO.

Algorithm 2. Reverse ACO algorithm pseudocode.

Initialize the population
Calculate the fitness function based on the objective function
Initialize the input parameters
While (t <= maximum iteration)

For each search agent
Path election by ants; Equation (6)
Pheromone (CropStatus) Updates; Equations (12) and (13)

End

t = t++
End

Find Best Solution; Equations (10) and (11)

4. Results and Discussion

This section presents the performance of the proposed model. The model results are
analyzed and compared with the various methods. Comparison of the results is made
in two scenarios. In the first, only the performances in the first phase (cultivation) are
considered. Here, several algorithms that have been used have been successful in solving
the refinement problem: Grey Wolf Optimization (GWO) [59,60], Moth-Flame Optimization
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(MFO) [61], and Particle Swarm Optimization (PSO) [62]. In the other scenario, comparisons
were made to cover all phases. Since the second and third phases are integrated, it would
not be correct to analyze these phases separately. The methods used for comparison are
a variant of Firefly Algorithm (FA) [63], Genetic Algorithm (GA) [64], Cuckoo Search
(CS) [65], and Glowworm Swarm Optimization (GSO) [66] algorithms. In addition, the
MAP-ACO [67] algorithm, which is based on ACO, was also used for comparison. In
summary, a comparison and analysis covering all phases was performed to preserve the
integrity of the results. The implantation and analysis presentation were performed in
MATLAB. The algorithms proposed in this study were performed on a Core i7-5500 U 2.4
processor with 16 GB of RAM.

4.1. Simulation Setting

In the simulation, each of the algorithms were simulated under similar conditions,
with 15 independent runs consisting of 30 search agents and 200 iteration numbers. These
independent runs were performed to manage the effects generated from random parame-
ters in the methods used. The size of the environment was 100 m ∗ 100 m. the simulation
parameters are presented in Table 2. Time is assumed to be discrete (t = 1, 2, . . . ) and at
each time step, every ant moves toward a neighbor node at a constant speed (m/s).

Table 2. The simulation parameters.

Method Parameter Value

SCSO
Sensitivity range (rG) [2, 0]
Phase control (R) [−2rG, 2rG]

GWO

a [2, 0]
A [2, 0]
C 2.rand (0, 1)

MFO
b 1
t [−1, 1]

PSO

C1 and C2 acceleration constants 1.7
Maximum inertia weight (Wmax) 0.9
Minimum inertia weight (Wmin) 0.2
Maximum velocity (Vmax) 6

RACO

α 0.5
β 0.5
τi,j (0) 0.008
ρ 0.05
C1, C2, C3 0.47, 0.34, 0.19

CS pa 0.25

FA λ 2

GA Crossover rate 0.1

GSO

p 0.4

γ 0.6

β 0.08

nt 5

s 0.03

L0 5

MAP-ACO

α 0.5
β 0.5
τi,j (0) 0.008
ρ 0.05
C1, C2, C3, C4 0.15, 0.2, 0.25, 0.4
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4.2. Tomato Case Study

In this study, the performance of the proposed algorithms was analyzed, assuming
tomato as a case study. It is worth emphasizing that the method proposed in this study can
also be used in different agricultural terrain. Table 3 presents an example of the growth
cycle of tomatoes through to the harvest process. After the fruit is tough, the fruit ripens
over 45–70 days, depending upon the cultivar, climate, and growth conditions. The fruit
continues growing until the stage of green ripeness. The stages of the tomatoes ripening are
categorized into three steps, as shown in Table 3. These stages are valid from the beginning
to the end of the first harvest.

Table 3. A typical example of a tomato growth cycle [52,53].

Growing
Method

Germination
Time of
Tomato

Seeds (Day)

First
Flowering

Time (Day)

Time from
Planting to

First Harvest
(Day)

Starting
Harvest
(Day)

End of the
Last Harvest

(Day)

Ripening
Stages

Average Root
Medium

Temperature
(Centigrade)

Greenhouse 2–7 30 65 81 210 Breaker, pink,
and red 20–35

In addition to the information above, also inspired by the information in [68,69], we
try to propose a more realistic and accurate metaheuristic-based method by considering the
tomato characteristics such as irrigation mechanism, growth pattern, and relations between
seedling growth and the prevailing environment. In addition, we used all this information
to impact the behavior of autonomous robots.

4.3. Analysis and Evaluation (Scenario 1, Crop Cultivation)

In this section, the performance of the proposed method at the planting stage of the
crops is analyzed. Sowing, which is the first phase of smart and sustainable agriculture,
has an important role. Here, the working mechanism and performance of each algorithm
are presented in Table 4. The results of the proposed method at the planting stage are
analyzed and also compared with other methods in the literature. Due to the nature of
the problem type, the methods in the metaheuristic approach were used for comparison.
The lower the error rate, the higher the performance of the relevant mechanism. In this
study, the places where tomatoes should be planted were based on practical and analytical
information (Table 3).

Table 4. The overall performance of each algorithm in the cultivation phase.

Algorithm MSE Algorithm MSE

SCSO 0.005022 m MFO 0.025599 m
GWO 0.018713 m PSO 0.010692 m

Note: The best values of algorithms are written in bold.

The least amount of Mean Square Error (MSE) belongs to the SCSO based method.
Here, data is presented in meters. According to the results, the method that could complete
the placement task with the least error rate was our method based on the SCSO algorithm.
It has 5.02 × 10−3 error, which is the minimum error rate between the algorithms used.
The MSE values gained from various metaheuristics go down, while the iterations increase.
The MSE convergence of each method is presented in Figure 4. The SCSO outperforms the
other metaheuristic approaches, and its MSE value is 5.02 × 10−3. In other words, SCSO
shows very good results when the MSE value is around 4.17 × 100 in the first iteration and
converges at 5.02 × 10−3 in the final iteration. Among all the metaheuristic approaches,
MFO has the worst performance, starting at 6.78 × 100 in the first iteration and converging
at 2.56 × 10−2 in the final iteration.
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Figure 4. The MSE convergence of each method.

4.4. Analysis and Evaluation (Scenario 2)

At this stage, the performance analysis of the proposed method focused on the ex-
pected goals after the harvesting phase, based on all stages. In this study, some of the most
important parameters in smart and sustainable agriculture are assumed. One of them is
the profit rate. It is preferable that the collected crops offer more profit. In our real world,
not only the growth of the crops but also the logistics are important in the collection of
agricultural products. Therefore, it is possible to collect the crops before they are fully
grown. In addition, the collected products start to grow again as time progresses. These two
issues have been taken into account in our performance analyses. The second parameter is
the amount of power consumed by each autonomous robot. The third parameter is that
the robots perform the product-picking tasks in as short a time as possible. These three
parameters will lead us to the main goal. This aim will generate an efficient and optimum
roadmap for each robot. According to this map, each robot will be assigned the task of
collecting items. The path that provides the maximum profit and consumes the least energy
in the shortest time is attempted to be selected by the algorithm.

Here a route for the robot is revealed. At the same time, when the relevant route is
selected by the algorithm, it is shown how much profit will be achieved, how long the
robots will take to complete their tasks, and how much power they will use during this
time. The results obtained from the simulation environment are presented. In this scenario,
performances are considered from two dimensions. In Table 5, results including all phases
are presented. Since the SCSO-based method gave the best results in the first phase, this
approach was used for all the methods used. In the second, the results are obtained based
on only the 2nd and 3rd phases, excluding the 1st phase, and are presented in Table 6. In
this model, the planting was carried out with an analytical and classical approach. All
results were evaluated on five different parameters. When an analysis including all phases
is made, improvements are seen in all evaluation parameters (except profit). In other words,
phase 1 has an effect on other parameters apart from the profit rate. The profit value does
not change. This is because it has nothing to do with the realization of the first phase.
According to the results in Tables 5 and 6, it can be seen that the proposed method (RACO)
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performs better than the others. Therefore, it was more realistic and efficient to continue
the evaluation and analysis to include all phases.

Table 5. The simulation results of each algorithm (best) based on all phases.

Algorithm Profit (%)

Time
Consumed
by Robot

(m)

Traveled
Distance

(m)

Energy
Consumed

(%)

Simulation
Time (s)

Path List

RACO 83.77 16.57 332.55 12.46 34.82
[15, 16, 17, 24, 30, 36, 34, 33, 32, 31, 25,
26, 27, 28, 29, 35, 23, 22, 21, 20, 14, 19,
13, 7, 1, 8, 2, 3, 9, 4, 5, 6, 12, 18, 11, 10]

MAP-ACO 67.82 22.78 371.7 17.09 35.51
[5, 4, 3, 26, 27, 33, 34, 29, 28, 35, 36, 30,
24, 22, 21, 32, 31, 25, 19, 20, 14, 8, 7, 13,
1, 2, 9, 15, 16, 10, 11, 17, 18, 23, 12, 6]

CS 72.59 22.5 394.33 16.87 37.6
[14, 21, 22, 28, 33, 34, 23, 29, 35, 36, 30,
24, 17, 16, 10, 9, 8, 7, 1, 13, 19, 20, 26,

27, 32, 31, 25, 2, 3, 5, 4, 6, 11, 18, 12, 15]

FA 70.13 23.94 398.71 17.95 36.65
[23, 24, 18, 17, 11, 6, 12, 16, 15, 14, 7, 8,
9, 4, 5, 10, 3, 2, 1, 20, 21, 27, 32, 26, 28,
34, 33, 31, 25, 13, 19, 22, 29, 36, 35, 30]

GA 68.99 27.68 443.11 20.76 38.07
[25, 26, 32, 33, 28, 29, 30, 36, 22, 27, 15,
21, 20, 8, 3, 31, 19, 14, 13, 7, 1, 2, 9, 10,
4, 5, 6, 11, 17, 12, 18, 24, 34, 35, 23, 16]

GSO 62.88 34.11 598.03 25.58 37.46
[29, 21, 22, 5, 11, 14, 19, 25, 26, 31, 20, 1,
16, 8, 2, 4, 9, 6, 12, 10, 3, 23, 24, 32, 33,
28, 18, 15, 17, 13, 7, 27, 34, 35, 30, 36]

The best values of algorithms are written in bold.

Table 6. Simulation results of each algorithm (best) based on phases 2 and 3.

Algorithm Profit (%)

Time
Consumed
by Robot

(m)

Travelled
Distance

(m)

Energy
Consumed

(%)

Simulation
Time (s)

Path List

RACO 83.77 29.89 429.11 19.26 89.13
[5, 12, 13, 29, 14, 28, 26, 8, 21, 24, 25, 32,
20, 16, 15, 6, 22, 18, 31, 3, 36, 9, 19, 11,
10, 35, 33, 23, 30, 1, 2, 34, 4, 27, 7, 17]

MAP-ACO 67.82 34.17 441.41 23.05 92.48
[33, 23, 35, 6, 32, 5, 14, 12, 13, 30, 10, 8,
4, 24, 34, 9, 1, 11, 28, 36, 3, 19, 21, 7, 18,
25, 17, 29, 26, 27, 31, 22, 2, 16, 15, 20]

CS 72.59 34.11 464.31 22.56 97.22
[14, 15, 36, 18, 34, 7, 4, 12, 11, 30, 10, 9,
2, 25, 33, 8, 1, 20, 28, 35, 3, 19, 22, 23, 5,
21, 24, 26, 32, 16, 27, 31, 29, 6, 13, 17]

FA 70.13 34.91 457.13 22.59 93.19
[5, 4, 13, 27, 20, 30, 36, 28, 12, 35, 16, 31,
25, 17, 32, 19, 21, 6, 29, 34, 14, 8, 7, 23,
3, 2, 9, 15, 26, 10, 11, 18, 33, 22, 24, 1]

GA 68.99 37.66 521.12 26.51 96.03
[27, 15, 16, 11, 12, 13, 9, 8, 33, 30, 21, 14,
10, 1, 5, 32, 17, 26, 20, 31, 19, 22, 25, 29,

23, 18, 4, 28, 3, 36, 34, 24, 2, 6, 35, 7]

GSO 62.88 42.22 689.44 33.12 96.02
[16, 15, 9, 4, 32, 10, 8, 24, 1, 36, 5, 13, 2,
25, 30, 19, 34, 7, 6, 35, 14, 22, 11, 23, 12,
26, 33, 17, 28, 20, 27, 31, 3, 21, 18, 29]

The best values of algorithms are written in bold.
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In Tables 5 and 6, the performances of all algorithms are presented in detail. At this
stage, a route with the least cost was chosen for the robot as the optimal path. When
electing this, we aimed for the robot to consume the least power in the shortest time and
to collect products at a high rate. In this regard, the performance values of the best path
chosen by each algorithm are given. Based on the results, all three goals were achieved,
with the highest rate on the route chosen by RACO. Finally, the results obtained from this
subsection (scenario 2) are ordered comparatively and presented in Table 7. According to
Table 7, the RACO method took the first order in the “profit” parameter. The second place
is the CS-based method. In the “Time Consumed by Robot” parameter, the results of the
RACO method found the best solution according to the results from the first phase of our
study. Other ranks have been determined by the numbers written in relevant columns of
this table. In the “Traveled Distance” parameter, the RACO-based method found the best
result. The minimum amount in this parameter is the best answer. The worst performance
was observed to be the GSO method. The amount of energy to be used by the robots, whose
task is defined thanks to the operation of each method, is the fourth evaluation parameter.
In this analysis, the RACO method performed better. The last parameter is the “Simulation
Time”, and it is the running time of the simulation. This indicates how efficiently another
resource was used. RACO performed the best and the GA method the worst.

Table 7. Ranking of each method in all evaluation parameters.

Profit
Time Consumed

by Robot
Traveled
Distance

Energy
Consumed

Simulation
Time

RACO and SCSO (based on all phases) 1 1 1 1 1
R_ACO (based on phase 2 and 3) 1 6 5 5 7
MAP-ACO and SCSO (based on all
phases) 5 2 2 3 2

MAP-ACO (based on phase 2 and 3) 5 9 7 9 8
CS and SCSO (based on all phases) 2 3 3 2 5
CS (based on phase 2 and 3) 2 7 8 7 11
FA and SCSO (based on all phases) 3 4 4 4 3
FA (based on phase 2 and 3) 3 10 9 8 9
GA and SCSO (based on all phases) 4 5 6 6 6
GA (based on phase 2 and 3) 4 11 10 11 12
GSO and SCSO (based on all phases) 6 8 11 10 4
GSO (based on phase 2 and 3) 6 12 12 12 10

In addition, these selected routes are presented visually in Figure 5. The convergence
behavior of the methods used at this stage is also presented in Figure 6, and it is observed
that the proposed method is also good in this regard. For the abovementioned reasons, the
results including all phases have been taken into account. The convergence behavior and
local optimum avoidance of the methods used at this stage are also presented in Figure 6,
and it is observed that the proposed method is also good in this regard. The proposed
algorithm starts from a large sensitivity range to discover more possible solutions and
explore the whole search area. As the iterations progress, by decreasing the value of the
sensitivity ranges search agents try to exploit and find the global optima.
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Figure 5. The elected path by each algorithm.

Figure 6. Convergence behavior of each method.
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5. Conclusions

In this study, attention is drawn to the importance of smart and mechanical systems for
the efficient use of natural resources such as water and nutrients, which are vital in human
life. At the same time, it is not enough to just suggest smart systems or methods, it is also
important to develop sustainable approaches. Therefore, we focused on an application
that can meet many needs in agriculture, from planting to harvesting. Moreover, the
health of the farmers can be protected and their heavy workload on the agricultural lands
will be reduced. In addition, accident rates will automatically decrease. Therefore, the
occupational health and safety rate can be increased. In addition, crop abundance can be
experienced due to the mechanized and sustainable nature of the proposed model, and
therefore possible forced migration events will also decrease.

The proposed mechanism consisted of three phases. In the first phase, an SCSO-based
approach was presented to assign the cultivation task to the relevant autonomous robots,
eliminating the human resource factor. It should be noted that in this study, we did not
focus on the robotics field, but only on the development of an algorithmic-based model and
the architecture of the simulation environment. In the second phase, we used IoT devices
to instantly check the status of the crops planted by robots. The result from this phase was
taken as the input for the third phase (harvesting). In the third stage, a new method was
proposed, inspired by the working mechanism of the ACO algorithm. This method tries to
get the maximum profit from the crops to be collected. In addition, it attempts to generate
paths for the harvesting robots in a way that would consume the least power and time.
According to the results, our proposed algorithms performed better than other methods. In
this study, the tomato field was considered as an example, but the suggested mechanism
could be used for different purposes in many agricultural lands.
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Abstract: Hyperspectral imaging (HSI), measuring the reflectance over visible (VIS), near-infrared
(NIR), and shortwave infrared wavelengths (SWIR), has empowered the task of classification and
can be useful in a variety of application areas like agriculture, even at a minor level. Band selection
(BS) refers to the process of selecting the most relevant bands from a hyperspectral image, which is
a necessary and important step for classification in HSI. Though numerous successful methods are
available for selecting informative bands, reflectance properties are not taken into account, which is
crucial for application-specific BS. The present paper aims at crop mapping for agriculture, where
physical properties of light and biological conditions of plants are considered for BS. Initially, bands
were partitioned according to their wavelength boundaries in visible, near-infrared, and shortwave
infrared regions. Then, bands were quantized and selected via metrics like entropy, Normalized
Difference Vegetation Index (NDVI), and Modified Normalized Difference Water Index (MNDWI)
from each region, respectively. A Convolutional Neural Network was designed with the finer
generated sub-cube to map the selective crops. Experiments were conducted on two standard HSI
datasets, Indian Pines and Salinas, to classify different types of crops from Corn, Soya, Fallow,
and Romaine Lettuce classes. Quantitatively, overall accuracy between 95.97% and 99.35% was
achieved for Corn and Soya classes from Indian Pines; between 94.53% and 100% was achieved for
Fallow and Romaine Lettuce classes from Salinas. The effectiveness of the proposed band selection
with Convolutional Neural Network (CNN) can be seen from the resulted classification maps and
ablation study.

Keywords: band selection; CNN; NDVI; hyperspectral imaging; crops; agriculture

1. Introduction

Due to advancements in remote sensing image acquisition mechanisms and the grow-
ing availability of rich spectral and spatial information by using a variety of sensors,
hyperspectral imaging has gained importance. In particular, Hyperspectral Image (HSI)
classification has become a prominent source for practical applications in fields like agricul-
ture, environment, forestry, mineral mapping, etc. [1–5].

The present paper focuses on analyzing and using HSI in the agriculture field. Accu-
rate information about growing crops with different climate conditions and agricultural
resources and with different timestamps (before, during, and after cultivation) is extremely
important and useful for agricultural development. Traditional methods, like field surveys
and other statistical-based analyses, are very time-consuming. Advanced remote sensing
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technology, including HSI, provides a suitable solution and can fill the gap [6–10] with
solutions like crop classification.

The problem of crop classification using hyperspectral images has been addressed
by researchers with various methods [11,12]. A method based on regression analysis was
used to classify the variety of sugarcane crops in Brazil. This HSI data was captured
using the EO-1 satellite [13]. The method, proposed in [14], is a combination of Support
Vector Machine (SVM) and linear spectral models and was used successfully on the data
captured from the Hyperion satellite. This method was also used to classify litchi crops
in Guangzhou. Crops in the Karnataka area were classified using the Spectral Angular
Mapper (SAM) classifier method for the Hyperion data [15].

The HSI sensor called Airborne Visible Infra-Red Imaging Spectrometer (AVIRIS) has
recently become important in the remote sensing community. AVIRIS has high spectral
bands (224 bands) and spatial resolution (20 m for Indian Pines and 3.7 m for Salinas
datasets) with a wavelength range of 380–2500 nm covering VIS, NIR, and SWIR regions
and hence is known to be crucial for agricultural applications [16].

Some of the crop classification methods in this connection are as follows. Combined
linear and nonlinear SVM algorithms were used to classify corn crops on AVIRIS data.
This method obtained moderate accuracy. Soybeans and wheat crops were classified
using SVM and Markov Random Field with good accuracy for the AVIRIS HSI data [17].
Unmanned Aerial Vehicle (UAV) datasets also experimented with classifying crops like
cabbage, cotton, and strawberry. High accuracy was noticed using Conditional Random
fields [18,19]. Further, the Salinas data set was tested to classify different crops using a
support vector machine. This method achieved a moderate level of accuracy [20]. Other
methods, including spatial context support vector machines, had reasonable accuracy [21].

The above methods are insufficient to extract the required information, and it is diffi-
cult to obtain commendable results [22–24]. Several successful band selection methods have
been introduced (to perform before classification) in the literature over the last few decades,
including ranking-based approaches, clustering-based approaches, searching-based ap-
proaches, relative entropy, and information entropy-based approaches [25–28]. The optimal
clustering framework was introduced in [29] for band selection and successfully applied
the novel objective function with several constraints. In these methods, bands are clustered
initially and then ranked according to different measures to select the representative bands
from the image. All these methods work well for selecting the informative bands and
hence produce high classification accuracy. However, these methods may not be suitable
for application-specific classification problems. For example, in the present context, we
consider crop classification as our target. It is important to adopt the band section strategy
in the view of agricultural phenology, where biophysical properties of plants are also taken
into consideration. This is shown in Figure 1 (Source for Figure 1a: Vegetation analysis:
using vegetation indices in ENVI [16]).

The details of the measures used for the band selection, mathematical equations, range
of the measures, and BS procedure are discussed in the Section 2.

The contributions of the paper are shown below:

• There are different successful methods in the literature for HSI classification. However,
not all methods are suitable for all the available application areas to perform classifica-
tion. In the present paper, we designed a band selection model for crop classification
based on the physical and biological properties of plants.

• A new framework for informative band selection is proposed by partitioning the
original hyperspectral cube based on the reflectance nature in the visible, near-infrared,
and short wave infrared regions of the electromagnetic spectrum. This further uses
measures such as entropy, NDVI, and NDWI, respectively, for band quantization.

• A two-dimensional convolution network for hyperspectral image classification is
designed and implemented for the accurate classification of agriculture crops with the
selected bands. Detailed analysis of the results in crop classification is showcased.
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The following is a breakdown of the paper’s structure: materials and methods are
presented in Section 2, which consists of a technical description of the proposed method.
Dataset description is described in Section 3, followed by Section 4, which includes HSI
classification, experimental results, and analysis. Finally, the conclusions are presented in
Section 5.

 
(a) 

(b) 
Figure 1. (a): Spectral Reflectance Properties of Vegetation Spectrum, (b): Leaf cell structure showing
the interaction of light with VIS, NIR, and SWIR regions of the electromagnetic spectrum.

2. Materials and Methods

Crop classification using HSI consists of two steps. The first is band selection, and the
second is classification. Partition-based band selection is proposed in this paper. Initially,
the partition is performed based on properties of the vegetation spectrum, and three parti-
tions are created. These are termed VIS, NIR, and SWIR partitions (Figure 1). Further bands
are selected from these three partitions based on three relevant metrics, entropy, NDVI,
and MNDWI, respectively. In the second step to perform classification, the concatenated
bands are given as input to the designed CNN model. The CNN model consists of a series
of convolution and fully connected layers. Finally, crop classification can be achieved for
the selected input data. The proposed architecture for the classification of crops using HSI
data is shown in Figure 2.
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Figure 2. Architecture of the proposed partition-based band selection and CNN-based classification
for crop classification.

Let H be hyperspectral data with h rows, w columns and d represents number of
spectral bands of H. Each denotes one band in the dataset. According to spectral re-
flectance properties in various regions of the electromagnetic spectrum, HSI data can be
separated into n partitions Partition#1, Partition#2 . . . Partition#n with bands d1, d2, . . . ,
dn respectively. Here:

d1 + d2 + · · · dn = d (1)

In the present context, n value is considered as 3 with Partition#1 denoting bands in
the VIS region, Partition#2 denotes bands in the NIR region, and Partition#3 denotes bands
in the SWIR region. Three metrics are then chosen to select bands from each partition.

Information Entropy (IE) is a criterion to measure spatial information in the HSI bands.
For a particular band Xj, Information Entropy is defined as:

IE
(
Xj
)
= −∑x∈Xj

P(x) ∗ log P(x) (2)

where P(x) is the probability of number of grey level of the histogram of the band x in
the image.

Based on IE, each band in the VIS region is quantified, and top m1(< d1) bands are
selected from Partition#1 based on the threshold limit value of δ1.

Normalized Difference Vegetation Index (NDVI) measures plant health in terms of
greenness density, as shown in Equation (3). This is a widely used vegetation index in
the remote sensing community. The NDVI ranges from +1 to −1. Dead plants have −1 as
NDVI value, and healthy plants have values between 0.65 and 1.

NDVI =
(NIR − RED)

(NIR + RED)
(3)

Based on NDVI, each band in the NIR region is quantified, and top m2(< d2) bands
are selected from Partition#2 based on the threshold limit value of δ2.

Modified Normalized Difference Water Index (MNDWI) measures the open water
enhanced identification and is computed using Equation (4). This will suppress noise
generated by vegetation and soil and, at the same time, improve the open water features.
MNDWI ranges from +1 to −1.

MNDWI =
(GREEN − SWIR)
(GREEN + SWIR)

(4)
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Based on MNDWI, each band in the SWIR region is quantified, and top m3(< d3)
bands are selected from Partition#3 based on the threshold limit value of δ3.

Here:
m1 + m2 + m3 = m and strictly m < d. (5)

The proposed band selection algorithm is presented as Algorithm 1 below.

Algorithm 1: Proposed Band Selection Approach for Crop Classification

Input: H ∈ Rh×w×d be the Hyperspectral image Data, R: Red band, G: Green band, thresholds:
δ1, δ2, and δ3
Output: HBS, finer sub cube with informative and selected bands
Step 1: Partition the image H with d bands into three sub cubes based on light properties and
biological conditions
Step 2: Let the number of bands in each of the sub cubes be d1, d2 and d3 bands respectively from
visible, near Infrared, and shortwave infrared regions
Step 3: for i:1 to d1, Compute the entropy, Ei, of each band using Equation (2)
Step 4: Generate finer sub cube Hvis with m1 bands for those bands from d1 whose Ei > δ1
Step 5: for i = 1 to d2, Compute the Normalized Difference Vegetation Index, NDVIi, using
Equation (3)
Step 6: Generate finer sub cube HNIR with m2 bands for those bands from d2 whose NDVIi > δ2
Step 7: for i = 1 to d3, Compute the Modified Normalized Difference Water Index, MNDWIi,
using Equation (4)
Step 8: Generate finer sub cube HSWIR with m3 bands for those bands from d2 whose
MNDwIi > δ3
Step 9: Combine the sub cubes Hvis, HNIR and HSWIR as HBS = Hvis ∪ HNIR ∪ HSWIR which
satisfies Equation (5)

There are two modules in the proposed methodology for the band selection task
known as Partition and Ranking. The partition module is focused on the Biophysical
properties of plants in Visible, NIR, and SWIR regions. These regions are named Partition#1,
Partition#2, and Partition#3. In the ranking module, agricultural phenology metrics such as
Entropy, NDVI, and MNDWI are computed using Equations (2)–(4) for the three partitions,
respectively. Then, the computed values and selected representative bands are ranked
using an adaptive threshold for each of the measures. The parameter tunning is shown in
the experimental section.

Let HBS ∈ Rh×w×m denote hyperspectral data cube after the selection of m spectral
bands [30–32]. This data can be split into two parts. One is for training and the other
for testing. Let imagine χ as a training vector that will be input to the CNN model.
The first layer is the convolution layer which follows according to Equation (6). Here
⊗ denotes convolution operator, filter is denoted Ғ and (i, j) denotes the corresponding
spatial location.

CONVOLUTIONi,j = σ((Ғ⊗ χ)i,j + b) (6)

Here σ (.) denotes activation function. For better convergence, the ReLU activation
function is used in the present model as in Equation (7). This function gives output as same
as input or zero.

σ(x) = max(0, x) (7)

After a series of convolution layers, the feature vectors are converted into a single
Flatten Vector (FV), which will be given as input to Fully Connected (FC) layers. In FC
layers, two operations, pre-activation and activation, will be performed at every node. All
the FC layers use the ReLU activation function. However, the last layer uses the softmax
activation function, as shown in Equation (8).

Softmax(xi) =
exi

∑j exj
(8)
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This function gives output probabilities of each crop, and hence classification is possible.
The proposed method performance was tested with state-of-the-art methods (a brief

description of the methods is given in Section 4). The experimental works were carried out
using MATLAB R 2018b and Python with Google co-laboratory. The hardware utilized for
the work was a personal computer with Intel(R) Core(TM) i5-6500 CPU with 3.20 GHz and
8 GB RAM.

3. Dataset Description

In the present work, experiments were conducted using two popular AVIRIS sensor-
based datasets. These datasets are freely available and can be downloaded from [33]. The
first hyperspectral data used is Indian Pines. These data were captured in the agricultural
area of northwestern Indiana, USA, on 12 June 1992. The number of pixels is 145*145,
collected in the form of 224 bands by covering the electromagnetic spectrum in the range of
400–2500 nm. Agriculture crops like corn and soya are covered in this data as 64% area.
The vegetation types of grass and pastures are covered with 25% area [34–36].

The second hyperspectral data used is Salinas. These data were captured in the
agricultural area of the Salinas Valley region, CA, USA, on 9 October 1998. The number
of pixels is 512*217, collected in the form of 224 bands by covering the electromagnetic
spectrum in the range of 400–2500 nm. Agriculture crops like vineyard fields, broccoli
weeds, celery, fallow, and lettuce crops are covered with 100% area [37–39]. The class
description and pixel samples information for the two datasets is shown in Table 1 [40–42].

The major type of classes that exist in both Indian Pines and Salinas are shown in
Figure 3. As per our interest for the present paper, different types of crops that exist in both
Indian Pines and Salinas are also shown in Figure 4 [43–46].

The Indian Pines data belongs to the agricultural area of northwestern Indiana, USA.
The area includes major portions of the Indian Creek and Pine Creek watersheds. Indiana
is the tenth-largest farming state in the USA. More than 80% of the land in Indiana is
dedicated to farms, forests, and woodland. The Salinas data belongs to one of the efficacious
agricultural areas located in the central coast region of California, called the Salinas Valley,
USA. This site is famous for producing most of the agricultural activities in the county due
to its rich soil and plentiful underground water supplies [47].

The nomenclature for the individual classes is set according to the type of land, grow-
ing type, and spectral properties. For example, the classes “Brocoli_green_weeds_1” and
“Brocoli_green_weeds_2” of Salinas’s data belong to the same type of land cover repre-
senting broccoli weeds, but they have different spectral properties due to their different
conditions. The crop “Lettuce_romanine_4wk” refers to the lettuce crop that grows in
the fourth week. The same terminology is used for the classes “Lettuce_romanine_5wk”,
“Lettuce_romanine_6wk”, and “Lettuce_romanine_7wk”. From the Indian Pines data,
“Corn-notill” represents cultivation without tillage and “Corn-mintill” represents cultiva-
tion with minimum tillage. The same terminology is used for the classes “Soybean-notill”
and “Soybean-mintill”. These two classes, along with “Soybean clean”, represent different
growing periods of the same soybean crop.

More information about the data and subclass regions in both datasets is presented in
Figure 5.

On the whole, it can be concluded that the selected data is more suitable for crop
classification applications. Indian Pines data consists of 64% pixel regions as different types
of crops, and for Salinas data, crop regions are found to be 56%.

28



Appl. Sci. 2022, 12, 1670
T

a
b

le
1

.
N

um
be

r
of

sa
m

pl
es

pe
r

cl
as

s
an

d
de

sc
ri

pt
io

n
of

ea
ch

cl
as

s
fo

r
tw

o
st

an
da

rd
da

ta
se

ts
of

A
V

IR
IS

Se
ns

or
.

In
d

ia
n

P
in

e
s

S
a

li
n

a
s

N
a

m
e

o
f

th
e

C
la

ss

N
u

m
b

e
r

o
f

P
ix

e
l

S
a

m
p

le
s

p
e

r
B

a
n

d
C

la
ss

D
e

sc
ri

p
ti

o
n

N
a

m
e

o
f

th
e

C
la

ss

N
u

m
b

e
r

o
f

P
ix

e
l

S
a

m
p

le
s

p
e

r
B

a
n

d
C

la
ss

D
e

sc
ri

p
ti

o
n

A
lf

al
fa

46
Ty

pe
of

gr
ee

n
gr

as
s

Br
oc

ol
i_

gr
ee

n_
w

ee
ds

_1
20

09
G

re
en

co
lo

re
d

ve
ge

ta
bl

e

C
or

n-
no

ti
ll

14
28

C
or

n
cr

op
cu

lt
iv

at
io

n
w

it
ho

ut
ti

lla
ge

Br
oc

ol
i_

gr
ee

n_
w

ee
ds

_2
37

26
G

re
en

co
lo

re
d

ve
ge

ta
bl

e

C
or

n-
m

in
ti

ll
83

0
C

or
n

cr
op

cu
lti

va
tio

n
w

ith
m

in
im

um
ti

lla
ge

Fa
llo

w
19

76
La

nd
R

eg
io

n

C
or

n
23

7
C

or
n

cr
op

Fa
llo

w
_r

ou
gh

_p
lo

w
13

94
La

nd
R

eg
io

n

G
ra

ss
-p

as
tu

re
48

3
Ty

pe
of

gr
ee

n
gr

as
s

Fa
llo

w
_s

m
oo

th
26

78
La

nd
R

eg
io

n

G
ra

ss
-t

re
es

73
0

Ty
pe

of
gr

ee
n

gr
as

s
St

ub
bl

e
39

59
La

nd
R

eg
io

n

G
ra

ss
-p

as
tu

re
-m

ow
ed

28
Ty

pe
of

gr
ee

n
gr

as
s

C
el

er
y

35
79

G
re

en
co

lo
re

d
Pl

an
t

re
gi

on

H
ay

-w
in

dr
ow

ed
47

8
R

ow
of

cu
ts

m
al

lg
ra

in
gr

as
s

G
ra

pe
s_

un
tr

ai
ne

d
11

,2
71

Ty
pe

of
V

in
ey

ar
d

O
at

s
20

Pl
an

ti
n

Br
ow

n
co

lo
r

So
il_

vi
ny

ar
d_

de
ve

lo
p

62
03

So
il

R
eg

io
n

So
yb

ea
n-

no
ti

ll
97

2
So

ya
cr

op
cu

lt
iv

at
io

n
w

it
ho

ut
ti

lla
ge

C
or

n_
se

ne
sc

ed
_g

re
en

_w
ee

ds
32

78
G

re
en

co
lo

re
d

Pl
an

t

So
yb

ea
n-

m
in

ti
ll

24
55

So
ya

cr
op

cu
lt

iv
at

io
n

w
it

h
m

in
im

um
ti

lla
ge

Le
tt

uc
e_

ro
m

ai
ne

_4
w

k
10

68
le

tt
uc

e
cr

op
th

at
gr

ow
s

in
th

e
fo

ur
th

w
ee

k

So
yb

ea
n-

cl
ea

n
59

3
So

ya
Pl

an
t

Le
tt

uc
e_

ro
m

ai
ne

_5
w

k
19

27
le

tt
uc

e
cr

op
th

at
gr

ow
s

in
th

e
fif

th
w

ee
k

W
he

at
20

5
Br

ow
n

co
lo

re
d

W
he

at
Pl

an
t

Le
tt

uc
e_

ro
m

ai
ne

_6
w

k
91

6
le

tt
uc

e
cr

op
th

at
gr

ow
s

in
th

e
si

xt
h

w
ee

k

W
oo

ds
12

65
Ty

pe
of

Tr
ee

Le
tt

uc
e_

ro
m

ai
ne

_7
w

k
10

70
le

tt
uc

e
cr

op
th

at
gr

ow
s

in
th

e
se

ve
nt

h
w

ee
k

Bu
ild

in
gs

-G
ra

ss
-T

re
es

-D
ri

ve
s

38
6

Bu
ild

in
g

ar
ea

V
in

ya
rd

_u
nt

ra
in

ed
72

68
Ty

pe
of

V
in

ey
ar

d

St
on

e-
St

ee
l-

To
w

er
s

93
To

w
er

ar
ea

V
in

ya
rd

_v
er

ti
ca

l_
tr

el
lis

18
07

Ty
pe

of
V

in
ey

ar
d

Ba
ck

gr
ou

nd
10

,7
76

56
,9

75

29



Appl. Sci. 2022, 12, 1670

Figure 3. Different classes of AVIRIS Sensor data (a) Indian Pines (b) Salinas.

Figure 4. Different crops of AVIRIS Sensor data (a) Indian Pines (b) Salinas.

Figure 5. Different class regions (a) Indian Pines (b) Salinas.

4. Experimental Results and Analysis

This section consists of parameter tuning, complete experimental results, and analysis.
Crop classification results are evaluated against standard metrics.

4.1. Subsection Parameter Tuning in Band Selection

AVIRIS Sensor data is observed to be spread over three partitions. The first partition
is the visible region (VIS) in the wavelength region of 400–700 nm and is equipped with
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32 bands (d1). The second partition is the near-infrared region (NIR) in the wavelength
region of 700–1000 nm and is equipped with 40 bands (d2). The third partition is the short
wave infrared region (SWIR) in the wavelength region of 1000–2500 nm and is equipped
with 148 bands (d3).

The threshold value to select bands from the VIS region is set as 4.6 (δ1), and the
number of bands selected is 15 (m1) for Indian Pines data, and for Salinas data, these values
are set as 4 and 12, respectively. The threshold value to select bands from the NIR region is
set as 0.2 (δ2), and the number of bands selected is 15 (m2) for Indian Pines data, and for
Salinas data, these values are set as 0.11 and 16, respectively. The threshold value to select
bands from the SWIR region is set as 0.62 (δ3), and the number of bands selected is 15 (m3)
for Indian Pines data, and for Salinas data, these values are set as 0.99 and 15, respectively.

The red band and green band information is essential to calculate NDVI and MNDWI.
These are shown in Figure 6 for both datasets [48,49].

Figure 6. Different bands of Indian Pines data. (a) Red band with band number 29, (b) Green band
with band number 15. For Salinas data (c) Red band with band number 29, (d) Green band with band
number 15.

The δ1, δ2, and δ3 values were set as shown in Figure 7. Using the number of available
bands (224) from the AVIRIS Sensor, we considered 1/5th of the number of the bands.
Accordingly, we set m1, m2, and m3 values.
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Figure 7. Row-1: Indian Pines data (a) Entropy of visible region bands (b) NDVI of NIR region
bands (c) MNDWI of SWIR region bands. Row-2: Salinas’s data (d) Entropy of visible region bands
(e) NDVI of NIR region bands (f) MNDWI of SWIR region bands (Bands on x-axis for (b,c,e,f) are the
chosen bands from the respective region).

From Indian Pines data, a total of 45 (m) bands were chosen with following band numbers:
18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 37 38 39 41 42 43 44 45 47 48 49 50 51 52 53

151 152 153 154 155 156 157 158 159 160 161 162 163 219 220.
From Salinas data, a total of 42 (m) bands were chosen with following band numbers:
21 22 23 24 25 26 27 28 29 30 31 32 40 41 42 44 45 46 47 48 50 51 52 53 54 55 56 108 109

110 154 155 156 157 158 159 160 161 162 163 164 165.
The graphical representation, which shows the entropy of visible region bands, NDVI

of NIR region bands, and MNDWI of SWIR region bands, is in Figure 7 for both datasets.

4.2. Parameter Tuning in Classification Using CNN

After the selection of representative bands, it is necessary to perform classification.
The detail of the split between training and testing samples of both datasets is presented in
Table 2.

Table 2. Details of training and testing samples per band for the data sets.

Dataset
Name

Total Number
of Pixel
Samples

Number of
Training

Pixels

Number of
Test Pixels

Number of
Background

Pixels

Indian Pines 10,249 7679 2569 10,776
Salinas 54,129 40,593 13,536 56,975

Parameter tuning for common parameters of the CNN model is presented in Table 3.
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Table 3. Selected Parameters for CNN Model for two data sets.

S.No Parameter Type Value

1 Loss Function Categorical cross entropy
2 Model Sequential
3 Epochs 100
4 Optimizer Adam
5 Batch size 2**3
6 Convolution Layer: filters_1 2**6
7 Convolution Layer: filters_2 2**7
8 Dropout rate 0.35
9 Fully Connected Layer:Units_1 2**8

10 Fully Connected Layer:Units_2 2**7
11 Fully Connected Layer:Units_3 2**6
12 Fully Connected Layer:Units_4 2**5

CNN network model for Indian Pines data is presented in Table 4, and the CNN
network model for Salinas data is presented in Table 5.

Table 4. CNN Model used for Indian Pines data.

Layer (Type) Output Shape Param #

conv2d_10 (Conv2D) (None, 5, 5, 64) 10,432
conv2d_11 (Conv2D) (None, 5, 5, 128) 73,856
dropout_5 (Dropout) (None, 5, 5, 128) 0

flatten_5 (Flatten) (None, 3200) 0
dense_23 (Dense) (None, 256) 819,456
dense_24 (Dense) (None, 128) 32,896
dense_25 (Dense) (None, 64) 8256
dense_26 (Dense) (None, 32) 2080
dense_27 (Dense) (None, 16) 528

Table 5. CNN Model used for Salinas data.

Layer (Type) Output Shape Param #

conv2d_6 (Conv2D) (None, 5, 5, 64) 11,584
conv2d_7 (Conv2D) (None, 5, 5, 128) 73,856
dropout_3 (Dropout) (None, 5, 5, 128) 0

flatten_3 (Flatten) (None, 3200) 0
dense_16 (Dense) (None, 128) 32,896
dense_17 (Dense) (None, 64) 8256
dense_18 (Dense) (None, 32) 2080
dense_19 (Dense) (None, 16) 528

conv2d_6 (Conv2D) (None, 5, 5, 64) 11,584

4.3. Results with Accuracy Measures

In this work, we used both quantitative and qualitative result analysis to show the
performance of the proposed approach for crop classification. Three standard evaluation
quantitative metrics were used [42] and are defined as:

• Overall Accuracy (OA): The percentage of correctly labeled pixels in the crop classifi-
cation;

• Average Accuracy (AA): Average percentage of correctly labeled pixels for each crop;
• Class-wise Accuracies (CA): Percentage of correctly labeled pixels in each crop.
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The OA, AA, and CA values of Indian Pines and Salinas, along with execution time,
are shown in Table 6.

Table 6. Details of class-wise accuracy of Indian Pines and Salinas data.

Indian Pines Salinas

Class ID Accuracy Class ID Accuracy

1 0.6667 1 1.0000
2 0.9664 2 0.9388
3 0.9712 3 0.9453
4 0.9667 4 1.0000
5 1.0000 5 0.9925
6 0.9891 6 0.9970
7 0.9000 7 0.9966
8 1.0000 8 0.9411
9 1.0000 9 0.9974

10 0.9794 10 0.9817
11 0.9935 11 0.9652
12 0.9597 12 0.9751
13 1.0000 13 1.0000
14 0.9937 14 0.9366
15 0.9485 15 0.9004
16 1.0000 16 0.9912

AA 95.84% AA 97.24%
OA 97.62% OA 96.08%

Execution Time (in
seconds) 460.45 Execution Time (in

seconds) 1024.35

The qualitative metric used in this work is the classification map. Figure 7 shows the
classification map of the Indian Pines data, and Figure 8 shows the classification map of the
Salinas data [49–51].

For Indian Pines data, the highest classification result was obtained for two crop
classes: (Corn-mintill: class number “3”) with an accuracy of 97.12%, and (Soybean-mintill:
class number “11”) with an accuracy of 99.35%. These two crop class regions are circled in
Figure 8d of the classification map result.

For Salinas data, the highest classification result was obtained for two crop classes: (Fal-
low_rough_plow: class number “4”) with an accuracy of 100%, and (Lettuce_romaine_6wk:
class number “13”) with an accuracy of 100%. These two crop class regions are pointed out
in Figure 9d of the classification map result.

4.4. Discussion

This subsection discusses the classification accuracies of classes from the two datasets
and also elaborates on the comparison of the proposed framework with the state-of-the-art
methods.

From the Indian Pines data, it was observed that there are 6 types of crops, Corn-
notill, Corn-mintill, Corn, Soybean-notill, Soybean-mintill, and Soybean-clean, with class
numbers 2, 3, 4, 10, 11, and 12. The robust implementation of the classification method
resulted in accuracies of 96.64%, 97.12%, 96.67%, 97.94%, 99.67%, and 95.97%, respectively.
The accuracy range was found to be 95.97–99.35%.
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Figure 8. Indian Pines data (a) Ground truth (b) Category label (c) Crop classification result on entire
data (d) Crop classification result.

 
Figure 9. Salinas data (a) Ground truth (b) Category label (c) Crop classification result on entire data
(d) Crop classification result.
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From the Salinas data, it was observed that there are 6 types of crops, Fallow, Fal-
low_rough_plow, Fallow_smooth, Lettuce_romaine_4wk, Lettuce_romaine_5wk, and Let-
tuce_romaine_6wk, with class numbers 3, 4, 5, 11, 12, and 13. The robust implementation
of the classification method resulted in accuracies of 94.53%, 100%, 99.25%, 96.52%, 97.51%,
and 100%, respectively. The accuracy range was found to be 94.53–100%.

The proposed method for HSI classifications was compared with four state-of-the-art
methods, including 3DGSVM [52], CNN-MFL [53], SS3FC [54], and WEDCT-MI [30], to
prove the effectiveness in classifying the different crop regions.

The first method used for the comparison is the integration of 3-dimensional discrete
wavelet transform and Markov random field for hyperspectral image classification called
3DGSVM [52]. In this work, more importance was given to spatial information. 3DDWT is
used to extract spatial features. Probabilistic SVM coupled with MRF-based post-processing
was used for HSI classification.

The second method used for the comparison is Hyperspectral Image Classification Us-
ing Convolutional Neural Networks and Multiple Feature Learning called CNN-MFL [53].
In this work, multiple features were extracted first, followed by several CNN blocks for
each set of features. Here, geometric features were incorporated using attribute profiles.
This is a novel technique that takes advantage of multiple feature learning and CNN to
perform accurate HSI classification.

The third method used for the comparison is Spectral–Spatial Exploration for Hy-
perspectral Image Classification via the Fusion of Fully Convolutional Networks called
SS3FC [54]. This method used spectral, spatial, and semantic information along with
Fusion of Fully Convolutional Networks for HSI classification. A novel technique for
the balanced splitting of the training/test dataset was introduced to solve the insufficient
training samples problem.

The fourth method used for the comparison is unsupervised band selection based on
weighted information entropy and 3D discrete cosine transform for hyperspectral image
classification called WEDCT-MI [30]. In this work, original HSI data was first converted in
discrete cosine transform-based coefficient matrices. The weighted entropy was calculated
to quantify each band. Then, top-ranked bands were selected. Finally, SVM was used for
classification.

Figure 10 shows the crop classification from Indian Pines and Salinas datasets. It can
be seen from Figure 10 that the proposed band selection approach is effective in extracting
the bands which contain much information about the crops. This is due to the inclusion of
the physical properties of light in partitioning the bands and the biological properties of
plants in band quantization.

4.5. Crop-Wise Analysis

The crop-wise analysis [55] on the two datasets is shown in this subsection.

4.5.1. Corn Crops

The first crop used for the comparison is “Corn-notill,” class number 2 from the Indian
Pines data. For this crop, the proposed method outperformed the state-of-the-art methods
3DGSVM, SS3FC, and WEDCT-MI with higher accuracy of 96.64%. The CNN-MFL method
had 94.82% accuracy, which is on par with the proposed method. The second crop used for
the comparison is “Corn-mintill”, class number 3 from the Indian Pines data. For this crop,
the proposed method outperformed the state-of-the-art methods 3DGSVM, SS3FC, and
WEDCT-MI with higher accuracy of 97.12%. The CNN-MFL method had 96% accuracy,
which is on par with the proposed method. The third crop used for the comparison is
“Corn”, class number 4 from the Indian Pines data. For this crop, the proposed method
outperformed the state-of-the-art methods SS3FC and WEDCT-MI with higher accuracy of
96.67%. The methods 3DGSVM and CNN-MFL had 96.64% and 96% accuracy, respectively,
which are on par with the proposed method.
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Figure 10. Comparison of crop classification accuracy Indian Pines: (a) Corn (b) Soya Salinas
(c) Fallow (d) Lettuce.

4.5.2. Soya Crops

The first crop used for the comparison is “Soybean-no till”, class number 10 from the
Indian Pines data. For this crop, the proposed method outperformed the state-of-the-art
methods 3DGSVM, CNN-MFL, SS3FC, and WEDCT-MI with higher accuracy of 97.94%.
The second crop used for the comparison is “Soybean-min till”, class number 11 from
Indian Pines data. For this crop, the proposed method outperformed the state-of-the-art
methods 3DGSVM, SS3FC, and WEDCT-MI with higher accuracy of 99.35%. The third crop
used for the comparison is “Soybean-clean”, class number 12 from the Indian Pines data.
For this crop, the proposed method outperformed the state-of-the-art methods 3DGSVM,
SS3FC, and WEDCT-MI with higher accuracy of 95.97%. The method CNN-MFL had 95%
accuracy, which is on par with the proposed method.

4.5.3. Fallow Crops

The first crop used for the comparison is “Fallow”, class number 3 from the Salinas
data. For this crop, the proposed method outperformed the state-of-the-art methods
SS3FC and WEDCT-MI with higher accuracy of 94.53%. The methods 3DGSVM and CNN-
MFL were slightly more accurate than the proposed method. The second crop used for the
comparison “Fallow-rough-plough”, class number 4 from the Salinas data. For this crop, the
proposed method outperformed the state-of-the-art methods 3DGSVM, CNN-MFL, SS3FC,
and WEDCT-MI with higher accuracy of 100%. The third crop used for the comparison
was “Fallow-smooth”, class number 5 from the Salinas data. For this crop, the proposed
method outperformed the state-of-the-art methods 3DGSVM, CNN-MFL, and SS3FC with
higher accuracy of 99.25%. The method WEDCT-MI had 99.03% accuracy, which is on par
with the proposed method.

4.5.4. Lettuce Romaine Crops

The first crop used for the comparison is “Lettuce-romaine-4wk”, class number 11
from the Salinas data. For this crop, the proposed method outperformed the state-of-the-art
methods 3DGSVM and SS3FC with higher accuracy of 96.52%. Methods CNN-MFL and
WEDCT-MI were slightly more accurate than the proposed method. The second crop
used for the comparison is “Lettuce-romaine-5wk”, class number 12 from the Salinas
data. For this crop, the proposed method outperformed the state-of-the-art methods
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3DGSVM, CNN-MFL, and WEDCT-MI with higher accuracy of 97.51%. Method SS3FC was
slightly more accurate than the proposed method. The third crop used for the comparison
is “Lettuce-romaine-6wk”, class number 13 from the Salinas data. For this crop, the
proposed method and CNN-MFL had 100% accuracy and outperformed the remaining
state-of-the-art methods.

4.6. Ablation Study

We conducted an ablation study to verify the effectiveness of the proposed band selec-
tion. There are two modules in the proposed methodology known as Partition and Ranking.
We conducted experiments by varying the modules (replace Proposed partition based on
VIS, NIR, and SWIR regions into Coarser partition into 3 regions and replace Proposed
ranking based on Entropy, NDVI, and NDWI into random selection). The ablation analysis
for Indian Pines and Salinas data is shown in Table 7. The accuracy values show that the
proposed band selection method has a positive impact on the hyperspectral classification.

Table 7. Ablation experiments of proposed network.

Partition Ranking

OA AACoarser
Partition in to

3 Regions

Proposed Partition Based on
VIS, NIR, and SWIR Regions

Entropy
Based

Ranking

NDVI
Based

Ranking

NDWI
Based

Ranking

Indian Pines data
� � � � 97.62% 95.84%

� � � � 77.76% 79.31%
� 82.51% 84.45%

� 69.72% 62.81%
Salinas data

� � � � 96.08% 97.24%
� � � � 80.5% 74.6%

� 83.9% 86.76%
� 48.92% 51.33%

4.7. Application of Proposed Methodology with Other Satellite Data

In order to test the adaptability and the effectiveness as in [56], we applied the pro-
posed framework on the WHU-Hi-HongHu dataset [57–59]. This data consists of a complex
agricultural area with a variety of crops. The data were acquired in Honghu City, China.
The number of pixels is 940 × 475, with 270 bands acquired from 400 to 1000 nm wavelength.
The data were acquired using an unmanned aerial vehicle (UAV)-borne hyperspectral sys-
tem with high spatial resolution of 0.043 m. Out of 22 class regions, 15 classes were found
with class numbers 4, 6, 7, 8, 9, 10, 11, 12, 13, 14, 16, 17, 18, 19, 20. Table 8 shows class-wise
accuracies after the application of the proposed framework on the WHU-Hi-Hong Hu
dataset. We used all the parameters similar to the Indian Pines and Salinas datasets. It can
be concluded that the proposed framework was successful in classifying, with an average
accuracy of 98.56% for 15 crop classes.
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Table 8. Ablation experiments of the proposed network.

Class No Class Name Accuracy in %

1 Red roof 99.63
2 Road 94.76
3 Bare soil 99.43
4 Cotton 99.82
5 Cotton firewood 96.85
6 Rape 99.62
7 Chinese cabbage 97.81
8 Packchoi 97.93
9 Cabbage 99.59

10 Tuber mustard 98.45
11 Brassica parachinesis 97.75
12 Brassica chinesis 96.38
13 Small brassica chinesis 97.81
14 Latuca sativa 99.02
15 Celuce 97.21
16 Film covered lettuce 99.72
17 Romaine lettuce 98.41
18 Carrot 99.63
19 White radish 97.70
20 Garlic sprout 98.82
21 Broad bean 94.88
22 Tree 99.01

5. Conclusions

In this paper, an approach for crop classification for HSI images is proposed. Firstly,
the bands are selected based on agricultural phenology, where biophysical properties of
plants are also taken into consideration. Then, a two-dimensional CNN is trained with the
extracted bands. The proposed method is tested and validated on two benchmark datasets.
The average accuracy of the crops corn and soya from Indian Pines is 96.81% and 97.75%.
For the Salinas dataset, the average accuracy of the crops fallow and lettuce romaine is
97.93% and 98.01%, respectively. The results clearly show the effectiveness of the proposed
band selection in selecting the required features necessary for crop classification. In the
future, we can incorporate spatial information along with spectral information and extend
it to more crops from the datasets.
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Abstract: With recent advances in remote sensing image acquisition and the increasing availability
of fine spectral and spatial information, hyperspectral remote sensing images (HSI) have received
considerable attention in several application areas such as agriculture, environment, forestry, and
mineral mapping, etc. HSIs have become an essential method for distinguishing crop classes and
accomplishing growth information monitoring for precision agriculture, depending upon the fine
spectral response to the crop attributes. The recent advances in computer vision (CV) and deep
learning (DL) models allow for the effective identification and classification of different crop types
on HSIs. This article introduces a novel squirrel search optimization with a deep transfer learning-
enabled crop classification (SSODTL-CC) model on HSIs. The proposed SSODTL-CC model intends
to identify the crop type in HSIs properly. To accomplish this, the proposed SSODTL-CC model
initially derives a MobileNet with an Adam optimizer for the feature extraction process. In addition,
an SSO algorithm with a bidirectional long-short term memory (BiLSTM) model is employed for
crop type classification. To demonstrate the better performance of the SSODTL-CC model, a wide-
ranging experimental analysis is performed on two benchmark datasets, namely dataset-1 (WHU-
Hi-LongKou) and dataset-2 (WHU-Hi-HanChuan). The comparative analysis pointed out the better
outcomes of the SSODTL-CC model over other models with a maximum of 99.23% and 97.15% on
test datasets 1 and 2, respectively.

Keywords: hyperspectral remoting sensing; crop mapping; image classification; deep transfer
learning; hyperparameter optimization

1. Introduction

Due to advancements in remote sensing image acquisition mechanisms and the increas-
ing availability of rich spatial and spectral data by means of various sensors, hyperspectral
imaging has become more prominent [1]. Especially, hyperspectral remote sensing image
(HSI) classification has become a major source for real-time application in fields such as
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mineral mapping, agriculture, environment, and forestry, etc. [2,3]. Usually, the HIS is
taken at a large number of contiguous narrow spectral wavelengths for the improved
analysis of the earth object. Since the spectral resolution could be in nm, the hyperspectral
sensor offers significant facility in data analysis [4] for many humanitarian tasks, including
precision agriculture for improved farming practices, discrimination amongst vegetation
classes for better treatment, etc. [5]. The current study emphasizes using and analyzing
HSI in the agriculture area. Conventional techniques, such as statistical-based analyses and
field surveys, are time-consuming [6]. Cutting-edge remote sensing technologies involving
HSI provide an appropriate solution and might fill the gap with solutions such as crop
classification. In the HSI framework, the classification has the common objective of auto-
matically labeling the pixel (spectral pattern or signature) into a predetermined class [7].
The classification is implemented either by utilizing the transformed feature or the original
feature. An HSI has numerous features and is hard to adapt to a single convolutional kernel
size. When the number of model layers is increased, many useful features are lost [8–10].

The authors of [11] proposed a rotation-invariant local binary pattern-based weighted
generalized closest neighbor (RILBP-WGCN) approach for an HSI classifier. The presented
RILBP is an improved texture-based classifier paradigm, which employs LBP filters to
any designated bands to generate a wide sketch of spatial texture data. Similarly, the
presented WGCN approach effectually maintained the spatial uniformity amongst the
adjacent pixel employing a local weight method and point-to-set distances. Meng et al. [12]
concentrated on a DL-based crop mapping, utilizing one-shot hyperspectral satellite im-
agery, whereas three CNN techniques, such as 1D-CNN, 2D-CNN, and 3D-CNN, were
executed for end-to-end crop mapping. Furthermore, a manifold learning-based visualized
method, i.e., t-distributed stochastic neighbor embedding (t-SNE), was established for
demonstrating the discriminative capability of deep semantic feature extracting by the
distinct CNN approaches.

In [13], a hybrid model was established for estimating the chlorophyll content from
the crops utilizing HIS segmentation with active learning, which contains two important
stages. First, it can utilize a sparse multinomial logistic regression (SMLR) method for
learning the class posterior probability distribution with quadratic programming or joint
probability distributions. Second, it can utilize the data developed from the preceding step
for segmenting the HSI utilizing a Markov random field segment. Farooq et al. [14] examine
patch-based weed identification utilizing HSI. A CNN was estimated and correlated to
a histogram of oriented gradients (HoG) for this solution. Appropriate patch sizes were
examined. The restriction of RGB imagery was established. In [15], a deep one-class crop
(DOCC) structure that contains a DOCC extracting element and an OCC extraction loss
element was presented for large-scale OCC mapping. The DOCC structure takes only the
instances of one target class as input for extracting the crop of interest by positive and
unlabeled learning and automatically extracts the feature for OCC mapping.

In [16], a low altitude UAV hyperspectral remote sensing platform was created for
collecting higher spatial resolution remote sensing images of degraded grassland. The
GDIF-3D-CNN classifier method was utilized for classifying the pure pixel and every
pixel data set, whose accuracy and performance were enhanced by optimizing the eight
parameters of the method. Wei et al. [17] present a fine classifier approach dependent upon
multi-feature fusion and DL. During this case, the morphological profiles, GLCM texture,
and endmember abundance features were leveraged to exploit the spatial data of HIS. Next,
the spatial data were fused with original spectral data to generate a classifier outcome by
utilizing a DNN with a conditional random field (DNN + CRF) method. In detail, the DNN
is a deep detection method that extracts depth features and mines the potential data.

For smaller samples and higher-dimension HSIs, it becomes very complex to learn
wide-ranging image features; subsequently, it becomes hard to precisely recognize complex
HSI. The UAV-borne HSIs have rich spatial data, and the spatial resolution reaches centime-
ter level; however, the higher spatial resolution causes serious spatial heterogeneity and
spectral variability. Nowadays, the deep learning (DL) method is extensively employed in

44



Appl. Sci. 2022, 12, 5650

image processing because of its effective feature learning abilities [9]. Currently, the most
common DL-based network framework is the convolution neural network (CNN). CNN
has the features of parameter sharing, equivariant mapping, and sparse interaction, which
reduce the training parameter size and complexity of the network. Such features permit
the algorithm to generate a certain degree of invariance in scaling, shifting, and distortion
and also create fault tolerance and stronger robustness [10]. Consequently, CNN has been
extensively employed in HSI classification.

This article introduces a novel squirrel search optimization with a deep transfer
learning-enabled crop classification (SSODTL-CC) model on HSIs. The proposed SSODTL-
CC model initially derives a MobileNet with an Adam optimizer for the feature extraction
process. The utilization of the Adam optimizer allows for effectual adjustment of the
hyperparameters of the MobileNet model. In addition, a bidirectional long-short term
memory (BiLSTM) method is employed for crop type classification. To enhance the classi-
fier efficiency of the BiLSTM model, the SSO algorithm is employed for hyperparameter
optimization, which shows the novelty of the work. To demonstrate the better perfor-
mance of the SSODTL-CC model, a wide-ranging experimental analysis is performed on a
benchmark dataset.

2. Materials and Methods

In this article, a new SSODTL-CC model has been developed to identify the crop type
in HSIs properly. To do so, the proposed SSODTL-CC model performed feature extraction
using MobileNet with an Adam optimizer. In addition, the BiLSTM model received feature
vectors and performed crop type classification. To enhance the classifier efficiency of
the BiLSTM model, the SSO algorithm was employed for hyperparameter optimization.
Figure 1 illustrates the block diagram of the SSODTL-CC technique.

 

Figure 1. Block diagram of the SSODTL-CC technique.
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2.1. Data Collection

In this section, the experimental validation of the proposed model is performed
against two datasets [18], namely dataset-1 (WHU-Hi-LongKou) and dataset-2 (WHU-Hi-
HanChuan). The dataset-1 comprises a total of 9000 samples with nine class labels, holding
1000 samples under each class. In addition, dataset-2 comprises a total of 16,000 samples
with 16 class labels, holding 1000 samples under each class. Figure 2 shows the sample
HSIs from various classes, such as water spinach, soybean, strawberry, corn, sesame, and
broad-leaf soybean.

Figure 2. Sample images: (a) water spinach, (b) soybean, (c) strawberry, (d) corn, (e) sesame, and
(f) broad-leaf soybean.

2.2. Feature Extraction: MobileNet Model

During the feature extraction process, the HSIs were passed into the MobileNet model
to generate feature vectors. MobileNet is a CNN-based technique that is extensively applied
in classifier procedures. The most important benefit of utilizing the presented method is
that the model needs moderately low computation work in comparison with the CNN,
which makes it appropriate to operate with a mobile device and a computer that operates
with lower computational capabilities. The presented method is a fundamental architecture
that combines convolution layers that are applied to efficiently distinguish details according
to two controllable attributes that change between parameter precision and potential. The
presented method is valuable in diminishing the size of the system.

The MobileNet structure is very effective with the least amount of attributes, namely
Palmprint detection. This concerns a depth-wise convolution. The fundamental architecture
is dependent on discrete abstracted layers, i.e., a module of dissimilar convolution layers
that seem to be the quantal structure that measures a typical in-depth complication [19].
The resolution multiplier variable ω is added to minimize the measurement of the input
dataset and inner layer representation with the analogous variable.
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The feature vector map of size Fm × Fm, and the filter is of size Fs × Fs. The input
variable is embodied by p, and the output variable is denoted by q. For the basic abstract
layer of the structure, the whole computation work is considered as variable ce, and it could
be evaluated as follows:

ce = Fs · Fs · ω · αFm · αFm + ω · ρ · αFm · αFm (1)

The ω multiplier value can be considered within one to n. The variable resolution
multiplier is known as α. The computational effort is recognized as the variable coste and is
evaluated by the following equation:

coste = Fs · Fs · ω · ρ · Fm · Fm (2)

The proposed approach incorporates the pointwise and depth-wise convolutions that
are circumscribed by the reduction variable known as the variable d, which is evaluated in
the following:

d =
Fs · Fs · ω · αFm · αFm + ω · ρ · αFm · αFm

Fs · Fs · ω · ρ · FmFm
(3)

The two hyper characteristics, resolution and width multipliers, enable changing the
optimal window size for accurate prediction based on the context. The third values suggest
that it contains three input channels. The principle under the MobileNet structure replaced
the complicated convolutional layer, which comprises a convolutional layer with 3 × 3
buffers for the input dataset, along with a pointwise convolutional layer of size 1 × 1 that
combines the filtered variable to construct an element.

To optimally tune the hyperparameters related to the MobileNet model, the Adam
optimizer is exploited. Furthermore, the hyperparameter optimized by the MobileNetv2
approach utilizes the Adam optimizer. It can be utilized for estimating an adoptive learning
value, whereas the parameter was implemented for training the parameter of the DNN
approach [20]. It can be a well-designed and effective approach for the 1st-order gradient
with constraints stored for stochastic optimization. At this point, the newly presented ap-
proach was utilized to resolve the ML problem with the maximum dimensional parameter
space, and the massive data set measures the rate of learning for different features with
approximations of 1st and 2nd order moments. Additionally, the Adam optimizer was
heavily utilized depending upon the gradient descent (GD) and momentum technique and
a variety of intervals. Therefore, the 1st momentum is attained utilizing Equation (4):

mi = β1mi−1 + (1 − β1)
∂C
∂w

. (4)

The 2nd momentum is expressed as:

vi = β2vi−1 + (1 − β2)

(
∂C
∂w

)2
. (5)

wi+1 = wi − η

ˆ
mi√

v̂i + ε
, (6)

in which
ˆ

mi = mi/(1 − β1) and v̂i = vi/(1 − β2).

2.3. Crop Type Classification: BiLSTM Model

At the time of image classification, the extracted feature vectors are fed into the
BiLSTM model. The BiLSTM approach receives the feature vector as input and executes the
detection method. The LSTM signifies a different RNN method, which solves the problem
of gradient vanishing of RNN by offering a threshold method and memory unit [21].
However, x denotes the network input at different times, y refers to the network outcome,
h stands for the hidden layer (HL), u refers to the weighted input to HLs, w demonstrates
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the weighted input of the previous node HL to the existing node HL, and v signifies the
weighted input in HL to the output layer.

During the actual implementation of the LSTM technique, the LSTM unit was up-
graded at time t as:

it = σ(Wiht−1 + Uixt + bt) (7)

ft = σ
(

Wjht−1 + Uf xt + b f

)
(8)

c̃ = tanh(Wcht−1 + Ucxt + bc) (9)

ct = ft � ct−1 + it � c̃t (10)

ot = σ(Woht−1 + Uoxt + bo) (11)

ht = ot−1 � tanh(ct) (12)

At this point, � stands for the equal product of elements, and σ denotes the sigmoid
function. xt signifies the input vector at time t. ht refers to the HL vector named as the
output vector and the storage of all the data at time t and the preceding time. bt, b f , bc, bo
demonstrates the offset vector. Wi, Wf , Wc, Wo implies the weight of various gates to the
HL vector ht. Ui, Uf , Uc, Uo stands for the weighted input vector. xt stands for the input,
forgotten, unit, and output gates, correspondingly. Utilizing the 3-gates infrastructure,
the LSTM permits the recurrent network to maintain the useful data of the task from the
memory units at the time of the trained method, therefore evading the problem of the RNN
disappearing but reaching an extensive range of data.

In addition to processing the series data, the BLSTM presents more backward estimate
procedures, for instance, different normal LSTM cases. This process employs the subsequent
data of sequences. At last, the forward and reverse estimations are executed. The values
were resultant of the output layer simultaneously; thus, as the outcome, all of the sequence
data are reached in 2 × 2 directions, which is utilized to complete a variety of natural
language processing tasks.

2.4. Hyperparameter Tuning: SSO Algorithm

For enhancing the classifier efficiency of the BiLSTM model, the SSO algorithm is
employed for hyperparameter optimization. The SSO technique is proposed by the foraging
behavior of a flying squirrel; subsequently, an effectual method employed small animals
for migration. According to the food foraging hierarchy of squirrels [22], the optimum
SSO algorithm is iteratively developed in an arithmetical model. There are important
characteristics in SSA, that is, population sizes NP, maximal value of iteration Iter max , the
predator existence possibility Pdp, decision variables value n, gliding constants Gc, scaling
factors s f , upper and lower limits to decision variable FSU and FSL. They are given in the
following. The position of the squirrel is randomly loaded from the searching space:

FSi,j = FSL + rand( ) ∗ (FSU − FSL), i = 1, 2, . . . , NP, j = 1, 2, . . . , n (13)

However, rand ( ) denotes an arbitrary value in [0, 1]. The fitness measure f = ( fl f2 , fNP)
of a squirrel position was processed by replacing the decision variable with FF:

fi = fi(FSi,1 , FSi,2, . . . , FSi,n), i = 1, 2, . . . , NP (14)

Next, the quality of food sources is evaluated by the fitness measure of a squirrel
position as follows:

[sorted_ f , sorte_index] = sort ( f ) (15)

In addition, the organization of food sources was processed, which comprised hickory
trees, normal trees, and oak trees (acorn nuts). The optimal food source (lower fitness)
was assumed to be the hickory nut tree (FShr), the successive food sources that exist are
denoted as acorn nut trees (FSar), and the rest are called normal trees (FSnt):
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FSht = FS(sorte − index(1)) (16)

FSat(1 : 3) = FS(sorte − index(2 : 4)) (17)

FSnt(1 : NP − 4) = FS(sorte − index(5 : NP)) (18)

The three states that denote the dynamic gliding approach of squirrels are described
in the following.

Scenario 1. The squirrel resides in an acorn nut tree and jumps to a hickory nut tree. A
novel location can be given as follows:

FSnew
at =

{
FSoId

at + dgGc

(
FSold

ht − FSoId
at

)
random location

,
i f R ≥ Pdp
otherwise

(19)

Now dg indicates the gliding distance, Rl denotes a function that proceeds the mea-
sured value of a uniform distribution value within 0 and 1, and Gc denotes a gliding constant.

Scenario 2. The squirrel resides in a normal tree and moves to acorn nut trees for
gathering needed food. A novel location can be determined by:

FSnew
nt = {FSoId

nt +dgGc(FSold
at −FSold

nt )

random location, ,
i f R ≥ Pdp
otherwise

(20)

Here, R2 indicates a function that provides a measure of uniform distribution value
in [0, 1] .

Scenario 3. Squirrels on normal trees go to hickory nut trees once they meet the routine
objectives. Now, a novel position of squirrel can be determined by:

Snew
nt =

{
FSold

nt + dgGc

(
FSold

ht − FSold
nt

)
random location

,
i f R ≥ Pdp
otherwise

(21)

where R3 shows a function that suggests the measure of uniform distribution amongst
[0, 1] . Hence, this measure is a maximum that invokes high perturbation. For achieving an
appropriate method, a scaling factor (sf) is employed as a divisor of dg.

The foraging nature of flying squirrels depends on the season, which varies frequently.
Therefore, the seasonal observation must be implemented; thus, the trapping is removed in
the local optimal result. The seasonal constant Sc and minimal value can be given as:

St
c =

√
n

∑
k=1

(
FSt

at,k − FSht,k

)2
, t = 1, 2, 3 (22)

Scmin =
10E − 6

365Iter/(Iter max )/2.5
(23)

For St
c < Sc min, the winter becomes the highest, the squirrel loses its exploring ability,

and the method of searching for food sources and locations changes:

FSnew
nt = FSL + Lévy(n)× (FSU − FSL) (24)

Now the Lévy distribution is employed to improve the global search to an enhanced method:

Lévy(x) = 0.01 × ra × σ

|rb|1/β
(25)

σ =

(
Γ(1 + β)× sin (πβ/2)

Γ((1 + β)/2)× β × 2((β−1)/2)

)1/β

(26)

This approach stops when the maximal constraint is fulfilled. If not, the nature of creat-
ing a novel location and approving the seasonal observation need to be repeatedly followed.
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3. Experimental Validation

3.1. Result Analysis of SSODTL-CC Model

This section investigates the performance of the proposed model on test images.
Figure 3 showcases the sample classification results obtained by the SSODTL-CC

model. The figure implies that the proposed model has obtained effective classification
results. In addition, some of the misclassified regions by the SSODTL-CC model are marked
in blue circles.

Figure 3. Sample classification result of the SSODTL-CC technique under dataset-1: (a) input image,
(b) class labels, and (c) classification output.

Figure 4 inspects the confusion matrices created by the SSODTL-CC model on the
classification of nine classes under dataset-1. The figure reports that the SSODTL-CC
model has categorized all the classes under different sets of datasets. For the entire dataset,
the SSODTL-CC model recognized 956 samples under corn, 975 samples under cotton,
971 samples under sesame, 971 samples under broad-leaf soybean, 964 samples under
narrow-leaf soybean, 949 samples under rice, 965 samples under water, 958 samples under
roads and houses, and 967 samples under mixed weed. Similarly, the SSODTL-CC model
has categorized the class labels proficiently on 70% of the training samples and 30% of the
testing samples on dataset-1.
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Figure 4. Confusion matrix of the SSODTL-CC technique under dataset-1. (a) Entire dataset-1.
(b) 70% of Training dataset-1 and (c) 30% of Testing dataset-1.

Table 1 reports detailed crop classification outcomes of the SSODTL-CC model on all of
dataset-1. The experimental values indicated that the SSODTL-CC model gained effectual
outcomes under every individual class. For instance, in the corn class, the SSODTL-CC
model offered accuy, precn, and recal of 99.24%, 97.55%, and 95.60%, respectively. Similarly,
on the mixed weed class, the SSODTL-CC model reached accuy, precn, and recal of 99.27%,
96.70%, and 96.70%, respectively. Overall, the SSODTL-CC model showed a maximum
average accuy, precn, and recal of 99.20%, 96.43%, and 96.40%, respectively.

Table 2 depicts a brief crop classification outcome of the SSODTL-CC approach on
70% of training dataset-1. The experimental values stated that the SSODTL-CC method
gained effectual outcomes under every individual class. For instance, in the corn class,
the SSODTL-CC model offered accuy, precn, and recal of 99.19%, 97.04%, and 95.49%,
respectively. In addition, in the mixed weed class, the SSODTL-CC system obtained accuy,
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precn, and recal of 99.27%, 96.67%, and 96.67%, respectively. Overall, the SSODTL-CC
model demonstrated maximum average accuy, precn, and recal of 99.19%, 96.38%, and
96.35%, correspondingly.

Table 1. Result analysis of the SSODTL-CC technique with distinct classes under all of dataset-1.

Entire Dataset Samples

Class Labels Accuracy Precision Recall Kappa Score

Corn 99.24 97.55 95.60 -

Cotton 99.22 95.59 97.50 -

Sesame 98.97 93.82 97.10 -

Broad-leaf soybean 99.16 95.38 97.10 -

Narrow-leaf soybean 99.39 98.07 96.40 -

Rice 99.26 98.34 94.90 -

Water 99.13 95.73 96.50 -

Roads and Houses 99.17 96.67 95.80 -

Mixed weed 99.27 96.70 96.70 -

Average 99.20 96.43 96.40 95.95

Table 2. Result analysis of the SSODTL-CC technique with distinct classes under 70% of training
dataset-1.

Training Samples (70%)

Class Labels Accuracy Precision Recall Kappa Score

Corn 99.19 97.04 95.49 -

Cotton 99.21 95.63 97.27 -

Sesame 99.02 94.01 97.46 -

Broad-leaf soybean 99.06 95.45 96.38 -

Narrow-leaf soybean 99.33 97.96 96.01 -

Rice 99.32 98.57 95.43 -

Water 99.03 95.07 96.29 -

Roads and Houses 99.27 97.00 96.14 -

Mixed weed 99.27 96.67 96.67 -

Average 99.19 96.38 96.35 95.89

Table 3 defines the detailed crop classification outcomes of the SSODTL-CC model on
30% of testing dataset-1. The experimental values indicated that the SSODTL-CC model
gained effectual outcomes under every individual class. For instance, in the corn class, the
SSODTL-CC approach presented accuy, precn, and recal of 99.37%, 98.68%, and 95.85%,
correspondingly. Furthermore, in the mixed weed class, the SSODTL-CC methodology
reached accuy, precn, and recal of 99.26%, 96.76%, and 96.76%, respectively. Overall, the
SSODTL-CC model portrayed enhanced average accuy, precn, and recal of 99.23%, 96.54%,
and 96.53%, correspondingly.

Figure 5 illustrates the confusion matrices created by the SSODTL-CC approach on
the classification of sixteen classes under dataset-2. The figure reveals that the SSODTL-CC
model categorized all the classes under different sets of datasets. On the entire dataset,
the SSODTL-CC model recognized 783 samples under class 1, 757 samples under class 2,
766 samples under class 3, 728 samples under class 4, 721 samples under class 5, 774 samples
under class 6, 764 samples under class 7, 788 samples under class 8, 779 samples under
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class 9, 779 samples under class 10, 733 samples under class 11, 806 samples under class 12,
771 samples under class 13, 829 samples under class 14, 733 samples under class 15, and 821
samples under class 16. Similarly, the SSODTL-CC approach categorized the class labels
proficiently on 70% of the training samples and 30% of the testing samples on dataset-2.

Table 3. Result analysis of the SSODTL-CC technique with distinct classes under 30% of testing
dataset-1.

Testing Samples (30%)

Class Labels Accuracy Precision Recall Kappa Score

Corn 99.37 98.68 95.85 -

Cotton 99.26 95.5 98.02 -

Sesame 98.85 93.33 96.22 -

Broad-leaf soybean 99.37 95.21 98.93 -

Narrow-leaf soybean 99.52 98.31 97.32 -

Rice 99.11 97.74 93.53 -

Water 99.37 97.32 96.99 -

Roads and Houses 98.93 95.99 95.11 -

Mixed weed 99.26 96.76 96.76 -

Average 99.23 96.54 96.53 96.08

Table 4 demonstrates the detailed crop classification outcomes of the SSODTL-CC
model on all of dataset-2. The experimental values exposed that the SSODTL-CC model
gained effectual outcomes under every individual class. For instance, in class 1, the SSODTL-
CC algorithm obtained accuy, precn, and recal of 97.39%, 79.57%, and 78.30% correspond-
ingly. In addition, in class 16, the SSODTL-CC model gained accuy, precn, and recal of 97.17%,
74.98%, and 82.10%, correspondingly. Overall, the SSODTL-CC model outperformed higher
average accuy, precn, and recal of 97.13%, 74.98%, and 82.10%, respectively.

Table 5 reports a brief crop classification outcome of the SSODTL-CC model on 70% of
training dataset-2. The experimental values exposed that the SSODTL-CC model gained
effectual outcomes under every individual class. For instance, in class 1, the SSODTL-
CC model offered accuy, precn, and recal of 97.43%, 79.74%, and 79.29%, respectively.
In addition, in class 16, the SSODTL-CC model reached accuy, precn, and recal of 97.21%,
74.08%, and 81.65%, respectively. Overall, the SSODTL-CC methodology exhibited maximal
average accuy, precn, and recal of 97.13%, 77.08%, and 77.05%, correspondingly.

Table 6 defines the detailed crop classification outcome of the SSODTL-CC technique on
30% of testing dataset-2. The experimental values indicated that the SSODTL-CC algorithm
gained effectual outcomes under every individual class. For sample, in class 1, the SSODTL-
CC model offered accuy, precn, and recal of 97.29%, 79.15%, and 75.93%, correspondingly. In
the same way, in class 16, the SSODTL-CC system reached accuy, precn, and recal of 97.06%,
76.80%, and 82.99%, respectively. Overall, the SSODTL-CC approach showed maximal
average accuy, precn, and recal of 97.15%, 77.25%, and 77.09%, correspondingly.

3.2. Discussion

To ensure the improved crop classification results of the SSODTL-CC model, a com-
parison study with recent models on two datasets is given in Table 7 [22,23].

Figure 6 investigates a comparative classification outcome of the SSODTL-CC model
with existing models on dataset-1. The results indicated that the SVM model gained an
ineffectual outcome with the least accuy of 95.98%. In line with this, the FNEA-OO model
certainly accomplished increased performance with an accuy of 97.07%. In addition, the
SVRFMC, CNN, and CNN-CRF models depicted closer accuy values of 98.20%, 98.08%, and
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98.80%, respectively. However, the SSODTL-CC model demonstrated superior performance
with an accuy of 99.23%.

Figure 5. Confusion matrix of the SSODTL-CC technique under dataset-2. (a) Entire dataset-2.
(b) 70% of Training dataset-2, and (c) 30% of Testing dataset-2.

Figure 7 examines a comparative classification outcome of the SSODTL-CC model
with existing approaches on dataset-2. The outcomes indicated that the SVM model gained
an ineffectual outcome with the least accuy of 77.34%. Likewise, the FNEA-OO model
certainly accomplished an increased performance with an accuy of 86.49%. Then, the
SVRFMC, CNN, and CNN-CRF models depicted closer accuy values of 86.95%, 87.72%, and
94.67%, correspondingly. At last, the SSODTL-CC methodology demonstrated superior
performance with an accuy of 97.15%.

From these results and discussions, it is evident that the SSODTL-CC model has the
capability of attaining improved crop classification outcomes on HSIs.
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Table 4. Result analysis of the SSODTL-CC technique with distinct classes under all of dataset-2.

Entire Dataset Samples

Class Labels Accuracy Precision Recall Kappa Score

Class-1 97.39 79.57 78.30 -

Class-2 97.24 79.18 75.70 -

Class-3 97.14 77.37 76.60 -

Class-4 96.89 76.39 72.80 -

Class-5 96.63 73.42 72.10 -

Class-6 97.25 78.34 77.40 -

Class-7 97.07 76.63 76.40 -

Class-8 97.31 78.25 78.80 -

Class-9 97.41 80.06 77.90 -

Class-10 96.85 73.35 77.90 -

Class-11 96.87 75.80 73.30 -

Class-12 97.36 77.95 80.60 -

Class-13 97.39 80.40 77.10 -

Class-14 97.36 76.69 82.90 -

Class-15 96.84 75.41 73.30 -

Class-16 97.17 74.98 82.10 -

Average 97.13 77.11 77.08 75.55

Table 5. Result analysis of the SSODTL-CC technique with distinct classes under 70% of training
dataset-2.

Training Samples (70%)

Class Labels Accuracy Precision Recall Kappa Score

Class-1 97.43 79.74 79.29 -

Class-2 97.31 78.98 78.42 -

Class-3 97.04 77.56 76.28 -

Class-4 96.77 75.11 72.77 -

Class-5 96.63 72.73 73.35 -

Class-6 97.29 78.6 76.89 -

Class-7 97.11 77.94 75.28 -

Class-8 97.29 78.02 77.91 -

Class-9 97.35 79.91 77.78 -

Class-10 96.69 72 75.65 -

Class-11 96.94 76.06 74.21 -

Class-12 97.4 78.79 80.03 -

Class-13 97.36 80.84 77.25 -

Class-14 97.37 76.72 82.98 -

Class-15 96.89 75.86 73.02 -

Class-16 97.21 74.08 81.65 -

Average 97.13 77.06 77.05 75.5
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Table 6. Result analysis of the SSODTL-CC model with distinct classes under 30% of testing dataset-2.

Testing Samples (30%)

Class Labels Accuracy Precision Recall Kappa Score

Class-1 97.29 79.15 75.93 -

Class-2 97.06 79.76 69.07 -

Class-3 97.38 76.90 77.45 -

Class-4 97.19 79.63 72.88 -

Class-5 96.63 75.18 69.21 -

Class-6 97.15 77.78 78.53 -

Class-7 96.98 73.82 79.05 -

Class-8 97.33 78.75 80.77 -

Class-9 97.54 80.43 78.20 -

Class-10 97.23 76.26 82.90 -

Class-11 96.71 75.17 71.19 -

Class-12 97.27 76.09 81.94 -

Class-13 97.48 79.26 76.70 -

Class-14 97.33 76.62 82.72 -

Class-15 96.71 74.43 73.94 -

Class-16 97.06 76.80 82.99 -

Average 97.15 77.25 77.09 75.64

Table 7. Comparative analysis of the SSODTL-CC technique with recent algorithms in terms of accuy.

Methods Dataset-1 Dataset-2

SVM 95.98 77.34

FNEA-OO 97.07 86.49

SVRFMC 98.20 86.95

CNN 98.08 87.72

CNN-CRF 98.80 94.67

SSODTL-CC 99.23 97.15

Figure 6. Comparative analysis of the SSODTL-CC technique under dataset-1.
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Figure 7. Comparative analysis of the SSODTL-CC technique under dataset-2.

4. Conclusions

In this article, a new SSODTL-CC model was developed to properly identify the crop
type in HSIs. To do so, the proposed SSODTL-CC model performed feature extraction
using MobileNet with an Adam optimizer. In addition, the BiLSTM model received fea-
ture vectors and performed crop type classification. To enhance the classifier efficiency
of the BiLSTM model, the SSO algorithm was employed for hyperparameter optimiza-
tion. To demonstrate the better performance of the SSODTL-CC model, a wide-ranging
experimental analysis was performed on two benchmark datasets, namely dataset-1 (WHU-
Hi-LongKou) and dataset-2 (WHU-Hi-HanChuan). The comparative analysis pointed out
the better outcomes of the SSODTL-CC model over the recent approaches, with a maximum
of 99.23% and 97.15% on test datasets 1 and 2, respectively. Therefore, the SSODTL-CC
model can be utilized for effective crop type classification on HSIs. In the future, the
classification performance of the SSODTL-CC model can be enhanced by the design of
hybrid DL models.
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Abstract: Spatial variation of soil pH is important for the evaluation of environmental quality.
A reasonable number of sampling points has an important meaning for accurate quantitative ex-
pression on spatial distribution of soil pH and resource savings. Based on the grid distribution
point method, 908, 797, 700, 594, 499, 398, 299, 200, 149, 100, 75 and 50 sampling points, which were
randomly selected from 908 sampling points, constituted 12 sample sets. Semi-variance structure
analysis was carried out for different point sets, and ordinary Kriging was used for spatial prediction
and accuracy verification, and the influence of different sampling points on spatial variation of
soil pH was discussed. The results show that the pH value in Kenli County (China) was generally
between 7.8 and 8.1, and the soil was alkaline. Semi-variance models fitted by different point sets
could reflect the spatial structure characteristics of soil pH with accuracy. With a decrease in the
number of sampling points, the Sill value of sample set increased, and the spatial autocorrelation
gradually weakened. Considering the prediction accuracy, spatial distribution and investigation
cost, a number of sampling points greater than or equal to 150 could satisfy the spatial variation
expression of soil pH at the county level in the Yellow River Delta. This is equivalent to taking at
least 107 sampling points per 1000 km2. The results in this study are applicable to areas with similar
environmental and soil conditions as the Yellow River Delta, and have reference significance for
these areas.

Keywords: sampling; soil pH; spatial variation; ordinary kriging

1. Introduction

Soil pH is an important index for evaluation of land quality [1]. Soils with acid and
alkali over the national standard are not conducive to the utilization of land resources [2].
Therefore, it is very important to understand the spatial distribution of soil pH. At the
same time, it is of great guiding significance to accurately grasp the spatial variation
characteristics of soil pH for evaluating the salinization and acidification of the soil envi-
ronment, rational fertilization and efficient utilization of nutrients [3]. However, sampling
number affects the accuracy of soil properties and their spatial variation information and
the degree of quantitative expression. The layout pattern and sampling number must be
fully considered to ensure the accuracy of spatial interpolation in any study on spatial
variation of soil pH [4–6]. Generally speaking, the larger the sampling density, the smaller
the sample error and the higher the accuracy of the research results; however, this means
the work cycle will be prolonged, and huge manpower, material resources and financial
resources will be consumed [7]. Sampling costs also limit the sampling density to a large
extent. If the number of sampling points is reduced, the interpolation accuracy of soil pH
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spatial variation will be difficult to guarantee, and local features may not be displayed [8,9].
Therefore, it is of great significance to study the reasonable number of sampling points for
accurate quantitative expression on spatial distribution of soil pH and resource savings.

Using spatial geostatistics is one of the most accurate spatial prediction methods,
and is often used to model the spatial variability for soil properties and evaluate their
spatial uncertainty [10]. At present, a method combining geostatistics and GIS is used to
study the spatial distribution of regional soil properties from the perspective of spatial
prediction, and is also used to analyze the influence of sampling density on the spatial
variation of soil properties [11]. In recent years, many scholars have carried out much
of geostatistical research on the influences of sampling number on spatial variability for
different soil properties in different areas, such as soil organic matter [12–14], nitrogen [15],
exchangeable potassium, calcium, magnesium [16], heavy metals [17,18] and salt. [19]. The
reasonable sampling quantity of different soil properties is basically different for their
different characteristics. Even for the same specific soil index, the results of different
research are different. For example, for soil organic matter, the reasonable sampling points
of spatial variation in typical areas of Yangtze River Delta were 91 per 1000 km2 [20], and
547 per 1000 km2 in Fei County, which is a typical county of North China Plain [21]. For
soil organic carbon, 908 sampling points were reasonable in typical gully areas of the Loess
Plateau, which means that 178 sampling points were needed per 1000 km2. These studies
show that there were differences in the number of reasonable sampling points even with
the same soil index because of the differences in the natural geographical environment,
such as topography and geomorphology in different areas.

In addition, survey scale has a certain influence on reasonable sampling number.
For example, in relatively consistent geomorphic units, such as Fujian Province and its
counties, the reasonable sampling points of spatial distribution for soil organic matter were
10,000 and 11,000 for every 1000 km2, respectively [12]. The existing research methods and
conclusions still need to be tested because of the different evaluation indexes, the different
natural geographical conditions and the different influence of human activities in different
study areas.

To sum up, although many scholars have carried out relevant research on reasonable
sampling numbers, at present there are few reports on related research for soil pH. Es-
pecially, research in county-level areas is lacking on the influence of different sampling
points on the spatial variation of soil pH, and because of the fragile and salinized soil
environment in the Yellow River Delta region and great attention from the government,
it is of great significance to monitor and master the spatial distribution status of soil pH
for green development in agriculture on the premise of clarifying the reasonable sampling
numbers. Therefore, Kenli County in the Yellow River Delta was selected as the study
area, and the spatial distribution of soil pH with 12 different sampling sets was predicted
using geostatistical Kriging interpolation. The overall objectives of this research were (1) to
assess the influence of different sampling numbers on the prediction accuracy of spatial
distribution for soil pH, and (2) to determine reasonable sampling densities to determine
the spatial variation of soil pH at the county scale.

2. Materials and Methods

2.1. Study Area

Kenli County in the Yellow River Delta region was selected as the study area (Figure 1).
This county is located at the mouth of the Yellow River in the Yellow River Delta of
northern Shandong Province in China, between 37◦24′–38◦10′ N and 118◦15′–119◦19′ E [22],
with a total area of 2331 km2. It has a temperate monsoon climate, with high annual
temperature and uneven spatial-temporal distribution of precipitation. The terrain is fan-
shaped and slightly inclined from southwest to northeast [23]. The altitude ranges from
2 m to 11.61 m. The parent material is loess. The mechanical composition of the soil is
mainly sandy loam. The main soil types in Kenli County are fluvo-aquic soil and coastal
saline soil in the soil genetic classification of China. The corresponding soil group names
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from WRB are Cambisols and Solonchaks, respectively. The typical crops are cotton, rice
and wheat-corn rotation. Kenli County has rich soil resources, and is one of the most
abundant land reserve resources in the coastal areas of eastern China, with great potential
for agricultural development.

Figure 1. Overview of the study area.

2.2. Collection and Processing of Sample Data

Based on the grid distribution point method, 1140 sampling points were used in this
research. Some points on non-agricultural land were deleted and 1000 points were left.
These sampling points were mainly distributed in cultivated land, and the interval between
sample points was about 1000 m. In the actual sampling process, we adjusted the specific
positions of these sampling points for road accessibility and crop planting. The topsoil
from 0–20 cm was taken with a shovel, and then was put into a plastic bag and brought
back to the laboratory for analysis. Although 926 samples were sampled, there were
many uncertainties and complexity in field sampling. Consequently, we eliminated some
points that were not standardized in the collection process, and removed some outliers.
Finally, 908 samples were obtained, and 797, 700, 594, 499, 398, 299, 200, 149, 100, 75 and
50 sampling points were randomly selected from these 908 sampling points (Figure 2). The
above real numbers represent the approximate number sets of 900, 800, 700, 600, 500, 400,
300, 200, 150, 100, 75, 50, respectively. Each sampling point was extracted from the last
sampling point set to compare the characteristics of different sample sets. For example, the
700 sample set was extracted from the 797 sample set, and the 299 sample set was extracted
from the 398 sample set. Combining all the sample data, a total of 12 sample sets were
formed. The sampling process was conducted by the “Geostatistical Analyst” module of
arcgis 10.0. The pH of each sample was measured in 1:2.5 mixtures of soil and deionized
water with a pH meter by a potentiometric method [24].

2.3. Spatial Prediction and Verification Method

Geostatistical methods are widely used to predict the spatial distribution of soil
properties [25–29]. In this paper, we chose the Ordinary Kriging (OK) method to predict
the spatial distribution of soil pH [30]. The OK method satisfies the intrinsic hypothesis,
and the average value of the regionalized variables is an unknown constant [31]. OK is a
linear estimation of regionalized variables, which is similar to weighted moving average in
the process of interpolation research. However, the weights of weighted moving average
are determined from different sources. The weighted sliding average weight values are
derived from known spatial functions, while the weights of ordinary kriging are derived
from spatial data analysis [31]. It is necessary to verify the prediction results after spatial
distribution prediction. In this paper, an independent verification method was adopted.
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Figure 2. Distribution map of soil pH at different point sets. The letters (a–l) represent the spatial vari-
ation expression of soil pH at 908, 797, 700, 594, 499, 398, 299, 200, 149, 100, 75 and 50 sampling points.

The OK interpolation results were verified. The verification method of independent
data set extracts some samples from all samples as independent data sets, takes the re-
maining samples as simulation data sets without repetition, and takes each sample in
independent data sets as an inspection point [32]. In this paper, after 797 samples were
extracted from 908 samples, the remaining 111 samples were taken as independent verifica-
tion sets. The spatial prediction results of 12 sample sets were verified. In the verification
method of the independent data set, the most representative evaluation indexes are root
mean square error (RMSE), mean error (ME) and average standard error (ASE), which were
chosen to evaluate the accuracy of prediction.

RMSE =

√
1
N ∑n

i=1

[
Z(Xi) − Z′(Xi)

]2 (1)

ME =
1
N ∑n

i=1

[
Z(Xi) − Z′(Xi)

]
(2)

ASE =

√
1
N ∑n

i=1

[
Z′(Xi) − ∑n

i=1

(
Z′ (Xi))/N

]2
(3)

where N is the number of known samples, the actual value is Z(Xi), and the estimated value
is Z′(Xi).
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The smaller the RMSE, the closer the ME to zero, indicating that the accuracy of spatial
prediction is higher. The average standard error was used to measure the uncertainty of
the Kriging prediction value.

3. Results

3.1. Descriptive Statistics Characteristics of Soil pH for Different Sets of Sample Points

Descriptive statistics analysis was made on 12 sample sets, and the results are shown
in Table 1. The soil pH values of 908 sampling points in the study area ranged from 7.00 to
8.80, with an average value of 7.85. The soil was weakly alkaline. The coefficient of variation
was 5.35%, and the variability was weak, indicating that the alkalization degree was very
concentrated. The skewness coefficient was −0.31, and the kurtosis coefficient was 2.12.
The results of normal test on skewness coefficient and kurtosis coefficient showed that the
soil pH values of different sampling points were in accordance with normal distribution.

Table 1. Descriptive statistics characteristics of soil pH for different sets of sample points.

Sampling
Point Number

Min
(g/kg)

Max
(g/kg)

Average
(g/kg)

Standard
Deviation

(g/kg)
Skewness Kurtosis

Median
(g/kg)

Variation
(%)

908 7.00 8.80 7.85 0.42 −0.31 2.12 7.90 5.35
797 7.00 8.80 7.84 0.42 −0.32 2.15 7.90 5.36
700 7.00 8.80 7.85 0.41 −0.33 2.18 7.90 5. 22
594 7.00 8.80 7.85 0.42 −0.35 2.18 7.90 5.35
499 7.00 8.80 7.86 0.41 −0.37 2.19 7.90 5.22
398 7.00 8.80 7.88 0.41 −0.37 2.18 7.90 5.20
299 7.00 8.80 7.88 0.40 −0.38 2.30 7.90 5.08
200 7.00 8.80 7.89 0.42 −0.43 2.33 7.90 5.32
149 7.00 8.60 7.90 0.42 −0.59 2.46 8.00 5.32
100 7.10 8.80 7.90 0.40 −0.35 2.40 7.95 5.06
75 7.00 8.60 7.88 0.40 −0.55 2.43 8.00 5.08
50 7.10 8.60 7.85 0.41 −0.15 2.07 7.90 5.22

The minimum value of soil pH for 100 and 50 sampling points was 7.10 g/kg, and the
minimum value of other sampling points was 7.00 g/kg. The maximum values of 908, 797,
700, 594, 499, 398, 299, 200 and 100 sample points were all 8.80 g/kg, and the maximum
values of only 149, 75 and 50 sample points were 8.60 g/kg. However, they were still very
similar. Among the 11 sub-samples, the average value and standard deviation of soil pH
also fluctuated around the average value and standard deviation of the complete set, which
indicated that although the number of sampling points decreased, the 11 samples could
still represent the complete set. The coefficient of variation of soil pH ranged from 5.06% to
5.36% among the 11 sub-samples, and the variability was weak. To sum up, the analysis of
each index of each subset showed that the selected subsets were all representative.

3.2. The Influence of Different Sampling Points on the Semi-Variance Structure of Soil pH

Semi-variance analysis of soil pH was carried out by a geostatistical method. Table 2
shows the semi-variance function values of soil pH under different sampling points. The
spatial variation structure of soil pH at other sampling densities conformed to the expo-
nential model, except for 75 sampling points. The level of decision coefficient represented
the effect of fitting the variogram by the model. The higher the decision coefficient, the
better the effect of fitting the variogram by the model [33]. The determination coefficients
of different sampling points were between 0.39 and 0.69, indicating that the model could
reflect the spatial structure characteristics of soil pH with accuracy.

The ratio of Nugget to base Sill (C0 + C) reflects the degree of spatial autocorrelation
of variables. This is considered a strong spatial autocorrelation when the ratio is less than
25%, has moderate spatial autocorrelation when the ratio is between 25% and 75%, and
has weak spatial autocorrelation when the ratio is greater than 75%. The Nugget/Sill of
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the total sample set (908 sample points) in this study was less than 25%, showing a strong
spatial autocorrelation. The Nugget/Sill of 200–800 samples in the other 11 sample subsets
was less than 25%, which indicates that these sample sets had strong spatial autocorrelation.
However, when the number of samples was less than 200, the Nugget/Sill ranged from
25% to 75% (with moderate spatial autocorrelation). When the number of samples was less
than 150, the Nugget/Sill reached 40%, which indicates that the spatial autocorrelation of
these samples was weakened.

Table 2. Parameters of semi-variance function of soil pH under different sampling points.

Sampling Point
Number

Model
Nugget

(C0)
Sill

(C0 + C)
C0/Sill

(%)
Range
(km)

Determination Residual

926 exponential model 0.0350 0.1786 19.60 4.80 0.68 0.00
801 exponential model 0.0360 0.1778 20.25 5.13 0.72 0.00
704 exponential model 0.0360 0.1752 20.55 4.77 0.68 0.00
598 exponential model 0.0360 0.1780 20.22 4.75 0.69 0.00
502 exponential model 0.0330 0.1742 18.94 4.82 0.69 0.00
401 exponential model 0.0350 0.1750 20.00 4.70 0.60 0.00
300 exponential model 0.0350 0.1658 21.11 4.81 0.60 0.00
201 exponential model 0.0295 0.1810 16.30 4.87 0.44 0.00
150 exponential model 0.0442 0.1736 25.44 6.54 0.39 0.00
100 exponential model 0.0952 0.1914 49.74 26.52 0.64 0.00
75 spherical model 0.0869 0.1748 49.71 13.77 0.49 0.00
50 exponential model 0.1247 0.3174 39.29 160.59 0.61 0.00

The variable range represents the autocorrelation range of the variogram [34], and can
reflect the size of the autocorrelation range in the variable space. In this paper, the fitting
range of soil pH under a different number of points was more than 4 km, indicating that
the spatial autocorrelation distance was relatively large. Among them, when the number of
sampling points was reduced to 100, the range increased, reaching 26.52, which was about
five times that of the 200 sampling points.

3.3. The Influence of Different Sampling Points on the Spatial Prediction Accuracy of Soil pH

For each sample set, Kriging interpolation was used to carry out the spatial predic-
tion of soil pH. Root mean square error (RMSE), mean error (ME) and average standard
error (ASE) were used to measure the prediction accuracy of soil pH under different
sampling points.

It can be seen from Figure 3 that ME of 75, 100, 150, 200 and 300 was greater than 0,
and that of other sampling points was less than 0. The ME value varies with the number of
sampling points, but the variation does not follow the law that the ME decreases with the
increase of sample number. When the sampling points were 50 and 300, the ME values were
close to 0. In theory, the closer the ME to 0, the higher the accuracy of spatial prediction. In
this case, the value of ME is generally calculated from statistical methods. It is possible that
the independent verification results of each sample point were poor, but the residual errors
after addition and averaging were smaller. When ME is close to 0, the prediction has low
accuracy. Therefore, the ME index cannot indicate the accuracy very well at this point. On
the other hand, a single index cannot indicate the interpolation accuracy well, and multiple
indexes may be more accurate to judge the interpolation accuracy. With the decreased of
sample size, the distance of ME deviating from X axis first increased, then decreased and
then slightly increased. It basically surrounded the X axis except for 75 and 100 sample
points. Therefore, when the number of sample points was too small (75, 100), the ME of
predicted values would become larger.

The RMSE was slightly larger with 50 samples. There was no obvious change trend
with the decreased sample size, and it could remained at a certain value. This shows
that the RMSE had no obvious difference in the spatial prediction accuracy of different
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sample subsets, i.e., the accuracy of Kriging interpolation had no significant difference with
decreased sample size.

Figure 3. Prediction error of soil pH at different point sets.

The uncertainty of Kriging prediction was measured by the ASE. The closer the ASE
the RMSE, the more accurate the prediction of attribute value. In this study, when there
were 150, 200 and 900 samples, ASE and RMSE were basically equal, indicating that the
spatial variability of the earth was properly estimated. When the number of sampling
points was 300–800, the ASE was smaller than the RMSE, and the difference between them
was very small, indicating that these sampling points overestimated the spatial variability.
However, when the number of sampling points was less than 150, the ASE was obviously
less than the RMSE, so these sample sets could not reasonably predict the variability.

Considering the ME, RMSE and ASE, 107 sampling points per 1000 km2 could meet the
needs of spatial variation expression of soil pH in the Yellow River Delta. According to the
above analysis, we also determined that it was not enough to evaluate Kriging prediction
accuracy only by a single evaluation index. Therefore, it was necessary to use a variety of
evaluation indexes and combine them to accurately evaluate the prediction results.

3.4. Effects of Different Sampling Points on Spatial Distribution of Soil pH

To more intuitively show the influence of different sampling point sets on the spatial
distribution of soil pH, the Kriging method was used to carry out a spatial interpolation
operation (Figure 4). The eastern of Kenli County was not sampled because the area is in the
Yellow River Delta National Nature Reserve. However, for the continuity and completeness
of pictures, Kriging interpolation was extended to the entire Kenli County. When analyzing
the spatial variation characteristics of soil pH, the Yellow River Delta National Nature
Reserve in the east of Kenli County was not a focus of analysis.

In the study area, the yellow part shown on the map (Figure 4) had a large area: that
is, the soil pH in Kenli County of the Yellow River Delta was generally between 7.8 and
8.1, which proved that the soil in this area was alkaline. The areas with high soil pH
value (orange-red) were distributed in the middle and southwest of study area. With the
decreased of the number of sample points, the ability to describe details was gradually
weakened. When the number of sampling points was reduced to 100, the details of soil
pH in the middle and north of the study area were no longer detailed, and only a general
distribution trend could be seen. Therefore, considering the precision and research funds,
it is suggested that the reasonable sampling number in the Yellow River Delta should not
be less than 150.
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Figure 4. Expression diagram of soil pH spatial variation of different point sets. The letters (a–l)
represent the spatial variation expression of soil pH at 908, 797, 700, 594, 499, 398, 299, 200, 149, 100,
75 and 50 sampling points respectively. Note: The eastern of Kenli County was not sampled because
the area is in the Yellow River Delta National Nature Reserve. However, for the continuity and
completeness of maps, the result of the unsampled area was deduced and extended by the Kriging
interpolation based on the near sampled soils.

4. Discussion

Spatial variation of soil properties is controlled by various structural and random
factors. The larger the ratio of Nugget to Sill, the more obvious the influence of human
activities, such as irrigation, fertilization and cultivation. On the contrary, structural factors
such as soil parent material, climate, biology, topography and other natural factors play a
major role [35,36]. The ratio of Nugget to Sill of almost all sample sets in this study was less
than 25% and showed strong spatial autocorrelation, indicating that the spatial variation of
soil pH in the study area was mainly affected by structural components such as topography,
climate and soil parent material. When the sampling point was less than 150, the ratio
of Nugget to Sill reached 40%, indicating that the spatial autocorrelation of these sample
sets was weakened, and was influenced by structural components and random factors.
With the decreased of the number of sampling points, the small-scale structural factors and
random factors gradually increased, while the influence of large-scale structural factors
such as parent material, topography and soil type on soil pH gradually weakened, which
caused the soil pH to change strongly with the small number of sampling points.
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According to the analysis of spatial prediction accuracy of soil pH with different sam-
pling sets, the ME of predicted values gradually increased when the number of sampling
points was too small. The RMSE could basically be maintained at a certain value with a
decrease of sampling numbers, except for being slightly larger at 50 sample points. Interpo-
lation prediction error and interpolation of the distribution map had a certain synergistic
relationship with the change of sample numbers. When there were less than 150 samples,
the difference between ASE and RMSE was large. Correspondingly, the spatial distribution
maps of soil pH with less than 150 sampling points were too smooth to show the spatial
distribution of soil pH accurately. However, when the number of samples was increased
to 150 or more, details of the spatial variation expression diagram of soil pH were more
obvious, and could show the spatial variation expression of soil pH more accurately. In
addition, at 150 or more sampling points, the prediction error maps of RMSE, ME and
ASE of soil pH and the expression maps of spatial variation of soil pH in different point
sets could better predict the spatial variation of soil pH. Therefore, it was shown that the
prediction error of soil pH was consistent with the spatial distribution of soil pH.

In this paper, the influence of the number of different sampling points on the spatial
distribution of soil pH in the Yellow River Delta region was investigated by using the
ordinary Kriging method. It was concluded that the number of sampling points most
suitable for Kenli County in the Yellow River Delta region should be no less than 150; that
is, at least 107 sampling points should be taken every 1000 km2. This paper also compared
the existing literature investigating reasonable sampling numbers of soil pH. Study [37]
showed that the rational sampling number at the county scale was about 4900 samples
per 1000 km2, which was inconsistent with our findings. This may be because in that
study the area was located in a more undulating mountainous and hilly region resulting
in a reduced spatial autocorrelation of soil pH. While this result was similar to the most
reasonable number of sampling points needed for soil salinity in Kenli County of the Yellow
River Delta studied by Zhang et al. [19], it revealed that the number of sampling points for
spatial variation expression of different soil properties in areas with similar environmental
conditions may get closer.

5. Conclusions

In this paper, Kenli County in the Yellow River Delta was selected as the research
area. Twelve sample sets consisting of 908, 797, 700, 594, 499, 398, 299, 200, 149, 100, 75 and
50 sampling points were selected to study the influence of sampling number on the spatial
variation of soil pH. A reasonable sampling number was determined, which provides for
the collection of soil samples with minimum human, material and financial resources for
research on soil pH.

With the decreasing the sampling points number, the C0/Sill value of the sample
set increased, and the spatial autocorrelation decreased gradually. The variation range
of soil pH fitted by different numbers of points was greater than 4 km, and the spatial
autocorrelation distance was relatively large. When the number of sampling points was
reduced to 100, the range increased significantly, reaching 26.52, which was about 5 times
that of 200 sampling points. Comprehensive analysis of ME, RMSE and ASE showed that
when the number of sampling points was 150, prediction accuracy was the highest, which
can satisfy the spatial variation expression of soil pH in the Yellow River Delta region.

The pH value in Kenli County was generally between 7.8 and 8.1, and the soil was
alkaline. Areas with high soil pH value were distributed in the middle and southwest of
the study area. With a decreased number of sampling points, the detailed characteristics
of spatial variation of soil pH gradually disappear. When the number of sampling points
was 150, it could not only describe the spatial distribution of soil pH in detail, but also
accurately describe the spatial distribution pattern of soil pH.

Therefore, considering prediction accuracy, spatial distribution and research funding,
it is suggested that the reasonable sampling number should be no less than 150 in the
Yellow River Delta region, which is equivalent to at least 107 sampling points for 1000 km2.
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The results of this study are applicable to areas with environmental and soil conditions
similar to those in the Yellow River Delta and have reference significance for these areas.
However, the number of sampling points will be different in other areas to reasonably
express the spatial distribution of soil pH, and needs to be analyzed in combination with
local environmental conditions.
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Abstract: Soil organic matter (SOM) plays a crucial role in promoting soil tillage, improving soil
fertility and providing crop nutrients. Investigation and sampling are the premise and basis for
understanding the spatial distribution of SOM. The number of sampling points will affect the accuracy
of spatial variation of SOM. Therefore, it is important scientific work to determine a reasonable
number of sampling points under the premise of ensuring accuracy. In this study, Kenli County, a
typical area of the Yellow River Delta in China, was taken as an example to investigate the effect
of different sampling points on spatial-variation expression of SOM. A total of 12 sample subsets
(including 900 samples) were randomly sampled at equal intervals from the 900 sample points, using
geographic information system (GIS) technology and geostatistical analyses to explore the optimal
number of samples. The results showed that the SOM content in the study area had a lower-middle
degree of variation. As the number of sample points decreased, the spatial distribution of SOM
showed the gradual weakening of detail-characterization ability; and when the number of sample
points was too small (<100), there was a wrong expression that was not consistent with the actual
situation. The value of RMSE has no obvious regularity with the change of sample number. The
values of both ME and ASE showed a significant inflection point when the number of samples was 150
and remained around 0 and 4 as the number of samples increased, respectively. Combined with the
three indicators of ME, RMSE and ASE, collecting at least 150 samples can satisfy the spatial-variation
expression of SOM, equivalent to 107 sample points within the area of 1000 km2. The research results
could provide important references for investigation of SOM content in areas with similar natural
geographical conditions.

Keywords: soil attribute; GIS; ordinary Kriging; rational sampling numbers; spatial heterogeneity

1. Introduction

Soil organic matter (SOM) is one of the important components of soil [1]. It has the
functions of providing crop nutrients, improving soil cultivability and promoting microbial
activities, and it plays an important role in the quality of soil fertility. Due to the long-term
influence of natural factors such as parent material, topography, climate and biology, as
well as the intervention of human factors such as irrigation, fertilization and farming, the
distribution of SOM within a certain area will show corresponding spatial differences [2,3].

For spatial-variation analysis of regional soil properties, spatial prediction and eval-
uation are often carried out through soil survey sampling and indoor laboratory assays.
The accuracy of spatial prediction is related to the layout and density of sampling points.
Theoretically, under the same spatial-distribution mode, the more sampling numbers and
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the greater the density, the better the spatial-prediction results and the higher the accu-
racies. Many studies have also confirmed this claim that the spatial-prediction accuracy
of SOM exhibits a tendency to increase with the number of sample points [4–6]. Never-
theless, in practice, too high a sampling density can cause a waste of manpower, material
resources and financial resources [7,8]. Moreover, some studies believe that blindly increas-
ing the number of samples may not always improve the accuracy of spatial prediction [9].
Therefore, setting a reasonable number of sampling points within the region is of great sig-
nificance for saving sampling costs, improving sampling efficiency and spatial-prediction
accuracy and achieving efficient and sustainable utilization of soil resources.

In view of the above problems, some scientists have conducted a series of studies on
the impact of soil-sampling number on the spatial variability of soil properties in different
regions. When performing the spatial prediction of SOM in Guangdong Province, China,
Lai et al. found that regression Kriging combined with 800 soil-sampling points could
economically and accurately provide spatial-distribution information of SOM, equivalent
to collecting 5 samples per 1000 km2 [10]. Marques Jr et al. showed that during a spatial-
variation study against micronutrients and aluminum in the state of Sao Paulo, Brazil, based
on standardized variograms, the minimum number of sampling points available for this
region is 400 (equivalent to 2 sample points collected per 1000 km2) [11]. In addition, they
believed that the minimum sampling spacing varied across topographic units. Long et al.
took Fujian Province with an area of 124,000 km2 in Southeast China as the study area [6].
They found that a reasonable number of samples per 1000 square kilometer were 11,000,
10,000 and 9000, respectively, for SOM sampling studies in different terrain areas such as
valley–basin, hill–mountain, and plain–platform. Moreover, this study also showed that
the spatial interpolation accuracy of the SOM was more sensitive to the sampling density
under relatively simple topographic conditions. Wang et al. in typical coal-mining areas
at the Loess Plateau showed that 40 soil-sampling points could guarantee the accuracy of
SOM and total nitrogen spatial expression in the region (equivalent to 90,900 sample points
collected per 1000 km2 [5]. Furthermore, in the other two studies, Pang et al. and Zhang et al.
analyzed the effect of sampling density changes on spatial-interpolation accuracy, using
soil copper and SOM, respectively [12,13]. The results of both suggested that increasing
sampling density and selection of reasonable interpolation methods facilitated accurate
estimation of spatial variation in soil properties. These studies indicate that the number
of reasonable sampling points required in different regional geographical environment
conditions were different. Therefore, seeking an accurate and economical optimal sampling
number of SOM in specific natural geographical conditions is still an issue that we currently
need to pay attention to.

The Yellow River Delta (about 5400 km2) is a region of high soil salinity along the
eastern coastal areas of China, whose unique natural geographical conditions determine
the uniqueness of SOM changes [14,15]. Therefore, based on soil sampling data, this paper
conducts a study in Kenli County located in the Yellow River Delta, to explore effects of
different sampling numbers on the spatial variability expression of soil organic matter
and to further clarify the optimal number of sampling points for predicting the spatial
distribution of SOM in the estuarine plain.

2. Materials and Methods

2.1. Study Area

Kenli County is located in the Yellow River Delta region in the northeast of Shandong
Province, China (118◦15′–119◦19′ E, 37◦24′–38◦10′ N), affiliated with Dongying City. It has
jurisdiction over 7 townships with a land area of about 2331 km2 (Figure 1). Due to the
frequent swing of the tail section of the Yellow River in history, a typical delta landform has
been formed, and the terrain is slightly inclined from southwest to northeast. The county is
located in the lower reaches of the Yellow River and has low terrain (most areas between
6 m~8 m), coupled with high groundwater level, and is affected by seawater infiltration,
the soil salinization within the county being more serious [16]. The main soil types in

72



Appl. Sci. 2022, 12, 6062

Kenli County are fluvo-aquic soil and coastal saline soil, and the corresponding soil group
names of WRB are Cambisols and Solonchaks, respectively. The soil texture is mainly sandy
loam, and the texture of the plough layer is sandy loam, light loam, medium loam, heavy
loam and clay, among which sandy loam and light loam are the most widely distributed,
accounting for more than 70% of the area. The county has a temperate monsoon climate
but is significantly affected by the continental monsoon. The northwest wind prevails in
winter and the southeast wind prevails in summer. The local crops mainly include winter
wheat, corn, rice and cotton [17–19].

 

Figure 1. Location and elevation of Kenli County in Yellow River Delta.

2.2. Soil Sampling and Laboratory Analysis

Firstly, a total of 1000 sample points were uniformly deployed according to the pattern
of the grid distribution, and then samples of 0~20 cm tillage layer were collected. In the
actual sampling process, the number of samples in each grid was determined according to
the main crop types in the grid. When a crop type was in the grid, we sampled at the center
of the plot. When there were multiple crop types in the grid, we selected the plot with the
larger type for sampling. At the same time, some sample points were slightly adjusted by
referencing the land use and road traffic situation. The central plot of the sampling site was
sampled by “S shape”, and 5~10 points were collected from each site and fully mixed. 1 kg
soil samples were retained by quartering method and loaded into the sample bag for soil
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analysis. Global Positioning System (GPS) was used to precisely locate each sampling site.
The eastern area was not sampled because of conservation policy from the Yellow River
Delta Nature Reserve. Finally, a total of 926 soil samples were collected in fall 2009 before
and after crop harvest, and the sampling area was approximately 1400 km2.

The collected soil samples were taken back to the laboratory for air drying, grinding
and passing through a 0.25 mm nylon sieve for analysis. The soil organic carbon (SOC)
was determined by the K2Cr2O7 oxidation-titration method [20]. The content of SOM was
obtained by multiplying the content of SOC by the van Benmmelen coefficient (1.724).

2.3. Data Processing and Analysis

Some outliers were removed by adding and subtracting 3 times standard deviation
and yielding 900 SOM samples after removing the outliers. For analyzing the effect of
different sampling-point numbers on spatial prediction, 800, 700, 600, 500, 400, 300, 200, 150,
100, 75 and 50 samples were extracted from 900 samples according to the random-sampling
method at equal intervals. Adding the original set of 900 sample points, 12 different set
series of sample points were formed. These sets were used to study the spatial-distribution
characteristics of SOM under different sampling numbers and to study the suitable number
of sampling points within the study area.

The SPSS13.0 was used to conduct descriptive statistical analysis of SOM content in
12 sample sets, which obtained multiple statistical features including mean value, median
value, standard deviation, skewness coefficient, kurtosis coefficient and coefficient of
variation. K-S test was performed to verify whether the SOM data conformed to normal
distribution.

In predicting the spatial distribution of SOM, the semivariance model is needed to
infer its spatial variation structure. In this paper, the sampling point data were calculated
to obtain the theoretical model of the semivariance function by GS+ 7.0 software, and
further to reflect the proportion of the random component to the structural component in
the spatial variation through the Nugget ratio value.

2.4. Spatial Prediction and Validation

Expansion from point to surface was performed using the ordinary Kriging interpola-
tion method in ArcGIS10.0, and the spatial distribution of SOM was obtained in different
numbers of point.

To measure the accuracy of the SOM spatial-interpolation results at different num-
bers of point, validation of the spatial-interpolation results was needed. The common
verification methods include cross-validation and independent validation. Because cross-
validation is simple and fast, some scholars chose this method to validate the result, namely
excluding a sample point and then using remaining points to predict the value on this posi-
tion [21–23]. However, cross-validation could not accurately describe the prediction error of
spatial interpolation in many cases, so the independent validation method was selected in
this study. After extracting 800 samples from the entire 900 sample-point sets, the remaining
100 samples were taken as the validation dataset for verifying the spatial-interpolation
results of the 12 sample-point sets, respectively. The mean error (ME), root-mean-square
error (RMSE) and average standard error (ASE) were selected to measure the accuracy of
spatial interpolation. The closer the absolute value of the ME is to 0, the smaller RMSE;
and the closer the RMSE to the ASE, the higher the accuracy of spatial prediction. The
calculation formulas for each verification index are as follows:

ME =
∑n

i=1[z(xi)− z∗(xi)]

n
(1)

RMSE =

√
∑n

i=1[z(xi)− z∗(xi)]
2

n
(2)
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ASE =

√
∑n

i=1 σ(xi)

n
(3)

where z(xi) = SOM observations, z∗(xi) = SOM predictions, σ(xi) = prediction standard
error at the point xi and n = the number of sampling points in the validation dataset (in
this paper, n = 100).

3. Results

3.1. Descriptive Statistics of SOM

From the descriptive statistics of the SOM content at all sample points (Table 1),
the minimum and maximum SOM content in the study area were 5.00 g/kg and 27.30
g/kg, respectively, and the average content was 10.96 g/kg, which belonged to the lower-
middle level of soil fertility. The coefficient of variation (CV) was applied to clarify the
total heterogeneity of the variables. According to the criteria proposed by Nielsen and
Bouma, the coefficient of variation can be divided into low variability (CV < 0.1), moderate
variability (CV 0.1–1) and high variability (CV > 1) [24]. The coefficient of variation was
35.80%, so it had a lower-middle degree of variation, indicating the small fluctuation and
dispersion degree of the SOM content at the sampling site. This phenomenon further
revealed that there is no particularly high variation of SOM in this study area, which
may be related to the overall location of Kenli County in the Yellow River Delta and little
difference in topography. Moreover, the parent material of the Yellow River Delta was
transported from the Loess Plateau by the Yellow River. Under the both influence of the
Yellow River water and sea water, similar fluvo-aquic soil and saline soil were formed.
Thus, the same parent material type and similar soil type may also be responsible for the
low degree of variability.

Table 1. Descriptive statistics of SOM content in different sampling number.

Number of
Samples

Minimum Maximum Mean
Standard
Deviation Skewness Kurtosis

Median Coefficient of
Variation/(%)/(g/kg) /(g/kg) /(g/kg) /(g/kg) /(g/kg)

900 5.00 27.30 10.96 3.93 0.98 4.13 10.30 35.80
800 5.00 27.30 10.89 3.99 1.05 4.30 10.20 36.60
700 5.00 27.30 10.93 4.05 1.06 4.33 10.25 37.05
600 5.00 27.30 10.97 3.99 0.96 4.09 10.35 36.40
500 5.00 25.50 10.99 3.87 0.86 3.76 10.40 35.18
400 5.00 24.60 11.10 3.80 0.67 3.25 10.60 34.27
300 5.00 24.60 11.22 3.81 0.70 3.41 10.80 33.99
200 5.00 24.60 11.23 3.89 0.82 3.65 10.80 34.63
150 5.00 23.20 11.03 3.79 0.70 3.20 10.60 34.38
100 5.20 24.60 11.49 4.18 0.88 3.47 10.60 36.42
75 5.20 24.60 11.61 4.33 0.90 3.45 10.80 37.29
50 5.80 24.60 11.56 3.99 0.99 3.93 10.75 34.49

From the extracted 11 subsets of sample points (800, 700, 600, 500, 400, 300, 200, 150, 100,
75 and 50), the maximum value of SOM at 150 samples was 23.20 g/kg, slightly smaller than
the maximum at other samples, and the minimum value of SOM at 50 sample points was
5.80 g/kg, slightly greater than the minimum value of other sample points. Furthermore,
for each subset, the minimum, maximum, mean, standard deviation, coefficient of variation
and other statistical indicators of SOM content were closely similar to the results at 900
sample points. This indicated that the sample subsets selected in this study can still be
highly representative of the whole and could essentially satisfy the requirements for the
overall descriptive estimation of SOM content in Kenli County.

The mean values of all sample sets were distributed between 10.89 g/kg–11.61 g/kg,
and the median values were between 10.20 g/kg–10.80 g/kg. The difference between the
mean and the median value of each sample set was not large. The skewness coefficients
of each sample-point set were generally distributed between 0.67–1.06, and the K-S test
showed that the SOM content data under different numbers of sample points were in a
moderate-skew distribution state. After logarithmic transformation, it obeyed the normal
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distribution (Table 2). The histogram of the normal distribution for 900 sample points is
listed (Figure 2).

Table 2. Descriptive statistics of SOM content after logarithmic transformation.

Number of
Samples

Minimum Maximum Mean
Standard
Deviation Skewness Kurtosis

Median Coefficient of
Variation/(%)/(g/kg) /(g/kg) /(g/kg) /(g/kg) /(g/kg)

900 1.61 3.31 2.33 0.35 0.10 2.53 2.33 14.85
800 1.61 3.31 2.33 0.35 0.15 2.55 2.32 15.09
700 1.61 3.31 2.33 0.35 0.16 2.54 2.33 15.23
600 1.61 3.31 2.33 0.35 0.07 2.48 2.34 15.19
500 1.61 3.24 2.34 0.35 0.01 2.49 2.34 14.81
400 1.61 3.20 2.35 0.34 −0.10 2.42 2.36 14.68
300 1.61 3.20 2.36 0.34 −0.13 2.53 2.38 14.51
200 1.61 3.20 2.36 0.34 −0.03 2.56 2.38 14.52
150 1.61 3.14 2.34 0.35 0.10 2.43 2.36 15.12
100 1.65 3.20 2.38 0.35 0.10 2.43 2.36 14.89
75 1.65 3.20 2.39 0.36 0.11 2.45 2.38 15.17
50 1.76 3.20 2.39 0.33 0.23 2.47 2.37 13.76

 
Figure 2. Histogram of normal distribution of SOM at 900 sample points after logarithmic transfor-
mation.

3.2. Characteristics of the Spatial-Variation Structure of SOM

The spatial-variability structure of the SOM can be fitted using the semivariance
function. The ratio of C0 to (C0 + C) is nugget coefficients, which indicate the proportion of
the random components in the spatial-variation structure. The higher the nugget coefficient,
the weaker the structural components and the stronger the random components [25]. By
fitting the semivariance function of SOM under different sampling points, it was found
that when the number of samples was large, the system could also greatly satisfy the
spatial autocorrelation. Taking a subset of 800 sample points as an example (Table 3), the
determining coefficient (R2) of the semivariance function was 0.22. The nugget value was
9.09 and the sill value was 13.02. The nugget coefficient was reached at 69.81%, indicating
that the system also had a moderate degree of autocorrelation. However, when the number
of sample points decreased, the overall fitting accuracy of the semivariance function of each
subset was low; the R2 was mostly below 0.22. The value of nugget coefficient was overall
higher, mostly close to 80%, and the value of nugget coefficient did not change much with
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the decrease in sample numbers. Therefore, we are not going to discuss the impact of the
number of points on the spatial variation structure in SOM.

Table 3. The semivariance model of SOM content at 800 sample points and its fitting parameters.

Number of
Samples

Model Type Nugget (C0)
Sill

(C0 + C)
Nugget Ratio

(C0/sill)
Range/(m) R2 RS

800 Spherical 9.09 13.02 69.81% 2780.00 0.22 14.60

3.3. Effect of Different Sampling-Point Numbers on the Prediction Accuracy of SOM Content

The closer the ME approaches 0, the higher the spatial prediction accuracy of SOM.
As can be seen from Figure 3, when the number of sampling points was greater than 150,
the value of ME were almost all close to 0 and varied little. The ME of the predicted value
reached a minimum of −0.12 when the number of samples was 150. The value of the ME
increased significantly when the number of samples was less than 150, and the ME of
the predicted values at both 100 and 75 was approximately close to 1. This showed that
when the number of sample points was greater than or equal to 150, Kriging interpolation
method could better preserve the accuracy on the spatial prediction.

Figure 3. The spatial prediction error of SOM in different number of sampling points.

The smaller the value of RMSE, the higher the spatial prediction accuracy of the SOM.
There was no obvious change trend in RMSE with the increase in sampling numbers, and all
values fluctuated between 3.60 and 4.65. The value of RMSE reached the maximum when
the number of sample points was 50; when the number of sample points changed from 75
to 400, the value of RMSE was relatively stable and essentially maintained at around 3.7;
but when the number of sample points was greater than 400, the value of RMSE showed a
certain degree of volatility. However, it did not directly explain the relationship between the
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increase or decrease in sample points and the spatial-prediction error of SOM. This showed
that the single verification index of RMSE did not indicate the result of spatial-prediction
accuracy.

ASE is an indicator used to evaluate the variability of a predicted value. If the value
of ASE is equal to the value of RMSE, it means that the Kriging interpolation correctly
estimates the spatial variation of SOM. The variability of spatial prediction is overestimated
if ASE is greater than RMSE, and underestimated if ASE is less than RMSE. As can be
seen from Figure 3, when the number of sampling points was less than 150, the values of
ASE were mostly greater than 4, which were much higher than the value of RMSE. The
large difference between the ASE and RMSE indicated that the variability of SOM spatial
prediction was overestimated at this time, and the spatial prediction results had great
uncertainty. When the number of sampling points was between 150 and 800, the value
of ASE dropped to around 4.0 and remained relatively stable, and the difference between
ASE and RMSE was relatively small in general. It reflected that the spatial prediction of
the Kriging interpolation method was relatively stable and the prediction results were
relatively accurate when the number of samples was more than or equal to 150.

Based on the above three verification indexes of spatial-prediction accuracy, it can be
inferred that collecting at least 150 soil samples could meet the demand of spatial-variation
expression for SOM within the Kenli County of the Yellow River Delta. It was equivalent to
at least 107 sample points to be set on every 1000 km2 area.

3.4. Effect of Sampling-Point Numbers on the Expression of Spatial Distribution of SOM Content

In order to further understand the effect of sampling-point numbers on the spatial-
distribution characteristics of SOM content in the study area, an ordinary Kriging interpo-
lation method was conducted for the 12 sample-point sets to obtain the spatial-distribution
maps of SOM at different sampling-point densities (Figure 4). Since the sampling site did
not cover the Yellow River Delta National Nature Reserve in the east of the study area, we
did not analyze the eastern region when studying the spatial variability of the SOM.

According to Figure 4, when the numbers of samples were between 400 and 900, the
SOM in the study area showed a similar spatial distribution pattern: soils with a medium
content of SOM (9 g/kg~12 g/kg) occupied most of the study area; soils with relatively
low content of SOM (<9 g/kg) were distributed in the southern part of the study area
with the form of spots; while soils with relatively high SOM content (12 g/kg~14 g/kg)
were mainly distributed in the central and northern parts with the form of discontinuous
patches. Because of the smooth effect of the Kriging interpolation method, soils with
SOM content greater than 14 g/kg formed narrow band regions with high value in the
northeast when the number of sample points were 500 and 600. When the number of
sample points dropped to 300~150, the ability to depict details was slightly weakened.
Furthermore, when the blocky low-value area in the southern part of the study area was
no longer obvious, the overall trend of SOM spatial variation could still be kept largely
unchanged. When the sampling point number was 100, the distribution proportion of soils
with relatively high SOM content (12 g/kg to 14 g/kg) was increased significantly within
the study area. A large area of soils with relatively high SOM content appeared in the
southern part where the SOM content was actually low, and the distribution continuity of
the patches also increased. When the number of sample points dropped to 75, the SOM
spatial-distribution information with the highest or lowest value could not displayed in
the map. The expression information of SOM spatial distribution was relatively simple,
and many details were difficult to be described. When only 50 sample points were left,
there was a marked local overestimation in the southern area. Combined with the case of
100 and 75 sampling-point sets, it can be shown that when the number of sample points
was less than 150, the Kriging interpolation method overestimated the variability of SOM
spatial prediction, especially in the truly low-value region. These characteristics of the
spatial expressions were consistent with the performance of spatial-prediction errors.
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Figure 4. Spatial distribution of the SOM content under 12 sampling-point sets in Kenli County. Note:
The number of sampling point sets represented by (a–l) is 50, 75, 100, 150, 200, 300, 400, 500, 600, 700,
800 and 900, respectively.

Overall, with the decrease in sample numbers, the spatial distribution of SOM showed
the gradually weakened ability of detail characterization. Moreover, with the further
reduction of the number of sample points, the predicted spatial distribution of SOM by
Kriging interpolation might also have appeared to be a false characterization that was
inconsistent with the actual situation. Combined with the independent verification index
of SOM spatial prediction, when predicting the spatial distribution of SOM in Kenli County,
it essentially required at least 150 sample points to ensure the accuracy of spatial prediction
and the correctness of SOM spatial-distribution trend.

4. Discussion

4.1. Comparison of the Rational Sampling Numbers in Different Regions

In the spatial-prediction process of soil attribute, the number of sampling points or
sampling-point density were important factors related to prediction accuracy and prediction
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cost [13]. In the area where the terrain was relatively flat and the soil salinization was more
severe, such as Kenli County, it was believed that the minimum number of sample points
was 150. It was equivalent to sampling more than 107 points on the area of 1000 km2 for
satisfying the prediction accuracy of SOM. This differs from the results found by other
scholars at different regions and scales. For example, in a small karst-basin scale with
an area of 75 km2 in Guizhou Province, southern China, 357 sample points could better
express the spatial variation of 0–20 cm soil organic carbon, equivalent to 4760 sample
points collected on an area of 1000 km2 [26]. In a small undulating hilly area with an area of
184 hm2 in São Paulo state of southwestern Brazil, collecting one sample point per 3.75 hm2

and one sample point per 7.2 hm2 could satisfy the expression of the spatial variability of
SOM and clay, which was equivalent to 26,667 samples and 13,889 samples collected on
1000 km2, respectively [27]. Gascuel-Odoux et al. found that sampling 200 points could
better describe spatial distribution of soil salinity within a 288 hm2 scale in the Senegal
River valley, correspond to sampling 69,444 soil samples per 1000 km2 [28]. These studies
all showed that a high number of samples were needed to express spatial variability of soil
properties. It may be due to the fact that these study areas were located with undulating
terrain and complex topography (e.g., hills, valleys, mountains, etc.), which resulted in
high spatial variability of soil properties. Therefore, more sampling points were needed for
spatial-distribution prediction.

The results in the Yangtze River Delta region showed that the reasonable sampling
numbers of SOM were about 170 sample points per 1000 km2 [29,30]. Although the
topography of the Yangtze River Delta was similar to the Yellow River Delta, it had
developed agriculture, high farming intensity and high geographical complexity, so the
minimum sampling number was slightly higher than that of the Yellow River Delta region.
In a typical agricultural planting area of Huang-Huai-Hai Plain in North China (Yucheng
County), Sun et al. concluded that 82 samples points per 1000 km2 area could satisfy the
expression of the spatial variability of soil organic carbon [31]. Yucheng County belongs
to a temperate monsoon climate zone and is located in the alluvial plains of the middle
and lower reaches of the Yellow River. The county has similar climate and topographic
characteristics as Kenli County, the study area of this paper, so the rational number of
sampling points from Yucheng County was similar to that of this paper. At the same
time, Yucheng County is located in the hinterland of the Huang-Huai-Hai plain, and the
salinity degree was light at present, while Kenli County in this paper was affected by
seawater infiltration and hydrogeology, and the soil salinity degree was relatively high.
Thus, the environmental conditions of Kenli County were more complex than Yucheng,
and furthermore, the minimum sampling number of SOM spatial variation was slightly
more than that of Yucheng.

Therefore, the minimum sampling number of 107 sample points per 1000 km2 deter-
mined in this paper was only suitable for areas with similar geographical environment
to the Kenli County. Under other different natural geographical conditions and different
agricultural production models, how many sampling points required need to be adjusted
according to local actual conditions when carrying out the spatial prediction of soil proper-
ties.

4.2. Number of Sampling Points and Spatial-Prediction Error

The error of the spatial prediction was related to the number of sampling points. Some
studies had shown that the spatial prediction errors of soil properties decreased as the
samples number increases [13,29,32]. In this paper, the prediction accuracy of SOM was
evaluated by three indicators: mean error (ME), root-mean-square error (RMSE) and mean
standard error (MSE). Although the spatial-prediction error value of the SOM was missing
at 900 sampling points, the trend of the predicted error changing from 50 to 800 sampling
points still showed that the sample point numbers had some effect on the prediction
accuracy of SOM.
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The values of ME achieved the optimal prediction accuracy when the number of
sample points was greater than or equal to 150, essentially keeping about 0, and there was
no obvious trend with the changing of the sample point numbers. The values of RMSE did
not have a particularly obvious trend with the increase in the number of samples. It had a
certain degree of volatility when the sample numbers were greater than 400; in particular,
the values of RMSE at 500 and 600 samples were significantly higher than those of in other
sample sets. This showed that the single RMSE index did not well-indicate the prediction
accuracy of SOM in this paper. The value of ASE remained around 4 when the sample-point
numbers were greater than or equal to 150, and there was less impact on its trend with
the increase in sampling-point numbers. At this time, the differences between ASE and
RMSE were small, and the accuracies of spatial prediction were improved. It indicated that
the accuracies of spatial prediction were stable at an acceptable level when the number
of samples increased to a certain value, and the accuracies of spatial prediction were not
significantly improved by the further increase in the number of samples. According to the
study of Wu et al., this situation may be due to the fact that when the number of sample
points was small, the sample points could not be ensured to be distributed in “key areas”
that could effectively reflect the spatial-distribution characteristics of soil properties [33].
When the sample points reached a certain number, the integrity and rationality of sample
points in spatial distribution would be improved, and the spatial prediction accuracy of soil
properties may have improved to a certain extent and maintained at a reasonable value.

4.3. Influencing Factors of Spatial Prediction of SOM

SOM is a very sensitive to time and space. This paper mainly studies the relationship
between the number of soil samples and the spatial-prediction accuracy of SOM. However,
factors such as topography [6,21], land-use patterns [34,35], vegetation types [36] and
human management [2] can all affect the spatial variability of SOC or SOM. Therefore, in
the future research, we should further explore the factors that affect the spatial variation of
SOM in Kenli County from the perspective of different influencing factors.

5. Conclusions

Spatial distribution of SOM showed a moderate variability in Kenli County, which
is located in the Yellow River Delta, and both the spatial-prediction accuracy and spatial-
distribution characteristics of SOM were influenced by the number of sampling points. The
mean value of the SOM content in the study area was 10.96 g/kg, with a lower-middle
fertility level. In terms of spatial variability, soils with SOM content of 9 g/kg~12 g/kg
occupied most of the study area; soils with SOM content <9 g/kg were distributed in the
southern part of Kenli County with the shape of spots, and soils with SOM content of
12 g/kg~14 g/kg were mainly distributed in the middle and northern parts of the study
area. With the decrease in sampling-point numbers, the spatial variability characteristics of
SOM showed the phenomenon of gradually weakened detail characterization, information
loss and wrong description. From the independent verification results of the predicted
values of SOM under different sampling numbers, the RMSE value did not have obvious
regularity with the changes in the sampling numbers. Both the ME and ASE showed an
obvious inflection point when the number of samples was 150, and remained at about 0
and 4, respectively, as the sampling numbers increased.

Combined with the independent verification index and spatial-distribution character-
istics, when predicting the spatial distribution of SOM in Kenli County, the rational sample
points to ensure the spatial prediction accuracy of SOM numbered 150. It was equivalent to
107 sample points per 1000 km2.
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Abstract: Site-specific pest management (SSPM) is a component of precision agriculture that relies on
spatially enabled agronomic data to facilitate pest control practices within management zones rather
than whole fields. Recent integration of high-resolution environmental data, multivariate clustering
algorithms, and species distribution modeling has facilitated the development of a novel approach to
SSPM that bases zone delineation on environmentally independent subfield units with individual
potential to host pest populations (eSSPM). Although the potential benefits of eSSPM are clear,
methods currently described for its implementation still demand further evaluation. To offer clear
insight into this matter, we used field-level environmental data from a Tahiti lime orchard and realistic
simulations of six citrus pests to: (1) generate a series of virtual (i.e., controlled) infestation scenarios
suitable for methodological testing purposes, (2) evaluate the utility of nested (i.e., within-cluster)
partitioning essays to improve the accuracy of current eSSPM methods, and (3) implement two
biological clustering validators to evaluate the performance of 10 clustering algorithms and choose
appropriate numbers of management zones during field partitioning essays. Our results demonstrate
that: (1) nested partitioning essays outperform zoning methods previously described in eSSPM,
(2) more than one clustering algorithm tend to be necessary to generate field partition models that
optimize site-specific pest control practices within crop fields, and (3) biological clustering validation
is an essential addition to eSSPM zoning methods. Finally, the generated evidence was integrated
into an improved workflow for within-field zone delineation with pest control purposes.

Keywords: algorithms; clustering; modeling; pest control; precision agriculture; site-specific;
virtual pests

1. Introduction

Site-specific pest management (SSPM) is a component of precision agriculture (PA)
that relies on spatially explicit agronomic data to facilitate pest control practices within
homogeneous sub-field units (i.e., management zones or MZ) rather than whole fields [1–3].
Although the integration of precision inputs such as satellite imagery and climatic records
into modern-day agriculture is relatively new, the first explorations of SSPM date back
to the middle 1990s when data generated in the field of integrated pest management
(IPM; e.g., pest samples, estimations of pest-induced crop damage) was geographically
enabled by global positioning systems (GPS) and cutting edge variable rate technologies
(VRT; e.g., automated tractors, planters). Such a fusion of tools and concepts facilitated
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the consolidation of site-specific insect pest management (SSIPM) [3], a multidisciplinary
approach to IPM which aims to partition infested crop fields into “treatment” and “no
treatment” zones based on interpolated maps of within-field pest densities and economic
thresholds of tolerance to pest-induced crop damages [4–7].

Recently, the integration of high-resolution environmental data, multivariate cluster-
ing techniques, and species distribution modeling (SDM) has led to the development of
“ecological site-specific pest management” (eSSPM), an ecologically oriented approach to
IPM which bases the delineation of MZ on environmentally independent sub-field units
with individual potential to host pest populations [8]. SDM implements a variety of sta-
tistical mechanisms (i.e., modeling algorithms) to infer the spatial distribution of species
based on correlations between their known geographic occurrences and the environmental
conditions associated with them [9]. eSSPM field partitioning essays (i.e., delineation of
MZ) are based on the following sequential steps: (1) description of cause-effect relationships
between mapped environmental variables and within-field pest distributional patterns,
(2) partitioning of a target crop field into a maximum number of MZ, (3) redefinition of
MZ via SDM algorithms, (4) validation of environmental independence between MZ, and
(5) classification of MZ based on their potential to host pest populations [8]. Although the
prospective benefits of eSSPM are relevant and straightforward (e.g., controlled pesticide
use, increase of crop value), field partition models generated by this approach are prone to
show different sub-optimal results such as presence zones nested within absence clusters,
presence zones insensitive to differentiated levels of pest infestation, more than one pest
absence zones, and inaccurately delimitated MZ [8].

Different factors explain eSSPM current limitations. First, the development of field
partitioning essays based on single-time implementations of multivariate clustering (MC)
algorithms, since pest absence zones within a crop field can consist of more than one
environment equally unsuitable for pest establishment but still recognizable as independent
MZ [8]. Second, the lack of clear-cut criteria to select appropriate MC algorithms during
field partitioning essays, which is essential because the final topology of field partition
models used in PA is highly influenced by the clustering approach used to compute
them [10]. Third, the redefinition of sub-field units using SDM algorithms, due to SDM’s
tendency to generate zonal models with different degrees of spatial overlap between
some MZ and incomplete representation of others [8]. Finally, the selection of optimal
numbers of MZ based on measurements of environmental overlap between sub-field units
(i.e., Schoener’s D) rather than true clustering validation indexes (CVI). CVI are equations
designed to evaluate the results of clustering analyses based on the degree of congruence
between natural groups and the data used to create them (i.e., internal validation) or
between natural groups and some other external reference (i.e., external validation) [10,11].

The development of this paper was based on two assumptions. First, to overcome the
methodological limitations currently reported for eSSPM, field partitioning essays should
consist of a two-steps process (i.e., nested field partitioning) where a rough distinction
between pest presence and pest absence zones (i.e., binary field partitioning) precedes the
subdivision of resulting sub-field units (i.e., complementary field partitioning). Second,
external validation of eSSPM field partitioning essays based on biologically interpretable
CVI should facilitate the selection of optimal MC algorithms to be used and appropriate
numbers of MZ to be delineated. To prove these statements: (1) we used high-resolution
environmental data from a Tahiti lime orchard and realistic simulations of six common
citrus pests to generate a series of virtual infestation scenarios suitable for methodological
testing purposes; (2) we implemented a series of nested field partitioning essays to test their
capability to minimize sub-optimal zoning results reported for current eSSPM methods,
and (3) we used two biologically meaningful CVI to compare the performance of 10 MC
algorithms and to determine appropriate numbers of MZ to be considered during field
partitioning essays. The use of simulated pest data allowed the development of testing
essays under controlled virtual scenarios, an advised condition to assess modeling method-
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ologies in ecology since it grants researchers unrestricted access to statistical processes and
evidence necessary for drawing robust conclusions about natural mechanisms [12–14].

Five main contributions are presented in this paper. First, a clear distinction between
SSIPM and eSSPM as conceptually and methodologically independent implementations of
SSPM. Second, robust empirical evidence regarding the utility of nested field partitioning
essays on overcoming the limitations reported for current eSSPM zoning approaches. Third,
solid empirical evidence regarding the utility of biologically meaningful CVI to test the
performance of MC algorithms and select adequate numbers of MZ during eSSPM zoning
essays. Fourth, the first precedent on the simultaneous use of multiple MC algorithms to
delineate MZ within the context of PA. Finally, an up-to-date workflow that considerably
improves the accuracy of zoning methods presently implemented in eSSPM (Figure 1).

Figure 1. New workflow proposed to delineate management zones with pest control purposes.

2. Materials and Methods

2.1. Summary

The development of this work was based on the following methodological steps:
(1) environmental representation of the experimental orchard by means of precision sam-
pling tools (i.e., unmanned aerial vehicle, multispectral camera, data loggers, georeferenced
soil samples, georeferenced pest samples), (2) probabilistic modelling of six virtual pests
within the boundaries of the experimental orchard (i.e., phytopathogenic nematode, bacte-
rial canker, fungal foot rot, insect-transmitted disease, invasive weed, phytophagous mite),
(3) “binary field partitioning essays” to distinguish between pest presence and pest absence
zones within the experimental orchard, (4) “complementary field partitioning essays” to
distinguish differentiated levels of pest presence and to identify presence zones nested
within absence clusters, (5) evaluation of field partition models by means of biologically
meaningful CVI (i.e., biological homogeneity index or BHI and biological stability index or
BSI), and (6) refinement of field partition models by means of hierarchical dendrograms (of
environmental relationships between zones), bubble charts (of zonal suitability values) and
visual networks (of zone environmental independence). The resulting observations were
used to update zoning methods currently described in eSSPM.

2.2. Study Site

Environmental data were collected from a nine years old, artificially irrigated or-
chard (6.5 ha) dedicated to the commercial production of Tahiti lime (variety “Cucho,”
Citrus aurantium × Citrus latifolia, 6 m × 4 m between individuals) in the central region of
Veracruz, Mexico. Climatic conditions associated with this region are warm humid, with
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abundant summer rains and annual temperatures between 24 ◦C and 26 ◦C [15]. Predomi-
nant soil types range from sandy-clay to sandy-loam, with pH values ranging from 6.62 to
6.99 [16]. Surrounding landscapes are represented by agricultural plantations (e.g., sugar
cane, corn, beans) and small remnants of dry forest, which was the primary ecosystem
of the region before recent agricultural expansion [17]. The selection of this study area
(i.e., Carrillo Puerto municipality) was based on its contribution to regional citrus activities
and abundance of small commercial plantations. In contrast, the experimental orchard was
chosen on account of its available historical data (i.e., environmental, production-related).

2.3. Data Sets

Four data sets were used to represent environmental conditions within the experimen-
tal orchard (1 m2/pixel): multispectral aerial imagery, microclimatic data logs, presence-
absence data of citrus pests, and georeferenced soil samples.

Multispectral imagery was captured using an unmanned aerial system (UAS) inte-
grated by a low-cost quadcopter (3DR Solo, discontinued in 2019) and a cheap sports
camera (Ekken 4K, 60 FPS) modified with a planar lens designed for vegetation analysis
(i.e., NDVI-7; red-edge 750 nm, green 500–565 nm, blue 450–485 nm). Recent studies have
used similar platforms to approach vegetation biophysical features [8,18,19]. The UAS was
deployed once over the experimental orchard on October 17th of 2018 approximately at
zenith (between 14:00 and 14:30 h. local time) to guarantee maximum radiation conditions
and minimum shadow effects. This UAS followed a photogrammetric route designed to
take images with 60% side overlap and 80% vertical overlap at a flight altitude of 50 meters
above the takeoff site. A set of 12 fixed ground control points (e.g., georeferenced vinyl
squares on the ground) was used to facilitate aerial image spatial referencing.

Microclimatic data was sampled using nine Arduino-based data loggers assembled
and programmed in the Biogeography laboratory of the Instituto de Ecología, A.C. (IN-
ECOL). Arduino is an open-source electronics prototyping platform based on simple,
customizable hardware and software [20]. Data loggers were installed evenly across the
orchard below fully grown trees, while ambient temperature and humidity sensors were
placed 15 cm above the ground as in Méndez-Vázquez et al. [8]. Loggers were set to record
information with a frequency of 60 minutes for 20 days, from October 28th to November
17th of the year 2018.

Georeferenced soil samples and presence-absence data of Phytophthora sp. “foot rot”
and “brown rot” were collected from 73 randomly selected Tahiti lime trees. Two stages
of foot rot were considered. Resinous wounds and callus tissue near the grafting area
were associated with “active” and “inactive” foot rot infections, respectively [21]. After
careful inspection of each tree, a soil sample of approximately 400 gr was collected from
the uppermost 30 cm of the topsoil, where roots of citrus trees mainly develop [22]. Once
in the laboratory, 100 gr of each available sample were used to prepare 1:5 dilutions in
demineralized water as in Méndez-Vázquez et al. [8]. Such dilutions were used to measure
soil pH and electrical conductivity (EC) values using a multipurpose sensor for monitoring
water quality (YERYI TDS/EC/PH/TEMP meter).

2.4. Environmental Predictors of Virtual Pests

Multispectral images captured via UAS were used to generate three outputs: one
multispectral orthomosaic (blue, green, and red edge bands), one digital surface model
(DSM), and one digital terrain model (DTM). These products were created using Agisoft
Photoscan (V1.2 for Debian Linux distributions), an image analysis software widely used
in PA that facilitates the creation of maps from UAS imagery [23,24]. The native resolution
of such outputs was re-scaled from 20 cm2/pixel to 1 m2/pixel to avoid computationally
heavy processes and still achieve very high spatial resolution in our results. Four sub-
products were obtained from the manipulation of spectral data. Red edge, green and blue
bands of the orthomosaic were used to calculate a vegetation index highly correlated to
plant metabolism and stress (i.e., single-band normalized differences vegetation index
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or SI-NDVI [21]). SI-NDVI (NDVI from now on) values facilitated the estimation of
fractional vegetation cover (FVC) based on methods described by Thorp, Hunsaker, and
French [25]. This measurement of plant area per surface unit is closely related to leaf area
index and evapotranspiration [26,27]. The available DTM was used to compute maps of
flow accumulation and topographic roughness index (TRI) using algorithms implemented
in functions “r.terraflow” [28] and “r.tri” [29] of GRASS GIS 7 [30]. Within-field patterns of
crop cover and terrain features are known environmental drivers of different agricultural
pest species [27,31].

Microclimatic data logs were summarized into averages, maxima, and minima of every
sampled variable (i.e., ambient temperature, relative humidity). Using logger coordinates
and the inverse distance weights algorithm (IDW) implemented in the function “v.surf” of
GRASS GIS 7, three raster maps were created to represent the experimental orchard in terms
of average temperature, mean relative humidity, and vapor pressure deficit (VPD). This
last variable is closely related to evapotranspiration and ecosystem function [32] and was
calculated by implementing Allen’s equation based on temperature and humidity data [33].
IDW is a statistical interpolation technique historically used to generate surface models of
climatic variables and within-field pest distributions [34,35]. Although methods based on
semivariograms (e.g., kriging) are a more standard approach to interpolate point-based
data in PA [11,36,37], IDW is much simpler to implement, is less demanding in computing
power, and is readily available in practically every GIS software today. The resulting
interpolated maps were not accurate representations of the environment associated with
the experimental orchard but reductionist models that simplified the evaluation of complex
environment-pest interactions in geographic space. The influence exerted by climatic
conditions over the distributional patterns of pests is well known [38–40].

Soil EC, soil pH and presence-absence data collected from citrus trees were also
spatially interpolated using the IDW algorithm as in Corwin and Lesch [41] and Méndez-
Vázquez et al. [8]. Soil pH and EC are relevant variables for agriculture due to their close
relationship to crop productivity and soil physical properties, respectively [42,43]. Citrus
foot rot and brown rot are different manifestations of Phytophthora sp. infections that affect
crop productivity and facilitate the establishment of secondary diseases [44].

Twelve digital maps of environmental features were generated (in TIFF format). Vari-
able names, codes, and methods used to compute them are presented in Table 1.

Table 1. Environmental predictors, their corresponding codes, and the estimation methods used to
compute them.

Code Variable Estimation Method

aFRot active citrus foot rot IDW interpolation of presence-absence data
flowAccum flow accumulation “r.terraflow” function of GRASS GIS 7

cropFVC fractional vegetation cover FVC = (1 + NDVI)/(1 − NDVI) × NDVIˆ0.5
iFRot inactive citrus foot rot IDW interpolation of presence-absence data

relHum mean relative humidity IDW interpolation of data logs
sunRad mean sub-canopy radiation IDW interpolation of data logs

cropNDVI single image NDVI SI-NDVI = (NIR − BLUE)/(NIR + BLUE)
soilEC soil electrical conductivity IDW interpolation of soil samples
soiPH soil pH IDW interpolation of soil samples

TRI topographic roughness index “r.tri function” of GRASS GIS 7
VPD vapor-pressure deficit VPD = esm − ea

IDM: All IDW interpolation essays were executed using the “v.surf” function of GRASS GIS 7. esm: esm = (esmn
+ esmx)/2; esmn = 0.6108 × exp((17.27 × min Temp)/(min Temp + 273.3)); esmx = 0.6108 × exp((17.27 × max
Temp)/(max Temp + 273.3)). ea = (mean RH/100) × esm.

2.5. Within-Field Distribution of Virtual Pests

Six pairs of uncorrelated predictor variables were used to simulate known distribu-
tional patterns of six virtual pests within the experimental orchard. Distributional maps of
each pest are presented in Figure 2, whereas specific environmental ranges considered dur-
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ing pest design are shown in Table 2. Pest virtualization was performed using R statistical
software’s “virtualspecies” package [45].

Figure 2. Distributional patterns of virtual pests (1–6) simulated within the experimental orchard.
Values close to 1 (dark colors) represent regions of higher pest suitability.

Table 2. Environmental predictors, response functions, and parameterization values used to design
virtual pests.

Pest Variable 1 Fun. Var 1 Range Var 1 Variable 2 Fun. Var 2 Range Var 2

1 VPD normal m = 0.55, sd = 0.25 TRI normal m = 0.2, sd = 0.15
2 flowDir quadratic a = 3, b = 1, c = 0.25 sunRad custom m = 195, diff = 55, prob = 0.95
3 relHum quadratic a = 3, b = 1, c = 0.25 aFRot logistic beta = 0.3, alpha = 0.25
4 soilPH logistic beta = 10, alpha = 1 cropNDVI normal m = 0.05, sd = 0.1
5 cropHeight normal m = 1.5, sd = 0.1 ambTemp quadratic a = 3, b = 1, c = 0.25
6 iFRot logistic beta = 0.75, alpha = 0.05 soilEC normal m = 155, sd = 35

Distributional patterns of pest 1 were driven by temperature–humidity interactions
(i.e., vapor pressure) and terrain features (i.e., topographic roughness) known to facilitate
the proliferation of phytopathogenic nematodes specialized in citrus crops
(i.e., Tylenchulus semipenetrans) [46].

Pest 2 responded to the existence of places prone to flooding (i.e., direction of flow
accumulations) and low exposition to sunlight (i.e., sun radiation), where canker-producing
bacteria (i.e., Xanthomonas axonopodis) can survive for days [47,48]. Pest 3 was inspired
by fungal diseases (i.e., Phytophthora sp. foot rot/brown rot) that become active during
the most humid months of the year (i.e., relative humidity) [21]. The distribution of
pest 4 was based on an insect-transmitted disease (i.e., citrus greening) that proliferates
better on citrus trees (i.e., NDVI) already exposed to physiological stress (i.e., pH) [49].
Pest 5 mimicked a generic undesired weed that invades bare soil areas of citrus orchards
(i.e., FVC) when warm microclimates occur (i.e., ambient temperature). Finally, distribu-
tional patterns of pest 6 were based on those of a phytophagous mite (i.e., white/broad mite,
Polyphagotarsonemus latus) whose populations thrive on trees damaged by previous dis-
eases (i.e., inactive Phytophthora sp. foot rot) and highly stressing environmental conditions
(i.e., electrical conductivity) [21].
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2.6. Nested Field Partitioning Essays

As mentioned before, the field partitioning approach implemented by current eSSPM
methods shows relevant shortcomings during the delineation of MZ, such as presence
zones nested within absence clusters, presence zones insensitive to differentiated levels of
pest infestation, more than one pest absence zones, and inaccurately delimitated MZ [8]. To
avoid these scenarios, MZ delineation essays implemented in this work were based on a
two-step approach that we denominated nested field partitions. The first step consisted of
binary field partitions where 500 random and spatially independent points representative
of the experimental orchard (in terms of environmental factors relevant to the distribution
of each simulated pest) were used to develop clustering essays that facilitated a rough
distinction between pest presence and pest absence zones.

The second step consisted of complementary field partitions where 500 representa-
tions of presence-only and absence-only zones were used to implement within-cluster
field partitions useful to identify differentiated levels of pest infestation and nested pest
presence/absence zones. The main difference between binary and complementary field
partitioning essays is that the former aims to partition the target crop field into two sub-field
units (i.e., pest presence and pest absence clusters). In contrast, the latter seeks to parti-
tion binary sub-field units into several MZ that facilitate whether the “rescue” of nested
presence/absence zones or the recognition of differentiated levels of pest infestation.

Ten MC algorithms were used to partition the experimental orchard binarily or com-
plementarily (Table 3). These algorithms were implemented using R statistical software’s
“clValid” package [50] and were selected on account of their known capability to group
biological data sets [10,50]. A more profound explanation of such clustering approaches is
presented in Appendix A.

Table 3. Multivariate clustering (MC) algorithms compared during field partitioning essays devel-
oped in this work.

Method Acronym Class Reference Package

Average linkage AL hierarchical [51] fastcluster
Clustering large applications CLA partitioning [52] cluster

Complete linkage CL hierarchical [51] fastcluster
Divisive analysis DIA hierarchical [52] cluster
Fuzzy analysis FNY partitioning [52] cluster

Model-based clustering MCL model-based [53] mclust
Partitioning around medioids PAM partitioning [52] cluster

Self-organizing maps SOM machine learning [54] kohonen
Single linkage SL hierarchical [51] fastcluster
Ward’s linkage WL hierarchical [55] fastcluster

Since it was not always possible to generate “perfect” field partition models (i.e., con-
taining completely homogeneous clusters), binary partitions of the experimental crop field
yielded one of four possible scenarios: (1) the partition model included clusters that clearly
distinguished between pest presence and pest absence zones, (2) the model included one
accurate absence cluster and a presence cluster that incorrectly hosted absence zones, (3) the
model included one accurate presence cluster and an absence cluster that incorrectly hosted
presence zones, and (4) both clusters in the model included a mixture of presence and
absence zones. Complementary partitioning essays were implemented on presence-only
clusters for scenarios (1) and (2). This facilitated the differentiation of pest levels (scenario 1)
and the isolation of nested pest absence zones (scenario 2), depending on the case. Scenar-
ios (3) and (4) demanded the partitioning of both pest presence and pest absence clusters,
which facilitated the isolation of nested pest presence zones (scenario 3) and the distinction
between pest presence and pest absence zones (scenario 4).
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2.7. Validation of Field Partition Models

Selection of best field partition models (i.e., testing the performance of MC algorithms)
and appropriate numbers of MZ were based on BHI and BSI indexes (0-1). BHI is an
external measure for genetic clustering validation proposed by Datta and Datta [56] that
determines how homogeneous clusters in a partition model are (higher values meaning
a higher homogeneity) in terms of biologically meaningful categories called “functional
classes” (i.e., genetic functions). In our case, surrogate environmental classes (e.g., high
presence, low presence, pest absence) were generated by applying different suitability
thresholds to distribution maps representative of the simulated pests. The specific number
of presence levels and thresholds used to define them varied according to the case. The
package “clValid” calculates BHI based on the following equation:

BHI(C, B) =
1
K

K

∑
k=1

1
nk(nk − 1) ∑

i =j∈Ck

I(B(i) = B(j)), (1)

where nk equals n(Ck ∩ B), which is the number of annotated categories (i.e., pest levels)
in statistical cluster Ck, B(i) is the functional class containing category i, and B(j) is the
functional class containing category j.

A second evaluation based on BSI measures was performed in cases where more than
one field partition model shared the highest BHI values. BSI tests clustering consistency
for observations with similar biological functionality (higher values meaning higher sta-
bility) [50]. To do so, new clustering essays are developed by removing one sample at a
time (from the clustered data set) and cluster membership of observations with similar
functional annotation is compared with cluster memberships observed during essays based
on all available samples. BSI can also be calculated by the “clValid” package through the
following equation:

BSI(C, B) =
1
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∑
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)

n
(
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where F is the total number of functional classes, Ci,0 is the statistical cluster containing
observation i, and Cj,l is the statistical cluster containing observation j when column l
is removed.

After the best partition models were selected (i.e., MC algorithms and number of MZ
that maximized BHI/BSI values), cluster membership numbers were interpolated within
the experimental orchard using the IDW algorithm included in GRASS GIS 7 (function
“v.surf”). Maps resulting from these interpolations were reclassified to eliminate decimal
values and produce management zones containing unique cluster membership numbers.

2.8. Classification of Management Zones

After binary and complementary field partition models were fused to generate prelim-
inary field partition models, management zones were categorically classified (e.g., absence,
low presence, high presence) based on a decision support system consisting of hierarchical
dendrograms, bubble charts, and cartographic projections.

Individual dendrograms were generated by hierarchically clustering (i.e., AL) environ-
mental values representative of management zones included in a preliminary field partition
model and true presence/absence zones known to operate within the experimental orchard.
True presence and absence zones were delineated by selecting a presence-absence suitabil-
ity threshold (PAST) for each virtual pest and reclassifying all values in their distribution
models. All suitability values below the PAST established for a given pest were reclassi-
fied to 0, whereas those equal or above such a PAST were reclassified to 1. The resulting
dendrograms were used to represent the existing relationships between MZ included in
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preliminary field partition models and the environmental closeness of such MZ to true
presence/absence zones delimited for their corresponding pests.

Bubble charts were computed based on the mean suitability values observed within
MZ included in preliminary field partition models. Zonal suitability averages were cal-
culated by overlaying the distribution model generated for a target pest (see “Within
field distribution of virtual pests”) and MZ included in its corresponding partition model.
Bubble size and color corresponded with their represented values (bigger/darker bubbles
meant higher suitability values).

Cartographic representations of preliminary field partition models and the known
distribution of their corresponding pests facilitated the interpretation of hierarchical den-
drograms and bubble charts previously described.

2.9. Validation of Management Zones

According to PA theory, after a target crop field has been partitioned into n sub-field
units, the appropriateness of MZ needs to be evaluated to determine whether there are real
differences between them (or not) in terms of the agricultural phenomenon to be managed
(e.g., soil properties, yield). Historically, this task has been accomplished by implementing
strategies as simple as ANOVA models or as complex as mixed linear models (MLM).
However, no standard method has been described to this date [10,11].

Since in our case MZ are expected to show individual potential to host pest populations,
their represented environments are also likely to be differentiated from one another. This
condition can be evaluated with SDM background tests, which are tools initially designed to
measure the level of environmental overlap between SDM models generated for two species
(pairwise comparisons) using Schoener’s D. This index (0–1) is sensitive to ecological
similarities (between geographic entities) given by diet and microhabitat variables [57,58].

In this work, the generation of zonal SDM models and the implementation of back-
ground tests was based on the “ENMTools” package for R [59], which estimates the
spatial distribution of compared species based on the Maxent (i.e., maximum entropy)
algorithm [60] and estimates Schoener’s D with the following equation:

D = 1 − 1
2

(
∑
ij

∣∣Z1ij − Z2ij
∣∣), (3)

where Z1ij and Z2ij represent the occupancy of entities 1 and 2, respectively.
In practice, environmental and geographic samples (i.e., environmental values, geo-

graphic coordinates; n = 500) of management zones included in preliminary field partition
models were used to implement pairwise background tests that generated individual
matrices of between-zone overlaps (one for each pest). Such matrices were used to feed a
set of visual networks that represented management zones as labeled nodes, the environ-
mental similarity between zones as numbers next to each link (i.e., D), and the statistical
significance of a particular nexus value as the link’s width. In cases where preliminary field
partition models considered more than one absence zones, these were fused into a single
absence cluster before MZ networks were computed.

The threshold used to determine similarities between MZ was an environmental over-
lap equal to or greater than 10% (D ≥ 0.1). Regardless of the observed similarity between
zones, statistically significant environmental relationships (α = 0.05) were represented as
“thick” links between nodes. In contrast, statistically insignificant ones were drawn as
“slim” (low similarity values below the alpha level) and “normal” (high similarity values
below the alpha level) links between nodes.

The results of this exercise (i.e., environmental relationships between MZ) were used
to generate a series of final field partition models that were regarded as the best possible
options to facilitate pest management practices within the experimental orchard from an
eSSPM perspective.
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3. Results

3.1. Nested Field Partitioning Essays (Binary)

All BHI and BSI values used to evaluate binary partition models (roughly distinguish
between pest presence and pest absence clusters) are presented in Figure 3. These results
show that the best performing MC algorithms for pests 1 to 6 were, respectively: CL, MCL,
SL, CL, SL, and WL (Figure 4). Binary field partition models that displayed BHI values
approaching 1 showed excellent capability to distinguish between pest presence and pest
absence zones (i.e., pest 5, pest 6). The exception to this pattern was observed in pest
2 which generated a field partition model with a BHI value of 0.93 but was unable to
distinguish accurately between pest presence and pest absence zones on one half of the
experimental orchard (i.e., south). It is worth noticing that the BSI value displayed by the
binary partition model generated for pest 2 (i.e., 0.69) was significantly lower than BSI
values observed in partition models developed for pests 5 and 6 (0.97 and 0.89 respectively).

Figure 3. Biological homogeneity index (BHI) and biological suitability index (BSI) values calculated
for binary partitions modeled by the compared algorithms. These indexes base partition selection on
the highest observed values.

3.2. Nested Field Partitioning Essays (Complementary, Presence-Only)

Best performing MC algorithms during field partitioning essays developed within
presence-only clusters are shown in Figure 5 (BHI) and Figure 6 (BSI). For pests 1 to 6 best
performing algorithms were: SOM, SL, CL, MCL, DIA, and MCL (Figure 7). In this case,
partitioning essays developed over homogeneous geographic entities (i.e., BHI approaching
1) were prone to recognize highly homogeneous zones (pest 2, pest 4). An exception to this
pattern was observed in pest 6, where partitioning of a homogeneous presence-only cluster
resulted in poorly homogeneous zones (BHI: 0.67).
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Figure 4. Best binary partition models generated for the six virtual pests simulated within the
experimental orchard.

Figure 5. Biological homogeneity index (BHI) values calculated for complementary partition essays
implemented over presence-only clusters of binary models. This index bases partition selection on
the highest observed values.
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Figure 6. Biological suitability index (BSI) values calculated for complementary partition essays
implemented over presence-only clusters of binary models. This index bases partition selection on
the highest observed values.

Figure 7. Best partition models of presence-only clusters used to identify differentiated levels of pest
presence and isolated nested absences within the experimental orchard.

3.3. Nested Field Partitioning Essays (Complementary, Absence-Only)

Implementation of field partitioning essays within absence-only clusters was pertinent
only for binary partitions of pests 1 to 4. Figures 8 and 9 show that best performing MC
algorithms for these pests were: WL, SL, MCL and MCL (Figure 10). In this case, all
generated field partition models displayed relatively high BHI values, even those that were
developed within poorly homogeneous absence-only zones (pests 1, 3, and 4).
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Figure 8. Biological homogeneity index (BHI) values calculated for complementary partition essays
implemented over absence-only clusters of binary models. This index bases partition selection on the
highest observed values.

Figure 9. Biological stability index (BSI) values calculated for complementary partition essays
implemented over absence-only clusters of binary models. This index bases partition selection on the
highest observed values.
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Figure 10. Best partition models of absence-only clusters used to isolate nested presences and
absences from inadequate parent clusters.

3.4. Classified Management Zones

The preliminary field partition model generated for pest 1 showed good visual agree-
ment with its corresponding distribution map (Figure 11, left). Moreover, only one absence
zone was recognized (i.e., zone 1, suitability: 0.23), as well as three zones with differenti-
ated levels of pest presence (i.e., zone 2, suitability: 0.41; zone 3, suitability: 0.43; zone 4,
suitability: 0.59). This partition model also showed statistically supported environmental
agreement with presence and absence zones included in the reclassified distribution model
generated for pest 1. In the case of pest 2 (Figure 11, right), visual agreement between its
preliminary field partition model and its corresponding reclassified distribution model
was also good but partial, since a significant area of the orchard where the target pest was
known to be present (roughly one-quarter of the total field) was associated with suitability
values below the established threshold for presence-absence discrimination (i.e., 0.25).
Three absence zones were identified (i.e., zone 1, suitability: 0.15; zone 2, suitability: 0.15;
zone 4, suitability: 0.16) as well as three more zones of differentiated pest presence (i.e.,
zone 3, suitability: 0.41; zone 5: suitability: 0.46; zone 6, suitability: 0.57). Both sets of zones
displayed high environmental agreement with true presence and absence zones included
in the reclassified distribution model generated for pest 2.

The preliminary partition model generated for pest 3 (Figure 12, left) showed good
visual and environmental agreement with its corresponding reclassified distribution model.
Only one pest absence zone was recognized (suitability: 0.25), although a portion of it
was incorrectly included in a pest presence management zone (i.e., zone 3). The highest
mean suitability was observed in zone 2 (0.71), whereas those of zones 3 and 4 ranged from
0.55 to 0.64. In the case of pest 4 (Figure 12, right), the generated field partition model
showed good agreement (both environmental and visual) with its corresponding reclassi-
fied pest distribution map; nevertheless, none of the delineated MZ could be classified as
absence-only. Instead, four pest presence levels were recognized (zone 1, suitability: 0.32;
zone 2, suitability: 0.45; zone 3, suitability: 0.45, zone 4, suitability: 0.67), two of which
displayed identical mean suitability values (MZ 2 and 3) but significantly differentiated
environmental conditions.
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Figure 11. Multivariate chart used to classify MZ included in partition models that facilitate within-
field management of pests 1 and 2. Environmental dendrogram based on Euclidean distances and
average linkage.

Figure 12. Multivariate chart used to classify MZ included in partition models that facilitate within-
field management of pests 3 and 4. Environmental dendrogram based on Euclidean distances and
average linkage.

Preliminary field partition models generated for pests 5 and 6 displayed good agree-
ment with their corresponding reclassified pest maps. In the case of pest 5 (Figure 13,
left), six MZ were delineated within the experimental orchard, with zones 1 through 4
showing mean suitability values below the presence-absence threshold previously estab-
lished (suitability: 0.0). In an exceptional scenario, MZ that corresponded with known
presences of pest 5 (MZ 5 and 6) also showed mean suitability values considerably below
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the presence-absence threshold (0.03 and 0.07 respectively), apparently as a result of natu-
ral distributional features of pest weeds. The field partition model developed for pest 6
(Figure 13, right) included three MZ, one pest absence zone (zone 1, suitability: 0.08) and
two differentiated levels of presence (zone 2, suitability: 0.30; zone 3, suitability: 0.38).

Figure 13. Multivariate chart used to classify MZ included in partition models that facilitate within-
field management of pests 5 and 6. Environmental dendrogram based on Euclidean distances and
average linkage.

Corrected versions of preliminary partition models (i.e., zone number according
to mean suitability values, fused redundant zones) generated for all evaluated pests is
presented in Figure 14.

Figure 14. Preliminary models of field partition generated to facilitate management of all six virtual
pests within the experimental orchard.
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3.5. Validated Management Zones

For all six virtual pests, networks of environmental relationships (Figure 15) showed
varying degrees of similarity between the MZ included in their corresponding field partition
models, from no environmental relationships at all (D = 0) to completely overlapping
environments (D = 1). However, significance values associated with such between-zone
similarities (pD) support only three environmental links that show a maximum D value
of 0.02 (thick lines between nodes, pests 2 and 4), which is insignificant in terms of the
threshold value used to define strong environmental relationships between MZ (D ≥ 0.1).
Such a condition was interpreted as evidence of environmental independence between the
MZ included in preliminary field partition models generated for all six virtual pests. This
is important since zones with individual potential to host pest populations are expected to
be environmentally independent from the rest [8].

Figure 15. Environmental relations between management zones (by pest, 1–6). Zones are represented
by nodes of a different color (corresponding to colors used to represent management zones during
previous analyses) and size, with bigger nodes representing higher mean suitability values. Environ-
mental distances between MZ (1-D) are represented by numbers next to network edges (i.e., links).
Link width (i.e., slim, normal, thick) corresponds with the three manifestations of environmental
relationships between MZ considered here. Slim edges (barely visible) represent statistically insignifi-
cant relationships which showed D values below the established threshold for recognition of strong
environmental ties. Normal edges (visible but slim) represent statistically insignificant relationships
where D values surpassed the established threshold for recognizing environmental bounds between
zones. Thick edges represent statistically significant relationships where D values may or may not
have surpassed the threshold established for the recognition of environmental bounds between zones.
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Although between-zone overlaps observed in the generated networks did not justify
the fusion of MZ for any of the analyzed field partition models, such similarities exist
and should be considered when using such models to program/implement pest control
practices within the experimental orchard. Final field partition models are presented in
Figure 16.

Figure 16. Final partition models generated to optimize management of virtual pests within the
experimental orchard.

4. Discussion

4.1. Nested Field Partitioning Essays in eSSPM

Field partitioning strategies currently described in eSSPM are based on one-time im-
plementations of MC algorithms capable of delineating homogeneous and environmentally
independent MZ with individual potential to host pest populations [8]. Although this
is an efficient approach to partition within-field variability for temporally and spatially
stable agricultural phenomena (i.e., yield properties, soil conditions) [61–64], it shows clear
limitations when used to partition the spatial variability of agricultural pests which are
dynamic in space and time and tend to be present only in specific areas of crop fields (i.e.,
pest presence zones). Therefore, previous implementations of this method report field
partition models with sub-optimal topologies such as presence zones nested within absence
clusters, presence zones insensitive to differentiated levels of pest infestation, and more
than one pest absence zones [8].

The fact that field partition models generated during the development of this work
showed a low propensity to present the inconsistencies mentioned above, was interpreted as
evidence that nested partitioning essays are an efficient strategy to minimize the frequency
of sub-optimal results during the delineation of MZ with pest control purposes. However,
it is necessary to stress the weaknesses that restrain us from claiming universal usefulness
for the methods proposed in this paper. In this sense, three types of sub-optimal scenarios
were observed: (1) partition models which included nested pest presences in small portions
of the crop field (pests 2 and 3), (2) partition models which showed marginal suitability
values even in pest presence zones (pest 5), and (3) partition models which showed a pest
absence zone considerably larger than expected (pest 4).

For the first scenario, discussions should revolve around the nature of nested field
partitioning essays themselves, since even though sub-optimal results in the generated field
partition models (i.e., presence zones within absence clusters) were limited to small parts
of the crop field, they still exert an influence over the final topologies of such models. This
indicates that the two-step process proposed in this paper could be modified to an n-step
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process which includes as many within-cluster partitioning essays as necessary to isolate
nested pest presence zones. In practice, such n-step nested partitioning essays should
follow the same logic as their two-step predecessors, with biologically meaningful CVI
being used to determine optimal MC algorithms to be used and the appropriate number of
MZ to be delineated. However, it should be noticed that this improvement of the zoning
method originally proposed will imply more processing time although computational
needs will remain the same.

For scenarios two and three, discussions should focus on the type of pests intended to
be managed. In these cases, sub-optimal zoning results were observed in field partition
models generated for citrus greening (pest 4) and invasive weeds (pests 5) specifically.
These two pests share NDVI (pest 4) or NDVI by-products (pest 5) as environmental
predictors, which preconditions the crop field to show pest presence sites only where
some form of vegetation is also present. However, field partitioning essays for these pests
included values of all pixels representative of the experimental orchard. This form of
implementation seems to have created a special condition where environmental values
from places where no vegetation was present combined with values of complementary
pest predictors (i.e., soil PH for pest 4, ambient temperature for pest 5) created false zones
of marginal pest presence, which acted as confusion factors during the partitioning of the
target crop filed. Based on these observations, we recommend that when the pest to be
managed strictly needs the presence of vegetation to manifest, predictors to be used during
partitioning essays should include a preprocessing that excludes all environmental values
occurring in pixels where such a precondition is not fulfilled.

4.2. Performance of MC Algorithms within the Context of eSSPM

Although most PA zoning essays reported by literature are based on implementations
of particular clustering approaches (e.g., fuzzy c-means, FANNY, McQuitty) [10,11], results
presented here show that more than one MC algorithms tend to be necessary to delineate
MZ with pest control purposes. This is because the spatial nature of data sets to be clustered
during field partitioning essays could (and many times do) vary considerably depending
on the pest to be managed and on the portion of the crop field being partitioned. Thus,
clustering methods of proven efficiency to develop binary field partitions do not necessarily
correspond to those that offer the best performance during complementary ones (whether
presence-only or absence-only), even when the same pest is being considered. Similarly,
any set of MC algorithms used to partition a crop field assuming a pest “A” will rarely
perform accurately during partitioning essays developed for a pest “B.”

Despite this result, a general pattern was observed where partitioning essays intended
to distinguish between pest presence and pest absence sites (i.e., binary, absence-only)
were better resolved by hierarchical MC algorithms (i.e., pests 1, 3, 4, 5, and 6), whereas
more sophisticated approaches (i.e., SOM, DIA, MCL) were necessary to find differentiated
levels of pest presence within general presence clusters (i.e., pests 1, 4, 5 and 6). This
trend is consistent with published research that highlights the efficiency of hierarchical
MC algorithms (i.e., SL, CL, WL) to partition sets of well-separated binary data (whether
biologically meaningful or not) [10,65,66], as well as that of partitioning and model-based
algorithms (i.e., MCL, DIA, SOM) to perform this same task with data sets that include
observations more closely positioned in statistical space [50,67,68]. It must be noted,
however, that plenty of other research works successfully explore the implementation of
hierarchical clustering methods to partition spatially close data sets, as well as partitioning
and model-based approaches to partition well separated binary data sets. Taking these
observations into account, we recommend developing eSSPM field partitioning essays
(i.e., binary, complementary) based on a combination of MC algorithms that best suit the
particularities of the specific pests and fields to be managed.
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4.3. Validation of Field Partition Models Using Biologically Meaningful CVI

A high proportion of field partitioning methods currently described in PA determine
optimal numbers of management zones by means of internal and stability CVI [11,37,61,62,64,69],
which are specialized algorithms designed to validate unsupervised clustering essays [70].
Internal validation uses intrinsic information in the data to assess the quality of clustering
(e.g., compactness, contentedness, fuzziness performance, partition entropy, fuzziness
performance), whereas stability measures evaluate the consistency of a clustering topology
by comparing results from different iterations where each column (i.e., observation) is
removed one at a time during the clustering process (e.g., average proportion of non-
overlap, average distance, average distance between means) [50]. It is necessary to consider,
however, that these examples do not deal with the delineation of management zones with
pest management purposes. Instead, they focus on the management of resources such as
fertilizers and water which are inputs needed when soil conditions are not favorable for
plant fertility.

The task of enclosing pest populations within environmentally homogeneous zones
poses different technical complexities than enclosing qualitative classes of the crop itself.
For instance, zoning methods used in fertilization and irrigation PA are based on envi-
ronmental features that are more stable in time (e.g., soil properties, terrain form) and
agricultural phenomena that are driven almost exclusively by such factors (e.g., soil fertility,
water deficit). On the other hand, in the case of eSSPM it is necessary to consider that
species are living entities constantly evolving to occupy as many environments as possible
within the boundaries of their physiological limitations (i.e., adaptation [71]). This means
that they will rarely restrict their natural expansion to the limits of a single “climatic compo-
nent” (i.e., set of environmental conditions) as demonstrated by ecological and agronomic
literature [72–75]. On the contrary, species tend to occupy different climatic components
simultaneously, depending on factors such as the time of the year and the immediate needs
of their populations [76].

Since agroecosystems follow the same physical rules as natural ecosystems (at least
in nature), the existence of differentiated microenvironmental conditions can be assumed
for most agricultural fields [77,78]. We can also assume that within-field pest distribution
will usually converge with more than one microenvironmental component, and that such
components are not the only factors governing how pests distribute within the crop field
but complementary influences that closely interact with other pest drivers such as the
available resources (e.g., food abundance, mating sites) [79]. This is the main reason why
we find internal and stability CVI lacking as validators of field partitioning essays in
eSSPM, because of their natural tendency to favor partition models that maximize internal
coherence of microclimatic components (i.e., cluster) that, although relevant, are not the
only drivers of pest within-field dynamics.

BHI compensates for the influence of unknown pest drivers by seeking maximum
congruence between microenvironmental components that are somewhat homogeneous
in nature (i.e., clusters) and the known spatial distribution of target pests. This way it is
possible to evaluate field partitioning essays in function of clusters’ capability to enclose
individuals of the same class (e.g., levels of pest infestation) rather than their internal
structure (which excludes the influence of other factors but microenvironmental). Despite
these encouraging conclusions, there are limitations in the use of BHI that need to be
mentioned. For instance, when presence-absence thresholds were set too low or too high
during binary field partitioning essays, BHI was unable to identify best performing partition
models. Under such circumstances, BHI gave higher scores to partition models that were
composed of one big cluster containing most observations and a second much smaller
cluster that included few isolated values. All these models showed BHI values near to 1.

The reason for the observed phenomenon is that, at least in great measure, original
implementations of BHI (and BSI) were designed to be used with genes instead of suitability
classes [56]. Gene classes make sense regardless of them forming part of big or small
clusters, since they all have a specific function. In our case, however, functional classes
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were represented by groups of places with similar potential to host pest populations (i.e.,
MZ). Since this potential is not an intrinsic attribute of the pest itself but of the geographic
space occupied by it (i.e., distribution area), its gradation into functional intervals (i.e., pest
levels) represents a rather subjective task with more than one equally plausible outcomes.
This created scenarios where, even when the same MC algorithm was implemented with
the same data sets, using different threshold values to define pest levels resulted in partition
models with varying degrees of dissimilarity with ground truth samples (i.e., virtual data).

Although BSI was useful as a secondary validator when different models showed
the highest BHI, it did not offer any means to facilitate the validation process in cases
where bad model partitions showed high BHI values. To facilitate the recognition of these
suboptimal partition models, we recommend the exploration of S2

T or “total within-zone
pest suitability variance”. S2

T was designed to validate field partitioning essays with
crop management purposes [36] and recently adapted to the needs of site-specific pest
management [8]. Since higher S2

T values indicate more heterogeneous classes (i.e., MZ),
useful field partition models should show low scores for this index. This way, when a model
shows extremely high BHI and an extremely low S2

T values, it should be regarded with
caution since suitability thresholds used to define pest levels might still need proper tuning.

4.4. SDM-Based Validation of Management Zones

As mentioned before, once a crop field has been subdivided into individual MZ, it is
necessary to corroborate the existence of differences between them in terms of the agricul-
tural phenomenon to be managed. This process, known as validation of management zones,
can be developed through different statistical approaches such as clustering validation
indexes. CVI represent the most cited approach to the validation of MZ in PA; nevertheless,
there are numerous indexes available for such purposes today and no clear agreement in
terms of which one offers the best results [10]. Moreover, they are incapable of assessing
agronomically meaningful differences between MZ. ANOVA tests, on the other hand, are a
straightforward means to corroborate the existence of statistically significant differences
between MZ. However, they are limited to the evaluation of individual variables that could
or could not reflect the multidimensionality of complex environments. Additionally, they
assume independence in the input dataset, a condition that is not met when environmental
values are spatially referenced [11]. Finally, although MLM do account for spatial corre-
lation in the data and consider the conjunct effect of different variables over the modeled
phenomenon, they demand meticulous parameterization and their implementation tends
to be more computationally intensive than other methods [11].

The validation of MZ based on SDM background tests offers different advantages.
Since SDM tools (e.g., background tests) were developed to facilitate the study of species
geographic distributions, they are spatially explicit in design. This is relevant because they
offer ad hoc methodologies to minimize the effect of spatial biases usually present in SDM-
related processes such as modeling species distributions and comparing environmental
preferences between species/populations (e.g., differences in sampling effort between
populations, spatially uneven samplings, differences in the habitat available to populations
in geographic regions where they do not overlap) [58]. Moreover, SDM tools perform
between-zone comparisons in terms of complex multivariate environments and determine
environmental similarity based on relative rather than absolute measures (i.e., Schoener’s
D) [59]. These features make SDM background tests a more realistic and flexible approach
to validating MZ than the rest of methodologies discussed above (at least in SSPM). Finally,
the use of ecological networks to explain inter-zonal environmental differences is not only
easy to set up (only two parameters are needed; i.e, a D threshold and a significance level for
such a threshold) but also improves considerably the interpretability of SDM background
tests when used to validate site-specific management zones with pest control purposes.
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4.5. New Workflow for MZ Delineation in eSSPM

Based on the results and discussions presented during the development of this work,
an improved version of current eSSPM zoning methods was described. This new workflow
consists of five straightforward steps: (1) description of cause–effect relationships between
georeferenced presence–absence data and mapped environmental predictors (not discussed
in this paper), (2) single binary partition of a crop field validated through biologically
meaningful CVI, (3) n complementary partitions of presence-only and absence-only clusters
validated through biologically meaningful CVI, (4) suitability-based classification of MZ,
and (5) validation of MZ based on SDM background tests.

5. Conclusions

Results generated in this work support the fact that delineating pest management
zones (MZ) based on nested field partitions of environmental features represents an effective
means to overcome many of the limitations associated with zoning methods previously
described in eSSPM, such as presence zones insensitive to differentiated levels of infestation
and nested presences/absence. In general, more than one MC algorithm is necessary to
delineate accurate MZ in eSSPM. Hierarchical MC algorithms tended to generate better
outputs during binary and absence-only partitioning essays, whereas more sophisticated
approaches (i.e., model-based, machine learning) tended to outperform the rest during
presence-only complementary partitions.

The validation of partitioning essays based on biologically meaningful CVI (i.e., BHI,
BSI) are of great utility during the selection of best-performing algorithms and optimum
numbers of MZ to be delineated. Still, due to inaccuracies observed in specific circum-
stances, we recommend complementing the evaluation of field partitioning essays with
S2

T. We also conclude that the visual aids used during the classification of MZ (e.g., den-
drograms, bubble charts, maps) are important resources that facilitate relevant agronomic
decisions such as what zones should be considered individual subfield units and what
zones should be fused together. Similarly, SDM background tests displayed as ecolog-
ical networks represent an efficient and flexible way to corroborate the environmental
uniqueness of MZ and corroborate cases of fusion/separation of zones.

A novel workflow to the delineation of MZ within the context of eSSPM was described.
It is based on the following sequential steps: (a) selection and mapping of zoning factors,
(b) binary partition of the managed crop field, (c) complementary partitions (i.e., presence-
only, absence-only) of the managed crop field, (d) classification of zones included in
preliminary partition models, and (e) ecological validation of corrected (i.e., final) zones.
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Appendix A

A list with the abbreviations and acronyms referred to in this work are presented in
Table A1 to facilitate further review.

Table A1. Meanings of abbreviations and acronyms referred to in this work.

Abbreviation Meaning Class

AL average linkage clustering algorithm
CL complete linkage clustering algorithm

CLA clustering large applications clustering algorithm
DIA divisive analysis clustering algorithm
FNY fuzzy analysis clustering algorithm
MCL model-based clustering clustering algorithm
PAM partitioning around medioids clustering algorithm

SL single linkage clustering algorithm
SOM self-organizing maps clustering algorithm
WL Ward’s linkage clustering algorithm

SSPM site-specific pest management discipline
eSSPM ecological site-specific pest management discipline

IPM integrated pest management discipline
PA precision agriculture discipline

SDM species distribution modeling discipline
SSIPM site-specific insect pest management discipline
aFRot active foot rot pest driver

cropFVC fractional vegetation cover of the research orchard pest driver
cropHeight height of trees included in the research orchard pest driver
cropNDVI normalized differences vegetation index of the research orchard pest driver

DSM digital surface model pest driver
DTM digital terrain model pest driver

flowAccum flow accumulation pest driver
flowDir flow direction pest driver

FVC fractional vegetation cover pest driver
iFRot inactive foot rot pest driver

maxTemp maximum ambient temperature pest driver
minTemp minimum ambient temperature pest driver

NDVI normalized differences vegetation index pest driver
relHum relative humidity pest driver
SI-NDVI single-image normalized differences vegetation index pest driver
soilEC soil electrical conductivity pest driver
soilPH soil potential of hydrogen pest driver
sunRad sun radiation pest driver

TDS total dissolved solids pest driver
TRI topographic roughness index pest driver
VPD vapor pressure deficit pest driver
FPS frames per second precision agriculture tool
GIS geographic information system precision agriculture tool
GPS global positioning system precision agriculture tool
MZ management zones precision agriculture tool
UAS unmanned aerial system precision agriculture tool

ANOVA analysis of variance statistical method
BHI biological homogeneity index statistical method
BSI biological stability index statistical method
CVI classification validation index statistical method
D Schoener’s D statistical method
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Table A1. Cont.

Abbreviation Meaning Class

IDW inverse distance weights statistical method
MC multivariate clustering (algorithm) statistical method

MLM mixed linear models statistical method
PAST presence–absence suitability threshold statistical method

pD probability of D statistical method
S2

T total within-field suitability variance statistical method

Four types of MC algorithms were used during the development of this work: hierar-
chical, partitioning, machine learning (based), and model based. Hierarchical clustering
algorithms are based on agglomerative methods that yield a dendrogram which can be
cut at a chosen height to produce the desired number of clusters [50]. Each observation is
initially placed in its own cluster and the clusters are successively joined together in order
of their “closeness”. The closeness of any two clusters is determined by a dissimilarity
matrix and can be based on a variety of agglomeration methods, which in the case on this
work were:

1. Average linkage [51], mean distance between observations.
2. Complete linkage [51], maximum distance between observations.
3. Single linkage [51], minimum distance between observations.
4. Ward linkage [55], error sum of squares.

For all cases, the manipulation of the distance function exerts an influence on the
combination of any two groups to form a new one [10]. Manipulation of such a distance
function can be achieved through the equation:

D
(
Gx,
(
Gi, Gj

))
= αiD(Gx, Gi) + αjD

(
Gx, Gj

)
+ βD

(
Gi, Gj

)
+ μ
∣∣D(Gx, Gi)− D

(
Gx, Gj

)∣∣, (A1)

where D is a distance function, αi, αj, β and μ are coefficients that have their values
determined according to the applied algorithm.

A fifth hierarchical clustering approach was tested in this work:

1. DIANA (Divisive analysis [52]) is an algorithm that initially starts with all observa-
tions in a single cluster, and successively divides the clusters until each one contains
a single observation; thus, hierarchies are built in n − 1 steps. During each step, the
cluster C with the largest diameter is selected based on the following equation:

diam(C) := maxi,j∈Cd(i, j) (A2)

Assuming diam(C) > 0, we then split up C into two clusters A and B, according to a
variant of the method of Macnaughton-Smith et al. [80]. At first A := C and B := θ,
later one object is moved from A to B and then other objects are moved from A to B.

Partitioning algorithms divide a set of elements into k groups without constructing
a hierarchical structure, following the principle that elements in a same group should be
more similar than elements belonging to different groups [50]. These algorithms perform a
division of the data to identify n natural groups into a certain number of disjoint groups,
with a centroid for each group as a reference and employing a distance function. They can
perform clustering automatically and seek to achieve the maximum similarity between the
elements of the same group and the minimum similarity between different groups [10]. In
our case, the following algorithms were used to implement partitioning clustering during
the development of this work:

2. PAM (Partitioning around medioids [52]), similar to “k-means”, the number of clusters
(i.e., k) is fixed in advance and an initial set of cluster centers (i.e., “medioids”, in
contrast to “means” used in k-means) is required to start the algorithm. PAM is
considered more robust than k-means because it admits the use of other dissimilarities
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besides Euclidean distance. The implementation of PAM clustering was based on
the equation:

TD :=
k

∑
i=1

∑
xj∈Ci

d
(
xj, mi

)
, (A3)

where TD is the total deviation, defined as the sum of dissimilarities of each point
Xj ∈ C1 to medioid mi of its cluster.

3. CLARA (Clustering large applications [52]), a sampling-based algorithm that imple-
ments PAM on a number of sub-datasets, which allows for faster running times when a
number of observations is relatively large. CLARA complies with the following algorithm:

a. Create randomly, from the original dataset, multiple subsets with fixed
size (sampsize).

b. Compute PAM algorithm on each subset and choose the corresponding k repre-
sentative objects (medioids). Assign each observation of the entire data set to
the closest medioid.

c. Calculate the mean (or the sum) of the dissimilarities of the observations to their
closest medioid. This is used as a measure of the goodness of the clustering.

d. Retain the sub-dataset for which the mean (or sum) is minimal. A further
analysis is carried out on the final partition.

4. FANNY (Fuzzy analysis [52]), this algorithm performs fuzzy clustering, where each
observation can have partial membership in each cluster. Thus, each observation has
a vector that gives the partial membership to each of the clusters. A hard cluster can
be produced by assigning each observation to the cluster where it has the highest
membership. FANNY clustering is based on the equation:

C =
k

∑
v=1

∑ ∑ ur
ivur

jvd(i, j)

2 ∑ ur
jv

, (A4)

where uiv is the membership of element i in relation to group v, n is the number of
elements that form the data set, k is the number of groups to be formed, r corresponds
to a pertinent exponent, and d(i, j) is the distance between elements i and j.

Machine learning algorithms possess the capability of improving their performance
automatically through experience. To do so, they build a mathematical model based
on sample data, known as “training data”, in order to make predictions or decisions
without being explicitly programmed to do so. Although machine learning approaches
are commonly associated to modeling and prediction tasks, these tools can also be used to
develop clustering essays [81]. In this work, only one machine learning clustering algorithm
was used:

5. SOM (Self-organizing maps [54]), an unsupervised learning technique based on neural
networks that is popular among computational biologists and machine learning
researchers. SOM is a concept of competition network that tries to find the most
similar distance between the input vector and neuron with weight vector wi. SOM
always consist of both input vector x and output vector y. At the start of the learning,
all the weights (wi) are initialized to small random numbers. The set of weights forms
a vector wi = wij, i = 1, 2, . . . , kx, j = 1, 2 . . . , ky where kx is the row number and ky is
the column number. Euclidian distance d between the input vector x and the neuron
with weight vector of the given neuron wc is computed by:

d(x, w) = |x(t)− wc(t)|, (A5)

where t is an integer. Next, SOM will search for the winner neuron using the minimum
distance (best matching unit, BMU). BMU is calculated as follows:

BMU = argmin |x(t)− wc(t)| (A6)
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To increase the similarity with the input vector, weights are adjusted after obtaining
the winning neuron. The rule for updating the weight vector is given by:

wi(t + 1) =
∑ hc(i)(t)× xj

∑ hc(i)(t)
, (A7)

where wi(t + 1) is the updated weight vector, xj is the input record, hc(i)(t) is the
neighborhood function related to the winning unit ci at step t, and S is the number of
input samples. The neighborhood function (usually assumed as Gaussian) determines
the rate of change of the neighborhood around the winner neuron as in equation:

hc(i)(t) = e
−
∣∣∣rc(i) − ri

∣∣∣2
2σ(t)2 , (A8)

where rc(i) and ri are, respectively, the positions on the map of the winning neuron and
of the generic unit i; σ(t) is the neighborhood radius at the iteration t of the training
process and corresponds to the width of the neighborhood function at step t. Initially,
σ(t) can be as large as the size of the map and then, to guarantee convergence and
stability, it decreases linearly with time till one during the process.

Finally, model-based clustering algorithms are those that postulate a generative statis-
tical model for the data and then use a likelihood (or posterior probability) derived from
this model as the criterion to be optimized. Model-based clustering has recently gained
widespread use both for continuous and discrete domains mainly because it allows one to
identify clusters based on their shape and structure rather than on proximity between data
points [82]. One model-based clustering algorithm was considered in this work:

6. MCL (Model-based clustering [53]) operates on the assumption that the analyzed
data originate from a finite mixture of underlying probability distributions [83]. Each
mixture component represents a cluster, and the mixture components and group
memberships are estimated using maximum likelihood (EM algorithm). MCL usually
assumes a normal or Gaussian mixture model as in the following equation:

n

∏
i=1

G

∑
k=1

τk∅k(xi|μk, Σk), (A9)

where G is the number of components, x represents the data, ∅k are the density and
parameters of the kth component in the mixture, μk (mean vector) and Σk (covariance
matrix) are parameters to model each component k by the multivariate distribution,
τk is the probability that an observation belongs to the kth component, and:

∅k(xi|μk, Σk) = (2π)−p/2|Σk|−1/2exp
{
−1

2
(xi − μk)

TΣ1
k(xi − μk)

}
. (A10)
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Abstract: Selective agrochemical spraying is a highly intricate task in precision agriculture. It requires
spraying equipment to distinguish between crop (plants) and weeds and perform spray operations in
real-time accordingly. The study presented in this paper entails the development of two convolutional
neural networks (CNNs)-based vision frameworks, i.e., Faster R-CNN and YOLOv5, for the detection
and classification of tobacco crops/weeds in real time. An essential requirement for CNN is to pre-
train it well on a large dataset to distinguish crops from weeds, lately the same trained network can be
utilized in real fields. We present an open access image dataset (TobSet) of tobacco plants and weeds
acquired from local fields at different growth stages and varying lighting conditions. The TobSet
comprises 7000 images of tobacco plants and 1000 images of weeds and bare soil, taken manually
with digital cameras periodically over two months. Both vision frameworks are trained and then
tested using this dataset. The Faster R-CNN-based vision framework manifested supremacy over the
YOLOv5-based vision framework in terms of accuracy and robustness, whereas the YOLOv5-based
vision framework demonstrated faster inference. Experimental evaluation of the system is performed
in tobacco fields via a four-wheeled mobile robot sprayer controlled using a computer equipped
with NVIDIA GTX 1650 GPU. The results demonstrate that Faster R-CNN and YOLOv5-based vision
systems can analyze plants at 10 and 16 frames per second (fps) with a classification accuracy of
98% and 94%, respectively. Moreover, the precise smart application of pesticides with the proposed
system offered a 52% reduction in pesticide usage by spotting the targets only, i.e., tobacco plants.

Keywords: precision agriculture; selective spraying; vision-based crop and weed detection; convolu-
tional neural networks; Faster R-CNN; YOLOv5

1. Introduction

Tobacco is grown in more than 120 countries around the world, covering millions of
hectares of land. In Pakistan, it is regarded as an important crop as it generates substan-
tial revenue. According to an estimate, in rural areas of the country, 80k–90k tonnes of
Flue-Cured Virginia (Nicotiana Tabacum) is produced annually [1]. In addition to being a
profitable crop, it is important to highlight that tobacco’s leaf is highly susceptible to pests
and pathogens, and the crops demand meticulous effort and care in order to protect them
from seasonal insects, as shown in Figure 1. Local farmers rely upon the use of conven-
tional agrochemical spray methods for combating these pests and pathogens. Pesticides
are applied to tobacco plants usually five to six times in one season (over three months),
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which makes it a highly pesticide-dependent crop. Two methods are commonly used for
pesticide spraying: manual knapsack spraying in which human labor carries the equipment
and performs spray on every plant and broadcast spraying via a tractor-mounted sprayer
in which the entire field is sprayed indiscriminately. Both methods are imprecise and,
therefore, cause serious damage to farmers’ health (due to first-hand/direct exposure) and
to the environment (due to overdosing) [2–6]. Despite its hazards, agrochemical spraying is
still common in practice as it is a viable and economical means to protect tobacco crop from
pests and pathogens [7]. The solution, therefore, lies not in eliminating the use of agro-
chemicals but instead in optimizing their application by embracing advanced techniques
and methodologies.

Figure 1. Weeds and tobacco leaf infestation due to pests.

Artificial Intelligence is rapidly bringing a substantial paradigm shift in the agriculture
sector. Endowing agricultural spraying systems the cognitive ability of understanding,
learning, and responding to different crop conditions greatly improves spraying operations.
Precision spraying methods combine techniques from emerging disciplines such as artificial
intelligence, robotics, and computer vision, which provides a spraying system the ability to
identify plants (crop) and weeds and apply precise doses only on the desired targets [8–13].

Over the last decade, numerous promising attempts have been made by researchers
for the development of intelligent spraying systems for different crops [14–23]. Surprisingly,
not much work is found in the literature on vision-based site-specific spraying systems for
crops. The vision-based system tends to deal with numerous variations, such as varying
leaf sizes at different growth stages, varying light intensities, different soil textures, varying
leaf colors due to different water levels, high weed densities, and crop plant occlusion by
weeds, etc.

Existing methods for vision-based plant/weed detection and precision spraying are
mostly based on traditional machine learning-based techniques [24–32]. Although high
accuracies have been achieved with these techniques, the hand-crafted features formulation
and generation of a decision function over the extracted features make them less robust.
Therefore, they are certainly not a preferred choice for tobacco plant and weed detection
(keeping in view the factors of variations and complexities involved in tobacco fields) due
to poor generalization capabilities. Over the past few years, deep learning-based computer
vision algorithms have demonstrated their ability to perform well on complex problems
from training examples [33–41]. CNNs are the main architecture of these computer vision
algorithms. Deep learning algorithms learn the features and decision functions in an
end-to-end fashion. Lopez-Martin et al. [42] proposed a classifier known as gaNet-C for
type-of-traffic forecast problem. An additive network model, gaNet, has the capability to
forecast k-steps beforehand by utilizing time-series of last computed values for each node.
The proposed model demonstrates good performance on two detection forecast problems.

The advantages that deep learning algorithms offer, such as feature learning capabili-
ties, high accuracy, and better performance in intricate problems, make them best suited for
complex tasks such as detecting tobacco plants under several variations in outdoor fields.
Several studies have been reported with respect to deep learning-based plant and weed
detection [43–49]. The latest research on plant and weed detection mainly utilizes computer
vision [50–56]. For instance, Costa et al. [57] used deep learning for finding defects in
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tomatoes by applying Deep ResNet classifiers. According to their finding, ResNet50 with
fine-tuned layers was reported as the best model that achieved an average precision of
94.6% and a recall of 86.6%. Moreover, it was observed that fine-tuning outperformed
feature extraction process. Santos Ferreira et al. [58] detected weeds in soybean crops using
ConVNets and SVM classifiers. ConVNets was able to achieve higher accuracy of more
than 97% in weed detection. Yu et al. [59] used deep learning algorithms for detecting
multiple weed species in Bermuda grass. The study reported that VGGNet performed
well with an F1-score of over 0.95 than compared to GoogleNet. Moreover, F1-scores of
over 0.99 were reported for detecting weeds via DetectNet. The authors, based on attained
results, concluded the effectiveness of deep convolutional neural networks in the weed
detection problem. In another study, Sharpe et al. [60] evaluated three CNNs—DetectNet,
VGGNet, and GoogLeNet—for the detection of weeds in strawberry fields. It was observed
that the image classification DetectNet model produced the best results for image-based
remote sensing of weeds. Le et al. [61] used Faster R-CNN for the detection of weeds in
Barley crops using several feature extractors. In the study, mean Average Precision (mAP)
with Inception-ResNet-V2 was found better than the mAP for other networks. Moreover,
an inference time of 0.38 s per image was also reported. Quan et al. in [62] presented
an improved version of the Faster R-CNN vision system for the identification of maize
seedlings in tough field environments. The images were taken with a camera at an angle
ranging from 0 to 90 degrees. The results reported detection accuracy of 97.71%. In the
study performed by [63], the authors reported F1-scores of 88%, 94%, and 94% for SVM,
YOLOv3, and Mask R-CNN for detecting weeds in lettuce crops, respectively. The work
reported by Wu et al. [64] used YOLOv4-based vision system for detecting apple flowers.
The model based on CSPDarkNet-53 framework was simplified with a channel pruning
algorithm for detecting the target object in real time. They reported achieving a mAP of
97.31% at a detection speed of 72.33 fps.

Despite the impressive accomplishments in deep learning-based object detection, the
performance of these algorithms has yet to be evaluated in the realm of tobacco plants and
weeds detection; for instance, the use of region-based methods such as Faster R-CNN or
one stage detectors such as YOLOv5. Moreover, published reports also lack experimental
validation in actual field environments. The aim of this study includes the replacement
of conventional broadcast spraying methods in tobacco fields with a site-specific (drop-
on-demand) spraying system. The proposed method detects and classifies tobacco plants
and weed automatically, determines their position, i.e., their location in the crop rows, and
finally performs agrochemical spray on the detected targets.

This paper focuses on automatic vision-based tobacco plant detection that is consid-
ered a vital part of the precision spraying system. The basic frameworks of two off-the-shelf
deep-learning algorithms—Faster R-CNN and YOLOv5—are employed for detection and
classification models. The robustness and ability of the models are enhanced by fine-tuning
detection of tobacco plants in challenging field conditions. Both detection models are tested
on a vision-guided mobile robot platform in real tobacco fields. A comparative study is
also carried out between both frameworks in terms of robustness, accuracy, and infer-
ence/computational speed. The Faster R-CNN-based vision-based model demonstrated
higher accuracy but lower real-time detection speed, whereas the YOLOv5-based model
produced slightly lower accuracy but higher real-time detection speed. Therefore, YOLOv5-
based vision model, based on its performance, is considered best suited for real-time
tobacco plant and weed detection. The main contributions of this study are summarized as
follows:

1. Development and deployment of a vision-based robotic spraying system for replace-
ment of the conventional broadcast spraying methods with a site-specific selective
spraying technique that can detect tobacco plants and weed and classify them in a
real time;

2. Building a tobacco image dataset (TobSet) that comprises labeled images of tobacco
crop and weed. The dataset is collected under challenging real in-field conditions to
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train and evaluate the latest state-of-the-art deep learning algorithms. TobSet is an
open-source dataset and is publicly available at https://github.com/mshahabalam/
TobSet (accessed on 11 October 2021).

The rest of the paper is organized as follows: Section 2 covers the description about the
image dataset and Section 3 briefly explains the materials and methods employed in this
study. The workings of Faster R-CNN and YOLOv5 algorithms are discussed in Section 4.
The hardware setup for the implementation is explained in Section 5. Evaluation of the
proposed approaches is carried out in Section 6 along with discussion and comparative
analysis, and a brief concluding remarks are provided in Section 7.

2. Data Description

Due to the unavailability of any image dataset of tobacco plants, we developed an
extensive image dataset, TobSet, from the actual fields in Swabi, Khyber Pakhtunkhwa,
Pakistan (34◦09′07.3′′ N 72◦21′36.2′′ E). The main objective of building this dataset is to
provide real-field data for training and evaluating the performance of state-of-the-art
algorithms for tobacco crop and weed detection. TobSet comprises (a) 7000 images of
tobacco plants and (b) 1000 images of bare soil and weeds (that grow up in tobacco fields),
with a resolution of 640 × 480. The images are captured using a 13-megapixels color
digital camera possessing a CMOS-image sensor (IMX258 Exmor RS by Sony, Japan) , 28
mm focal length, 65.4◦ horizontal FOV, and 51.4◦ vertical FOV. A comprehensive dataset
was built over a period of 2 months, i.e., starting from the first week of tobacco seedling
transplantation from seedbeds to the time when plants gain an approximate height of 1.25
m. All images in the dataset were captured manually by human scouts in the months
of June and July 2020. No artificial shading and sources of lightning were used while
collecting the images. During image acquisition, the camera’s height was adjusted between
1 and 1.5 m. In order to maintain diversity in the dataset, all images in TobSet are captured
under several factors of variations: different growth stages, different day timings, varying
lighting and weather conditions (i.e., on normal, bright sunny, and cloudy days), and visual
occlusions of crop leaves by weeds, etc. The existing literature on vision-based detection of
crops and weeds lacks experimental validation on hard real-world datasets such as TobSet.
Some sample images from the publicly available TobSet are presented in Figure 2. After
data acquisition, the main step involved in crop/weed detection is the annotation of images
for ground truth data. All images in the TobSet are manually labeled with the LabelImg
tool.

Figure 2. Illustration of factors of variation in the actual tobacco fields.
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TobSet is publicly available and offers multi-faceted utilities:

1. It comprises labelled images of tobacco plants and weeds that can be utilized by
computer scientists for performance evaluation of their developed computer vision
algorithms;

2. Scientists working on agricultural robotics can use it to train their robots for variable
rate-spray applications, plant or weed detection, and detection of plant diseases;

3. It can also be used by agriculturists and researchers for studying various aspects of
tobacco plant growth, weed management, yield enhancement, leaf diseases, and pest
prevention, etc.

3. Materials and Methods

For targeted agrochemical spray, the application equipment must have the following
capabilities: (a) discriminating the crop plants from weeds, (b) determining the robot’s
location in the field, and (c) applying agrochemicals on the targeted plants, i.e., crop or
weeds. Considering these aspects, our developed agrochemical spraying robot has three
main systems: a vision-based crop or weed identification system, a robot navigation system,
and an actuation system for spraying on targeted plants. This paper is focused only on
the predominant sensing modalities of developed spraying robot that enables it to identify
crop plants and weeds, i.e., a vision-based detection framework.

Due to the nature of the application, i.e., harsh or challenging tobacco field conditions,
the vision system essentially must be robust in order to process data and generate accurate
results in real-time. Due to excellent performance, deep-learning algorithms are currently
state-of-the-art for computer vision applications. This is attributed to the availability of
large-sized labeled data, and deeply layered architectures. However, due to increasing
depth, the algorithms are computationally very expensive, especially for resource-limited
portable machines. The study presented herein aims to develop a deep-learning-based
vision framework with low inference cost, thereby it can be used in real-time detection and
classification of tobacco crops and weeds. In order to achieve this, two state-of-the-art CNN
algorithms, i.e., Faster R-CNN and YOLOv5, are utilized for implementation.

Pesticide application on the tobacco plants begins immediately after the first week
when the seedlings are transplanted from the seedbed into the fields and continues peri-
odically until their maturity. As shown in Figure 3, inter-row spacings of approximately 1
m and intra-row spacings of approximately 0.75 m were kept between any two consecu-
tive plants. Therefore, indiscriminate broadcast application of pesticides on the complete
tobacco field, particularly at earlier growth stages when the plants’ canopy sizes are very
small, results in off-the-target pesticide spray on bare soil spots. This unnecessary pesticide
application on bare soil or weed patches engenders polluting the environment and leaching
of toxic pesticides into the ground.

Figure 3. Inter-row and intra-row plant spacing in tobacco fields.

Moreover, all crop plants across a tobacco field do not necessarily grow homogeneously
due to variation in seedling health, size of the plant at the time of transplantation, and water
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and nutrients variability across the field. Due to these reasons, intra-row and inter-row
spacing varies across the entire field according to plant leaf sizes. Our system proposes
dividing the camera’s field of view into grids. In each grid, the deep-learning-based
detector detects plants and assigns a cell to each plant based on its coverage such that it
apprehends plant canopies. Since our spray application module comprises flat fan nozzles,
the lateral length of the grid is set according to the swath size of each corresponding nozzle.
Furthermore, the vertical size of the cell is adjusted based on the detected plant’s canopy,
as shown in Figure 4, by the green boxes.

Figure 4. Desired pinpointed spray zones.

Two separate vision systems are employed on the robot. One vision system is for the
detection and localization of the tobacco crops and weeds, whereas the other vision system
helps with crop row structure detection for guiding the robot along the crop rows. As
stated earlier, this paper focuses only on the vision system for crop and weed detection.
The tobacco crop or weed detection and spraying processes are performed in the following
sequence: (a) acquiring an image with the camera via image grabber; (b) sending the
acquired image to the NVIDIA GPU for processing; (c) detection of crop plants and weeds;
(d) determining the location of the plant and size of its attributed grid cell based on the
plant’s coverage; (e) sending the required control signal for spray via USB port to the
embedded controller; and (f) actuation of the corresponding nozzles upon reaching the
target plant.

4. CNN-Based Detection and Classification Frameworks

The primary objective of this research is to enable an agriculture sprayer robot to
identify tobacco plants and weeds in real time using an onboard vision system. Two
different deep-learning algorithms are utilized in the detection of tobacco plants and weeds,
i.e., Faster R-CNN and YOLOv5. Despite some differences in the overall frameworks of
Faster R-CNN and YOLO, both rely upon CNNs as their core working tool. Faster R-CNN
processes the entire image using CNN and then divides it for several region proposals in
two steps, whereas YOLO splits the image into grid cells and processes it through CNN in
one step.

4.1. Faster R-CNN

Faster R-CNN, proposed by Ren et al. [65], is a combination of Fast R-CNN and
region proposal network (RPN). The aim behind the introduction of Faster R-CNN was
to make the detection process less time consuming and more accurate. Primarily, its
structure comprises feature extraction, region proposals, and bounding box regression.
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The submodules involved in the algorithm for our tobacco crop and weed detection are
explained in the following subsections.

4.1.1. Convolutional Layers

Being a CNN-based detection approach, we use the basic convolutional, relu, and
pooling layers for extracting feature maps from tobacco and weeds images. Rather than
using the models of Simonyan and Zisserman [66] or Zeiler and Fergus [67], we customized
the architecture of the model. The in-depth structure of our model comprised eleven Conv
layers, eleven relu layers, and five pooling layers. In each Conv layer, the kernel size is set
to 3 and padding and stride are set to 1, whereas in the pooling layers, the kernel size is set
to 2, padding is set to 0, and stride is set to 2. The detection and classification pipeline of
the Faster R-CNN-based detection model is shown in Figure 5.

All the convolutions are expanded in the Conv layers using padding size of 1 to
transform the original input image size to (M + 2)× (N + 2), and then a kernel of size
(3 × 3) is applied to obtain an output image of (M × N), i.e., (640 × 480). This helped
the input and output matrix sizes to remain unchanged in the Conv layers. Moreover,
the pooling layer, kernel, and the stride sizes are set to 2 in the Conv layers. Thus, every
(640 × 480) matrix that goes past the pooling layer is converted to (640/2)× (480/2). In
all of the Conv layers, the input and output sizes of the Conv and relu layers are kept the
same. However, the pooling layer forces the output length and width to be 1/2 of the input.
Next, a matrix with a size of (640 × 480) is switched to (640/16)× (480/16) by the Conv
layers; hence, the feature map produced by Conv layers can be associated with the original
image. The feature maps are fed to the subsequent RPN and fully connected layers.

Figure 5. Faster R-CNN-based tobacco crop detection framework.

4.1.2. Region Proposal Networks

The RPN network being small is slid over the feature map for generating regional
proposals. RPN classifies the corresponding regions and regresses bounding box locations,
simultaneously. To find out that whether the anchors belonged to the foreground or
background, we used so f tmax in this layer. Furthermore, the anchors are adjusted with
the bounding box regression in order to obtain precise proposals. The classic approach
generates a very time-consuming detection framework. Therefore, instead of the traditional
sliding window and selective search approaches, the RPN method is used directly for
generating detection frames. This served as a plus point of the Faster R-CNN method
as compared to classical detection methods in improving the detection frame generation
speed to some extent [65].
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4.1.3. ROI Pooling

In the ROI pooling layer, the region proposals are collected and split into smaller
windows. Next, feature maps are extracted from these regions, which are further sent to the
subsequent f ullyconnected layer for determining the target class in this layer. Moreover,
our ROI pooling layer comprises two inputs:

1. Original feature maps;
2. RPN output proposal boxes of different sizes.

In traditional CNNs such as AlexNet, VGG, etc., the size of the input image essentially
should be constant, and the output of the network should also be a fixed-size vector or
matrix when the network is trained. Therefore, a remedy is proposed for variable input
image sizes: (a) parts of images are cropped, and (b) the images are warped to the desired
size. Despite adopting these approaches, either the structure of the entire image is altered
after the images are cropped or the shape information of the original image is altered when
the images are warped. Similarly to the proposal’s generation approach of RPN’s bounding
box regression on foreground anchors, the image properties achieved in this manner has
dissimilar shapes and sizes. To cater with this complexity, ROI pooling is utilized. Since it
corresponds to the (640 × 480) scale, the spatial scale parameter is first used for mapping it
back to (640/16)× (480/16)-sized feature maps. Next, horizontal (pooledw) and vertical
(pooledh) division of each property is performed. Finally, maxpooling is applied to each
property. This approach ensured an output of the same size and fixed length.

4.1.4. Classification

Pseudo feature maps are used to compute the proposal’s class and, simultaneously, the
final position of the detection frame is acquired by the bounding boxes. Since the network
deals with P × Q input size images, they are first scaled down to a constant size of (M × N),
i.e., (640 × 480), and passed onto the network. The convolution layers contains 11 Conv
layers, 11 relu layers, and 5 pooling layers. The RPN network employs 3 × 3 convolution
and then generates foreground or background anchors and the associated bounding box
regression offsets. Then, proposals are calculated and ROI pooling is performed, which
computes the feature maps and sends them to the subsequent fully connected so f tmax
network for classification. The classification section uses the acquired property feature
maps for calculating the specific category (i.e., tobacco plants and weeds) that each property
belongs to via the f ullyconnected layer and so f tmax.

Finally the probability for the class is computed, and bounding box regression is once
more used for obtaining the position offset for each proposal. The classification section of
the proposed network is highlighted by the shaded region of Figure 5. After obtaining the
7 × 7 = 49 sized features, feature maps from ROI pooling, and then sending them to the
succeeding network, the following two steps were performed:

1. Classification of proposals by f ullyconnected layer and so f tmax;
2. Bounding box regression on the proposals for acquiring more accurate rectangu-

lar boxes.

4.2. You Only Look Once (YOLO)

YOLO is a fast one-stage object detection model that was developed by Redmon et al. [68]
in 2015. YOLO as compared to Faster R-CNN is less error-prone to background errors in
images as it observes the larger context. The main trait that dignifies YOLO from other
similar networks is its capability to detect objects (with bounding boxes) and calculate
class probabilities in a single step, i.e., detection and class predictions are performed
simultaneously after a single evaluation of the input image. Training is performed on
complete images, and the performance of the detection is optimized directly. YOLO, unlike
the region proposal and sliding window-based methods, processes the complete image
during training and testing phases, which enables it to translate class-specific information
and its outlook implicitly.
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There are three main elements involved in the YOLO network: (a) backbone, (b) neck,
and (c) head. The backbone comprises CNNs that serve the purpose of aggregations and
image feature formation from several image granularities. The neck is composed of a
series of layers used for mixing and combining the extracted features and subsequently
transmitting them to the prediction layer. Finally, the head is used for the features prediction,
bounding boxing creation, and class prediction.

The algorithm works by first splitting the input image into a grid of S × S and then
predicting B bounding boxes for each grid cell, as shown in Figure 6. Every bounding
box in the grid cell is assigned a confidence score to denote the probability of an object’s
existence inside the defined box.

Figure 6. YOLO detection pipeline.

Grid cells are accountable for detecting objects if their centers fall inside a grid cell.
If the center of the bounding box (of the same object) is predicted to fall in multiple grid
cells, a non-max suppression eliminates redundant bounding boxes and retains the one
possessing the highest probability. Each bounding box has four associated predictions that
include the (x, y) coordinates of the center of the box, width w, height h, and confidence C.
Confidence C can be formulated as follows:

C = Pr(Classi) ∗ IOUtruth
pred (1)

where IOU is the intersection over union, i.e., the overlapped area between predicted and
ground truth bounding boxes. The IOU value of 1 represents a perfect prediction of the
bounding box relative to ground truth.

Bounding boxes and conditional class probabilities for each grid cell are computed at
the same time. Conditional class probabilities and bounding box confidence predictions
during the test phase are multiplied to obtain confidence scores of a particular class of each
box as follows.

Pr(Classi|Object) ∗ Pr(Object) ∗ IOUtruth
pred = Pr(Classi) ∗ IOUtruth

pred (2)

Network Architecture

The baseline architecture of YOLOv5 is very similar to YOLOv4, primarily comprising
a Backbone, Neck, and Head. The backbone of YOLOv5 can be ResNet-50, VGG16, ResNeXt-

123



Appl. Sci. 2022, 12, 1308

101, EfficientNet-B3, or CSPDarkNet-53. We used the CSPDarkNet-53 neural network
as our model’s backbone, which encompasses cross-stage partial connections, and it is
considered as the most optimal model [57]. CSPDarknet-53 has 53 convolutional layers,
and it originates from DenseNet architecture. DenseNet network uses the preceding input,
and, prior to stepping into dense layers, it concatenates the previous input with the current
one [69]. The robustness of our YOLOv5-based vision framework greatly improved with
the CSP application approach, i.e., by applying the CSP1_x to the backbone and CSP2_x
to the neck. First, data were fed as input to CSPDarkNet-53 for extracting features. For
improving feature extraction from different growth stages of tobacco plants, an additional
layer was inserted into the model’s backbone, which helped to improve the mAP. Next,
the extracted features were fed to PANet (Path Aggregation Network) for fusing features.
Finally, output results, i.e., class, score, etc., of detection were provided by the YOLO layer.
Our model’s head part used an anchor-free one-stage object detector YOLO. The modified
YOLOv5 architecture used in this study is illustrated in Figure 7.

Figure 7. Modified YOLOv5 detection pipeline.

5. Experimental Evaluation

This section deals with the experimental setup that we used for conducting in-field
experiments, the dataset used for training both deep learning-based vision models, and the
infield real-time results obtained with our vision models.

Hardware Setup

The proposed frameworks are implemented in the tobacco fields with a four-wheeled
mobile robot platform. The robot has a track width and wheelbase of 1 and 1.3 m, re-
spectively. In order to protect tobacco plants from the robot, the ground clearance of the
platform was carefully chosen as 0.9 m. Moreover, the height of the robot’s platform can be
adjusted anywhere between 0.9 and 0.4 m depending on different crops.

In order to keep robot design and control simple, a differential drive scheme was
chosen with two driving wheels (front) and two passive wheels (rear). The robot is equipped
with two DC motors connected to motor controllers for steering and driving the robot
along the straight crop rows. Two separate RGB cameras are mounted on the robot: One
is used for the crop row detection (for navigation), and the other is used for crop/weed
detection (for spraying). The camera for row structure detection is mounted at the front
with its face towards the ground and a horizon at an angle of 35◦ with the horizontal axis,
covering three rows simultaneously. The camera for crop and weed detection is mounted
at the front of the robot and oriented facing downwards to the ground at a fixed distance of
1.8 m from nozzles on the boom. The distance between the crop and weed detection camera
and the boom is kept at the maximum in order to provide the desired time delay between
detection and position estimation of the crop plant and the spray application process on
every corresponding grid cell.

The vision-based detection system is coupled with spraying equipment and other
sensing modules, thereby making a complete precision agricultural robotic spraying system.
A 12 V DC diaphragm pump is used to pressurize the fluid system. An electronic pressure
regulated valve maintains a constant line pressure when different nozzles on the boom
are switched ON and OFF based on feedback from the vision system and other sensing
modules. The outflow line from the pump is divided into a bypass line that diverts excess
flow back to the tank and a boom line onto which the nozzles are mounted. Two rotary
incremental encoders (with resolutions of 1000 pulses per revolution) connected to the

124



Appl. Sci. 2022, 12, 1308

embedded controller are mounted on the front wheels’ axles to measure the rotation (and
thereby speed) of the wheels. The incremental encoders and a GPS module facilitates
the robot in determining its position and heading direction for navigation. Moreover,
the optical data acquired via cameras are synchronized to the robot’s position through
incremental encoders and GPS module.

The robot used ROS (Robot Operating System) as the middleware software framework.
The cameras were connected to a computer possessing an Intel Core E5-1620, a 3.50 GHz
processor, 32 GB RAM, and an 8 GB NVIDIA GTX 1650Ti GPU for processing the images.
Moreover, Microsoft Visual Studio and Python were used for program development. The
developed agricultural robot sprayer and its overall functional block diagram is shown in
Figures 8 and 9, respectively.

Figure 8. Developed prototype of the agricultural robotic sprayer.

Figure 9. Block diagram illustrating the developed vision and fluid flow control systems.

6. Results and Discussions

In order to validate and demonstrate the effectiveness of both vision-based frameworks
for tobacco crop/weed detection and classification, the models are trained and tested on
real-field tobacco images from TobSet. The dataset consists of 8000 images; 7000 images
are of tobacco plants, and the rest of the images are of weeds. Images from both classes
are divided with a 70 to 30 ratio into training and testing sets. The training set comprised

125



Appl. Sci. 2022, 12, 1308

a total of 5600 images (4900 tobacco and 700 weeds), whereas the testing set comprised
2400 images (2100 tobacco and 300 weeds).

In the implementation phase, the models are trained using down-sampled images
(with a resolution of 640 × 480). A learning rate is initialized as 0.0002 for the training.
Google’s TensorFlow API is utilized for implementation purposes. Batch sizes of 1 and
10 k epochs are used for training the models. Table 1 lists the hyper-parameters and their
corresponding losses (against the epochs) for both models. It can be observed from Table 1
that for obtaining better results with Faster R-CNN-based vision model, the learning rate is
kept the same, whereas the other hyper-parameters did change. With an increase in the
number of epochs, total loss is reduced. The confusion matrices for Faster R-CNN and
YOLOv5-based models, given in Tables 2 and 3 respectively, are used for computing the
evaluation measures listed in Table 4.

Table 1. Hyper-parameters for Faster R-CNN and YOLOv5.

S. No.
Learning

Epoch
Loss for Loss for

Rate Faster R-CNN YOLOv5

1 0.0002 2 k 0.046 0.124
2 0.0002 4 k 0.029 0.081
3 0.0002 6 k 0.028 0.066
4 0.0002 8 k 0.025 0.058
5 0.0002 10 k 0.017 0.049

After training the models with the given training set, performance evaluation of both
models is conducted on the testing data from TobSet. The accuracy results obtained by
using the Faster R-CNN-based vision model show its supremacy over YOLOv5. A total of
635 predictions were produced on unseen test images for each model. Detection results
for both models are presented in Figures 10 and 11. The YOLOv5-based model did not
perform well on some test samples, as illustrated in Figure 12.

Table 2. Confusion matrix for Faster R-CNN-based model.

Predicted Class

Tobacco Weeds

T
ru

e
C

la
ss

Tobacco 454 6
Weeds 7 168

98.48% 96.55%

Table 3. Confusion matrix for YOLOv5-based model.

Predicted Class

Tobacco Weeds

T
ru

e
C

la
ss

Tobacco 437 13
Weeds 24 161

94.79% 92.52%
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Table 4. Evaluation measures for Faster R-CNN and YOLOv5.

S.No. Evaluation Measure Faster R-CNN YOLOv5

1 Precision 0.9829 0.9481
2 Recall 0.9863 0.9732
3 F1-Score 0.9859 0.9576
4 Accuracy 0.9834 0.9445

Figure 10. Faster R-CNN detection results of tobacco from testing data in varying scenarios: (a)
high intra-row plant distance. (b) high weed density. (c) low weed density. (d) low intra-row plant
distance.
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Figure 11. YOLOv5 detection results of tobacco from testing data in varying scenarios: (a) high
intra-row plant distance. (b) high weed density. (c) low weed density. (d) low intra-row plant
distance.

Figure 12. YOLOv5 detection results with (a) undetected targets, and (b) misidentified regions.

Real-Time Inference

The proposed vision models are evaluated in real tobacco fields on a mobile robot
spraying platform. For obtaining higher inference in real-time, NVIDIA’s optimized library
for faster deep-learning inference, i.e., NVIDIA TensorRT, was used. The modified Faster
R-CNN and YOLOv5-based vision models identified tobacco plants at 10 and 16 fps, and
with classification accuracies of 98% and 94%, respectively, at a robot speed of approxi-
mately 3 km/h. The modified YOLOv5-based model can process images at a higher frame
rate compared to the Faster R-CNN model, thus making it a better choice for real-time
deployment on a spraying robot. Real-time detection results for both models are presented
in Figures 13 and 14.

Table 5 presents each model’s inference results in real time. YOLOv5 outperformed
the Faster R-CNN model in terms of inference speed.
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Figure 13. Real-time Faster R-CNN detection of tobacco crop and weeds in scenarios with (a) low
intra-row plant distance, and (b) high intra-row plant distance.
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Figure 14. Real-time YOLOv5 detection of tobacco crop and weeds in scenarios with (a) low intra-row
plant distance, and (b) high intra-row plant distance.

Table 5. Inference results of the models in real-time.

Model Faster R-CNN YOLOv5

Inference time (ms) 98.5 ± 5 62 ± 5
Frames per second (fps) 10.15 16.12

mAP 0.94 0.91

7. Conclusions

Intelligent precision agriculture robot sprayers for agrochemical application must be
robust enough to distinguish crops from weeds to perform targeted spraying to reduce the
usage of agrochemicals. In this paper, two different CNN-based approaches, namely, Faster
R-CNN and YOLOv5, are explored in order to develop a vision-based framework for the
detection and classification of tobacco crop and weeds in the actual fields. Both frameworks
are first trained and then tested on a self-developed tobacco plants and weeds dataset,
TobSet. The dataset comprises 7000 images of tobacco plants and 1000 images of bare soil
and weeds taken manually with digital cameras periodically over 2 months. The Faster
R-CNN-based vision framework demonstrated higher accuracy and robustness, whereas
the YOLOv5-based vision framework demonstrated lower inference time. Experimental
implementation is conducted in the tobacco fields with a four-wheeled mobile robot sprayer
with a computer possessing a GPU. Classification accuracies of 98% and 94% and frame
rates of 10 and 16 fps were recorded for Faster R-CNN and YOLOv5-based models, re-
spectively. Moreover, the precise smart application of pesticides with the proposed system
offered 52% reduction in pesticide usage by pinpointing the targets, i.e., tobacco plants.

Faster R-CNN produces higher accuracy but lower fps on computers (especially
without GPUs); high computational cost of training makes it challenging for real-time
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applications. TobSet demonstrated true assessment of the deep-learning algorithms as
it comprises real field images with challenging scenarios possessing different factors of
variation, such as dense weed patches, lightening variation, color similarity with weeds,
color variation of tobacco plant at different growth stages, and varying growth stages.
The classification results of both approaches in real time were slightly lower than the
prediction results obtained on the dataset due to higher sunlight intensities. Intended
future studies include real-time tobacco plant segmentation for finding canopy size and the
desired application flowrate of spray for each tobacco plant.
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Abstract: In recent years, Convolutional Neural Network (CNN) has become an attractive method to
recognize and localize plant species in unstructured agricultural environments. However, developed
systems suffer from unoptimized combinations of the CNN model, computer hardware, camera
configuration, and travel velocity to prevent missed detections. Missed detection occurs if the camera
does not capture a plant due to slow inferencing speed or fast travel velocity. Furthermore, modularity
was less focused on Machine Vision System (MVS) development. However, having a modular MVS
can reduce the effort in development as it will allow scalability and reusability. This study proposes
the derived parameter, called overlapping rate (ro), or the ratio of the camera field of view (S) and
inferencing speed ( f ps) to the travel velocity (

⇀
v ) to theoretically predict the plant detection rate (rd)

of an MVS and aid in developing a CNN-based vision module. Using performance from existing
MVS, the values of ro at different combinations of inferencing speeds (2.4 to 22 fps) and travel velocity
(0.1 to 2.5 m/s) at 0.5 m field of view were calculated. The results showed that missed detections
occurred when ro was less than 1. Comparing the theoretical detection rate (rd,th) to the simulated
detection rate (rd,sim) showed that rd,th had a 20% margin of error in predicting plant detection rate at
very low travel distances (<1 m), but there was no margin of error when travel distance was sufficient
to complete a detection pattern cycle (≥10 m). The simulation results also showed that increasing
S or having multiple vision modules reduced missed detection by increasing the allowable

⇀
v max.

This number of needed vision modules was equal to rounding up the inverse of ro. Finally, a vision
module that utilized SSD MobileNetV1 with an average effective inferencing speed of 16 fps was
simulated, developed, and tested. Results showed that the rd,th and rd,sim had no margin of error
in predicting ractual of the vision module at the tested travel velocities (0.1 to 0.3 m/s). Thus, the
results of this study showed that ro can be used to predict rd and optimize the design of a CNN-based
vision-equipped robot for plant detections in agricultural field operations with no margin of error at
sufficient travel distance.

Keywords: modeling; simulation; precision agriculture; convolutional neural networks; machine
vision; computer vision; modular robot

1. Introduction

The increasing cost and decreasing availability of agricultural labor [1,2] and the need
for sustainable farming methods [3–5] led to the development of robots for agricultural field
operations. However, despite the success of robots in industrial applications, agricultural
robots for field operations remain primarily in the development stage due to the complex
characteristics of the farming environment, high cost of development, and high durability,
functionality, and reliability requirements [6–8].
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As a potential solution to these challenges, field robots with computer vision have
been increasing due to the large amount of information that can be extracted from an
agricultural scene [9]. Real-time machine vision systems (MVS) are often used to recognize,
classify and localize plants accurately for precision spraying [10,11], mechanical weed-
ing [12], solid fertilizer application [13], and harvesting [14,15]. However, using traditional
image processing techniques, early machine vision implementations for field operations
were difficult due to the vast number of features needed to model and differentiate plant
species [13] and work at various farm scenarios [12].

Recently, developments in deep learning allowed Convolutional Neural Networks
(CNN) to be used for accurate plant species detection and segmentation [16,17]. However,
despite high classification and detection performance, the large computational power
requirement of CNN limits its application in real-time operations [18]. As a result, most
CNN applications in agriculture were primarily employed in non-real-time scenarios,
excluding inferencing speeds in the evaluated parameters among related studies. For
example, a study that surveyed CNN-based weed detection and plant species classification
reported 86–97% and 48–99% precisions, respectively, but data on inferencing speeds were
unreported [19]. Similarly, research on fruit classification and recognition using CNN
showed 77–99% precision, but inferencing speeds were also excluded in the measured
parameters [19–21].

Few studies have evaluated the real-time performance of CNNs for agricultural appli-
cations. For example, in a study by Olsen et al. (2019) [22] on detecting different species of
weeds, the real-time performance of ResNet-50 in an NVIDIA Jetson TX2 was only 5.5 fps
at 95.1% precision. Optimizing their TensorFlow model using TensorRT increased the
inferencing speed to 18.7 fps. The study of Chechliński et al. (2019) [23] using a custom
CNN architecture based on U-Net, MobileNets, DenseNet, and ResNet in a Raspberry Pi
3B+ resulted in only 60.2% precision at 10.0 fps. Finally, Partel et al. (2019) [11] developed
a mobile robotic sprayer that used YOLOv3 running on an NVIDIA 1070TI at 22 fps and
NVIDIA Jetson TX2 at 2.4 fps for real-time crop and weed detection and spraying. The
vision system with 1070TI had 85% precision, while the TX2 vision system had 77% pre-
cision. Furthermore, the system with TX2 missed 43% of the plants because of its slow
inferencing speed. Conversely, the CNN-based sprayer with the faster 1070TI, resulting in
higher inferencing speed, only missed 8% of the plants.

However, the travel velocities of surveyed systems were often unevaluated despite
operating in real-time. Additionally, theoretical approaches to quantify and account for
the effect of travel velocity on the capability of the vision system to sufficiently capture
discrete data and effectively represent a continuous field scenario were often not included
in the design. Other studies, on the contrary, evaluated the effect of travel velocity on
CNN detection performance, but the impact of inferencing speed remained unevaluated.
For instance, in the study of Liu et al. (2021) [24], the deep learning-based variable rate
agrochemical spraying system for targeted weeds control in strawberry crops equipped
with a 1080TI showed increasing missed detections, as travel velocity increases regardless
of CNN architecture (VGG-16, GoogleNet or AlexNet). At 1, 3, and 5 km/h, their system
missed 5–9%, 6–10%, and 13–17% of the targeted weeds, respectively.

The brief review of the developed systems showed that inferencing speed ( f ps) and
travel velocity (

⇀
v ) of a CNN-based MVS impact its detection rate (rd). rd is the fraction of

the number of detected plants to the total number of plants and was often expressed as the
recall of the CNN model [11,24,25]. However, a theoretical approach to predict the rd of a
CNN-based MVS as affected by both f ps and

⇀
v is yet to be explored.

Current approaches in developing a mechatronic system with CNN-based MVS in-
volve building and testing an actual system to determine rd [11,24,25]. However, building
and testing several CNN-based MVS to determine the effect of

⇀
v and f ps on rd would

be very tedious as the process would involve building the MVS hardware, image dataset
preparation, training multiple CNN models, developing multiple software frameworks to
integrate the different CNN models into the vision system, and testing the MVS. Hence,
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this study also proposes to use computer simulation, in addition to theoretical modeling, in
predicting rd as a function of the mentioned parameters, to reduce the difficulty of selecting
and sizing the components of the CNN-based MVS.

Computer simulations were often used to characterize the effect of design and op-
erating parameters on the overall performance of agricultural robots for field operations.
For example, Villette et al. (2021) [26] demonstrated that computer simulations could be
used to estimate the required sprayer spatial resolution of vision-equipped boom sprayer,
as affected by boom section weeds, nozzle spray patterns, and spatial weed distribu-
tion. Wang et al. (2018) [27] used computer modeling and simulation to identify potential
problems of a robotic apple picking arm and developed an algorithm to improve the perfor-
mance by 81%. Finally, Lehnert et al. (2019) [28] used modeling and computer simulation to
create a novel multi-perspective visual servoing technique to detect the location of occluded
peppers. However, the use of simulation to quantify the effects of f ps,

⇀
v , and camera

configurations on rd of an MVS remain unexplored.
Furthermore, a survey of review articles showed that almost all robotic systems in

agriculture employ fixed configurations and are non-scalable, resulting in less adaptability
to complex agricultural environments [7,8,29,30]. Thus, aside from modeling and sim-
ulation, this study also proposes a module-based design approach to enable reusability
and scalability by minimizing production costs and shortening the lead time of machine
development [31]. A module can be defined as a repeatable and reusable machine compo-
nent that performs partial or full functions and interact with other machine components,
resulting in a new machine with new overall functionalities [32].

Therefore, this study proposes theoretical and simulation approaches in predicting
combinations of f ps,

⇀
v , and camera configuration to prevent missed plant detections and

aid in developing a modular CNN-based MVS. In particular, based on the brief literature
review and identified research gaps, the study specifically aims to make the following
contributions:

• The introduction of a dimensionless parameter, called overlapping rate (r0), which is a

quantitative predictor of rd as a function of
⇀
v and f ps, for a specific camera field of

view (S);
• A set of Python scripts containing equations and algorithms to model a virtual field,

simulate the motion of the virtual camera, and perform plant hill detection;
• An evaluation of rd based on different combinations of published f ps and

⇀
v from

existing systems through the proposed theoretical approach and simulation;
• A detailed analysis through simulation of the concept of increasing S or using several

adjacent synchronous cameras (nvis) to prevent missed detections in MVS with low
f ps at high

⇀
v ; and

• A reusable and scalable CNN-based vision module for plant detection based on Robot
Operating System (ROS) and the Jetson Nano platform.

2. Materials and Methods

2.1. Concept

Cameras for plant detection are typically mounted on a boom of a sprayer or fertilizer
spreader [10,11,13], as illustrated in Figure 1. They are oriented so that their optical axis is
perpendicular to the field and captures top-view images of plants [33].
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Figure 1. Camera mounting location and orientation in a boom (not drawn in scale).

Depending on the distance between the camera lens and captured plane, lens proper-
ties, and sensor size, the frame width or height is equivalent to an actual linear distance. For
simplicity, the linear length of the side of a field of view of a frame parallel to the direction
of travel shall be denoted as S, in meters per frame. To provide complete visual coverage of
the traversed width of the boom, the maximum spacing between adjacent cameras is equal
to the length of the side of a field of view of a frame perpendicular to the direction of travel,
denoted as W, in meters per frame [10].

During motion, the traverse distance between two consecutive frames of the camera
(d f ), in meters, is equal to the product of travel velocity (

⇀
v ), in m/s, and the time between

the frames (1/ f ps), in seconds, as illustrated in Equation (1).

d f =
⇀
v · 1

f ps
=

⇀
v

f ps
(1)

The ratio of S to d f is proposed as the overlapping rate (ro), a dimensionless parameter,
and is represented by Equation (2).

ro =
S × f ps

⇀
v

=
S
d f

(2)

With a single camera, the value of ro describes whether there is an overlap or gap
between frames. Depending on the value of ro, certain regions in the traversed field of
the machine, with a single camera configuration, will be uniquely captured, captured
in multiple frames, or completely missed, as shown in Figure 2 and illustrated by the
following cases:

• Case 1: ro = 1. When S and d f are equal, the extents of each consecutive processed
frame are side by side. Hence, both gaps and overlaps are absent. This scenario is
ideal since the vehicle velocity and camera frame rate match perfectly.

• Case 2: ro > 1. The vision system accounted for all regions in the traversed field,
but there is an overlap between the frames. The length of the current frame that is
already accounted for by the previous one is S − d f . The vehicle can run faster if the
mechanical capacity allows.

• Case 3: ro < 1. Gaps will occur between each pair of consecutive frames, and the
camera will miss certain plants. The length of each gap is d f − S. We can define a gap
rate (rg) as shown in Equation (3) to depict the significance of the gap.
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rg =
d f − S

d f
= 1 − ro (3)

(a) 

 
(b) 

(c) 

Figure 2. Relative positions of two consecutive processed frames of a vision system: (a) ro = 1 since
d f = S, resulting in frames with unique bounded regions; (b) ro > 1 since d f < S, resulting in overlap
region (b); and (c) ro < 1 since d f > S, resulting in missed region.
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2.1.1. Theoretical Detection Rate

The theoretical or maximum detection rate (rd,th) can be defined as min(1, r0), shown
in Equation (4). The rd,th was also a dimensionless parameter.

rd,th =

{
1, r0 ≥ 1
ro, ro < 1

(4)

2.1.2. Maximizing Travel Velocity

Setting ro = 1 in Equation (2) resulted in Equation (5), which is similar to the equation
used by Esau et al. (2018) [10] in calculating the maximum travel velocity of a sprayer.
However, Equation (5) only describes the maximum forward velocity

⇀
v max that a vision-

equipped robot can operate to prevent gaps while traversing the field as a function of S
and f ps.

⇀
v max = S × f ps (5)

2.1.3. Increasing
⇀
v max

A consequence of Equation (5) was that increasing the length of the frame S at a
constant f ps shall increase

⇀
v max. Hence, raising the camera mounting height or using

multiple adjacent synchronous cameras along a single plant row can increase the effective
S. This situation, then, shall increase

⇀
v max without the need for powerful hardware for

a faster inferencing speed. When ro < 1, the number of vision modules (nvis) to prevent
missed detection can be calculated using Equation (6). Since ro represents the fraction of
the field that can be covered by a single camera, the inverse of ro represents the number
of adjacent cameras that will result in 100% field coverage. The calculated inverse was
rounded up to the following number, as cameras are discrete elements.

nvis =

[
1
ro

]
(6)

The effective actual ground distance (S e f f ), in meters, captured side-by-side by
identical and synchronous vision modules without gaps and overlaps is equal to the
product of nvis and S, as shown in Equation (7). This configuration will then allow the use
of less powerful devices while operating at the required

⇀
v of an agricultural field operation

such as spraying, as illustrated in Figure 3.

S e f f = S × nvis (7)
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Figure 3. Multiple adjacent cameras for plant detection at nvis = 2. Thus, S e f f = 2S.

2.2. Field Map Modeling

A virtual field was prepared to test the concepts that were presented. A 1000 m field
length (dl) with crops planted in hills at 0.2 m hill spacings (dh) was used. The number of
hills (nh) and plant hill locations (Xi), in meters, in the entire field length were calculated
using Equations (8) and (9), respectively. A section of the virtual field is presented in
Figure 4.

nh =

[
dl
dh

]
(8)

Xi = i × dh; i ∈ 1, 2, . . . nh (9)

Figure 4. Virtual field with field map and motion modeling parameters. The frame at k = 0 represents
the frame just outside the virtual field. The frame at k = 1 represents the first frame that entered the
virtual field.

2.3. Motion Modeling

The robot was assumed to move from right to left of the field during simulation, as
shown in Figure 4. Therefore, the right border of the virtual area was the assumed field
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origin. The total number of frames (K) throughout the motion of the vision system then
becomes the number of d f -sized steps to completely traverse dl , as shown Equation (10).

K =
dl
d f

(10)

The elapsed time after several frame steps (tk), in seconds, was calculated by dividing
the number of elapsed frames (k) by the inferencing speed, as shown in Equation (11).
tk was then used to calculate the distance of the left (do,k) and right (ds,k) borders of the
virtual camera frame with respect to the field origin, in meters, using kinematic equations
as shown in Equations (12) and (13), respectively. In Equation (13), S was subtracted from
do,k due to the assumed right to left motion of the camera.

k ∈ 0, 1, 2, . . . K

tk = k × 1
f ps

=
k

f ps
(11)

do,k =
→
v × tk (12)

ds,k = do, k − S (13)

2.4. Detection Algorithm

The simulation was implemented using two Python scripts, which were made publicly
available in GitHub. The first script, called “settings.py”, was a library that defined the
“Settings” object class. This object contained the properties of the virtual field, kinematic
motion, and camera parameters for the detection. The second script, “vision-module.py”,
was a ROS node that published only the horizontal centroid coordinates of the plant hills
that would be within the virtual camera frame. The central aspect of ROS was implementing
a distributed architecture that allows synchronous or asynchronous communication of
nodes [34]. Hence, the ROS software framework was used so that the written simulation
scripts for the vision system can be used in simulating the performance and optimizing
the code of a precision spot sprayer that was also being developed as part of the future
implementation of this study.

When “vision-module.py” was executed, it initially loaded the “Settings” class and
fetched the required parameters, including Xi, from “settings.py”. The following algorithm
was then implemented for the detection:

1. Create an empty NumPy vector of detected hills.
2. For each k frame in K total frames:

a. tk, do,k and ds,k were calculated.
b. For each i within the number of hills nh:

i. All Xi within the left border, do, k, and the right border, ds,k, were plant
hills within the camera frame

ii. Append detected hill indices to list

3. The number of detected hills (nd) was then equal to the number of unique detected
hill indices in the list.

In step 1, an empty vector was needed to store the indices of the detected plant hills.
In step 2, each k frame represented a camera position as the vision system traversed along
the field. Step 2a calculated the elapsed time and the left and right border locations of the
frame as described in Section 2.3. The specific detection method was performed in Step 2b,
which compared the current distance locations of the left and right bounds of the camera
frame to the plant hill locations. The plant hill indices that satisfied Step 2b-i were then
appended to the NumPy vector. The duplicates were filtered from the NumPy vector in
Step 3, and the remaining elements were counted and stored in the integer variable nd.
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Finally, the simulated detection rate (rd,sim) of the vision system was then the quotient of nd
and nh as shown in Equation (14).

rd,sim =
nd
nh

(14)

2.5. Experimental Design

A laptop (Lenovo ThinkPad T15 g Gen 1) with Intel Core i7-10750H, 16 GB DDR4
RAM, and NVIDIA RTX 2080 Super was used in the computer simulation. The script
was implemented using Python 2.7 programming language and ROS Melodic Morenia in
Ubuntu 18.04 LTS operating system.

The simulation was performed at S = 0.5 m, based on the camera configuration of
Chechliński et al. (2019) [23]. Sensitivity analysis was performed at dl values of 1, 10,
100, 1000, and 10,000 m. The literature review showed that 20,000 m was used in the
study of Villette et al., 2021 [26]. However, the basis for the dl used in their study was not
explained. Hence, sensitivity analysis was performed in this study to establish the sufficient
dl that would not affect rd,th and rd,sim. The resulting values of rd,sim were compared to
rd,th. Inferencing speed of 2.4 fps and travel velocity of 2.5 m/s were used for the sensitivity
analysis to have an ro < 1 at S = 0.5 m. If a faster inferencing speed or slower travel was
used, ro could be equal to or greater than 1. This result will fall into Case 1 or 2 and could
not be used for sensitivity analysis.

The model was then simulated at different values of
⇀
v and f ps, as shown in Table 1 to

estimate the detection performance of combinations of CNN model, hardware, and
⇀
v . Forward

walking speeds using a knapsack sprayer typically ranged from 0.1 to 1.78 m/s [35–37]. On
the other hand, the travel velocities of boom sprayers ranged from 0.7 to 2.5 m/s [38–41]. Solid
fertilizer application using a tractor-mounted spreader operated at 0.89 to 1.68 m/s [13,42].
Finally, a mechanical weeder with rotating mechanisms worked at 0.28–1.67 m/s [43,44]. The
literature review showed that 0.1 m/s was the slowest [41] and 2.5 m/s was the highest [40]
forward velocities found. The mid-point velocity of 1.3 m/s estimated the typical walking speed
using knapsack sprayers [35–37] and forward travel velocities of boom sprayers and fertilizer
applicators [38–41].

Table 1. Complete factorial design to determine the detection rate of a CNN-based vision system for
agricultural field operation using simulation.

Levels
Parameter

⇀
v , m/s fps

Low (−1) 0.1 2.4
Standard (0) 1.3 12.2

High (+1) 2.5 22.0

In addition, 2.4 and 22 fps were the inferencing speeds of YOLOv3 running on an
NVIDIA TX2 embedded system and a laptop with NVIDIA 1070TI discrete GPU as de-
scribed in the study of Partel et al. (2019) [11]. Finally, 12.2 fps approximated the inferencing
time of a custom CNN architecture or SSD MobileNetV1 CNN model optimized in TensorRT
and implemented an embedded system [22,23].

The effect of increasing S using multiple camera modules in preventing missed detec-
tion was also performed on treatments falling under Case 3.

2.6. Vision Module Development

The development of the vision module was divided into three phases: (1) hardware
and software development; (2) dataset preparation and training of the CNN model; and (3)
simulation and testing.
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2.6.1. Hardware and Software Development

Table 2 summarizes the list and function of the hardware components used to develop
the vision module. NVIDIA Jetson Nano with 4 GB RAM was used to perform inferencing
on 1280 × 720 at 30 fps video from a USB webcam (Logitech StreamCam Plus). Powering
the whole system is a power adapter that outputs 5VDC at 4A.

Table 2. Summary of vision module hardware.

Hardware Model Function

Webcam Logitech StreamCam Plus Realtime video capture
Vision Compute Unit NVIDIA Jetson Nano 4 GB Image inferencing
Communication Bus USB 3.0 Communication with USB devices

Power Adapter 5VDC 4A Power Adapter Supplies power to the vision compute unit

Table 3 summarizes the software packages used to develop the software framework
of the vision module. The software for the vision module was written in Python 2.7. The
detectnet object class of Jetson Inference Application Programming Interface (API) was used
to develop the major components of the software framework. Detectnet object facilitated
connecting to the webcam using gstream, optimizing the PyTorch-based SSD MobileNetV1
model into TensorRT, loading the model, performing inferences on the video stream from
the webcam, image processing for drawing bounding boxes onto the processed frame,
and displaying the frame. OpenCV is an open-source computer vision library focused on
real-time applications. It was used to display the calculated speed of the vision module and
convert the detectnet image format from red–green–blue–alpha (RGBA) to blue–green–red
(BGR), which was the format needed by ROS for image transmission.

Table 3. Summary of vision module software.

Software Package Function

NVIDIA Jetson Inference API Facilitates camera connection, training of object detection model, converting to
TensorRT, loading of object detection model, inferencing, and image processing

Python General programming language to implement the algorithms
OpenCV Image processing

Robot Operating System (ROS) Image data, plant coordinate, and processing time transmission
Ubuntu 18.04 ARM The operating system for Jetson Nano and hosts the other software packages

To enable modularity, the software framework, as illustrated in Figure 5, was also
implemented using ROS version Melodic Morenia, which was the version that was com-
patible with Ubuntu 18.04. A node is a virtual representation of a component that can send
or receive messages directly from other nodes. The vision module or node required two
inputs: (1) RGB video stream from a video capture device and (2) TensorRT-optimized SSD
MobileNetV1 object detection model. It calculates and outputs four parameters, namely:
(1) weed coordinates, (2) crop coordinates, (3) processed images, and (4) total delay time.
Each parameter was published into its respective topics. Table 4 summarizes the datatype
and the function of these outputs.
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Figure 5. Software framework of the vision module.

Table 4. Output parameters of the vision module with their description.

Parameter Datatype Description

Weed coordinates, px Integer Array of integers representing the x-coordinate of all detected weed per frame
Crop coordinates, px Integer Array of integers representing the x-coordinate of all detected crops per frame

Images CvBridge Image data with detections

Time delay, s Float Total delay time of the vision module as a result of inferencing, image
processing, calculation, and data transmission

2.6.2. Dataset Preparation and Training of the CNN Model

Using the Jetson Inference library, a CNN model for plant detection was trained using
SSD MobileNetV1 object detection architecture and PyTorch machine learning framework.
A total of 2000 sample images of artificial potted plants at 1280 × 720 composed of 50%
weeds and 50% plants were prepared. For CNN model training and validation, 80% and
20% of the datasets were used, respectively. A batch size of 4, base learning rate of 0.001,
and momentum of 0.90 were used to train the model for 100 epochs (5000 iterations).

2.6.3. Testing and Simulation

The performance requirement for the vision module was to avoid missed detections
for spraying operations at walking speeds, which was 0.1 m/s at minimum [35–37]. The
Jetson Nano and webcam were mounted at a height where S was equal to 0.79 m, as shown
in Figure 6. S was determined so that the top projections of the potted plants were within
the camera frame, and the camera and plants would not collide during motion. A conveyor
belt equipped with a variable speed motor was used to reproduce the relative travel velocity
of the vision system at 0.1, 0.2, and 0.3 m/s. A maximum of 0.3 m/s was used, since beyond
this conveyor speed consistent dh at 0.2 m was difficult to achieve, even with three people
performing the manual loading and unloading, as the potted artificial plants were traveling
too fast.

A total of 60 potted plants were loaded onto the conveyor for each conveyor speed
setting. Detection was carried out at a minimum conference threshold of 0.5. Detected
and correctly classified plants were considered true positives (TP), while detected and
incorrectly classified plants were categorized as false positives (FP). Missed detections were
classified as false negatives (FN). The precision (pactual) and recall (ractual) of the vision
module were then determined using Equations (15) and (16), respectively.

pactual =
TP

TP + FP
(15)

145



Appl. Sci. 2022, 12, 1260

ractual =
TP

TP + FN
(16)

 
Figure 6. Laboratory setup composed of Jetson Nano 4GB, Logitech StreamCam Plus, and variable
speed conveyor belt with artificial potted plants.

3. Results and Discussion

The sensitivity of rd,th and rd,sim to the total traversed distance was first determined
to establish the dl that was used in the experimental design. The influence of

⇀
v and f ps

at specific S on rd,th and rd,sim were then compared and analyzed. Finally, the results of
performance testing the vision module were compared to theoretical and simulation results.

3.1. Sensitivity Analysis

As illustrated in Figure 7, the sensitivity analysis results showed that rd,th and rd,sim con-
verged at 10 m traversed distance. The 20% difference of rd,th from rd,sim can be attributed to
the different variables considered to determine each parameter. rd,th used inferencing speed,
travel velocity, and capture width to theoretically calculate the gaps between consecutive
processed frames related to the detection rate, as illustrated in Section 2.1.

On the other hand, rd,sim determined the detection rate based on the number of unique
plants within the processed frames, as influenced by traversed distance, hill spacing,
inferencing speed, travel velocity, and capture width, as described in Section 2.2, Section 2.3,
Section 2.4. Results showed that simulation better approximated the detection rate than
theoretical approaches at less than 10 m traversed distance, 0.2 m hill spacing, 2.5 m/s
travel velocity, 2.4 fps, and 0.5 m frame capture width.

These results infer that at very short distances, rd,sim approximates the detection rate
more accurately than rd,sim. However, for long traversed distances, the influence of hill
spacing on the detection rate was no longer significant and rd,th can simply be used to
calculate the detection rate.
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Figure 7. Theoretical (solid) and simulated (broken-line) detection rates at 1, 10, 100, 1000, and 10,000 m
field lengths at 0.2 m hill spacing, 2.5 m/s travel velocity, 2.4 fps, and 0.5 m frame capture width.

3.2. Effects of
⇀
v and f ps

Table 5 summarizes the theoretical and simulation results on the combinations of
⇀
v

and fps at S equal to 0.5-m. Comparing the rd,th to rd,sim for any combinations of the tested
parameters showed that detection rates were equal. Results also showed that there were no
missed detections at any

⇀
v when the inferencing speeds were at 12.2 and 22 fps (Case 2), as

illustrated in Figures 8 and 9. These results infer that one-stage object detection models, such
as YOLO and SSD, running on a discrete GPU such as 1070TI, have sufficient inferencing
speed to avoid detection gaps in typical ranges of travel velocities for agricultural field
operations. The result was also comparable to the 92% precision of the CNN-based MVS
with 22 fps inferencing speed in the study of Partel et al. (2019) [11]. Therefore, these results
infer that using a one-stage CNN model such as YOLOv3 on a laptop with NVIDIA 1070TI
GPU or better can provide sufficient inferencing speed to avoid gaps in different field
operations. However, as mentioned in Section 1, the study did not report the travel velocity
and field of view length of their setup. Thus, only an estimated performance comparison
can be made.

Table 5. Theoretical and simulation performance of a vision system for plant detection at S = 0.5 m
at three-levels of travel velocity (

⇀
v ) and inferencing speed ( f ps ).

Treatment No.
⇀
v , m/s fps df, m/Frame ro Case rg rd,th rd,sim

1 0.1 2.4 0.0417 12.00 2 0.00 1.00 1.00
2 0.1 12.2 0.0082 61.00 2 0.00 1.00 1.00
3 0.1 22 0.0045 110.00 2 0.00 1.00 1.00
4 1.3 2.4 0.5417 0.92 3 0.08 0.92 0.92
5 1.3 12.2 0.1066 4.69 2 0.00 1.00 1.00
6 1.3 22 0.0591 8.46 2 0.00 1.00 1.00
7 2.5 2.4 1.0417 0.48 3 0.52 0.48 0.48
8 2.5 12.2 0.2049 2.44 2 0.00 1.00 1.00
9 2.5 22 0.1136 4.40 2 0.00 1.00 1.00
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Figure 8. Simulated plant hill detection rates of the vision system moving at 0.1, 1.3, and 2.5 m/s at
different inferencing speeds ( f ps).

Figure 9. Simulated plant hill detection rates of the vision system moving at 2.4, 12.2, and 22 fps at
different travel velocities.

The result of this study also agrees with the results of other studies with known
S,

⇀
v , and f ps. In the study of Chechliński et al. (2019) [23], their CNN-based-vision

spraying system had S = 0.55 m,
⇀
v = 1.11 m/s, and f ps = 10.0. Applying these values to

Equation (2) also yields ro > 1 (Case 2), which correctly predicted their results of full-field
coverage. In the study of Esau et al. (2018) [10], their vision-based spraying system had
S = 0.28 m,

⇀
v = 1.77 m/s, and f ps = 6.67 and also falls under Case 2. Similarly, the

vision-based robotic fertilizer application in the study of Chattha et al. (2018) [13] had a
S = 0.31 m,

⇀
v = 0.89 m/s, and f ps = 4.76. Again, calculating ro yielded Case 2, which

also agrees with their results.
At 2.4 fps, the simulated MVS failed to detect some plant hills when

⇀
v was 1.3 (Treat-

ment 4) or 2.4 m/s (Treatment 7). In contrast, missed detections were absent at 0.1 m/s
(Treatment 1). As mentioned in Section 2.5, treatments 1, 4, and 7 represent typical infer-
encing speeds of CNN models, such as YOLOv3 running in an embedded system, such
as NVIDIA TX2 [11]. From these results, it can be inferred that unless CNN object de-
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tection models were optimized, such as illustrated in previous studies [23,45], MVS with
embedded systems shall only be applicable for agricultural field operations at walking
speeds.

Figure 10 illustrates the detected hills per camera frame along the first 10 m traversed
distance of treatments simulated at 2.4 fps (Treatments 1, 4, and 7). From Figure 10, three
information can be obtained: (1) absence of vertical gaps between consecutive frames;
(2) horizontal overlaps among consecutive frames; and (3) detection pattern. In Figure 10a,
the absence of vertical gaps at 0.1 m/s detections infers that all the hills were detected as
the vision moved along the field length. The horizontal overlaps among consecutive frames
also illustrate that a plant hill was captured by more than one processed frame. Finally, a
detection pattern was observed to repeat every 24 consecutive frames or approximately
every 1 m length. The length of the pattern was calculated by multiplying the number of
frames to complete a cycle and d f .

In contrast, the vertical gaps in some consecutive frames at 1.3 m/s, shown in
Figure 10b, illustrated the missed detections. Horizontal overlaps were also absent. Hence,
the detected plant hills were only represented in the frame once. The vision module trav-
eled too fast and processed the captured frame too slowly at the set capture width, as
demonstrated by the detection pattern of one missed plant hill every seven consecutive
frames or approximately every 3.8 m traversed distance.

Similar results were also observed at 2.5 m/s travel velocity, as shown in Figure 10c.
However, the vertical gaps were more extensive than Figure 10b due to faster travel speed.
Observing the detection pattern showed that 14 plant hills were being undetected by the
vision system every five frames or approximately every 5.21 m traversed distance. This
pattern that forms every 5.21 m further explains the difference in the rd,th and rd,sim in the
sensitivity analysis in Section 3.1, when the traversed distance was only 1 m. A complete
detection pattern was already formed when the distance was more than 10 m, resulting in
better detection rate estimates.

From these results, two vital insights can be drawn. First, at ro < 1, rd,th shall have a
margin of error when the length of the detection pattern is less than the traversed distance.
Second, concerning future studies, object tracking algorithms, such as Euclidean-distance-
based tracking [46], that requires objects should be present in at least two frames, would be
not applicable when ro ≤ 1. Hence, the importance that ro > 1 in MVS designs is further
emphasized.
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(a) 

(b) 

(c) 

Figure 10. Range of plant hill indices that were detected per frame along the first 10 m of the
simulated field at 2.4 fps, 0.5 m capture width, 0.2 m hill spacing at (a) 0.1 m/s, (b) 1.3 m/s, and (c)
2.5 m/s. Blue broken lines enclose a detection pattern, while broken red lines specify the missed
plant hills.
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3.3. Effect of Increasing S or Multiple Cameras

In cases where ro < 1 (Case 3), a practical solution to increase
⇀
v max is to raise the

camera mounting height, which, in effect, shall increase S. However, if raising the camera
mounting height is inappropriate as doing so shall also decrease object details, the use of
multiple cameras can be a viable solution.

Figure 11 illustrates the effect of increasing the effective S or using multiple cameras
on the calculated values of

⇀
v max for the three levels of infencing speeds (2.4, 12.2, and

22 fps) simulated at S = 0.5 m. The results showed that treatments with missed detections
exceeded the allowable

⇀
v max. For treatments 4 and 7, the allowable travel velocity was

only 1.2 m/s using a single camera module, which was less than the simulated
⇀
v of 1.3

and 2.5 m/s, respectively.

Figure 11. Theoretical maximum travel velocity to prevent missed detections with 1, 2, and 3 cameras
at 2.4, 12.2, and 22.0 fps.

Calculating nvis using Equation (6) for treatments 4 and 7 showed that 2 and 3 vision
modules, respectively, were required to prevent missed detections. Thus, using two vision
modules for treatment 4 prevented missed detections, as shown in Figure 12. The 6th, 20th,
and 34th frames captured by the second camera detected the plants undetected by the first
camera.

As predicted, a two-vision-module configuration for treatment 7 was insufficient in
preventing missed detections since the simulated

⇀
v of 2.5 m/s of the vision system was

still higher than the increased
⇀
v max. As illustrated in Figure 12, without a third camera,

the two-camera configuration would still result in an undetected hill on the 16th frame.
Based on these simulated results, the problem of missed detection due to the slow

inferencing speed of embedded systems could be potentially solved by using multiple,
adjacent, non-overlapping, and colinear cameras along the traversed row when raising the
height of the camera was unwanted.
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(a) 

(b) 

Figure 12. The range of plant hill indices detected per frame along the first 10 m of the simulated
field at f ps = 2.4, S = 0.5 m, and dh = 0.2 m: (a) detections at 1.3 m/s using two cameras where
broken red lines represent plant hills undetected by the first camera but detected by the second
camera; and (b) detections at 2.5 m/s and three cameras where broken orange lines represent plant
hills undetected by the first and second cameras but detected by the third camera.

3.4. Vision Module Simulation and Testing Performance

Figure 13 shows the sample detection of the vision module. Results showed that
using a TensorRT-optimized SSD MobileNetV1 to detect plants in 1280 × 720 images on
an NVIDIA Jetson Nano 4 GB had an average inferencing speed of 45 fps. This average
inferencing speed only represented the elapsed time to inference on an already loaded
frame. However, due to calculation overheads caused by additional data processing and
transmission, the average effective inferencing speed of the vision module was only 16 fps,
as shown in Figure 13. The effective speed was the average time difference for the vision
module to complete a single loop, including grabbing a frame from the camera, inferencing,
calculating detection parameters, image processing, and transmitting data.

The results using the theoretical approach and simulation for the vision module are
shown in Table 6. Using Equation (2), the configuration of the laboratory setup falls under
Case 2 since ro > 1. Then, using Equation (4), rd,th was calculated to be equal to 1.00.
Applying Equation (5) yields

⇀
v max = 12.64 m/s, which was highly sufficient for the target

0.3 m/s and inferred that multiple vision modules were not required to prevent missed
detections. Theoretical prediction of the performance of the vision module showed that the
configuration was sufficient to prevent missed detection. Likewise, the theoretical result
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was confirmed by the simulation results that showed no missed detections (rd,sim = 1.00)
for both crops and weeds among the simulated

⇀
v .

 

Figure 13. Sample real-time inferencing using trained SSD MobileNetV1 model and optimized in
TensorRT. The vision system utilized Jetson Inference API.

Table 6. Theoretical and simulation performance of the CNN-based vision module for plant detection
at S = 0.79 m, 16 f ps, and at three-levels of travel velocity (

⇀
v ).

⇀
v , m/s df, m/Frame ro Case rg rd,th rd,sim

0.1 0.0063 126.40 2 0.00 1.00 1.00
0.2 0.0125 63.20 2 0.00 1.00 1.00
0.3 0.0188 42.13 2 0.00 1.00 1.00

Table 7 summarizes the precision and recall of the trained CNN model in detecting
potted plants at different relative travel velocities of the conveyor. Results showed that
the combination of an optimized SSD MobileNetV1 in TensorRT running in a Jetson Nano
4 GB have robust detection performance, and incorrect or missed detections were absent
despite increasing travel velocity. Comparing the value of ractual to rd,th and rd,sim, results
showed that the detection rates were equal. The recall was used for comparison instead of
precision since the former is the ratio of the correctly detected plants to the total sample
plants. This definition of ractual in Equation (16) is equivalent to the definition of rd,sim in
Equation (14). Since the ractual , rd,th and rd,sim were equal, these results proved the validity
of the theoretical concepts and simulation methods presented in this study. Hence, rd,th
and rd,sim can be used to theoretically determine the detection rate of a vision system in
capturing plant images as a function of

⇀
v and f ps with known S.
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Table 7. The detection performance of the CNN-based vision module for detecting a 60 potted plants
at different conveyor velocities (

⇀
v ).

⇀
v , m/s TP FP FN pactual ractual

0.1 60 0 0 1.00 1.00
0.2 60 0 0 1.00 1.00
0.3 60 0 0 1.00 1.00

4. Conclusions

This study presented a practical approach to quantify rd and aid in the development
of a CNN-based vision module through the introduction of the dimensionless parameter
r0. The reliability of r0 in predicting the rd of an MVS as a function of inferencing speed
and travel velocity was successfully demonstrated by having no margin of error compared
to simulated and actual MVS at sufficient traversed distance (≥10 m). In addition, a set
of scripts for simulating the performance of a vision system for plant detection was also
developed and showed no margin of error compared to the rd of actual MVS. This set
of scripts was made publicly available to verify the results of this study and provide a
practical tool for developers in optimizing design configurations of a vision-based plant
detection system.

The mechanism of missed detection was also successfully illustrated by evaluating
each of the simulated frames in detail. Using the concept of r0, simulation, and detailed
assessment of each processed frame, the mechanism to prevent missed plant hills by
increasing the effective S through synchronous multi-camera vision systems in low-frame
processing rate hardware was also successfully presented.

Furthermore, a vision module was also successfully developed and tested. Perfor-
mance testing showed that the rd,th and rd,sim accurately predicted the ractual of the vision
module with no margin of error. The script for the vision module was also made available
in a public repository where future improvements shall also be uploaded.

However, despite accomplishing the set objectives in this research, the study encoun-
tered limitations that shall be improved in future research. First, the robustness of r0
in predicting the detection rate was supported mainly by simulation data. The current
laboratory tests were only implemented at a maximum travel velocity of 0.3 m/s due to
limitations in the manual loading of the test plants. At this time, the study relied on results
of other studies to validate the robustness of r0 at higher travel velocities and different
inferencing speeds. Thus, the concepts presented in this shall be further tested to determine
the robustness of r0 at higher travel velocities during the application of the developed
vision module on actual field scenarios.

Lastly, the methodology to calculate rd,th and rd,sim assumed that the CNN has 100%
precision. In cases less than 100% precision, it can be theorized that rd,th and rd,sim can be
multiplied by the precision of the CNN to estimate the effective recall of a CNN-based
vision system in evaluating moving objects across the camera frame. However, this concept
is yet to be demonstrated and shall also be included in future studies.
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Abstract: Currently, we are experiencing an ever-increasing demand for high-quality transportation
in the distinctive natural environment of forest roads, which can be characterized by significant
weather changes. The need for more effective management of the forest roads environment, a more
direct, rapid response to fire interventions and, finally, the endeavor to expand recreational use of
the woods in the growth of tourism are among the key factors. A thorough collection of diagnostic
activities conducted on a regular basis, as well as a dataset of long-term monitored attributes of chosen
sections, are the foundations of successful road infrastructure management. Our main contribution
to this problem is the design of a probe for measuring the temperature profile for utilization in stand-
alone systems or as a part of an IoT solution. We have addressed the design of the mechanical and
electrical parts with emphasis on the accuracy of the sensor layout in the probe. Based on this design,
we developed a simulation model, and compared the simulation results with the experimental results.
An experimental installation was carried out which, based on measurements to date, confirmed the
proposed probe meets the requirements of practice and will be deployed in a forest road environment.

Keywords: IoT; sensor; probe; temperature profile; forest roads; simulation

1. Introduction

Forest roads are often considered a marginal point of interest within a country’s road
infrastructure and a considerable number of academic articles are devoted to general trans-
portation routes [1,2]. This fact is not wrong and does not need to be contradicted in the
means of value for money. These allegations are based in particular on the volume and na-
ture of the traffic that these roads must bear for a reasonable time period. Currently, there is,
on the other hand, an ever-growing demand for high-quality mobility in this specific natu-
ral environment, which can be characterized by extreme fluctuations of weather conditions.
The list of main reasons includes the requirement for more efficient management of the
forest roads environment, a more straightforward, quick approach to fire interventions [3]
and the final reason is in the effort for broader recreational utilization of the forests in the
development of tourism. The conclusions of some studies are also interesting, such as [4],
which points to the direct relationship between the quality of forest infrastructure and
the economic value that can be obtained from forests. Not only for these reasons, but the
authorities responsible are considerably concerned with ideas of implementing specific
management procedures with a long-lasting effect into the process of forest road manage-
ment. These procedures and systems based on them follow approaches applied within
the generally available road networks. The basis of such applied instruments for effective
management of road infrastructure, is a comprehensive set of diagnostic tasks regularly
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performed and a dataset of long-term monitored properties of selected sections [5,6]. The
previously mentioned represents the simple starting point for the decision making on
early construction interventions in the roads, either through a general routine maintenance,
repairs, or reconstruction. At the same time, the information obtained by monitoring
existing roads helps us to create new and improve existing standards associated with the
comprehensive renewal and construction of new roads, taking into account the geospatial
optimization of their situation and application of the innovative material composition
as referred to in [7,8]. Within the concept of comprehensive monitoring and diagnostics,
several measures need to be put in place. It is mainly a matter of regular data collection
application of selected data from the forest road network, such as road bearing capacity,
transverse and longitudinal unevenness and roughness. Measurements must be suitably
accompanied by a network of stationary meteorological measuring stations at predefined
road sections. Accomplishing this task will provide the required inputs for the correct
evaluation of the collected data on the condition of the structure and the road surface. Such
stations include special sensors evaluating the temperature profile of roads in both the
vertical and horizontal directions, soil sensors installed in the immediate vicinity of the
road, frost sensors, road pollution sensors and various additional meteorological sensors
for use on the road network [9,10]. The data collected using these stations in combination
with selected characteristics of the road condition obtained by diagnostics, might bring
new results in the form of defining specific dependencies present within the specific road
construction in the forest environment. As an application example, we can mention, e.g.,
determining the relationship between the bearing capacity of the subsoil and the climatic
conditions in the forest environment, or determining the relationship between the influence
of extreme climatic thermal effects on the road surface roughness. Their aim is, among
other issues, to improve existing and conduct new degradation functions related to the life
cycle of roads and to determine their residual life. For purposes related to comprehensive
diagnostics and monitoring, it is required to design specially modified meteorological
sets directly adapted to the tasks associated with the monitoring of forest roads. Several
commercial products from reputable manufacturers are available on the market, most of
which are intended for precisely defined uses. In our case, we decided to design our own
solution that will be suitable for use in a forest environment. However, the proposed device
can be used in other areas beyond the originally intended use. A suitable example us smart
city solutions [11] and industrial automation solutions [12]. In this article, we focused our
efforts on the first part of the joint work, which is the design and implementation of an
IoT ready temperature probe for measuring the vertical temperature profile of the soil.
Vertical heat transfer in the soil is an indicator of important properties of the soil and thus
it is possible to indirectly observe physical events, such as heat transfer transferred by
groundwater as an indicator of surface water at different depths [13]. From the hydrology
point of view, it is possible to monitor the movement of water and the renewal of the water
source through the rain. By creating a vertical temperature soil profile, it is also possible
to monitor external atmospheric influences and other interventions in the environment,
respectively. In addition to our area of interest in forest roads, it is possible to extend
usage to other areas, e.g., agriculture, where the information on heat transfer and form of
irrigation in the vertical direction is of significant value [14]. It is interesting to monitor
temperature in the depth of plant roots, as plant roots are known to be stimulated to grow
in warmer environments [15]. Monitoring of temperature profiles is commonly used, while
several solutions of analog and digital temperature sensors are available. In [16], the au-
thors address the issue of monitoring the temperature of the vertical and horizontal profile
of the road surface using low-cost temperature sensors DS18B20 [17,18]. The purpose of
monitoring the temperature profile [10] and logging the measured data was to investigate
the freezing effect on the degradation of the road body in cold areas. The distribution of the
measuring points of the vertical profile probe ranged from 30 mm to 4 m. They monitored
one cycle of freezing and thawing of the subsoil and the effect of the change in atmospheric
temperature on the individual monitored layers. In the article by Liu et al. [19], the authors
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monitored changes in soil temperature by application using LM35 temperature sensors,
which needed to be calibrated for measurement purposes, due to the minor differences in
the characteristics of individual sensors. The authors investigated the effect of using a paper
cover film on the change and delay of the soil temperature at a depth of 100 mm depending
on the change in outdoor temperature for agricultural purposes. However, in [9,13], the
authors do not present the design of probes for measuring soil temperature, they only
present and interpret the results of measurements. In [20], Izquierdo et al. focus on mea-
suring the vertical temperature profile of a water column through changes in physical
properties such as the wavelength of electromagnetic radiation, reflection, and filtering
of individual components of the light spectrum due to changes in other physical quan-
tities. Presented technologies consist of optical fibers, FBG sensors (fiber Bragg grating)
and an interrogator. Changes in the physical properties of specific light components due
to changes in temperature are evaluated and based on changes in the characteristics of
the monitored spectrum components, they also allow the determination of the ambient
temperature after calibration of the device. This technology is unsuitable for temperature
monitoring purposes in an environment other than water due to mechanical vulnerability.
The problem with deploying IoT devices in a forest environment is powering them without
direct connection to the electricity grid. This represents a serious issue and can be solved
utilizing locally available renewable energy sources. Wind energy and solar energy are
mainly used [21]. Due to these facts, it is necessary to pay increased attention to the overall
energy requirements of the installed equipment [22].

Based on the review of available technologies and our previous experience [23] with
1-wire networks, we decided to base the proposed temperature probe on DS18B20 sensors.
Such sensors have a wide variety of utilization in temperature measurements [24,25]. This
solution enables unambiguous identification of sensors and thus identification of their
position in the probe. The probe is intended for implementation in the area of forest roads
for measuring vertical temperature profile of subsoil either as a stand-alone IoT device or
in connection with other IoT devices with low energy consumption requirements. Such a
design allows utilization in several other areas of interest for monitoring both indoor [26]
and outdoor [27] temperature profiles. Its construction allows simple integration into
existing devices with 1-wire protocol support. Probe, as such, represents a tiny but essential
part of the weather monitoring system for forest roads whose outputs enter into the road
management system, as already mentioned above.

2. Materials and Methods

The task of designing a measuring probe for measuring the vertical temperature profile
of soil is a set of specific conditions for mechanical and electrical design. Our research
team has already designed and implemented meteorological measurement sets as part
of previous studies [28,29]. This real expertise makes proposing our temperature probe
design easier. DBAR is the name of our unique temperature probe design for monitoring
the vertical temperature profile of the subsoil. The following components must be present
in the sensor, according to our design:

• study housing for use in severe settings with mechanical, chemical, and environmental
stress;

• sensor elements at predetermined distances;
• internal wiring with minimized influence on measurements;
• connecting cabling with minimal impact on measurements; and
• hermetically sealed mechanical elements.

In this chapter, we will present the process of development of individual components
and final prototypes based on them.

2.1. Probe Electrical Design

Our design utilizes 1-wire technology, which allows connecting multiple temperature
sensors on a single twisted pair cable under certain conditions. The basis of 1-wire tech-
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nology is a serial protocol using a data line and a ground reference for communication.
Additional wire for device power is optional. The 1-wire master initiates and controls
communication with one or more 1-wire slave devices on the 1-wire bus. Each 1-wire
slave device has a unique, unchangeable, factory-programmed 64-bit identification number
that serves as the device address on the 1-wire bus. The 8-bit family code, as a subset
of the 64-bit ID, identifies the type and functionality of the device. Most 1-wire devices
allow obtaining power for their own operation from the 1-wire bus, which is referred to
as a parasitic power mode. In this case, the device does not need a third wire and just a
single wire is shared for both communication and power to the device. 1-wire is widely
supported by many IoT devices [30–32], which was another reason for our choice of sensor
type DS18B20. Furthermore, in the case of a custom solution, the implementation of 1-wire
protocol on a selected microcontroller is trivial. The sensors are available in packages with
the dimensions of common transistors (TO-92) and IC (TSOC, TDFN, SOT23). We decided
to use the variant in the TO-92 package, as it is more economically advantageous and
allows easier work in laboratory conditions and the connection of sensors will use parasitic
connection, as depicted in Figure 1.

 

Figure 1. Parasitic connection of sensors.

2.2. Probe Mechanical Design

For the probe mechanical parts, it is necessary to choose a material that will protect
the sensory element from environmental influences, both mechanical and chemical, and
others depending on the type of environment. Furthermore, concerning the parameters
influencing the heat transfer through the casing, two material alternatives were chosen:

• polypropylene as a thermoplastic polymer, which is one of the commonly used plastics
in many areas of industry. It is suitable for our intended use as a probe housing due
to its temperature, mechanical, and chemical resistance. A range of pipes of various
diameters is available for use in plumbing installations. Various fittings are also
available and the principle of joining them is with the use of a plastic welding machine,

• polyethylene is a commonly used thermoplastic polymer. It is characterized by high
resistance to acids, alkalis, and some other chemicals. It is suitable as a probe housing
for measuring the temperature profile, also due to its temperature resistance. Fittings
and accessories are mostly available, joining is realized by thermal fusion or by using
an appropriate adhesive.

Considering the availability of materials, we decided to produce two experimental
prototypes marked according to the material used as PPR for polypropylene and HDPE
for polyethylene. PPR alternative—commonly available PPR components used for the
implementation of plumbing installations were used to produce the probe cover. A series
with a dimension of 20 mm was chosen for the housing.

Figure 2 shows a cross-section of the proposed probes interconnection pieces. We used
commonly available tubing and couplings for PPR material, and we used custom made
couplings for HDPE material.

2.3. Probe Internal Connection Proposal

The basic requirement is that the sensors in the probe are placed so that they are
mounted at distances precisely defined for temperature profile measurements. To achieve
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this goal, it is necessary to consider the need to connect the sensors to a common bus, which
is physically implemented as a twisted pair cable.

Figure 2. Cross-sections of proposed probes: (a) PPR and (b) HDPE.

Identification of individual sensors in the probe is ensured using their unique iden-
tification numbers. Connecting the sensors directly to the cable is the simplest method
of implementing a temperature probe. The problem is the way to achieve the required
distances between the sensors. In this case, it is necessary to add some reserve on the cable
to realize bending and insulation of joints. The sensors must be attached to an auxiliary
profile inserted into the housing, as shown in Figure 3.

 
Figure 3. Sensors connected on a cable.

Although this method is simple, it did not work entirely as expected. It was too
laborious, and the precise placement of the sensors could not be easily ensured. Due to this
fact, we proposed a method of implementing a temperature probe by connecting sensors
utilizing printed circuit boards. The printed circuit boards were designed with a 50 mm
grid and a module length of 250 mm in Figure 4. This modular system makes it possible
to create a probe of the required length according to the immediate needs. In practice, we
expect probes with lengths between 1 m and 1.5 m.
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Figure 4. PCB modules for sensors.

Custom dimensions of the probe can be achieved by a simple technique of cutting
the PCB profile at the selected location as can be seen in Figure 5. With this method, no
installation on the auxiliary profile or cable reserve is required, as the implementation
only contains connecting cables to the last PCB module. The grid of 50 mm is suitable
for purposes of our probe but can be modified in the future if different probe parameters
are required.

 
Figure 5. Sensors installed on a PCB module.

When using 1-wire technology, the required cabling is reduced only to a simple twisted
pair cable with copper cores. The 2 × 0.8 mm2 cable was chosen, which is commonly avail-
able in several versions for installations in both indoor and outdoor environments. An
alternative is also available for placement directly in the ground or building structures
(concrete, mortar, etc.). After connecting the sensors and preparing the wiring for connec-
tion to the measuring board, such a system is inserted into the prepared probe housing.
Many sealing compounds are available in the market for the sealing of electronic compo-
nents. For the purposes of this device, a two-component polyurethane sealant Elantron
PU 310/PH 27 [33] with a recommended operating temperature of a maximum of 100 ◦C
was chosen.

2.4. Individual Sensors Position Identification

In addition to the commonly used 64-bit sensor ID, we decided to use 2 free bytes of
the non-volatile memory of the DS18B20 sensor. These are utilized to set the upper and
lower limits for alarms that are used in temperature-critical applications shown in Table 1.
In our design, they carry information about the position of the individual sensor in the
probe, with the designation “0” for the sensor located at the bottom of the probe.

Stored value is in format: value = UBH UBL. The stored value has width of 16 bits, and
the meaning of this value is position of the temperature sensor in the temperature probe.

Table 1. Memory map of DS1820 temperature sensor.

Scratchpad EEPROM

Byte 0–1 Temperature registers Not Available

Byte 2 TH Register or User Byte 1 User Byte 1 (UBH)

Byte 3 TL Register or User Byte 1 User Byte 2 (UBL)

Byte 4 Configuration register Configuration register

Byte 5–8 Reserved Not Available
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2.5. Probe System Architecture and Design for Forest Road Measurements

The probe design for measuring the vertical temperature profile of the subsoil consid-
ers the two primary applications shown in the block diagram in Figure 6. The first method
is the connection of the probe to the IoT device or to the measurement control panel, which
enables the online transfer of measurement data to a server solution, where the data is
processed and prepared for user evaluation. The second method is collecting data into
a local standalone logger, while the transfer of data to the server solution is provided by
downloading data from the logger and then uploading them to the database. This solution
is designed for long-term measurements, where it is not required to transmit the measured
data frequently, rather it is vital to download them at specified interval as a batch.

Figure 6. System architecture block diagram.

3. Simulation Model and Experimental Measurement Proposal

For numerical simulation of the heat transfer from the environment and experimental
verification of obtained results, two experimental probes were proposed. Both probes are
250 mm long and the sensors are placed on the printed circuit boards with a 50 mm distance.
The experimental probes in Figure 7 differ in the applied housing material, dimensions
and the number of sensors used for proposed experiments. The decision regarding the
housing material was made based on its availability on the market considering mainly its
environmental resistance. Considering this, PPR and HDPE plastic materials were selected.
These plastic materials offer high abrasion and corrosion resistance to soil chemicals. Both
materials are also suitable in terms of operating temperature, as the experimental setup
is supposed to be installed in the forest, not in a laboratory environment. Another reason
is the appropriate thickness of the available plastic tubes. This property affects the heat
transfer from the environment to probes attached inside the housing.

In case of probe 1 (PPR probe in Figure 7a), the probe housing is a polypropylene plastic
tube with a diameter of 20 mm and a wall thickness of 3.2 mm. Sensors marked 100, 110, 120
are placed in the body of the probe with an offset of 4.5 mm from the printed circuit board,
with a location corresponding to the thermometers 00, 10, 20. Sensors marked 01, 02, 03 are
placed on the body of the probe with the location corresponding to the thermometers 00,
10, 20. The sensor marked 04 is, as in the case of probe 1, an auxiliary thermometer for
measuring the ambient temperature.

The base construction of the probe 2 (HDPE probe in Figure 7b) uses thermoplastic
polymer (HDPE material) as a tube housing material with a diameter of 10 mm and a
wall thickness of 1 mm. Sensors DS18B20 marked 00, 05, 10, 15, 20, 25 are in the body of
the probe with a polyurethane sealant. Sensors marked 01, 02, 03 are placed on the body
surface of the probe with the location corresponding to the thermometers 00, 10, 20. The
sensor marked 04 is an auxiliary sensor for measuring the ambient temperature.
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Figure 7. Experimental probes: (a) PPR and (b) HDPE.

There are sensors inside the tube, as we have already mentioned. These probes are
encapsulated using two components consisting of a resin and curing agent. PUR sealant is
used to isolate electric components from the surrounding environment to prevent damage
caused by water, air humidity. Equally important, dissipation factor using PUR sealant
is acceptable.

The proposed experiments covered two basic types of measurements:

(A) Measurement in a water bath to verify the measurement procedure during a step
temperature change.

1. The measurement starts at ambient temperature.
2. The probe is immersed in a water bath at a temperature approximately 55 ◦C

(domestic hot water).
3. The measurement is completed after approaching the temperatures measured

by sensors 00, 05, 10, 15, 20, 25 and the auxiliary thermometer 04.

The measurement is repeated at different values of the water bath temperature (30 ◦C
and 10 ◦C). The time resolution of the measurement is assumed to be ~1 s.

(B) Measurement in a climate chamber to verify the measurement procedure in case of
gradual temperature change.

1. The probe is placed into the climate chamber and the measurement starts.
2. The temperature increases by 10 ◦C comparing the initial temperature is adjusted

in the climate chamber, followed by a dwell time of approximately 6–8 min at
maximum temperature. Then the climate chamber is switched off [34].

3. The measurement is completed after approaching the temperatures measured
by sensors 00, 05, 10, 15, 20, 25 and auxiliary thermometer 04.

The measurement is repeated at different maximum temperatures of the climate
chamber (plus 15 ◦C and 25 ◦C). The time resolution of the measurement is assumed to
be ~1 s.
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3.1. Simulation Model Proposal

Numerical simulation of temperature fields during the probe heating and cooling is
based on the solution of Fourier–Kirchhoff partial differential equation in the form [35]

ρcp
∂T
∂t

= λ∇2T +
.

qv (1)

in which T is the temperature, ρ is the density, cp is the specific heat, λ is the thermal
conductivity, and qv is the volumetric heat source density, i.e., the heat generated per unit
time in a unit volume. Geometrical, thermal, initial, and boundary conditions are necessary
to define to accomplish solution of the Equation (1). Analysis of temperature fields was
performed by the system ANSYS 18.1 [36] using the implemented finite element method.

Because the temperature changes along the height of the probes are negligible for the
investigated heat conduction processes, it is possible to use a simplified axially symmetric
model of the probe 1 and 2 with the dimensions according to Figure 8. This assumption
was also confirmed by experimental measurements (see Section 4). The maximum standard
deviations of the temperatures measured by the sensors in the axis of probe 1 (Figure 7a—
with the exception of sensor 25) are 0.52 ◦C, which is at the level of accuracy of the sensors
specified by the manufacturer [17]. The finite element mesh was generated using the
PLANE 77 element.

Figure 8. Axis-symmetric finite element model for the analysis of temperature fields (a) probe 1 (PPR)
and (b) probe 2 (HDPE).

The thermophysical properties of PPR and HDPE pipes as well as PUR sealant are
summarized in Table 2.

Table 2. Used materials properties [33,37–39].

Property PPR HDPE PU310/PH27

Thermal conductivity [W·m−1·K−1] 0.24 0.4 0.375

Density [kg·m−3] 898 956 1290

Specific heat [J·kg−1·K−1] 2000 1840 1900

The initial temperature of probes was proposed to be equal to the ambient temper-
ature, generally 20 ◦C. The boundary conditions were defined in accordance with the
described experimental program using the boundary condition of the 3rd type. The im-
perfect thermal contact between the housing wall and the PUR sealant was modeled by
contact thermal resistance.

3.2. Simulation Results

Figures 9 and 10 illustrate the temperature distribution in probes 1 and 2 in the time
of 30 s, 60 s, 90 s, and 300 s, respectively, after immersing the probe in a water bath at
approximately 55 ◦C. The temperature differences in the probe 2 are smaller in comparison
with the probe 1. In time of 300 s, the temperatures in probe 2 are from 52 ◦C to 56 ◦C.
Probe 1 has temperatures from 48 ◦C to 56 ◦C, while the temperatures of PUR sealant are
from 48 ◦C to 52 ◦C. The response of the probe 1 to the sudden temperature change is
delayed more.
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Figure 9. Temperature distribution in the probe 1 in the time of (a) 30 s, (b) 60 s, (c) 90 s, and (d) 300 s
after immersing the probe in a water bath at approximately 55 ◦C.

Figure 10. Temperature distribution in the probe 2 in the time of (a) 30 s, (b) 60 s, (c) 90 s, and (d) 300 s
after immersing the probe in a water bath at approximately 55 ◦C.

Figures 11 and 12 illustrate the temperature fields in the probe 1 and probe 2, re-
spectively, in chosen times during probe heating and cooling in the climate chamber.
Comparing the temperature distribution during the period of heating in the time of 1200 s
(Figures 11a and 12a) and 2000 s (Figures 11b and 12b), there can be seen that the temper-
ature rises in the probe 2 is slightly faster than in the probe 1. Minimal temperature
differences of 0.1 ◦C in the probe 2 are reached approximately in the time of 2480 s, i.e., at
the end of dwell time (Figure 12c). As it follows from Figure 11c, the minimal temperature
differences in the probe 1 are during the phase of probe cooling in the time of 2770 s.
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Figure 11. Temperature distribution in probe 1 at chosen times during its heating by 10 ◦C and
subsequent cooling in the climate chamber, (a) t = 1200 s, (b) t = 2000 s, (c) t = 2770 s and (d) t = 4300 s.

Figure 12. Temperature distribution in probe 2 at chosen times during its heating by 10 ◦C and
subsequent cooling in the climate chamber, (a) t = 1200 s, (b) t = 2000 s, (c) t = 2480 s and (d) t = 3000 s.

4. Simulation and Experimental Result Comparison and Discussion

To verify the simulation model, the computed and experimentally obtained results
were compared. In case of measurement A (immersing the probe in a water bath), the time
dependences of the temperatures measured by the sensors and the temperatures calculated
in the probe axis were used in the comparison. Evaluation of time histories measured by
sensors and computed on the probe surface and in the probe axis was taken into account
for the measurement B (in a climate chamber).

In all the figures in this section, the time records of the temperatures measured by the
sensors and thermometers marked according to Figure 7 are plotted by lines as follows:
the auxiliary thermometer 04—black thick solid line; thermometers on the probe surface
01—red dashed line; 02—green dashed line; 03—blue dashed line, sensors in the probe
body 00, 05, 10, 15, 20, 25; and 100, 110, 120—solid line of a specific color. The computed
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time histories of temperatures in the probe axis and on the probe surface are presented by
black dashed lines and black dotted lines, respectively.

Figures 13–15 illustrate the dependence of measured and computed temperatures on
the time after immersing the probe 1 to a water bath at a temperature of 55 ◦C, 30 ◦C, and
10 ◦C, respectively. The temperatures measured by the sensor 25 are apparently affected by
the top cover of the probe, where we used a substitute made of different material instead of
a regular coupling. This problem was fixed in the experimental installation probe by using
appropriate coupling cap. Otherwise, in general, a suitable match was demonstrated among
the measured and calculated results. The temperature in the probe axis equalizes to the
surface temperature for about 800 s after a sudden change in surrounding temperature. This
time can be considered as a response time of the probe 1 to the sudden temperature change.

 
Figure 13. Time-history of measured temperatures and the temperatures computed in the probe axis
(measurement A—water bath temperature of 55 ◦C/probe 1).

 

Figure 14. Time-history of measured temperatures and the temperatures computed in the probe axis
(measurement A—water bath temperature of 30 ◦C/probe 1).

In Figures 16–18, the time histories of measured and computed temperatures are
shown for the probe 2 and measurement A. The response time in the case of probe 2 is
considerably shorter. The axis temperature reaches the surface temperature approximately
in the time of 250 s.

The dependences of measured and computed temperatures on the time during the
measurements in a climate chamber (measurement B) are shown in Figures 19–24. The
temperature differences between the surroundings and surface temperatures, and the
surface and axial temperatures for the probe 1 (Figures 19–21) are larger compared to that
for the probe 2 (Figures 22–24). Considering the design and dimensions of probes 1 and 2,
this result was expected. However, the performed measurements and calculations provide
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a possibility of feasible assessment of the response time of the designed probes to a gradual
change of surrounding temperature. Finally, it can be concluded, that as well as in the
case of measurement B, a sufficient correlation was achieved between the measured and
calculated results.

Figure 15. Time-history of measured temperatures and the temperatures computed in the probe axis
(measurement A—water bath temperature of 10 ◦C/probe 1).

Figure 16. Time-history of measured temperatures and the temperatures computed in the probe axis
(measurement A—water bath temperature of 55 ◦C/probe 2).

 
Figure 17. Time-history of measured temperatures and the temperatures computed in the probe axis
(measurement A—water bath temperature of 30 ◦C/probe 2).
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Figure 18. Time-history of measured temperatures and the temperatures computed in the probe axis
(measurement A—water bath temperature of 10 ◦C/probe 2).

 
Figure 19. Time-history of measured temperatures and computed surface and axial temperatures
(measurement B—temperature increase in climate chamber by 10 ◦C/probe 1).

 

Figure 20. Time-history of measured temperatures and computed surface and axial temperatures
(measurement B—temperature increase in climate chamber by 15 ◦C/probe 1).

For the practical verification of the probe, we carried out a pilot installation in the
premises of the University of Žilina in the vicinity of other experimental installations
in the field of meteorology. The probe contains nine pieces of DS18B20 thermometers
spaced with 0.1 m grid. The installation was completed at the end of October 2021. The
implementation is as follows: Sensor 9 is placed 0.1 m above the road surface, Sensor 8
is placed on the road surface, and Sensors 7–1 are placed 0.1 m to 0.7 m below the road
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surface. Figure 25 shows a graph of the temperature profile measurements from the start
of the measurements in October 2021 to December 2021. Sensor 9 varies the most with
respect to direct weather exposure at 0.1 m above the road surface. The effect of ambient
temperature on the remaining sensors depends on their location below the road surface.

 
Figure 21. Time-history of measured temperatures and computed surface and axial temperatures
(measurement B—temperature increase in climate chamber by 25 ◦C/probe 1).

 

Figure 22. Time-history of measured temperatures and computed surface and axial temperatures
(measurement B—temperature increase in climate chamber by 10 ◦C/probe 2).

Figure 23. Time-history of measured temperatures and computed surface and axial temperatures
(measurement B—temperature increase in climate chamber by 15 ◦C/probe 2).

171



Appl. Sci. 2022, 12, 743

 
Figure 24. Time-history of measured temperatures and computed surface and axial temperatures
(measurement B—temperature increase in climate chamber by 25 ◦C/probe 2).

Figure 25. Temperature measurements October–December 2021.

The course of measurements for one week is shown in Figure 26. It can be seen
that there is a transport delay in the effect of the exterior temperature on the individual
thermometers depending on their location in the probe. This phenomenon is expected
and arises primarily due to the parameters of the probe installation environment, e.g.,
subsoil. Analyzing the results of the temperature probe 1 (Figures 19–21) and probe 2
(Figures 22–24) sensors, it is clear that the transport delay between the individual sensors is
approximately 120 s (Probe 1) and 480 s (Probe 2). Considering the heat transfer rate in the
ground (asphalt road, construction materials, subsoil) in Figure 26, where the delay among
sensors is from 4 to 6 h, the own transport delay of the temperature probe is negligible.

Novelty of Proposed Solution and Future Research

The novelty of the solution can be in our opinion divided into several categories. The
first category is the design of the probe itself. Commonly available solutions using, for
example, thermocouples or PT sensors require extensive cabling. Typically, this involves
the utilization of 2-, 3-, or 4-wire connections. Such solutions increase in physical size as
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the number of sensors used in the probe grows due to the need for individual cabling for
each installed sensor. Cabling then represents a significant parameter affecting the probe
measurements—due to the amount of wire metal used. There is a considerable degree
of influence on the installed sensors and subsequent measurements. Presented solution
uses a custom PCB design with glass-laminate backing and conductive copper connections.
Due to the usage of DS18B20 digital thermometers, the copper used is optimized for only
2 conductive paths. Therefore, we were able to reduce the metal used significantly and
thus reduce the parasite influences.

Figure 26. Vertical temperature measurements during one week.

Another benefit is the possibility of deploying sensors at precisely defined distances.
This is ensured by the PCB design, where in the case of our experimental probe we used
a 50 mm pitch, which defines the maximum density of sensors placement. This pitch
can be modified to other values such as 10 mm by simply changing the PCB design. The
modularity of the probe is ensured by the usage of several PCB modules, which can be
connected by jumpers and, if necessary, shortened at designated locations, which are
indicated on the PCB silkscreen in front of the installed sensor.

We have designed the probe housing in two versions using two different materials.
Both designs are applicable to forest road environments. The difference is perceived mainly
in terms of practical installation in the forest road, taking into account the need to drill a
hole with the least possible diameter in order not to disturb the subsoil and thus affect the
measurements significantly. The probe uses 1-wire technology, which is widely known and
often directly used in a number of available IoT solutions. This solution therefore allows
the probe to be connected to data loggers, measurement control panels, stand-alone data
acquisition solutions as well as online connectivity via communication converters or IoT
solutions, making the probe a rather versatile device.

Furthermore, in our opinion, this is a new solution for forest roads, as the forest road
area, although similar in nature to the general road area, has specific requirements for the
equipment used. In our case, we have started to design a solution for the measurement of
the vertical temperature profile of forest roads as part of a research project to gather infor-
mation on subsoil freezing progress. In addition, the solution for the measurement of the
horizontal temperature profile has already been validated from previous activities [40,41].
The said solution also uses 1-wire technology.
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In additional support of our novelty claims, we note that the novelty of our solution
may also be supported by the granted utility model number SK122021U1 [42].

The measured data, once processed, will enter the forest road management system,
where it should be part of a predictive model for preventive maintenance and repair
planning. The predictive model will have a higher relevance after the addition of other
parts of the measurement system and the measurement of more annual cycles. However,
this activity is not part of our temperature probe design and is beyond the scope of
this manuscript.

Although the proposed probe is suitable for its intended use in the management of
forest road environments, we see further opportunities for modifications and improvements
in order to maximize the range of its applications. We also claimed intellectual property
rights on our probe design [42]. Future research activities will aim at subtle details, which
may seem to be negligible, although in overall may affect measurement characteristics of
the proposed probe, for example:

1. analysis of the effect of PUR sealant aging on the response time and measurement
accuracy. It is assumed that due to aging, the PUR sealant will shrink and thus the
contact between the individual components of the probe will be lost. From a thermal
point of view, this will increase the thermal resistance, e.g., between the probe housing
and the PUR sealant, thus extending the response time;

2. investigation of temperature fields, mainly the temperature gradients along the height
of the probe, which occur due to variation in the surrounding temperature depending
on the time and depth in the soil layer. This research will require the preparation and
solution of a 3D simulation model, including the definition of the temperature profile
in the soil depending on the depth below the earth’s surface in different seasons, as
well as a description of temperature changes during the day;

3. optimization of the internal probe layout with respect to self-heating of the measuring
elements, space requirements and dimensions; and

4. analysis of several available sealants to design specific probe solutions for environ-
ments with special requirements.

5. Conclusions

The growing need for higher-quality transportation in a specific natural setting, typi-
cally characterized by significant temperature changes, puts pressure on local civil engineers
to improve quality. The interest in more efficient forest environment management, a more
pleasant approach to fire interventions, and finally, the attempt to expand recreational use
of the forest in the development of tourism are the major causes for forest management. The
installation of a network of stationary measuring sites on designated road sections is also
part of the criteria, with the goal of providing valuable inputs for the accurate evaluation of
the gathered data on the structure and road surface. This includes, for example, unique
sensors that assess the temperature profile of roads in both the vertical and horizontal di-
rections, soil sensors put along the road, frost sensors, road pollution sensors, and different
meteorological sets for use on the forest road network. Our approach opens the potential of
fusing data from such professional equipment with data from our suggested temperature
probe for measuring the temperature profile of the soil to create a measurement set with
additional value that contributes to the achievement of the above purposes.

Our proposal represents a comprehensive solution with possibilities for future exten-
sions. We have addressed the design of the mechanical solution in two variants for use
in several types of environments, considering the requirements for environments with
mechanical, chemical, and environmental stresses. The electrical wiring of the sensors
used is straightforward, but it was necessary to design their arrangement in the probe so
that their positions were guaranteed. We proposed two solutions, of which the solution
using PCB elements that can be adapted to the desired length, currently with a 50 mm grid,
proved to be the most suitable. Such wiring allows data collection via a standalone logger,
or the probe can be connected to an IoT device supporting a 1-wire bus. Based on the
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proposed solution, we have created a simulation model, which then enters the verification
process. We designed and implemented a set of experiments in a water bath and a climate
chamber. Subsequently, we discussed and compared the results of the experiments and
simulation in Chapter 4. The presented figures clearly confirm the substantial agreement
between the experimental and simulation data. Our proposed probe will primarily be
used to measure the temperature profile of forest roads as input to models used in their
management. However, its application is much broader in different areas of the economy,
such as agriculture, energy, technological processes, automation, smart city solutions and
more with requisite for measuring temperature profiles.

6. Patents

SK122021U1 Temperature probe with adjustable position of the installed sensors.
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Abstract: Agriculture has becomes an immense area of research and is ascertained as a key element
in the area of computer vision. In the agriculture field, image processing acts as a primary part.
Cucumber is an important vegetable and its production in Pakistan is higher as compared to the
other vegetables because of its use in salads. However, the diseases of cucumber such as Angular leaf
spot, Anthracnose, blight, Downy mildew, and powdery mildew widely decrease the quality and
quantity. Lately, numerous methods have been proposed for the identification and classification of
diseases. Early detection and then treatment of the diseases in plants is important to prevent the crop
from a disastrous decrease in yields. Many classification techniques have been proposed but still,
they are facing some challenges such as noise, redundant features, and extraction of relevant features.
In this work, an automated framework is proposed using deep learning and best feature selection
for cucumber leaf diseases classification. In the proposed framework, initially, an augmentation
technique is applied to the original images by creating more training data from existing samples
and handling the problem of the imbalanced dataset. Then two different phases are utilized. In the
first phase, fine-tuned four pre-trained models and select the best of them based on the accuracy.
Features are extracted from the selected fine-tuned model and refined through the Entropy-ELM
technique. In the second phase, fused the features of all four fine-tuned models and apply the
Entropy-ELM technique, and finally fused with phase 1 selected feature. Finally, the fused features
are recognized using machine learning classifiers for the final classification. The experimental process
is conducted on five different datasets. On these datasets, the best-achieved accuracy is 98.4%. The
proposed framework is evaluated on each step and also compared with some recent techniques. The
comparison with some recent techniques showed that the proposed method obtained an improved
performance.

Keywords: crops diseases; data augmentation; deep learning; entropy; features fusion; machine
learning

1. Introduction

Agriculture is one of the most important research topics globally nowadays [1]. Agri-
culture is a significant source of income and the economy of a country is based on the
quality and yields of crops [2]. Cucumber is an important vegetable and during the year
2020, the global cucumber planting area was around 2.25 million hectares and the global
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yield was 90.35 million tons [3]. The production of crops is highly threatened by diseases
and failure to identify and prevent cucumber diseases causes a reduction of cucumber
vegetable yield and quality. The failure in early diagnosis causes significant economic
losses to growers. Therefore, the rapid diagnosis of crops diseases helps to increase the
quality and yield and also increases the national economy [4].

Mostly, identification is accomplished using typical methods like seeing through
naked eyes or through a microscope [5]. The results of the manual visual estimation are
generally unreliable while the microscopic assessments are generally time-consuming and
costly. Most of the agriculturists of underdeveloped countries are illiterate [6]. They are
compelled to return those charges along with other expenses like pesticides and fertilizer.
The cucumber diseases like anthracnose, powdery mildew, downy mildew, and cucumber
mosaic can destroy a large number of crops and the result will be a huge loss and vegetable
deficiency [7]. Significant work has been done to accomplish a method that can boost
the fastness and accuracy of the process. The methods necessarily contained some sort
of computerization [8]. A large number of techniques presented until now are based on
digital image processing and machine learning to identify the crops' diseases and achieve
the desired output [9].

Image processing has many applications in the domain of computer vision such
as medical imaging [10], agriculture [11], and named a few more. Agriculture is a hot
application of image processing for the identification and classification of crops and plant
diseases [12]. Although detection of cucumber abnormalities and then classifying them
using image processing techniques is a critical task due to some sequence of steps [13]. A
computerized method consists of some important steps such as preprocessing of original
leaf images, detection of the infected region, feature extraction using handcrafted methods,
and finally reduction and classification. Recognition of diseased portions in images is the
key factor as it can influence the design and performance of the classification algorithms [14].
However, the error in the detection of the infected region extracted the irrelevant features
that reduces the recognition accuracy.

Deep learning (DL) [15] is a hot research topic nowadays [16] and is employed ev-
erywhere for the detection and recognition tasks for several applications [17] such as
biometric [18], image classification [19], surveillance [20], medical [21], and agriculture [22].
The researcher of computer vision introduced many techniques using machine learning
and deep learning for plants diseases recognition [23]. Hussain et al. [24] introduced a
deep learning technique for the identification of multiple cucumber leaf diseases. They
extract deep learning features through two fine-tuned deep models including VGG19 and
Inception V3. Both fine-tuned models were trained on the selected dataset using the transfer
learning approach. The main advantage of training through TL is to save memory and time.
The extracted features were fused by implementing the parallel maximum fusion technique
to get the maximum information of each trained image. In the end, a whale optimization
algorithm (WOA) was applied to select the robust features and perform classification. The
purpose of feature selection is to get the best features because, in the fusion process, a few
redundant features were also added. They achieved a maximum of 96.5% accuracy on the
selected leaf dataset. In [13], researchers built an automated detection classification model
for cucumber leaf diseases. In the first phase, pre-processing was performed to enhance
the local contrast of images and to make the infected region more visible. This step makes
the infected region clearer that later helped in the accurate segmentation using a novel
Sharif saliency-based (SHSB) technique. Then researchers fused the proposed saliency
method with active contour segmentation to improve the segmentation accuracy that later
extracts the relevant features. In the feature extraction phase, they utilized VGG-19 and
VGG-M pre-trained models. The extracted features were refined through three parameters
including local entropy, local interquartile range, and local standard deviation. In the final
classification, the best accuracy of 98.08% was achieved on multi-class SVM. The strength
of this work was less computational time that can be useful for a real-time computerized
system. Wang et al. [3] introduced a deep learning-based technique for the recognition of
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cucumber leaf diseases under complex backgrounds. They fused DeepLabV3+ and U-Net
models instead of a single network. In the first step, DeepLabV3+ was used to segment
the leaves from the images. Then the diseased area was segmented using U-Net. The
fused models give better accuracy than the accuracy reported by the individual models.
Researchers in [25], introduced a model for the identification of crop diseases in real-world
images. The proposed trilinear convolutional neural network utilized bilinear pooling.
In the laboratory environment, the proposed technique achieved 99.99% accuracy and in
the real-world environment, the obtained accuracy is 84.11%. Kianat et al. [7] proposed
a hybrid system for the recognition of cucumber diseases. In the pre-processing step, the
data augmentation was applied using different angles to increase the image count in the
dataset. In this step, contrast stretching was also performed to visually improve the im-
ages. The features were extracted from binary robust invariant scalable keypoints (BRISK),
histogram of gradient (HOG), and features from the accelerated segmented test (FAST).
Initially, the irrelevant features were eliminated by utilizing the probability distribution-
based entropy (PDbE) technique. Then features were fused using the serial-based method
and implemented Manhattan distance-controlled entropy (MDcE) method was to select
the robust features. The proposed model achieved maximum accuracy of 93.5%. These
techniques faced a major challenge of irrelevant feature extraction that were tried to be
resolved through feature selection techniques [26].

Visual inspection of crops was carried out by farmers and agriculture experts. This
evaluation process is exhausting, time-consuming, and highly subjective. The development
of computer vision systems to identify, recognize, and classify disease-affected crops
will keep humans out of the equation, allowing for unbiased, accurate disease-infection
decisions [1]. An automatic classification system consists of various steps as mentioned
above. Preprocessing is an important step, the aim is to remove noise and improve the
quality of original images that later helps in important feature extraction. The extracted
features from the refined images are used for the training of deep learning models that are
further employed for feature extraction and classification. The key problems which are
considered in this work are (i) training a deep learning model on an imbalanced dataset
gives the high priority in the prediction to higher numbers of sample class; (ii) disease spots
and background objects differ in appearance; (iii) changes in the shape, color, texture, and
origin of the disease; (iv) irrelevant and redundant features extraction, and (v) choosing the
superlative features for the classification.

In this article, our major focus is to design an automated computerized method for
cucumber leaf diseases recognition using deep learning and Entropy-ELM-based best
feature selection. The recent methods focused on the infected region identification and
then employed for feature extraction; however, the error in the identification step misleads
the irrelevant feature extraction that later reduces the classification accuracy. Our major
contributions are:

(i) Four mathematical functions such as horizontal flip, vertical flip, rotate 45, and
rotation 60 are implemented for the sake of data augmentation. Later, four deep
learning models are fine-tuned and trained on the augmented dataset.

(ii) Deep learning features are extracted from the average pooling layer instead of the
fully connected layer. The extracted deep features are passed to the Softmax classifier
and compared the accuracy. Based on the accuracy value, the Densenet201 fine-tuned
model is selected for the rest of the process. Moreover, all fine-tuned model features
are fused using a new parallel approach.

(iii) An Entropy-ELM based best feature selection technique is proposed. The proposed
technique is applied on both the Densenet201 feature vector and fused vector, that
later serially fused for the final classification.

(iv) To determine which step of the proposed framework is better performed, a comparison
is made between all hidden steps.

The rest of the manuscript is organized as follows: a proposed methodology that
includes augmentation of the dataset, deep learning-based feature extraction, and Entropy-
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ELM-based best feature selection, is presented in Section 2. Results are discussed in
Section 3 with the help of tables and graphs. Finally, the conclusion of the manuscript is
given in Section 4.

2. Proposed Methodology

In this work, an automated framework is proposed for cucumber leaf diseases recog-
nition using deep learning and Entropy-ELM-based best feature selection. The proposed
framework is illustrated in Figure 1. In this figure, it is shown that the initial augmentation
step is applied to the original images by creating more training data. Then two different
phases are utilized. In the first phase, four pre-trained deep models are fine-tuned and
selected the best of them based on the accuracy. Features are extracted from the selected
fine-tuned model and refined through the Entropy-ELM technique. In the second phase,
fused the features of all four fine-tuned models and apply the Entropy-ELM technique, and
finally fused with phase 1 selected feature. Finally, the fused features are classified using
machine learning classifiers for the final output.

 

Figure 1. Proposed framework for cucumber leaf diseases recognition using deep learning and
Entropy-ELM.

2.1. Dataset Collection and Augmentation

The experiments were performed on the publically available dataset named the Cu-
cumber leaf diseases scan dataset [27]. This dataset consists of six different diseases such
as anthracnose, powdery mildew, downy mildew, angular spot, mosaic, and blight. A
sample of images are illustrated in Figure 2. Each class has 100 to 150 images originally that
are not enough to train a deep learning model. Therefore, we design a simple algorithm
(Algorithm 1) for data augmentation that includes four operations such as horizontal flip,
vertical flip, rotate 45, and rotate 60. This algorithm is applied to each cucumber disease
class and increases the number of images to 2000 in each class. In the later steps, this
augmented dataset is utilized for the training of deep models.
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Figure 2. Sample images of Cucumber leaf diseases.

Algorithm 1: (Data Augmentation)

Step 1: Input Original Database
Step 2: Consider First Disease Class
Step 3: Count Images of Step 2 (Selected Disease Class)
Step 4: For i = 1 to Total Images of each Class

- Horizontal Flip and Image Write
- Vertical Flip and Image Write
- Rotate 45 and Image Write
- Rotate 60 and Image Write

Step 5: Repeat Step 2, 3, and 4 for the Rest of the Disease Classes
End

2.2. Deep Learning Architecture

Four deep learning pre-trained models are employed in this work for feature extraction.
The selected models are—VGG16, ResNet50, ResNet101, and DenseNet201. As mentioned
in Figure 1, all selected models are initially fine-tuned and then trained through transfer
learning using an augmented dataset. A brief description of each deep model is given
below.

VGG16 [28] is a pre-trained model that was created by the Visual Geometry Group.
This group is a combination of students and teachers focused on Computer Vision at Oxford
University. This model is reflected to be one of the best computer vision models in the
world. A unique feature of VGG16 is that rather than having numerous hyper-parameters it
concentrates on having used identical PL and MPL of 2 × 2 filters of stride 2 and CL of 3 ×
3 filters with a stride 1. VGG16 continues the same organization containing Convolutional
and Maxpool Layers continuously during the course of the entire structural design. In the
end, VGG has 2 Fully Connected Layers afterward a Softmax to output. Due to the fact that
the VGG16 has 16 layers with weights, it has the name VGG16. This model was originally
trained on an ImageNet dataset having 1000 object classes. The prediction of this model
was done by the Softmax layer, defined as:

Θ = w0x0 + w1x1 + . . . + wkxk = ∑k
i=0wixi = wTx (1)
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ResNet [29] also known as a Deep Residual Network, have proved to perform with
great accuracy and efficiency with a Deep Framework and to create an extra straight
pathway for the transmission of data through the network. Within such Deep Systems,
the deprivation issue arises because of the rise of Network Layers and the precision
begins to dilute which results in its reduction quickly. Backpropagation does not come
across the Vanishing Gradient problem when working with RESNET. There are some
"Shortcut Connections" that a Residual Network has which are to be equivalent to a regular
Convolutional Layer which aids the network to comprehend the Global Features. Then an
input x has to be added to the output layer by adding the Shortcut connection, afterward
some weight layers below. After the application of these Shortcut Connections, they
permitted the network by avoiding the layers which were not beneficial while training.
Hence, the output came in an ideal modification of the number of layers to perform rapid
training. Mathematical, the output of H (x) can be expressed as

H(x) = F (x)− x (2)

A type of Residual Mapping is used to train the weight layers which is expressed as,

F(x) = H (x)− x (3)

The above-mentioned function F(x) signifies stacked nonlinear weight layers. Several
properties of ResNet50 include the fact that it has 64 kernels including 7 × 7 Convolutional
layers. It also includes 16 residual blocks. There are 23 million trainable parameters.

ResNet101 model utilizes Residual links that the angles can stream straightforwardly
over to hinder the slopes to get 0 after the utilization of Chain Rule. There are 104 con-
volutional layers altogether in ResNet101. Alongside, it comprises 33 squares of layers
altogether and 29 of these squares utilize past squares yield straightforwardly which is
characterized as leftover associations above. Hence the above-mentioned residuals were
using such main Operand of Summation (OOS) administrator towards the termination of
every square to obtain the contribution of the accompanying squares. Leftover 4 squares get
the past square’s yield and apply it to a CL with a channel size of 1 × 1 and a step of 1 after
a clump standardization layer, which performs standardization activity and the resultant
yield is shipped off the summation administrator at the yield of that block. Mathematically,
this model working is defined as follows:

u(x, t + 1) = u(x, t) + w(x, t) ∗ u(x, t) (4)

�
T x =

1
2

σ2 ∂2

∂x2 + b
∂

∂x
+ c ⇔ �

T p = −1
2

σ2 p2 + ibp + c (5)

�
T pũ(p, t) =

d
dt

ũ(p, t) (6)

ũ(p, t) = e
�
T ptũ(p, 0) (7)

ũ(p, t) ≈ (1 +
�
T pt)ũ(p, 0) (8)

Densenet-201 [30] is a convolutional neural network that is 201 layers deep. In this
model, each layer gets feature maps from all preceding layers, the network can be thinner
and more compact, resulting in fewer channels. The extra number of channels for each
layer is the growth rate k. As a result, it has better computational and memory efficiency.
The transition layers between two contiguous dense blocks are 11 Conv followed by 22
average pooling. Within the dense block, feature map sizes are uniform, allowing them
to be readily concatenated. A global average pooling is done after the last dense block,
and then a softmax classifier is added. The error signal can be transmitted more directly
to earlier levels. As previous layers can get direct supervision from the final classification
layer, this is a form of implicit deep supervision.
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2.3. Transfer Learning Based Feature Extraction

Transfer learning (TL) is a process of reusing a pre-trained model for a new task [31],
as illustrated in Figure 3. The ImageNet dataset was used as a source dataset of the pre-
trained model. The pre-trained model is fine-tuned and transfer knowledge through the
TL concept. In the last, the new fine-tuned model is trained on the augmented cucumber
dataset that is utilized for further feature extraction. The features are extracted from the
deep layers like FC7 for VGG, Average Pool for ResNet50, ResNet101, and Densenet201.
Several hyperparameters are employed during the training process such as 0.0001 learning
rate, max epochs are 200, the mini-batch size is 16, and the activation function is sigmoid.

 

Figure 3. Transfer learning-based training of deep models for cucumber leaf diseases recognition.

2.4. Entropy-ELM Based Features Selection and Parallel Fusion

Feature selection is an important and hot research topic nowadays [32]. The main pur-
pose of feature selection is to increase the system accuracy and minimize the computational
time by focusing on the selection of the most important features [33]. In this work, a new
technique is proposed named Entropy-ELM for the best feature selection. This proposed
technique worked in the following steps: (i) compute the entropy of input vector; (ii) based
on the entropy value, a threshold function is employed that return two vectors—fulfill the
threshold value (selected) and not-selected; (iii) ELM [34] employed as a fitness function
and selected threshold passed features are utilized as an input. Mathematically, the entropy
formulation is defined as follows:

H1 = −∑G
k=1Pk Id(Pk) (9)
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Hdi f f ,1 = −
1∫

0

h1(w)1d[h1(w)]dw. (10)

H1 = Hdi f f ,1+Id(G) = Hdi f f ,1 + H1,max (11)

�
whole image

[Δw(w, y)]kdxdy ∝
∫ 1

−1
(Δw)khd(Δw)dΔw = Mk (12)

T =

{
Sel(k) f or Features(i) ≥ H1
NotSelec (l) f or Features(i) < H1

(13)

The detail of this selection process is given in Algorithm 2.

Algorithm 2: (Entropy-ELM)

Step 1: Input Feature Vector N × K // K is the length of features
Step 2: For i = 1 to N
Step 3: Computer Entropy through Equations (9)–(12)
Step 4: Define Threshold Function as Equation (13)
Step 5: Check Fitness through ELM
Step 6: Evaluate the Accuracy
Step 7: Repeat Step 2–6, until accuracy on the top side

End

Selected Feature Vector

Finally, the parallel fusion approach is opted to get the fused feature vector. This
approach is based on the following three steps. In the first step, get the maximum length
feature vector. As we have two feature vectors X and X1, where the length of vectors
is N × K and N × K1, respectively. In the second step, compute the entropy value and
perform padding for the lower size feature vector. In the third step, correlation is computed
among K and K1 features for the final fusion. The fused vector is finally utilized for the
classification through supervised learning classifiers.

Fusion = ψ(K, K1) (14)

where K and K1 ∈ X and X1

3. Experimental Results

The proposed framework is evaluated on the selected cucumber dataset having a ratio
of 70:15:15 which means that 70% of the images are utilized to train the model, whereas the
15% for testing and 15% for validation. We combined the testing and validation images
and performed testing (30%). All the experimental results are computed with K-Fold cross-
validation, whereas the value of K is 10. Several classifiers are implemented as discussed in
Table 1. The performance of each classifier is computed through several measures such as
recall rate, precision rate, F1-Score, accuracy, and time. The entire framework simulations
are conducted on Simulink MATLAB2021a using a Personal Desktop.
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Table 1. Brief description of selected classifiers.

Classifiers Details

LSVM Kernel scale: Automatic, Box constraint level: 1
Multiclass method: One-vs-One

QSVM Kernel scale: Automatic, Box constraint level: 1
Multiclass method: One-vs-One

CSVM Kernel scale: Automatic, Box constraint level: 1
Multiclass method: One-vs-One

MGSVM Kernel scale: 45, Box constraint level: 1
Multiclass method: One-vs-One

FKNN No of neighbor: 10, Distance matric: Euclidean
Distance weight: Equal

Subspace_KNN Learner type: Nearest neighbors, No of learners: 30
Subspace dimensions: 1024

Weighted_KNN No of neighbor: 10, Distance matric: Euclidean
Distance weight: Squared inverse

Cosine_KNN No of neighbor: 10, Distance matric: cosine
Distance weight: Equal

Cubic_KNN No of neighbor: 10, Distance matric: Minkowsi (cubic)
Distance weight: Equal

Medium_KNN No of neighbor: 10, Distance matric: Euclidean
Distance weight: Equal

3.1. Results

The detailed experimental process of the proposed framework is conducted in this
section. The results are computed using the following steps: (i) classification using origi-
nally collected dataset on fine-tuned pre-trained models; (ii) classification using augmented
dataset on fine-tuned deep models and select the best deep model for the further processing;
(iii) best deep model features are refined using a new technique name Entropy-ELM; (iv)
fusion of fine-tuned deep model features (augmented dataset), and (v) fused both step
features using a parallel approach

3.2. Results on Original Cucumber Dataset

The results of the proposed method on the original cucumber dataset are given in
Table 2. In this table, accuracy is computed for each fine-tuned deep model using the
original dataset. Fine-tuned VGG16 (F-VGG16) obtained the maximum accuracy of 56.9%
on the MG SVM classifier. The fine-tuned ResNet50 and ResNet101 obtained the best
accuracy of 58.7 and 55.1% on Cubic SVM and Quadratic SVM, respectively. The fine-tuned
Densenet201 deep model obtained an accuracy of 61.9% on Quadratic SVM. Based on these
results, it is noticed that the originally collected dataset have several issues like imbalancing
and short training data. Using these data, the fine-tuned Densenet201 gives better results
for all classifiers.
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Table 2. Classification results on originally selected cucumber dataset without data augmentation
step for several fine-tuned deep learning models.

Classifier F-VGG16 F-ResNet50 F-ResNet101 F-DenseNet201

Cubic SVM 55.6 58.7 54.2 61.8

Quadratic SVM 55.1 54.2 55.1 61.9

MG SVM 56.9 48 50.7 60.4

Fine KNN 50.7 48.9 49.8 52

Linear SVM 51.6 53.3 51.1 58.4

ESD 24.9 47.1 46.7 56.4

ES KNN 50.7 55.1 53.8 51

WKNN 51.6 47.6 40.9 49.5

Cosine KNN 47.6 50.2 43.6 49

Medium KNN 45.3 45.3 36.6 49.5

3.3. Results on Augmented Cucumber Dataset

Experimental results of fine-tuned VGG16 pre-trained model after augmentation are
given in Table 3. The best-obtained accuracy is 93.8% on Cubic SVM, whereas the recall rate
and precision rates are 93.84 and 93.92%, respectively. The second best-obtained accuracy
is 93.6%, which was accomplished on Quadratic SVM, whereas the recall rate and precision
rates are 93.66 and 93.72%, correspondingly. The execution time of Linear SVM is better
than the rest of the classifiers.

Table 3. Classification results of fine-tuned VGG16 deep model after data augmentation.

Classifier Recall Rate (%) Precision Rate (%) Accuracy (%) FNR (%) F1 Score (%) Time (Sec)

Cubic SVM 93.84 93.92 93.8 6.16 93.88 300

Quadratic SVM 93.66 93.72 93.6 6.34 93.69 242

MG SVM 91.78 92.04 91.8 8.22 91.91 463

Fine KNN 88.54 88.54 88.5 11.46 88.54 562

Linear SVM 90.56 90.88 90.6 9.44 90.72 188

ESD 92.98 93 93 7.02 92.99 1526

ES KNN 88.72 88.74 88.7 11.28 88.73 1550

WKNN 86.22 86.46 86.2 13.78 86.34 1038

Cosine KNN 80.8 81.36 80.8 19.20 81.08 648

Medium KNN 79.44 80.9 79.5 20.56 80.16 589

The classification accuracy of fine-tuned ResNet50 on the augmented dataset is given
in Table 4. This table presents the highest obtained accuracy on Cubic SVM of 94.6%,
whereas the recall and precision rates are 94.36 and 94.46%, correspondingly. The second
top accuracy is 94.4% obtained on Quadratic SVM, whereas the recall and precision rates are
94.26 and 94.36%, respectively. Similar to fine-tuned VGG16, the Quadratic SVM executed
fast than the rest of the classifiers.
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Table 4. Classification results of fine-tuned ResNet50 deep model after data augmentation.

Classifier Recall Rate (%) Precision Rate (%) Accuracy (%) FNR (%) F1 Score (%) Time (Sec)

Cubic SVM 94.36 94.46 94.6 5.64 94.41 964

Quadratic SVM 94.26 94.36 94.4 5.44 94.61 387

MG SVM 91.38 91.7 91.5 8.62 91.54 1169

Fine KNN 86.6 86.96 86.6 13.40 86.78 681

Linear SVM 91.12 91.48 91 8.88 91.30 657

ESD 90.22 90.5 90.5 9.78 90.36 655

ES KNN 91.86 91.6 91.7 8.14 91.73 600

WKNN 79.66 81.44 78 20.34 80.54 748

Cosine KNN 82.38 82.72 82.4 17.62 82.55 539

Medium KNN 72.64 76.6 72.6 27.36 74.57 392

Experimental results of fine-tuned ResNet101 pre-trained model are given in Table 5.
The best-obtained accuracy of 97.7% was accomplished on Cubic SVM. The recall and preci-
sion rates are 97.7 and 97.7%, correspondingly. The second best-obtained accuracy is 97.2%
on Quadratic SVM. The recall and precision rates are 97.24 and 97.32%, correspondingly. In
this experiment, the Linear SVM was executed fast than the rest of the selected classifiers.

Table 5. Classification results of fine-tuned ResNet101 deep model after data augmentation.

Classifier Recall Rate (%) Precision Rate (%) Accuracy (%) FNR (%) F1 Score (%) Time (Sec)

Cubic SVM 97.7 97.76 97.7 2.30 97.7 608

Quadratic SVM 97.24 97.32 97.2 2.76 97.2 574

MG SVM 94.64 94.7 94.6 5.36 94.6 1086

Fine KNN 94.42 94.44 94.4 5.58 94.4 1285

Linear SVM 94.32 94.62 94.3 5.68 94.4 513

ESD 95.82 96.68 95.8 4.18 96.2 2394

ES KNN 96.36 96.26 96.3 3.64 96.3 4072

WKNN 92.16 92.48 92.3 7.84 92.3 1501

Cosine KNN 86.46 86.84 86.5 13.54 86.6 1404

Medium KNN 83.44 84.44 83.5 16.56 83.93 1342

The classification results of fine-tuned Densenet201 pre-trained model are given in
Table 6. In this table, the obtained best accuracy is 98.4% on Cubic SVM. Moreover, the
recall and precision rates are 98.44 and 98.5%, correspondingly. Figure 4 illustrated the
confusion matrix of Cubic SVM that was utilized for the verification of recall rate. The
second best-obtained accuracy is 97.4%, which was accomplished on Quadratic SVM. The
computation time of each classifier is also noted and the minimum time is 302 (sec) for
LSVM. At the first step comparison among without augmented and augmented datasets,
it is noted that the accuracy obtained on the augmented dataset is significantly better. In
the second step comparison, it is noted that the fine-tuned DenseNet201 model achieved
better results than VGG16, ResNet50, and ResNet101. Based on this analysis, the fine-tuned
DenseNet201 is selected for the rest of the experiments.
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Table 6. Classification results of fine-tuned Densenet201 deep model after data augmentation.

Classifier Recall Rate (%) Precision Rate (%) Accuracy (%) FNR (%) F1 Score (%) Time (Sec)

Cubic SVM 98.44 98.5 98.4 1.56 98.47 355

Quadratic SVM 97.4 97.46 97.4 2.60 97.43 330

MG SVM 95.32 95.62 95.4 4.68 95.47 623

Fine KNN 93.42 93.42 93.4 6.58 93.42 734

Linear SVM 92.62 93.16 92.7 7.38 92.89 302

ESD 96.62 96.6 96.6 3.38 96.61 1495

ES KNN 94.1 94.08 94.1 5.90 94.09 1923

WKNN 92.26 92.4 92.3 7.74 92.33 927

Cosine KNN 85.44 85.94 85.3 14.56 85.69 807

Medium KNN 85.9 86.9 85.8 14.10 86.40 764

 

Figure 4. Confusion matrix-based representation of Cubic SVM accuracy.

The fine-tuned deep learning model is selected based on the better accuracy and
applied proposed Entropy-ELM feature selection technique. The results are given in Table 7.
This presents the best accuracy of 98% on Cubic SVM. The other computed measures are
the recall rate which is 98.02, the precision rate at 97.98, and the F1-Score at 98%. The recall
rate of Cubic SVM can be also verified through a confusion matrix, illustrated in Figure 5.
Compared to the results given in Table 6, it is noted that the accuracy is a bit reduced but
on the other side, a huge change occurred in the computation time. The time is also plotted
in Figure 6 (FDenseNet201 and Dense Entropy-ELM).
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Table 7. Classification results using proposed Entropy-ELM selection approach.

Classifier Recall Rate (%) Precision Rate (%) Accuracy (%) FNR (%) F1 Score (%) Time (Sec)

Cubic SVM 98.02 97.98 98.0 1.98 98.00 116

Quadratic SVM 96.54 96.62 96.5 3.46 96.58 135

MG SVM 84.2 81.4 84.0 15.80 82.78 197

Fine KNN 94.82 94.84 94.8 5.18 94.83 217

Linear SVM 82.82 83.14 82.8 17.18 82.98 133

ESD 93.3 93.78 93.0 6.70 93.54 201

ES KNN 93.16 92.2 93.0 6.84 92.68 405

WKNN 94.22 94.28 94.2 5.78 94.25 384

Cosine KNN 88.16 88.92 88.4 11.84 88.54 93

Medium KNN 85.78 86.8 85.8 14.22 86.29 204

 

Figure 5. Confusion matrix of Cubic SVM after employing feature selection technique.
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Figure 6. Comparison of all experiments in terms of testing time.

After the selection of the best dense features, in the next step all fine-tuned deep model
features are fused using the proposed parallel approach. The results of this experiment are
given in Table 8. The best-noted accuracy in this table is 98.2% on Cubic SVM. The recall
and precision rates are 97.92 and 98.12%, respectively. Figure 7 illustrated the confusion
matrix that can be utilized for the verification of the recall rate. The time of each classifier is
also noted and plotted in Figure 6 (Fusion Entropy-ELM). In comparison with the results
of Tables 6 and 7, it is noted that the overall accuracy is improved but the time is more
increased than in the Dense Entropy-ELM step.

Table 8. Classification results using proposed parallel features fusion and Entropy-ELM selection of
all pre-trained deep models using augmented dataset.

Classifier Recall Rate (%) Precision Rate (%) Accuracy (%) FNR (%) F1 Score (%) Time (Sec)

Cubic SVM 97.92 98.12 98.2 2.08 97.02 847

Quadratic SVM 97.74 97.38 97.7 2.26 97.56 277

MG SVM 94.84 95.06 94.8 5.16 94.95 392

Fine KNN 94.88 94.9 94.9 5.12 94.89 422

Linear SVM 94.76 95 94.8 5.24 94.88 475

ESD 96.26 96.28 96.3 3.74 96.27 454

ES KNN 96.66 96.66 96.7 3.34 96.66 400

WKNN 92.78 92.86 92.8 7.22 92.82 534

Cosine KNN 86.78 81.32 86.8 13.22 83.96 635

Medium KNN 84.82 85.6 84.8 15.18 85.21 129
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Figure 7. Confusion matrix of Cubic SVM after parallel fusion of all selected pre-trained deep features
and Entropy-ELM selection.

Finally, the features of Dense Entropy-ELM and Fusion Entropy-ELM are fused using
the proposed parallel approach, and the results are given in Table 9. This table presents
the best-obtained accuracy of 98.50% on Cubic SVM. The noted precision rate is 98.30,
recall rate is 98.36 and F1-Score is 98.48%, respectively. The second best-noted accuracy is
97.5% on Quadratic SVM. The recall rate of Cubic SVM can be verified through a confusion
matrix plotted in Figure 8. This figure shows the correct prediction rate of each class in
the diagonal. Compared to the results of this experiment with all previous experiments,
it is clearly noted that the accuracy is improved and computational time is significantly
reduced.

Table 9. Proposed framework classification results using augmented dataset.

Classifier Recall Rate (%) Precision Rate (%) Accuracy (%) FNR (%) F1 Score (%) Time (Sec)

Cubic SVM 98.36 98.3 98.5 1.74 98.48 111

Quadratic SVM 98.1 97.5 97.5 1.90 97.80 117

MG SVM 95.74 96.06 95.8 4.26 95.90 175

Fine KNN 94.42 94.42 94.4 5.58 94.42 130

Linear SVM 93.06 93.68 93.2 6.94 93.37 103

ESD 96.36 96.42 96.4 3.64 96.39 196

ES KNN 94.82 94.8 94.8 5.18 94.81 277

WKNN 92.2 92.56 92.2 7.80 92.38 201

Cosine KNN 85.48 85.78 85.4 14.52 85.63 142

Medium KNN 85.58 84.36 85.5 14.42 84.97 104
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Figure 8. Confusion matrix of proposed framework of cucumber leaf diseases for Cubic SVM.

3.4. Discussion

Figure 1 showed the proposed framework that includes a few important steps. This
figure illustrated the importance of the data augmentation step. The results without data
augmentation having less accuracy than the results obtained after the data augmentation.
Moreover, the selection of important features improves the accuracy that is later fused
through a parallel approach. This step not only improves the classification accuracy but
also reduced the computational time, as plotted in Figure 6. This figure clearly shows that
the final fusion step significantly reduced the computational time than the rest of the steps
on all classifiers.

In the last, the proposed framework accuracy is compared with recent SOTA tech-
niques, as given in Table 10. The methods mentioned in this table are from the year
2017–2022. Moreover, all the methods mentioned in this table used the same leaf dataset.
The recent best accuracy was 98.08% and 96.50% achieved by Khan et al. [13] and Hussain
et al. [24]. The other methods such as Lin et al. [35] achieved an accuracy of 96.08% on the
same dataset. The proposed framework achieved an accuracy of 98.48% that is improved
than the SOTA techniques.

Table 10. Comparison with SOTA for cucumber leaf diseases recognition.

Methods Year Accuracy (%)

Zhang et al. [27] 2017 85.7

Ma et al. [36] 2018 93.4

Lin et al. [35] 2019 96.08

Khan et al. [13] 2020 98.08

Zhang et al. [37] 2021 90.67

Jaweria et al. [7] 2021 93.50

Hussain et al. [24] 2022 96.50

Proposed 98.48
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4. Conclusions

Agriculture is a hot topic of research nowadays. In agriculture, deep learning showed
significant success from the last decade for the recognition of plant diseases. In this article,
a deep learning and Entropy-ELM based framework is proposed for the recognition of
cucumber leaf diseases. In the proposed framework, four pre-trained deep models are
trained and selected one of them based on the accuracy that is later employed for the
selection of best features using the proposed Entropy-Elm technique. In the opposite step,
features of all pre-trained models are fused and apply the feature selection technique.
In the last, features of both steps are fused and perform classification. The proposed
framework is tested on an augmented cucumber leaf dataset and achieved an accuracy
of 98.48%. Comparison with the existing techniques showed the proposed framework
obtained improved results. From the results, it is concluded that the augmentation process
improves the recognition accuracy but also increases the time that was the first limitation
of this framework; therefore a feature selection technique is proposed to maintain the
accuracy and reduce the computational time. Through feature selection and fusion process,
important information is obtained that later improves the classification accuracy. Another
limitation of this work was the reduction of a few features that were ignored during the
selection process. In the future, EfficientNet deep model will be implemented and features
will be refined through the Butterfly metaheuristic algorithm instead of the heuristic search
approach [20]. Moreover, reinforcement learning and Graph CNN shall be applied and
refined through feature selection algorithms for the better results [38–42].
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Abstract: Food production is a growing challenge with the increasing global population. To increase
the yield of food production, we need to adopt new biotechnology-based fertilization techniques.
Furthermore, we need to improve early prevention steps against plant disease. Guava is an essential
fruit in Asian countries such as Pakistan, which is fourth in its production. Several pathological and
fungal diseases attack guava plants. Furthermore, postharvest infections might result in significant
output losses. A professional opinion is essential for disease analysis due to minor variances in
various guava disease symptoms. Farmers’ poor usage of pesticides may result in financial losses due
to incorrect diagnosis. Computer-vision-based monitoring is required with developing field guava
plants. This research uses a deep convolutional neural network (DCNN)-based data enhancement
using color-histogram equalization and the unsharp masking technique to identify different guava
plant species. Nine angles from 360◦ were applied to increase the number of transformed plant
images. These augmented data were then fed as input into state-of-the-art classification networks.
The proposed method was first normalized and preprocessed. A locally collected guava disease
dataset from Pakistan was used for the experimental evaluation. The proposed study uses five
neural network structures, AlexNet, SqueezeNet, GoogLeNet, ResNet-50, and ResNet-101, to identify
different guava plant species. The experimental results proved that ResNet-101 obtained the highest
classification results, with 97.74% accuracy.

Keywords: data augmentation; deep learning; guava disease; plant disease detection

1. Introduction

Food production is currently one of the greatest challenges with the growing global
population. It is estimated that food consumption will double by 2050. Therefore, food
production needs a more high-yielding and sustainable environment to increase the plant
yield [1,2]. Guava is an important plant that belongs to the Myrtaceae plant family. It was
initially allocated in the American tropics; guava was discovered in Portugal in the early
17th Century [3]. It is popular in tropical and nontropical countries such as Bangladesh,
India, Pakistan, Brazil, and Cuba [4]. Guava contains phosphorus, calcium, nicotinic acid,
and many other essential food components [5]. Furthermore, it normalizes blood pressure,
has benefits for diabetes, provides immunity against dysentery, and eliminates diarrhea [6].
Regarding guava’s growing environment, it can grow in a variety of soils with a wide range
of pH (4.4 to 4.9), where it can also sustain intensive and extensive climate change [7].
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The delightful aroma of the generally spherical guava fruit makes it attractive [8].
The growing age of fruits and vegetables may change and pass from various stages, making
it challenging to recognize various factors that make them behave differently during differ-
ent stages. Therefore, image acquisition of vegetables and fruits is the first important step
to effectively analyze quality attributes such as color and texture. Illumination also affects
receiving these features from the sensor in fruit image collection [9]. Computer-vision-
based fruit and vegetable disease detection can lead to large-scale automatic vegetable
and fruit monitoring [10]. This helps in taking earlier steps to take care of specific hazards
that disturb actual yields, such as the need for fertilizers to be applied to increase the
growth rate [11]. Various diseases affect the production of guava fruits, such as anthrac-
nose [5], canker, dot, mummification, and rust. Farmers are very knowledgeable about
these diseases, but they mostly do not know of early prevention methods to protect them
against further loss. This ultimately leads to significant loss in guava production [12]. These
different diseases are caused by different factors of guava plants; for example, canker is
caused by algae and was first discovered by Ruehle [13].

Similarly, Dastur is another guava disease that is caused by dry rot [14]. These
types of diseases affect guava production, which leads to economic and environmental
loss [15]. Environmental loss is any kind of loss, including energy, water, clean air, and
land loss, where as far as the economic loss is concerned, this results in financial loss in
production. Pakistan is a country in the Asian Pacific whose economy is mostly based on
agricultural production. The agricultural significance of Pakistan can be analyzed from its
gross domestic product (GDP), with agriculture being 25% of its annual GDP [16]. Many
agricultural countries produce guava as a domestic product, and Pakistan is globally fourth
in guava production, as it annually produces 1,784,300 t [17]. To diagnose guava diseases
in a timely manner, accurate detection is necessary, as false detection may lead to the poor
production of guava species. Manual observation may be time consuming and lead to the
wrong interpretations.

This led us to produce an automatic system for guava disease detection [18], as the
production of guava fruits creates severe issues in developed and underdeveloped coun-
tries [19,20]. The automation of disease detection is currently the fastest, least expensive,
and most accurate solution [21]. It could cost more, but it can lead to a colossal time
reduction by automating the disease detection process [22]. For prediction models, the
RGB color channel images are primarily used, which are visually distinguishable by color.
The color features could be strong descriptors to distinguish different diseases. However,
obtaining deep feature-based models could be more robust, as this covers many other
aspects such as geometry, pattern, texture, and other local features. For this, a local guava
disease-based RGB image dataset was collected by a high-display-quality camera here. It
contains four types of disease, namely canker, dost, rust, and mummification, with the
fifth category as the healthy class. Further details of the dataset are discussed in Section 3.
The proposed study was inspired by deep learning (DL), and a comparative analysis of
various pretrained models is proposed. The main contributions are as follows:

1. Augmented data cover different aspects of view to provide more real-time data
visualization and big data usage for DL;

2. The first local Pakistani guava disease detection dataset using DL;
3. State-of-the-art DL models used to validate Pakistani guava disease detection.

The rest of the manuscript is divided into three sections. Section 2 presents the related
work. Section 3 is the methodology. Section 4 outlines the results and discussion.

2. Related Work

Plant disease detection is becoming increasingly automated. However, both machine
learning and deep learning methods are used [23] in order to provide intelligent automated
solutions, with a few recent studies on both categories are discussed below.
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2.1. Machine-Learning-Based Plant Disease Detection

Some experts confirmed the labeling to identify unhealthy from healthy guava fruits.
Handcrafted features named local binary patterns (LBPs) are extracted and further reduced
using principal component analysis (PCA). The multiple types of machine-learning (ML)
classifiers are used, where a cubic support vector machine performed the best among the
various methods in [24]. Edge- and threshold-based segmentation is performed for plant
disease detection using images of leaves. Multiple features of color, texture, and shape
are extracted, which are fed into a neural network classifier that classifies different plant
diseases [25].

Shadows are removed from the background by enhancing, resizing, and isolating the
region of interest (ROI), with clustering performed by using K-means for pomegranate fruit
disease detection in [26]. Guava disease detection was performed using basic color trans-
formation functions in image processing to detect the actual diseased parts of plant leaves.
Classification was performed using support vector machine (SVM) and K-nearest neighbor
(KNN) in [27]. Apple disease detection was performed using the spot segmentation method,
where feature extraction and fusion were also performed. The decorrelation method was
used for the fusion of extracted features in [28]. A soil-based analysis to recognize the soil
indicator that plays an important role in plant yield was also used in [29]. Similarly, the
weather forecasting history could play an important role in plant monitoring systems to
avoid any natural hazards, as in [30]. The hue–saturation–intensity (HSI) color space was
initially used, where unhealthy areas were detected using textures. Multiple features were
extracted after the color conversion of the data. Features such as homogeneity, energy, and
other cluster-based features were extracted. Lastly, SVM was used for classification in [31].

2.2. Deep-Learning-Based Plant Disease Detection

Demand for deep-learning (DL)-based studies is increasing due to their promising
results. Big data are used for DL model training for the prediction of automated detection.
Therefore, a similar study used more than 54,000 images of 14 crop diseases with 26 different
diseases types. A deep convolutional neural network (DCNN) was proposed with a 99.35%
accuracy achieved on the held-out test dataset. Lastly, smartphone-assisted automatic crop
disease detection was proposed and an app was suggested for development in [32]. A
similar big data dataset was used for plant disease detection. The open dataset of more than
87,000 images was used with 25 different plant categories. Multiple DCNN architectures
were used, and the best-performing network achieved a 99.53% accuracy. The reported
results showed that this tool model can be used for real-time plant disease identification [33].
Symptom-based gaps found by researchers that cover it by proposing their own CNN with
a visualization technique were also missing in previous architectures.

Modified networks for plant disease identification were applied that improved the
results of [34]. In-depth features and transfer learning using famous architectures were
applied on famous models’ architectures. Deep-feature-based classification using SVM
and other ML classifiers showed better results than those of the transfer-learning method.
Moreover, the fully connected layer of state-of-the-art architectures such as VGG-16, VGG-
19, and AlexNet showed better accuracy than that of other fully connected layers [35].
The images of specific conditions and various symptoms were acquired in real time, and
these were missed in public datasets. To tackle this limitation, data augmentation was
performed, which took a single input leaf image from multiple views that covered certain
conditions on the same leaf input image. It also covered multiple diseases affecting leaves.
Augmentation-based predictions increased the accuracy by 12%. Furthermore, the data
limitation suggested using data augmentation in [36]: the Plant–Village dataset contained
differently annotated apple black rot images. Fine-tuned DL models were trained, and
the best accuracy was achieved by VGG-16, at 90.4% [37]. Different ML- and DL-based
methods are shown in Table 1.
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Table 1. Summary of recent studies on the detection of guava diseases.

References Year Species Domain Method Results

[38] 2021 Plant–Village Deep learning
C-GAN and

DenseNet121-based
transfer learning

Accuracy (5 classes) = 99.51%
Accuracy (7 classes) = 98.65%

Accuracy (10 classes) = 97.11%

[4] 2021 Guava plant disease Machine learning
HSV, RGB, LBP, and

classical machine
learning methods

99% accuracy

[39] 2020 Cotton plant disease Deep learning Proposed CNN ∼

[40] 2019 Plant disease dataset Deep learning

Traditional augmentation
and GAN for data

generation and
neural network

Accuracy = 93.67%

[41] 2019 Tomato and brinjal Deep learning GLCM, adaptive
neuro-fuzzy system

Tomato accuracy = 90.7%,
brinjal accuracy = 98.0%

[42] 2019 Potato tuber Deep learning CNN 90–10 split training–testing
accuracy = 96%

[33] 2018 Open plant dataset Deep learning AlexNet, VGG, and other
CNN Best accuracy = 99.53%

[43] 2018 Papaya leaves Machine learning HOG features, random
forest classifier Accuracy = 70.14%

Although DL has shown excellent results in plant disease detection, it still faces
some challenges. The big data challenge compromises previous studies because they used
limited data. The data limitation can be reduced by using various strategies that also
produce a more confident model by covering a different aspect of a specific input sample of
plant disease [44].

3. Methodology

The automation of plant disease monitoring is taking the place of manual monitoring.
Many researchers have used real-time experimentation of plant disease monitoring and
achieved satisfying results. A local Pakistani dataset was collected for guava plant and
fruit disease detection in the proposed study. Data augmentation was used to meet the
big data usage challenge, where it was also used to cover model overfitting problems.
Data augmentation was performed using the affine transformation method; to enhance the
region of interest (ROI), unsharp masking and the histogram equalization method were
performed, better sharpening the ROI and removing any existing noise in the augmented
data. The final augmented and enhanced data were fed into various fine-tuned state-of-the-
art classification methods. All the steps are shown in Figure 1.

In the framework, augmented and enhanced images were given to 5 different prede-
fined architectures by replacing their last layer according to the given data classes. AlexNet
was the first model in the ImageNet competition that changed the image classification
and object detection using deep-learning models. SqueezeNet, GoogLeNet, and ResNet
followed with many others. Famous ones with different kinds of architectures were used
to check the effectiveness of a given local guava dataset. The proposed method showed
an initial step on a newly collected local Pakistani dataset, where more methods can be
adopted using a different ML and DL technology. The details of the dataset before and after
augmentation and the details of other used CNN architectures are shown in Section 3.1 by
discussing their fine-tuned parameters, with the weights in Sections 3.2–3.4. The achieved
results on the validation data are shown in Section 4.
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Figure 1. Proposed framework for guava plant disease detection.

3.1. Dataset Normalization

The dataset was initially collected using a high-definition camera with different resolu-
tions. Images were of different angles and orientations, which may lead to the misguidance
of the prediction model due to the illusion factor, spatial resolution changes, camera set-
tings, background changes, and many other real-time factors. Therefore, the data were first
resized to be equal in size using the bicubic interpolation method. This uses 4 by 4 neighbor-
hood pixels to interpolate the 16 nearest pixels, primarily used in many image-editing tools.
This improved the results as compared to those of the bilinear and nearest-neighbor meth-
ods. Interpolation was used to resize the image. The resized image was again augmented
and enhanced; its histogram-based representation is shown in Figure 2.

Figure 2. (top, left) Original and (top, right) enhanced. (bottom, left) Original and (bottom, right)
enhanced image histogram.

The histogram shows that the data intensity levels were equalized after the prepro-
cessing of data resizing and enhancement.
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3.2. Data Augmentation and Enhancement

Resized images were rotated or transformed using the affine transformation method.
Different angles with a 360 rotation were used with an angle difference of 45◦. There
were 9 angles in total in each sample instance applied for all classes, namely 0◦, 45◦, 90◦,
135◦, 180◦, 225◦, 270◦, 315◦, and 360◦. Affine transformation was calculated as given in
Equation (1), and the applied augmentation sample for each category is shown in Figure 3.

Rotation =

⎡⎣ cos(a) sin(a) 0
−sin(a) cos(a) 0

0 0 1

⎤⎦ (1)

The angle of rotation according to an affine rotation is shown in Equation (1). A is the
angle value that was changed nine times for an image to obtain the new rotated image.

Data enhancement was applied with a combination of unsharp masking and color
histogram equalization, and both of these methods were applied and calculated using
Equations (2) and (3).

f (I) = α f − β fl (2)

The output enhanced image was calculated in f(I), where α and β are constant, to be
the input image that is multiplied where the original image is processed and subtracted via
low-pass filter process mask f l . Histogram equalization was used in the image processing
to enhance a given RGB image, and the three channels were individually evaluated using
Equation (3).

Tk = (L − 1)cd f (P) (3)

The cumulative distribution of the given intensity was calculated over the probability
of occurrences, as calculated in Equation (4)

Cd f (P) =
P

∑
k=−∞

Prob(k) (4)

This calculated accumulative distributive value was then multiplied with maximal value
intensity, and the newly calculated transformed intensity was calculated and mapped to the
corresponding pixels throughout the given image.

Figure 3. Five types of guava species image samples with their enhanced and rotated 9 angle images
in circular view in 4 circles.

Rotated images covered a different aspect of the actual time occurrence, which could
be any of the orientations for the user. The training and predictions of rotated augmented
data offered promising results.

204



Appl. Sci. 2022, 12, 239

3.3. Basics of Convolutional Neural Networks

There are many proposed CNN architectures used in various aspects of intelligent
classification and object-detection systems. These architectures have slight differences in their
networks, and the analyzed primary layers and components are discussed here. We discuss
these basics before explaining state-of-the-art models of classification that were also used.

3.3.1. Convolutional Layer

The convolutional layer is called as such when at least one convolutional operation
is used in the input layers of an architecture. The convolutional operation uses various
parameters such as kernels, where the kernel size is specified for parameter initialization.
Similarly, padding and stride size are also initialized and used in convolutional operations.
The convolutional operation is summarized in Equation (5).

Convl
i = Biasl

i +
a(l−1)

i

∑
j=1

w(l−1)
i,j ∗ Cl

i (5)

In Equation (5), Convl
i is the output of a convolved operation in which Biasl

i is the bias
matrix, with the ith iterative region of operation on which convolved window w is evolving,
and i, j represents the window size of the rows and columns. Iterated convolved window
Cl

i is multiplied with the corresponding pixels of the given image, where the selected area
is defined by window size wi,j.

3.3.2. Batch Normalization

Batch normalization is a normalization operation, such as the min–max data normal-
ization performed in data cleaning. Batch normalization is a normalization in which a
batch of input data is normalized, and it can be written as in Equation (6).

x′i =
xi − μB

σ2
B

(6)

It normalizes data, where the data transformation has taken place, such as a mean
output close to 0, and the standard deviation output remains close to 1. In Equation (6),
input x of a particular instance is subtracted from the mean (μ) of batch b, where after
subtraction, a ratio is calculated over the square of the standard deviation (σ) of that
particular batch (B) where instance x belongs, and a normalized value of x′i is returned
as output.

3.3.3. Pooling Layer

Pooling pools over a specific item from some scenarios, where pooling in CNN is used
to calculate a max, min, and average pool to take a single output value from a defined
kernel window. The stride is also used as a parameter to define the ongoing or iterating
step for a pooling value. The pooling value is calculated as in Equation (7).

Doutput = xh ∗ xw ∗ xd (7)

The output dimension after performing pooling is represented as Doutput, where x is
the input instance and instance height, the width represented as h, w, and the color channel
dimension is represented as d, for instance x.

3.3.4. Rectified Linear Unit

ReLU is an activation unit where other activation units such as tanh and sigmoid
are also used, and it is used in various studies. ReLU is also called the piecewise linear
function, and it simply outputs an identical input variable to the input if it is >0; otherwise,
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it is 0. Lastly, it maximally excludes the misguiding value in calculating an output class by a
prediction model of artificial intelligence. We can simply write the ReLU as in Equation (8).

ReLU = max(0, x) (8)

The linear behavior of this activation function makes it a commonly used activation
function. In Equation (8), the output is shown as ReLU, where input x is to be taken as the
max, which is calculated very straightforwardly if the input value is positive >0; then, it
outputs the simple input as it is where <0, or negative values are only taken as 0.

3.3.5. Softmax

The softmax function returns probability values in the range of 0–1, where maximum
likelihood returns a higher probability value. It is somehow matched to multilinear regres-
sion, where multiple classes are predicted using internal values. The softmax function can
be calculated as Equation (9).

σ(−→z )i =
ezi

∑k
j=1 ezj

(9)

In Equation (5), the softmax operation is calculated as input vector −→z where zi are
all the input values of vector z. Exponential function e is applied over each value that
gives a positive value greater than 0. The denominator value confirms all values sum up to
give one value. The final K is the output class number that changes from application to
application.

3.4. Classification Using the AlexNet Architecture

AlexNet was the first model in deep learning to change the trend of image identifica-
tion and classification tasks. It was initially proposed for detecting and classifying objects
using a benchmark dataset from ImageNet. Using the AlexNet architecture, the image
size for the input layer is taken to be 227 × 227 × 3. In this architecture, there are only
5 convolutional layers and 3 fully connected layers, giving 25 layers in total. The last layers
were altered in the proposed framework, and then, we used fine-tuned network parameters.
The modifications are shown in Table 2.

In Table 2, all layers above remain the same as in AlexNet, where Fc-8 is first altered
with four layers, and the two layers of the softmax activation class output correspondingly
give the output for the five categories of guava species.

Table 2. AlexNet for guava disease detection.

Layers Categories Activations Weights

Data Layer Image Input 227 × 227 × 3 -

Convolve-1 Convolution 55 × 55 × 96 11 × 11 × 3 × 96

ReLU-1 ReLU 55 × 55 × 96 -

Normalization-1 Cross-Channel
Normalization 55 × 55 × 96 -

Pool-1 Max-Pooling 27 × 27 × 96 -

Convolve-2 Grouped Convolution 27 × 27 × 256 5 × 5 × 48 × 128

ReLU-2 ReLU 27 × 27 × 256 -

Normalization-2 Cross-Channel
Normalization 27 × 27 × 256 -

Pool-2 Max-Pooling 13 × 13 × 256 -

Convolve-3 Convolution 13 × 13 × 384 3 × 3 × 256 × 384

ReLU-3 ReLU-3 13 × 13 × 384 -
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Table 2. Cont.

Layers Categories Activations Weights

Convolve-4 Grouped Convolution 13 × 13 × 384 3 × 3 × 192 × 192

ReLU-4 ReLU 13 × 13 × 384 -

Convolve-5 Grouped Convolution 13 × 13 × 256 3 × 3 × 192 × 128

ReLU-5 ReLU 13 × 13 × 256 -

Pool-5 Max-Pooling 6 × 6 × 256 -

FC-6 Fully Connected 1 × 1 × 4096 4096 × 9216

ReLU-6 ReLU 1 × 1 × 4096 -

Drop-6 Dropout 1 × 1 × 4096 -

Fc-7 Fully Connected 1 × 14096 4096 × 4096

ReLU-7 ReLU 1 × 1 × 4096 -

Drop-7 Dropout 1 × 1 × 4096 -

FC-8 Fully Connected 1 × 1 × 5 5 × 4096

Softmax Softmax 1 × 1 × 5 -

Class Output Classification - -

3.5. Classification Using GoogLeNet Architecture

Google developers focused on the proposed AlexNet model and then introduced
the inception module and changed it sequentially by stacking up layers. This introduced
different and smaller kernel size windows with more layers in them. It became the winner
of the 2014 ILSVRC competition. The inception modules that were the fundamental
contribution by GoogLeNet are shown for the trained architecture on the guava dataset,
and the layer-by-layer parameters are shown in Table 3.

Table 3. GoogLeNet network used for guava disease detection.

Layers Categories Activations Weights

Inception-3a-1×1 Convolution 28 × 28 × 64 1 × 1 × 192 × 64

Inception-3a-3×3 Convolution 28 × 28 × 128 3 × 3 × 196 × 128

Inception-3a-5×5 Convolution 28 × 28 × 32 5 × 5 × 16 × 132

Inception-4a-1×1 Convolution 14 × 14 × 192 1 × 1 × 480 × 192

Inception-4a-3×3 Convolution 14 × 14 × 208 3 × 3 × 96 × 208

Inception-4a-5×5 Convolution 14 × 14 × 48 5 × 5 × 16 × 48

Inception-5a-1×1 Convolution 7 × 7 × 256 1 × 1 × 832 × 256

Inception-5a-3×3 Convolution 7 × 7 × 320 3 × 3 × 160 × 320

Inception-5a-5×5 Convolution 7 × 7 × 128 5 × 5 × 32 × 128

FC Fully Connected 1 × 1 × 5 5 × 1024

Softmax Softmax 1 × 1 × 5 -

Classification Classification Output - -

The overall architecture remains similar, where the last three layers are altered, and
the upper-layer connections remains connected.

3.6. Classification Using the SqueezeNet Architecture

SqueezeNet was introduced with five modules. It is claimed that the 3 × 3 kernel size
should be reduced to 1 × 1, reducing the size of the overall parameter. Downsampling is
also reduced into layers. More feature maps are thus learned by the layers. The introduced
fire module contains the squeeze layer, and it has 1 × 1 filters. They are fed an expanding

207



Appl. Sci. 2022, 12, 239

layer that is a mixture of 1 × 1 and 3 × 3 kernels. The SqueezeNet layer architecture and
parameters with altered layers are shown in Table 4.

Table 4. SqueezeNet network used for guava disease detection.

Layers Categories Activations Weights

Fire3-Squeeze-1×1 Convolution 56 × 56 × 16 1 × 1 × 128 × 16

Fire4-Squeeze-1×1 Convolution 28 × 28 × 32 1 × 1 × 128 × 32

Fire5-Squeeze-1×1 Convolution 28 × 28 × 32 1 × 1 × 256 × 32

Fire6-Squeeze-1×1 Convolution 14 × 14 × 48 1 × 1 × 256 × 48

Fire7-Squeeze-1×1 Convolution 14 × 14 × 48 1 × 1 × 384 × 48

Fire8-Squeeze-1×1 Convolution 14 × 14 × 64 1 × 1 × 384 × 64

Fire9-Squeeze-1×1 Convolution 14 × 14 × 64 1 × 1 × 512 × 64

Last-convolve Convolution 14 × 14 × 5 1 × 1 × 512 × 5

ReLU-Convolve ReLU 14 × 14 × 5 1 × 1 × 512 × 5

Pool-4 Global Average Pooling 1 × 1 × 5 -

Softmax Softmax 1 × 1 × 5 -

Classification Classification Output - -

The fire modules in the hyperparameter continuation produce three tunable param-
eters, namely s1 × 1, e1 × 1, and e3 × 3. AlexNet’s level of accuracy was achieved by
the actual SqueezeNet with 50× fewer parameters, and the model size was reduced to
just 0.5 MB because of the decrease in the kernel sizes and the fire modules used in this
architecture.

3.7. Classification Using the ResNet-50 Architecture

ResNet was introduced with the residual block concept mainly to answer the overfit-
ting issue created in DL models. It uses a considerable number of layers, such as 50, 101, and
152. As ti is suggested by GoogLeNet to use a small kernel size, it uses small convolutional
kernels where denser or more layers are used to meet or improve the validity of the data.
The introduced residual block uses a 1 × 1 layer that reduces the dimension, a 3 × 3 layer,
and a 1 × 1 layer used to restore the dimensions of the given input. The layer-based ResNet
was used, so we used a 50- and 101-layer architecture; the 50-layer architecture of ResNet is
shown in Table 5.

Table 5. ResNet-50 network used for guava disease detection.

Layers Categories Activations Weights

Res-2a Convolution 56 × 56 × 256 1 × 1 × 64 × 256

Res-3a Convolution 28 × 28 × 512 1 × 1 × 256 × 512

Res-4a Convolution 14 × 14 × 1024 1 × 1 × 512 × 1024

Res-5a Convolution 7 × 7 × 2048 1 × 1 × 1024 × 2048

FC Fully Connected 1 × 1 × 5 5 × 2048

Softmax Softmax 1 × 1 × 5 -

Class-Output Classification - -

The basic residual branches of ResNet-50 with their learned parameters in guava dis-
ease detection are shown in Table 5. The residual block re-concatenates spatial information
from the previous block to preserve information in each calculated feature map of the
residual block. For the proposed framework, the last layers are altered with five categories
to classify them on the basis of previous learning on the augmented guava data of the
proposed study.
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3.8. Classification Using ResNet-101 Architecture

The ResNet-based study produced many variants of its introduced residual blocks,
such as 18, 19, 34, 50, and 101, and the densest of 152. Making it increasingly denser
did not improve the accuracy after a certain point. This may be due to many factors,
such as learning saturation, loopholes in the proposed architecture, and hyperparameter
optimization. Therefore, the mainly used networks were ResNet-50 and 101. The learned-
weight-based architecture of the residual blocks using the ResNet-101 architecture for guava
disease detection are described in Table 5; the difference between 50 and 101 is in their
architecture. There are 347 layers in total in ResNet-101 and 177 layers in the ResNet-50
model. Learning mainly changed after Res-branch 4a, as hundreds of layers are added after
it learns in different ways, as described in the ResNet-101 architecture.

4. Results and Discussion

The proposed study used augmented data of actual given locally collected data in
Pakistan for guava disease detection. The data had enough images to train the DL model.
The dataset details for before and after augmentation are shown in Table 6.

Table 6. Dataset description with and without augmentation.

Categories
Number of Images (without

Augmentation)
Number of Images (with

Augmentation)

Canker 77 693

Dot 76 684

Mummification 83 747

Rust 70 630

Healthy 15 135

Total 321 2889

4.1. Evaluation Measure

There are mainly four types of prediction instances, which we can consider in the for-
mulation of these above-mentioned evaluation measures: true positive (TP), false positive
(FP), true negative (TN), and false negative (FN). These are described in detail below.

4.1.1. Accuracy

Accuracy is the most commonly used measure in the ML and DL domains for clas-
sification. It can briefly be described as truly predicted instances over total instances,
including wrong and right predictions. In terms of the four types used above, the equation
for accuracy can be written as follows:

Accuracy =
(TP + TN)

(TP + TN + FP + FN)
(10)

The equation can be described as the ratio of the summation of TP and TN over the
summation of TP, TN, FP, and FN.

4.1.2. Specificity

This is the measure among the right predictions over the total that were from both the
positive and negative classes. Briefly, negatively labeled objects are measured over the total
of true- and false-negative instances. It can be written as:

Speci f icity =
TN

(TN + FP)
(11)

The specificity equation is defined as the ratio over TN and the summation of TN and FP.
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4.1.3. F1 Score

The F1 score is an essential measure, as it is calculated for both the essential measures
of recall and precision. Recall is also known as sensitivity and is the measure to detect
positive class predictions among true positives and false negatives. For the F1 score, we
need to calculate the sensitivity as follows:

Recall (Sensitivity) =
TP

(TP + FN)
(12)

The second measure, precision, is also separately calculated and used in the F1 score
measurement. Precision is calculated to obtain a truly predicted class over true and false
positives. It is represented as:

Precision =
TP

(TP + FP)
(13)

After obtaining the precision and recall, the F1 score can be calculated. After having
TP over TP and FN by recall and by obtaining TP over TP and FP, we can obtain more
precise measurements for true-positive predictions. The final F1 score can be calculated as:

F1 − score = 2 × Precision ∗ Recall
Recall + Precision

(14)

Therefore, the F1 score equation can be defined as two multiplied by the ratio of the
product and summation of precision and recall.

4.1.4. Kappa–Cohen Index

The last measure is to have confidence about the statistical analysis of the results, as
statistical analysis is broadly used in many aspects of scientific work. Therefore, a statistical
measure that gives confidence over confusion matrix values was calculated for evaluation.
The kappa index gives the confidence over a certain range of confusion-matrix-based
calculated values. If its value range lies in the range of 0–20, it promises that 0–4% of the
data are reliable to use for prediction. If its index value lies in the range of 21–39, it promises
a 4–15% data reliability. If it lies between 40 and 59, it promises 15–35% data reliability. If
it lies between 60 and 79, it promises a 35% to 63% reliability. If it lies between 80 and 90,
then it promises strong data reliability, and if it lies at more than 90, that means 82% to
100% reliability. It can be calculated as:

Agreement =
( cm1∗ rm1

n
)
+
( cm2xrm2

n
)

n
(15)

The agreement type was calculated using cm1, cm2, rm1, and rm2, where cm1 represents
Column 1 and cm2 represents Column 2. rm1 and rm2 represent Rows 1 and 2 of any two-
class confusion matrix. This formulation is the general form of a two-class confusion matrix;
in the case of our proposed methodology, there are five columns and rows that extend the
formulation to up to five rows and columns.

The total augmented data were later split into a 70/30 ratio for training and testing
data, where the fine-tuned parameters for each of the five training models remained
different and showed different results. The training and testing data number of instances
became 2023 and 866, respectively.

There were five different kinds of architectures applied to classify guava diseases
using the augmented image data. The individual class testing data prediction results
are discussed with their overall results. The evaluation measures accuracy, sensitivity,
specificity, precision, recall, and the kappa index were also used as statistical measures. The
results are shown in Table 7.
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Table 7. Results obtained on the basis of individual class testing data.

Models Categories Accuracy Specificity F1-Score Precision Kappa

AlexNet Canker 0.98077 0.99088 0.97608 0.97143 0.52096

Dot 0.98049 0.99697 0.98529 0.99015 0.5309

Healthy 1 1 1 1 0.90762

Mummification 0.98661 0.99533 0.98661 0.99533 0.48509

Rust 0.98942 0.99705 0.98942 0.98942 0.5648

Overall 0.9850 0.9960 0.9875 0.9875 0.9531

GoogLeNet Canker 0.96635 0.99696 0.9781 0.99015 0.52859

Dot 0.97561 0.98638 0.96618 0.95694 0.52695

Healthy 1 1 1 1 0.90762

Mummification 0.99429 0.99377 0.97297 0.98182 0.49202

Rust 0.99471 0.99114 0.98172 0.96907 0.56

Overall 0.9758 0.9937 0.9798 0.9796 0.9242

SqueezeNet Canker 0.97596 0.99392 0.97831 0.98068 0.52404

Dot 1 1 0.96698 1 0.51541

Healthy 1 1 1 1 0.90762

Mummification 0.98214 0.9891 0.97561 0.96916 0.48364

Rust 0.91534 1 0.9558 1 0.5866

Overall 0.9711 0.9924 0.9753 0.9772 0.9098

ResNet-50 Canker 0.99519 0.99696 0.99281 0.99043 0.51957

Dot 1 0.99697 0.99515 0.99034 0.52957

Healthy 1 1 1 1 0.90762

Mummification 0.98661 1 1 1 0.48733

Rust 1 1 1 1 0.56351

Overall 0.9954 0.9988 0.9962 0.9962 0.9856

ResNet-101 Canker 0.99519 0.98784 0.97872 0.96279 0.51484

Dot 0.98049 0.99849 0.98772 0.99505 0.53178

Healthy 1 1 1 1 0.90762

Mummification 0.98214 1 1 1 0.48887

Rust 0.98413 0.99557 0.98413 0.98413 0.56544

Overall 0.9861 0.9964 0.9883 0.9884 0.9567

The individual class and overall results for each model were evaluated. Several
evaluation measures were used: accuracy, specificity, F1 score, precision, and kappa.

The first model, AlexNet, showed 98% accuracy, 99% specificity, a 97.60% F1 score,
97.14% precision, and a 0.5296 value for kappa as the canker class prediction results of the
testing data. Accuracy is a general measure over all positive and negative instances that
are either wrongly or correctly predicted. The 98% accuracy of the canker class showed
accurate predictions of positive and negative classes and mainly showed excellent and
satisfactory results in TN predictions over TN and FP; specificity showed that true negatives
were mostly predicted right among TN and FP. Precision showed TP over TP and FP, with
a 97.14% value; this means that it had less accurate predictions. For a positive class to see
the combined effect of TP and TN, the F1 score measure was used. The F1 score showed
a 97% value, which summarizes both of the above measures. The kappa index showed
a weak level of agreement for the canker class. The dot class showed 98.04% accuracy,
99.69% specificity, 98.52% F1 score, 99% precision, and a 0.53 kappa value. The dot class
showed less accuracy than that of the canker class, but it needs to be discussed with
another evaluation measure to analyze the predictions of positive and negative instances.
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Specificity, which was 99.7% in the case of the dot class, represented TN among TN and
FP where the precision was 99% for TP over TP and FP. The F1 score of this measure
showed 98.52%, which summarizes the recall and precision, which could be considered
to be more promising factors compared to sensitivity, specificity, and precision. The last
statistical measure showed a weak level of agreement for this class. The third and healthy
class showed accurate results in all networks where the data agreement value was also
0.97, showing an extraordinary level of agreement on the given data. The next class,
mummification, showed 98.66% accuracy, 99.53% specificity, a 98.66% F1 score, a 99.53%
precision value, and a 0.485 value for kappa. The accuracy for the mummification class
was slightly better than that for the canker and dot classes. Other values such as specificity
were lower than those for canker and dot, but with large differences. The precision value
was higher than that of the canker class and lower than that of the dot class. To summarize
both precision and specificity, the F1 score was used, which was nearer to that of the dot
class and higher than that of the canker class. The kappa value is a decision-maker index,
with a 0.48 value, which was less than that of the canker and dot classes, but also had
weak agreement with the data reliability. The kappa value for the last class was 0.56 due
to the one value for both precision and specificity, but 56 also lies in the weak agreement
class. Lastly, the overall or mean results were evaluated, showing 98.50% accuracy, 99.60%
specificity, a 98.75% F1 score, 98.75% precision, and a 0.9531 value for the kappa index. The
mean or overall value was an actual representation of a model that produced good results;
it was either about the accuracy, specificity specifically for TN, and precision for the TP
value, and the F1 score represents the recall and precision. A kappa value of more than 90%
is a strong agreement level, and the data reliability is also high when kappa is more than
90. Therefore, AlexNet overall showed satisfactory results.

GoogLeNet showed testing results on the canker class as follows: 96.635% accuracy,
99.69% specificity, 97.81% F1 score, 99.01% precision, and 0.5285 kappa value. Accuracy
showed promising results where, if examining the specificity value over TN values, it
showed a value of 99.69%. Similarly, the precision value over the TP values showed 99%,
and the F1 score over precision and recall showed a value of 97.81%, which showed more
confidence than precision and specificity did. The last important measure is the kappa
index, 0.5285, which showed weak promise as it was of only one class over other classes.
The mean value showed the actual effect of the kappa stat. The other dot class showed
values of 97.56% accuracy, 98.638% specificity, a 96.618% F1 score, 95.69% precision, and
a 0.5269 kappa value. The accuracy value as compared to that of the canker class was
lower. In the case of the dot class, where the specificity value was also slightly lower, its
precision value was lower than that of the canker class. The F1 score based on precision and
recall showed a slightly higher score in the canker class, where the last kappa Cohen index
was similar and lied on weak agreement of data reliability. The mummification showed a
99.42% value of the accuracy, a 99.37% value of the specificity, a 97.29% value for the F1
score, a 98.18% precision value, and a 0.49 kappa value. For an accuracy value higher than
those of the canker and dot classes, where the specificity value was lower than that of the
canker, and slightly lower than that of the dot class, this means that some TN instances
had variation in these cases. The F1 score showed a lower score than that of the dot class
and higher than that of the canker class. This means the combined effect of TP and FP was
more promising for mummification compared to that for the dot class. The last class of
rust showed 99.47% accuracy, 99.114% specificity, a 98.172% value for the F1 score, 96.907%
for precision, and 0.56 for the Cohen index. The accuracy value was higher than that of
the canker, dot, and mummification classes. The F1 score showed a 98.17% value that was
nearest the canker, mummification, and dot classes. Therefore, the accuracy value was the
measure to analyze the test prediction results where other values such as the F1 score also
mattered and made the results distinguishable.

SqueezeNet testing showed results for the canker class of 97.596% accuracy, 99.392%
specificity, a 97.838% F1 score, 98% precision, and a 0.52 kappa value. The accuracy value,
a general assumption of model performance, had a lower value than that of specificity,
precision, and the F1 score. The specificity value was much higher, which means that true
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negatives over the TN and FP had higher rates for the canker class. TP cases were also
predicted with a 98% value over the FP and TP as the precision scores. The recall- and
precision-based F1 score showed 97.83%, which is intermediate between the precision and
specificity. The kappa value was 0.52 and lied on the weak agreement of the data. The
second dot-class-based results showed 100% accuracy, 100% specificity, a 96.68% F1 score,
100% precision, and a 0.51 kappa value. Although the accuracy was good for this class,
specificity showed a 100% result. The F1 score that covered recall and precision validity
had a 96.68% score and 0.52 kappa value. The mummification class showed a predictivity
of 98.214% accuracy, 98.91% specificity, a 97.56% F1-score, a 96.916% precision value, and
0.48 for the kappa index. The last class of rust showed predictivity measures of 91.53%
accuracy, 100% specificity, a 95.58% F1 score, and 100% precision. The accuracy value was
lower than that of the other three classes where precision and specificity were 100% in this
case. The global or overall results for the all classes had a primary issue. Accuracy was
97.11%, lower than that of AlexNet and GoogLeNet, where specificity was lower than that
of both AlexNet and GoogLeNet, and the F1 score, precision, and kappa were lower for
this model testing the data predictions. The kappa index showed promise for these data.

ResNet-50 and -101 had much more improved results than those of AlexNet, SqueezeNet,
and GoogLeNet. ResNet-50 showed canker class results of 99.51 accuracy, 99.68% specificity,
a 99.28% of F1 score, a 99.03% precision value, and 0.51 for precision value of the kappa
index. Compared to the previous cases of AlexNet, GoogLeNet, and SqueezeNet, the
results were overall improved for all measures. Similarly, for the dot class, the accuracy
value was 100%, 99.697% specificity, a 99.515% F1 score, a 99.034% precision value, and a
0.52 kappa index. The canker class results were not better than those of the dot class if we
look at the accuracy measures, with only a slight difference in the F1 scores. Mummification
results showed 98.661% accuracy, 100% specificity, a 100% F1 score, 98.25% precision, and a
0.48 kappa value. Although it had 100% accuracy as an individual class, the specificity and
precision values were also higher than those of the canker and dot classes. The rust class
showed 100% accuracy, 100% specificity, a 100% F1 score, and a 100% precision value. The
overall results were improved as compared to the above models’ mean results. The global
mean results were 99.54% accuracy, which was better than that of SqueezeNet, GoogLeNet,
and AlexNet. Specificity was also better than that in the three models. The F1 score and
precision were both better than those in the previously discussed three models. Although
it had a higher value than that of the previous models, the last kappa had the same class of
confidence. The data reliability was higher for all models.

The last model of the proposed study also achieved good results as compared to the
other models. The canker class showed predictivity values of 99.519% accuracy, 98.784%
specificity, an F1 score of 97.87%, a precision of 96.27%, and a 0.51 kappa index. ResNet-50’s
accuracy had a dominant result compared to the previous class results of the other models,
while other evaluation values also showed more improvement in this model. If the accuracy
value was improved, other values were not so improved, but different cases showed overall
improvement of the results. In ResNet-101, the dot class showed 98.049% accuracy, 99.84%
specificity, 99.505% precision, and a 0.53 kappa value. Accuracy, specificity, precision, and
the F1 score were overall improved for each class, which did not happen in the previous
models’ results for any class. The mummification class again showed 100% accuracy
in this model testing. The mummification class showed 100% accurate results in other
models where other values were not improved to such an extent: 98.41% accuracy, 99.84%
specificity, 98.93% F1 score, and 99.47% precision. The last class showed consistency in the
improvement of the results for each class by also showing promising results here. Lastly,
the overall mean results of ResNet-50 proved it to be more accurate than the four other
models. The accuracy was also better than that of the others. Similarly, other measures also
showed excellent performance. The graphical illustration of all five models’ mean testing
results is shown in Figure 4.
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Figure 4. Guava disease classification result visualization.

The overall results showed that the kappa value had overall excellent data reliability
for all models. The mummification, the healthy and dot classes were more distinct classes
to distinguish them from the other two classes, as they showed 100 true results many times.
The densest model with more residual connections showed more accurate results, which
means that using a small kernel size with an increasingly denser network improved the
classification results.

For individual cases or data-based testing analysis, the confusion matrices were
designed and evaluated, and they are shown in Table 8.

Table 8. Confusion matrix obtained using several state-of-the-art networks.

Networks AlexNet GoogLeNet SqueezeNet ResNet-50 ResNet-101

Classes C D H M R C D H M R C D H M R C D H M R C D H M R

C 204 0 0 3 1 201 3 0 2 2 203 0 0 5 0 207 1 0 0 0 207 0 0 0 1

D 3 201 0 0 1 0 200 0 2 3 0 205 0 0 0 0 205 0 0 0 2 201 0 0 2

H 0 0 40 0 0 0 0 40 0 0 0 0 40 0 0 0 0 40 0 0 0 0 40 0 0

M 3 0 0 221 0 2 5 0 216 1 1 3 0 220 0 2 1 0 221 0 3 1 0 220 0

R 0 2 0 0 187 0 1 0 0 188 3 11 0 2 173 0 0 0 0 189 3 0 0 0 186

The confusion matrices of all architectures showed that the rust class was the most
distinguishable among other guava diseases. If we discuss the AlexNet model results, four
wrong cases were predicted as wrong in the rust and mummification classes, four wrong
predictions were found for the dot class, where the wrong predictions lied on canker and
rust. There were three wrong predictions for mummification, in the class of canker, and
there were two wrong predictions in the rust class; these wrong predictions were two for dot.
The second GoogLeNet architecture made 201 correct predictions in the canker class, and
seven wrong predictions lied in the dot, mummification, and rust class, while no prediction
lied in the healthy class. The five wrong predictions for the dot class were two predicted
as mummification and three was rust, whereas 200 were predicted as right. This makes it
one case less accurate than AlexNet, as that made four wrong predictions in the dot class.
Mummification was predicted as nine wrong classes in the canker, dot, mummification, and
rust categories, where two-hundred sixteen cases were rightly predicted. In rust, 188 cases
were rightly predicted. One was predicted wrongly in the dot class. It was highly more
efficient than AlexNet was in this category, as that predicted two wrong cases in the dot
class, and GoogLeNet predicted only one wrong. The SqueezeNet architecture model made
five wrong predictions, with two-hundred and three correct predictions of the canker class.
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The five wrong predictions were in the mummification class. In the dot class, there was no
wrong prediction, and all 205 test instances were rightly predicted. In mummification, there
were four wrongly predicted cases and two-hundred and twenty rightly predicted cases.
Most were predicted in the dot class with three instances, with one predicted in the canker
class. Rust had 16 wrong cases, and most were in the dot class—11 out of 16. ResNet-50 was
similar to ResNet-101, where the difference was mainly of several layers and its parameters.
ResNet-50 predicted one wrong cases for the canker class with one wrong prediction in dot,
and two-hundred and seven were correctly predicted. All dot class predictions (205) were
correctly predicted in the dot class. The mummification class in this model’s predictions
had 221 correct predictions in dot. It has one wrong and two wrong predictions in the
canker class. ResNet-101 also had higher accuracy results as compared to those of all other
models. According to its confusion matrix, it made one wrong prediction for the canker
class into the rust class. As compared to ResNet-50, it had one wrong case prediction, but
in a different class. Regarding the dot class, ResNet-50 made no wrong predictions, and
ResNet-101 made four wrong predictions. In the third case of the mummification class,
there were four wrong predictions, and ResNet-50 made three wrong predictions. There
were three wrong predictions in the last class, rust. There were 186 correct predictions for
ResNet-101.

The above analysis of the five models shows that ResNet-50 had an overall high rate
of correct predictions; for wrong predictions in the dot class data, it was highly difficult
for each model, as it was predicted as the wrong class in most cases. The other classes also
misled the models, where the most challenging and least robust class was dot. Therefore,
the dot class may need more confident and robust approaches to classify it from other
classes. The mummification class had no wrong predictions in ResNet-50 and -101, where
it only had a higher rate of wrong predictions in the cases of SqueezeNet with four, where
the two remaining models also did not make very many accurate predictions for this class.
The healthy class overall in all models remained accurate with no wrong prediction by
any model. It made the normal class easily distinguishable by any model. However, the
challenge was differentiating the guava disease categories.

5. Conclusions

Guava is an important plant to monitor with the growing population; its production
demand is also increasing. Pakistan is a leading global guava producer. Hence, for auto-
matic monitoring, the study proposed a DL-based guava disease detection system. Data
were preprocessed and enhanced using a color histogram and unsharp masking method.
Enhanced data were then augmented over the nine angles using the affine transformation
method—augmented enhanced data used by five DL networks by altering their last layers.
The AlexNet, GoogLeNet, SqueezeNet, ResNet-50, and ResNet-101 architectures were
used. The results of all networks showed adequate measurements, and ResNet-101 was
the most accurate model. Future work should use more data augmentation methods such
as generative adversarial networks. Other federated-learning-based DL architectures can
be applied for classification to obtain more robust and confident results for this Pakistani
guava disease dataset.
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Abstract: Mango fruit is in high demand. So, the timely control of mango plant diseases is necessary
to gain high returns. Automated recognition of mango plant leaf diseases is still a challenge as
manual disease detection is not a feasible choice in this computerized era due to its high cost and the
non-availability of mango experts and the variations in the symptoms. Amongst all the challenges,
the segmentation of diseased parts is a big issue, being the pre-requisite for correct recognition and
identification. For this purpose, a novel segmentation approach is proposed in this study to segment
the diseased part by considering the vein pattern of the leaf. This leaf vein-seg approach segments
the vein pattern of the leaf. Afterward, features are extracted and fused using canonical correlation
analysis (CCA)-based fusion. As a final identification step, a cubic support vector machine (SVM)
is implemented to validate the results. The highest accuracy achieved by this proposed model is
95.5%, which proves that the proposed model is very helpful to mango plant growers for the timely
recognition and identification of diseases.
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1. Introduction

Countries dependent upon agriculture are facing a terrible threat and great loss due
to plant diseases, which cause a decline in the quality and quantity of fruits and yields [1].
Pakistan is among those countries where a large amount of its income is earned by import-
ing and producing a variety of crops, vegetables, and fruits cultivated in different areas
of the country [2]. Therefore, it is necessary to identify diseased plants by implementing
computer vision and image processing techniques [3,4]. Recently, deep learning (DL) tech-
niques, specifically, convolutional neural networks (CNNs), have achieved extraordinary
results in many applications, including the classification of plant diseases [5,6]. The mango
is a highly popular fruit and is available in summer [7]. It is important in the agricultural
industry of Pakistan due to its huge production volume. Several approaches to the detec-
tion and identification of mango plant leaf diseases have been proposed in the literature.
Although a large number of diseases affect mango orchards, only some of them are causing
great loss to the economy of the country. A few of the more common diseases [8] include
powdery mildew, sooty mold, anthracnose and apical necrosis, as shown in Figure 1. In
the current era, computer scientists are aiming to devise computer-based solutions to
identify the diseases in their initial phase. This will aid farmers to safeguard the crop until
it is harvested, resulting in the reduction in economic loss [9]. According to agricultural
experts, naked eye observation is the traditional method used to recognize plant diseases.
This is very expensive and time-consuming as it requires continuous monitoring [3,10].
Hence, it is almost impossible to accurately recognize the diseases of plant at an initial
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stage. Unfortunately, very few techniques that address the diseases of the mango, also
called the king of fruits, have been reported before now [11,12] due to the complicated and
complex structure and pattern of the plant. Hence, there is a need for efficient and robust
techniques to identify mango diseases automatically, accurately, and efficiently [4,13–15].
For this purpose, the images used as a baseline can be captured by digital and mobile
cameras [16,17].

Machine learning (ML) plays an important role in the identification of diseases [16,18].
ML is a sub-branch of artificial intelligence (AI) [19]. It enables computer-based systems to
provide accurate and precise results. Real-world objects are the main objects to inspire ML
techniques [20]. A few computerized techniques, for instance, segmentation by K-means
and classification using SVM to identify the diseased area, are reported in [21].

Hence, as per the available and above discussion, there is a strong need for the
automatic detection, identification, and classification the diseases of the mango plant.
Keeping this in mind, this article covers the following issues: data augmentation to increase
the dataset; tracking the color, size, and texture of the diseased part of leaf; handling
background variation and the diseased part; the proper segmentation of the unhealthy part
of the leaf; and, at a later stage, robust feature extraction and fusion to classify the disease.
The following key contributions were performed to achieve this task:

1. Image resizing and augmentation in order to set query images.
2. A method for the segmentation of the diseased part.
3. Fusion of color and LBP features by performing canonical correlation analysis (CCA).
4. Using classifiers of ten different types to perform identification and recognition.

2. Literature Review

In current times, various types of techniques and methods have been established for
the detection of plant leaf diseases. These are generally characterized into disease finding
or disease detection methods and disease sorting or disease classification methods [22].
Many techniques use segmentation, feature fusion, and image classification implemented
on cotton, strawberry, mango, tomato, rice, sugarcane, and citrus. Similarly, these methods
are appropriate for leaf, flower, and fruit diseases because they use proper segmentation,
feature extraction, and classification. To make a computer-based system work efficiently,
ML techniques are generally used to enhance the visualization of the disease symptoms
and to segment the diseased part for classification purposes. Mango fruit is important in
the agricultural sector due to its massive production volume in Pakistan. Therefore, several
approaches for the detection and identification of mango plant leaf diseases have been
proposed to prevent a loss of harvest.

Iqbal et al. [23] considered segmentation, recognition, and identification techniques.
They found that almost all the techniques are in the initial stage. Moreover, they discussed
almost all existing methods along with their advantages, limitations, challenges, and
models of ML (image processing) for the recognition and identification of diseases.

Shin et al. [24], in their study on powdery mildew of strawberry leaves, achieved
an accuracy of 94.34% by combining an artificial neural network (ANN) and speeded-up
robust features (SURF). However, by using an SVM and GLCM, their highest classification
accuracy was 88.98%. They used HOG, SURF, GLCM, and two supervised ML methods
(ANN and SVM).

Pane et al. [25] adopted an ML technique using a wavelength between 403 and 446nm
for the detection of the blue color. They precisely distinguished unhealthy and healthy
leaves of wild rocket, also called salad leaves. Bhatia et al. [26] used the Friedman test to
rank multiple classifiers and post hoc analysis was also performed using the Nemenyi test.
In their study, they found the MGSVM to be the superior classifier with an accuracy of
94.74%. Lin et al. [17] proved their results to be 3.15% more accurate than the traditional
method used on pumpkin leaves. They used PCA in order to obtain 97.3% accurate results.

Shah [27] extracted the color features to detect diseases on cotton leaves. Kahlout
et al. [28] developed an expert system for the detection of diseases including powdery
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mildew and sooty mold on all members of the citrus family. Sharif et al. [29] recommended
a computerized system to segment and classify the diseases of citrus plants. In the first part
of their suggested system, they used an optimized weight technique to recognize unhealthy
parts of the leaf. Secondly, color, geometric, and texture descriptors were combined. Lastly,
the best features were nominated by a hybrid feature selection technique consisting of the
PCA approach called entropy and they obtained 90% accuracy. Udayet et al. [30] proposed
a method to classify anthracnose (diseased) leaves of mango plants. They used a multiple
layer convolutional neural network (CNN) for this task. The method was applied to
1070 images collected by their own cameras and gadgets. Consequently, the classification
accuracy was raised to 97.13%. Kestur et al. [31] presented a segmentation method in
2019 based on deep learning called Mango net. The results using this method are 73.6%
accurate. Arivazhagan et al. [11] used a CNN and showed 96.6% accurate outcomes. No
preprocessing or feature extraction was performed in this proposed technique. Srunitha [32]
detected unhealthy regions for mango diseases, including red rust, anthracnose, powdery
mildew, and sooty mold.

Sooty mold and powdery mildew both create a layer on the leaf by disturbing its
vein pattern, as the vein is a vital part of the plant. No techniques have been proposed to
make this specific diagnosis, which is a major weakness in the available literature. So, a
novel segmentation technique was constructed in this work that segments the diseased
part by considering the vein pattern of mango leaves. After segmentation, two features
(color and texture) are extracted and used for fusion and classification purposes. We used
a self-collected dataset to accomplish this task. The dataset was collected using mobile
cameras and digital gadgets. Details about this work are given in Section 3. A concise and
precise description of the experimental results and their interpretation is given in Section 4,
while Section 5 presents the conclusion drawn from those results.

3. Material and Method

The primary step of this work was the preparation of a dataset. The dataset used
for this work was a collection of self-collected images that were captured using different
types of image capturing gadgets. These images were collected from different mango
growing regions in Pakistan, including Multan, Lahore, and Faisalabad, in the form of
RGB images. The collected images were resized to 256 × 256 after being annotated by
expert pathologists, as they showed dissimilar sizes. Figure 1 presents the workflow of the
proposed technique, which comprises the following steps: (1) the preprocessing of images
consisting of data augmentation followed by image resizing; (2) the use of the proposed
model to segment the images obtained as a result of the resizing operation (codebook); (3)
color and texture (LBP) feature extraction. Finally, the images were classified by using 10
different types of classifiers.
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Figure 1. Framework of the proposed computerized system.

3.1. Preprocessing

The purpose of preprocessing is to improve the segmentation and classification accu-
racy by enhancing the quality of the image. The detailed sketch of each phase implemented
for this purpose is as follows:

Resizing and Data Augmentation

A total of 29 images of healthy and unhealthy mango plant leaves were collected.
Some of the images (2 out of 29) were distorted upon applying the resize operation. The
distorted images were discarded, and the remaining 27 images were augmented by flipping
and rotating [33] them horizontally, vertically, and both horizontally and vertically, as well
as by using power-law transformations with gamma = 0.5 and c = 1, as shown in Figure 2.
As such, 135 images were made available for tuning the proposed algorithm, as shown in
Table 1.

Figure 2. Data augmentation steps.

Table 1. Distribution of the data.

Sooty Mold Powdery Mildew Healthy Total

45 45 45 135

An equal image size of 256 × 256 was utilized for the current study. From the whole
dataset, only diseased images were used for segmentation, while the other 45 images of
healthy leaves were used for classification.
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3.2. Proposed Leaf Vein-Seg Architecture

The second step after preprocessing is the proposed leaf vein-seg architecture. The
powder-like, purplish-white fungi growing mainly on the leaves that makes the plants dry
and brown is called powdery mildew [34]. The honey-dew-like insect secretions that form
a brownish layer on the leaf of mango plants are called sooty mold.

The proposed architecture is a stepwise process that extracts the veins of the leaf. The
extracted veins are helpful in further processing and in the classification of diseases of the
mango plant. First, the RGB input image is converted to a binary image. The binary image
is then converted to a gray-scale image to extract a single channel from the image. CLAHE
is applied to it, which improves the quality of the image by improving its contrast. CLAHE
operates on small regions of an image called tiles and takes care of the over amplification
of contrast in an image [35]. Bilinear interpolation is used to remove artificial boundaries
by combining the neighboring tiles.

An average filter of 9 × 9 is then applied to the output gray-scale image to exclude
its background. A mean or average filter smooths the image by reducing the intensity
variation among the neighbor pixels. This filter works by replacing the original value
of a pixel with the average value of its own and neighboring pixels. It moves pixel-by-
pixel through the whole image. An average 9 × 9 filter is shown in matrix form below.
Mathematically, it can be represented by Equation (1).

Inew(x,y) = ∑1
j=−1 ∑1

i=−1 1 × Iold(x + i, y + j) (1)

The output is then normalized to make the image pixel values between 0 and 255 as
given in Equation (2).

Inormalized
new(x,y) =

1

∑1
j=−1 ∑1

i=−1 1
∑1

j=−1 ∑1
i=−1 1 × Iold(x + i, y + j) (2)

The edges of the image are detected, and noise is removed by sharpening the image.
In the next step, the difference is calculated from the images obtained in the previous
two steps: the gray-scale images and the images obtained after the application of the
average filer along with its normalization, as the images should be the same size. This
step is performed to compare the images and correct uneven luminance. Its mathematical
representation is shown in Equation (3):

D(x, y) = I1(x, y)− Inormalized
new(x,y) (3)

where the output of the gray-scale image is I1(x, y) and Inormalized
new(x,y) is the output after the

application of the average filter and its normalization. The threshold is then applied to the
obtained images as D(x, y). A method was designed to perform this task. The global image
threshold is computed by setting a threshold level to D(x, y), obtained in Equation (3). The
computed global threshold level is used to convert the intensity image to a binary image.
Standardized intensity values lie between 0 and 1. The histogram is segmented into two
parts to normalize the image by using a starting threshold value that should be half of the
maximum dynamic range.

H = 2B − 1 (4)

Foreground and background values are computed by using the sample mean values.
Mean values associated with the foreground are (mf, 0), and the gray values associated with
the background are (mb, 0). In this way, threshold value 1 is computed and this process
is repeated until the threshold value does not change any more. The image obtained is
converted to a binary image. The next step is to take the complement of binary image D.
All zeros became one and all ones became zero. Mathematically, it can be represented in
Equation (5).

D = D′ (5)
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Another method was designed to obtain the final segmented output in the form of
edges and veins that is used to detect the diseased leaf of the mango plant. It takes as input
the binary image obtained in Equation (5) to produce a mask of indicated colors for the
output image while using a 1 × 3 size vector with values between 0 and 1 for the color. The
mask must be represented in a logical two-dimensional matrix where [0 0 0] shows white
and [1 1 1] shows black. The output of this step is a segmented RGB image. The processed
images, including both diseased and healthy leaves of a mango plant, are presented in
Figure 3.

Figure 3. Stepwise output of leaves: (a) healthy, (b) powdery mildew, and (c) sooty mold.

3.3. Features Extraction and Fusion

This is a helpful phase of an artificially intelligent, automated system based on ML.
Color and texture features are helpful descriptors. Information about the color is obtained
by using color features, whereas texture features provide texture analysis for the diseased
leaves of the mango plant. In order to conduct the classification of diseases (powdery
mildew, sooty mold) of the mango plant, color, shape, and texture features are extracted in
this proposed method. The structure of the feature (color, shape, and texture) extraction is
shown in Figure 4.

Figure 4. Structure of feature extraction.

The comprehensive explanation of each phase is as follows: preprocessed images are
passed through the codebook and a segmented image is achieved in the training phase; the
segmented image is used for feature extraction; and then color, shape, and texture features
are extracted.
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Color Features: These are a significant resource for the detection and recognition
of diseased/unhealthy parts of mango plants, as every mango plant leaf disease has a
different color and shade. In this paper, the diseases on mango plant leaves are recognized
or identified by the extraction of color features. As stated earlier, each disease has its
own pattern and shading, so four types of color spaces are utilized to obtain the extracted
colors. Features including RGB; hue, saturation, and variance (HSV); luminance, a, b
component (LAB); hue, intensity, and saturation (HIS) are obtained from the mango leaf
images. Different information is obtained along every channel. Therefore, the maximum
information about the defective part of the mango leaf is obtained by applying color spaces.
Color features are obtained by using the six types of different statistical metrics mentioned
below from Equations (6)–(11). One vector, sized 1 × 3000, is used to combine these features
for each channel. The statistical metrics are calculated by the following formulae:

A = (∑ ai)/n, (6)

σ =
1
n

√
∑n

i=1 (ai − a′)2 (7)

V =
1
n∑n

i=1 (ai − a′)2 (8)

Entropy = ∑c
i=1 −pi log2 pi (9)

KR = n
∑n

i=1 (Ai − Aavg)4

(∑n
i=1 (Ai − Aavg)

2)2
(10)

Skewness =
1
n ∑n

i=1 (ai − a′)3

( 1
n ∑n

i=1 (ai − a′)2
)

3
2

(11)

where A denotes the mean feature, σ denotes the standard deviation feature, V represents
the variance feature, Entropy describes the entropy, KR represents the kurtosis feature,
and Skewness indicates the skewness feature.

Texture Features: Texture features alone cannot find identical images. Other features,
such as color, work with texture features to segregate texture and non-texture features. To
handle complications in image texture, an ancient but easy technique, local binary pattern
(LBP), is implemented [36]. Hence, LBP was used in this research to extract texture features.
Its description is mentioned below:

LBPA,B = ∑A−1
A=0 F(gA − gc)2A, F(x) =

{
1 i f x ≥ 0;
0 otherwise

(12)

In Equation (12), the value of a pixel is denoted by A, the value of the radius by B, the
neighborhood point by ga, the center point by gc, and the binomial factor is denoted by
2A. As a result, a 1 × 800 size vector was generated after extracting features from different
channels and color spaces.

3.4. Features Fusion and Classification

Finally, a CCA-based feature reduction is applied to the extracted features. A serial-
based fusion approach is used to fuse the resultant reduced vectors. A vector of dimensions
n × 2000 is obtained simply by concatenating the features. This is used for classification and
fed into the classifiers. Ten different types of classification techniques were implemented
for the analysis of classification accuracy. In the past, agricultural applications suffered
from the unavailability of data due to its complex structure and collection cost, especially
for mango plants because these plants are available only in select regions. The cost of
labeling for data acquisition is also very high [37]. Hence, this issue encouraged us to
collect data by ourselves from mango growing areas in Pakistan. We adopted 2 strategies
in this research: (1) data augmentation, and (2) a segmentation technique to segment the
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diseased parts and veins of mango leaves. This is a unique technique as it has not been
performed in earlier agricultural applications, especially with the mango plant. As a final
point, the segmented images were entered into a computer-based system for feature fusion,
and then for identification. The computation was about 45 min as the segmentation of one
image took almost 7.5 s. All simulations were performed on a personal computer with the
following specifications: 64-bit Windows operating system with MATLAB version 2018,
32 GB RAM with an Intel® Xeon® processor and central processing unit of 2.2GHz, GPU
GeForce GT×1080.

4. Experimental Results and Analysis

In this section, the results of the proposed algorithm are discussed in both graphic and
tabular form. For validation, out of the total 135 images used, 45 images were of sooty mold,
45 images were of powdery mildew, and 45 were of healthy mango plants. As a primary
step, the proposed segmentation technique was used. Second, the classification results
for this segmentation technique were tabulated by implementing different standardized
classifiers. The detailed results, with their descriptions, are discussed in the following
section. The identification of each disease is analyzed with the images of the healthy leaves
of the mango plant. Then, the classification accuracy of all diseased leaves is compared
with the classification of the healthy leaves of the mango plant. The proposed technique
was tested with 10 of the most ideal classifiers with 1- fold cross-validation.

4.1. Test 1: Powdery Mildew vs. Healthy

In this test, 45 powdery mildew and 45 healthy mango leaf images were classified.
Table 2 shows that an accuracy of 96.6% was attained through cubic SVM. It proved to
be the highest amongst all the other competing classifiers. Furthermore, 0.16, 0.97, 0.97,
and 3.4 were the obtained values of sensitivity, specificity, AUC, and FNR, respectively.
Sensitivity and specificity mathematically describe the accuracy of a test that reports the
presence or absence of a condition. The confusion matrix of this test is also given in Table 3.

Table 2. Powdery mildew vs. healthy mango leaves.

Methods Sensitivity Specificity AUC FNR (%)
Accuracy

(%)

Linear discriminant 0.24 0.89 0.82 17.8 82.2
Linear SVM 0.22 0.91 0.85 5.6 94.4

Quadratic SVM 0.22 0.91 0.86 6.7 93.3
Cubic SVM 0.16 0.97 0.97 3.4 96.6
Fine KNN 0.22 0.91 0.84 11.2 88.8

Medium KNN 0.18 0.84 0.86 16.7 83.3
Cubic KNN 0.20 0.71 0.84 18.9 81.1

Weighted KNN 0.18 0.82 0.86 11.2 88.8
Subspace discriminant 0.2 0.82 0.86 12.3 87.7

Subspace KNN 0.18 0.84 0.86 16.7 83.3

Table 3. Confusion matrix of powdery mildew vs. healthy mango leaves.

Classification-Class
Classification-Class

Powdery Mildew Healthy

Powdery mildew 97.7% <1%
Healthy <1% 95.6%

4.2. Test 2: Sooty Mold vs. Healthy

In this test, 45 images of sooty mold and 45 healthy mango leaf images were classified.
Table 4 shows that an accuracy of 95.5% was attained by using linear SVM. It proved to
be the highest amongst all the other competing classifiers. Furthermore, 0.05, 0.95, 0.95,
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and 4.5 are the obtained values of sensitivity, specificity, AUC, and FNR, respectively. The
confusion matrix of this test is also given in Table 5.

Table 4. Sooty mold vs. healthy mango leaves.

Methods Sensitivity Specificity AUC FNR (%)
Accuracy

(%)

Linear discriminant 0.47 0.74 0.63 36.7 63.3
Linear SVM 0.05 0.95 0.95 4.5 95.5

Quadratic SVM 0.22 0.91 0.86 6.7 93.3
Cubic SVM 0.22 0.91 0.85 5.6 94.4
Fine KNN 0.24 0.67 0.71 28.9 71.1

Medium KNN 0.2 0.82 0.86 12.3 87.7
Cubic KNN 0.23 0.82 0.86 11.2 88.8

Weighted KNN 0.20 0.87 0.93 12.5 83.3
Subspace discriminant 0.29 0.91 0.82 18.9 81.1

Subspace KNN 0.24 0.6 0.75 32.2 67.8

Table 5. Confusion matrix of sooty mold vs. healthy mango leaves.

Classification Class
Classification Class

Sooty Mold Healthy

Sooty mold 95.5% <1%
Healthy <1% 95.5%

4.3. Test 3: Diseased vs. Healthy

This section presents the findings of the classification all unhealthy and healthy
images of mango plant leaves. Table 6 shows the classification results for all the diseases
obtained after feature fusion based on CCA. This test was performed on all 135 images.
The accuracy of 95.5% was attained using a cubic SVM, which is the highest among all
the other competing classifiers. Moreover, 0.03, 0.93, 0.99, and 4.5 were the values of the
sensitivity, specificity, AUC, and FNR, respectively. The confusion matrix of this test is also
given in Table 7.

Table 6. Diseased vs. healthy mango leaves.

Methods Sensitivity Specificity AUC FNR (%)
Accuracy

(%)

Linear discriminant 0.13 0.69 0.78 27.4 72.6
Linear SVM 0.03 0.88 0.98 6.7 93.3

Quadratic SVM 0.14 0.76 0.88 25.2 74.8
Cubic SVM 0.03 0.93 0.99 4.5 95.5
Fine KNN 0.10 0.56 0.73 33.3 66.7

Medium KNN 0.06 0.83 0.88 11.2 88.8
Cubic KNN 0.03 0.89 0.98 7.5 92.5

Weighted KNN 0.11 0.79 0.86 20 80
Subspace discriminant 0.13 0.71 0.87 28.1 71.9

Subspace KNN 0.08 0.47 0.77 35.6 64.4

Table 7. Confusion matrix of diseased vs. healthy mango leaves.

Classification Class
Classification Class

Healthy Powdery Mildew Sooty Mold

Healthy 97.8% <1% -
Powdery mildew - 97.8% <1%

Sooty mold - - 91.1%
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4.4. Discussion

The achieved results are more efficient than the results presented by Srunitha et al. [32]
in 2018 who introduced k-means for the segmentation of the diseased part and a multiclass
SVM for classification purposes and obtained an accuracy of 96%, as shown in Table 8.
However, the list of diseases they detected did not contain powdery mildew, whereas our
proposed method showed an accuracy of 95.5% while detecting powdery mildew as well.
None of the studies available have yet checked the vein pattern of plant leaves. As it is the
most important part of the plant as concerns food and water transportation, the proposed
technique is far superior to the available techniques. Furthermore, the mobile-based system
proposed by Anantrasirichai et al. [38] in 2019 uses classification techniques and obtained
an accuracy of 80% when detecting the diseases of mango plants. In comparison, the
achieved accuracy of the proposed model is much better, at 95.5%.

Table 8. Comparison of different segmentation and classification techniques with proposed model.

Methods Year Technique Accuracy (%)

K means by Srunitha et al. [32] 2018 Multiclass SVM 96%
Mobile phone based by

Anantrasirichai et al. [38] 2019 Classification 80%

Proposed Leaf vein-seg 95.5%

5. Conclusions

A novel segmentation technique was introduced in this paper. Two types of mango
leaf disease, powdery mildew and sooty mold, were recognized. A self-collected dataset
was used to perform this task. A leaf vein segmentation technique that detects the vein
pattern of the leaf was proposed. The leaf’s features were extracted on the basis of color
and texture after performing the segmentation. Ten different classifiers were used to obtain
the results. The overall performance of the proposed method is much improved compared
to already available methods. However, the following improvements will be considered in
the future: (1) increase the number of images in the dataset, (2) minimize the identification
time through feature optimization algorithms [39–41] to implement it in real time, and (3)
implement some latest deep learning models [42–45].
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Featured Application: The proposed methodology is able to estimate the amount of nitrogen

in plant leaves, using spectral information in the visible (Vis) and near infrared (NIR) ranges,

obtaining a mean relative error below 1%. Thus, it will enable the development of portable

devices to detect overuse of nitrogen fertilizers in the crops in a fast and non-destructive way.

Although it has been tested in cucumber plants, the proposed method can be applied to other

types of horticultural crops, repeating the training of the neural network when the new datasets

of spectral data and measured nitrogen is available.

Abstract: Accurately determining the nutritional status of plants can prevent many diseases caused
by fertilizer disorders. Leaf analysis is one of the most used methods for this purpose. However, in
order to get a more accurate result, disorders must be identified before symptoms appear. Therefore,
this study aims to identify leaves with excessive nitrogen using one-dimensional convolutional
neural networks (1D-CNN) on a dataset of spectral data using the Keras library. Seeds of cucumber
were planted in several pots and, after growing the plants, they were divided into different classes
of control (without excess nitrogen), N30% (excess application of nitrogen fertilizer by 30%), N60%

(60% overdose), and N90% (90% overdose). Hyperspectral data of the samples in the 400–1100 nm
range were captured using a hyperspectral camera. The actual amount of nitrogen for each leaf was
measured using the Kjeldahl method. Since there were statistically significant differences between the
classes, an individual prediction model was designed for each class based on the 1D-CNN algorithm.
The main innovation of the present research resides in the application of separate prediction models
for each class, and the design of the proposed 1D-CNN regression model. The results showed that
the coefficient of determination and the mean squared error for the classes N30%, N60% and N90%

were 0.962, 0.0005; 0.968, 0.0003; and 0.967, 0.0007, respectively. Therefore, the proposed method can
be effectively used to detect over-application of nitrogen fertilizers in plants.

Keywords: nitrogen prediction; 1D convolution neural networks; cucumber; crop yield improvement

1. Introduction

Proper management of inputs, that is, the application of fertilizer in accordance with
the nutritional needs of each plant, is necessary to achieve a healthy crop and optimal
yield, which is a new concept in the so-called field of precision agriculture [1]. Among
the nutrients needed by plants, nitrogen is one of the most important because it is a main
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component of chlorophyll. However, nitrogen deficiency/overdose in plants is one of the
major nutritional problems that is affecting current agricultural practices. The first sign of
nitrogen deficiency is the paleness of old leaves, because this element can move from the
lower old leaves to the upper young leaves. The leaves are usually yellowish green and
light yellow due to the lack of chlorophyll formation. Late red and reddish-purple growth
is observed as a result of anthocyanin dye formation; also, the leaves, stems and branches
become thin in nitrogen deficiency status [2–4].

Unfortunately, in order to increase yield, farmers have resorted to excessive use of
nitrogen fertilizers and are not very willing to use biological, organic and micronutrient
fertilizers [5]. However, studies indicate that nitrate accumulation in agricultural products
does not play a very positive role in sustainable production and public health [6,7].

Excessive consumption of nitrogen makes the plant susceptible to diseases and pests.
In fruit crops, it causes damage to flowers and blossoms, and reduces the quality of the
product. If the main source of nitrogen supply is ammonium, it can poison the plant, as a
result of which the vascular tissues are damaged and the leaves appear as cups. Therefore,
at the present stage, scientific management of production and consumption of fertilizers
is inevitable to improve the structure of production and the level of public health by
improving the optimal use of fertilizers.

Many farmers perform leaf analysis when they observe signs of food disturbance or
unknown symptoms on the leaves. Leaf analysis helps growers better manage nutrient
inputs by determining the type and amount of fertilizer needed and identifying problems
that may lead to poor crop performance; but, at that time, it is evident that the plant has
been damaged. Therefore, in order to get a better result, disorders must be identified before
the onset of symptoms. Leaf analysis is time consuming and requires special methods to
interpret the data correctly [8,9]. On the other hand, this method is destructive. Thus, the
application of non-destructive and fast methods is very important.

In recent years, spectroscopy and hyperspectral imaging have been recognized as
useful tools for classifying the internal and external properties of biological products. For
example, Sabzi et al. [10] detected early the nitrogen in cucumber plants using hyperspectral
images. They captured hyperspectral images of the leaves with excess and standard amount
of nitrogen for several consecutive days in laboratory. The results showed that the visible
and near-infrared (Vis/NIR) hyperspectral imaging technique was able to early detect
plants with excess of nitrogen at a rate of 96.11%. Wang et al. [11] analyzed hyperspectral
data from mature leaves of tea plants by partial least squares-discriminant analysis (PLS-
DA) and least squares-support vector machines (LS-SVM) to classify different nitrogen
status. The results showed that the LS-SVM model was more able to predict different rates
of nitrogen with an accuracy of 82%.

Currently, deep learning (DL) models are an extremely active area of research and
they are applied in many domains, such as is in this study. They are taught using large
labeled datasets and neural network structures that directly characterize features. So, they
are trained without the need to extract the features manually. One of the most popular
types of DL models are convolutional neural networks (CNN or ConvNet). Automatic
feature extraction in CNNs makes them practical and attractive for computer vision tasks
such as object detection and segmentation. A CNN learns to recognize different features of
an image using up to hundreds of hidden layers. They were introduced in 1990, inspired
by experiments performed by Hubel and Wiesel [12] on the visual cortex. The uses of
CNN have grown so rapidly that, in a short time, they have revolutionized many areas
of computer vision, such as human action detection, object detection, face detection and
tracking. In this regard, Zhu et al. [13] conducted a review of traditional machine learning
and deep learning methods, including AlexNet, VGG Net and fully convolutional networks
(FCN). According to their declaration, despite the success of the machine vision methods,
they will have low accuracy if the background is too noisy, or the lighting conditions are
poor, since they will not be able to detect small changes in the food.
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Watchareeruetai et al. [14] used a CNN for studying deficiencies on plants considering
different nutrients, such as Ca, Fe, K, Mg and N. A dataset consisting of 3000 leaf images
was analyzed. The results indicated that the proposed method is superior to trained
humans in the detection of nutrient deficiency. The CNN classifier had an accuracy of 94%.
Espejo-García et al. [15] aimed to use fine-tuning, instead of ImageNet, in pre-trained CNN
in order to improve the obtained performance. Experimental results showed that the overall
performance can be increased by the proposed method. Some structures, such as Xception
and Inception-Resnet, improved it by 0.51% and 1.89%, respectively. Comparing machine
learning with DL, Sharma et al. [16] stated that DL has been analyzed and implemented
in various applications and has shown remarkable results, thus they need to be explored
more broadly, since they can also be useful in most fields. Liu et al. [17] categorized
hyperspectral images using long short-term memory (LSTM). Specifically, for each pixel,
they fed spectral values one by one in different LSTM channels to train spectral properties.
Principal component analysis (PCA) was used first to extract the first components of a
hyperspectral image, and then local patches were selected. The row vectors of each patch
are then transferred to the LSTM to determine the spatial properties of the central pixel.
Then, in the classifier step, the spectral and spatial properties of the pixels are fed into
soft-max classifiers, to obtain two different results. A strategy for decision fusion was used
to obtain more spatial-spectral results. Tian et al. [18] estimated soluble solids in apples
using spectral data and DL. In their proposed model, the spectral data of apples were
investigated and determined using a random frog algorithm; and DL was used to train and
test the detection of geographical origin with spectral data as input. Partial least squares
(PLS) were used to create individual calibration models, and then to estimate soluble
solids. Competitive adaptive reweighted sampling (CARS) was used to select the optimal
wavelengths. Compared to the individual source model, the proposed multi-source model
obtained more accurate results for predicting soluble solid content of apples from multiple
geographical origins, obtain an RP of 990 and RMSEP 0.274. Cai et al. [19] estimated
soil nutrients also using spectroscopy and DL. The simulation results indicated that the
proposed model was able to improve the efficiency of obtaining the features with high
reliability. This solves the problem of traditional models.

Cucumber is a fruit that is rich in useful nutrients, containing some compounds and
antioxidants, which may help improve, and even prevent, some diseases in humans [20].
Reliable diagnosis of the nutritional status of agricultural products is an important aspect
of farm production, since both excess and deficiencies of nutrients can lead to damages
and reduced yields. According to the literature, most of the previous research works used
statistical methods, simple perceptron neural networks and DL neural networks with
predefined structures, such as ImageNet and LSTM [21]. Although all these methods were
successful on their own, more accurate methods are needed for everyday use.

Consequently, the present paper describes a new one-dimensional (1D) convolutional
neural network to estimate the nitrogen content of cucumber leaves. The innovation of
this paper resides in the application of nitrogen overdose at 3 different levels, in order to
investigate whether it is possible to detect nitrogen-rich cucumber on site and in real-time.
Hyperspectral analysis of fruits and plants has been a very active area of research in the
literature, and particularly in our research group, as previously seen. The main novelty of
the present work resides in the proposal of a new 1D-CNN architecture with 12 layers. It
contains six convolutional layers and three max-pooling layers, finishing with a dense layer,
which produces the final estimation of nitrogen content. Another important element is
the addition of a dropout layer that, by randomly removing some weights of the previous
layer, avoids problems of overfitting.

2. Materials and Methods

The constituent stages of the proposed methodology for non-destructive estimation of
nitrogen in cucumber plants can be seen in Figure 1. The steps of this methodology are
described in detail in the following subsections.
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Figure 1. Main stages of the non-destructive estimation of nitrogen in cucumber plants.

2.1. Cultivation and Collection of Samples to Extract Spectral Data

According to the stages of the methodology in Figure 1, the first step is to prepare the
samples with standard nitrogen fertilizer and with nitrogen over-dose. Hence, several seeds
of cucumber of Super Arshiya’F1 variety were planted into 40 pots, and they were grown
under laboratory conditions. All pots received the same inputs until the leaves grew; then
the pots were divided into 4 groups of 10 pots. The first group with standard nitrogen was
considered as the control treatment. A sample view of the pots in this category is shown
in Figure 2. The second, third and fourth groups received nitrogen fertilizer overdoses by
30%, 60% and 90%, respectively.

 

Figure 2. Cucumber pots prepared for data collection.

After 24 h of applying the treatments, sample leaves were obtained from each group
and their spectral signatures were extracted by a hyperspectral camera. The process for
obtaining the samples of the dataset was as follows. First, 10 leaves were picked from each
category, making a total of 40 cucumber leaves. For each leaf, the spectral images were
captured, as described in Section 2.3, giving 327 images per leaf (one for each spectral band
considered). This makes a total of 13,080 images. Then, the leaves were transferred to
laboratory for the measurement of the nitrogen content by chemical analysis, as presented
in Section 2.4. After manually analyzing the images, 10 patches were selected for each leaf
in the 327 images, calculating the mean of each patch. Thus, 100 samples are available
for each category, which consist of a tuple of 327 values, and the corresponding nitrogen
content measured.

Although the process for obtaining this data is expensive (in terms of volume of
images and laboratory analysis), the number of 100 samples per class is clearly insufficient
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for deep neural network analysis. For this reason, data augmentation was performed to
obtain more synthetic samples. This was carried out by random weighted averaging of
the real samples (i.e., computing a weighted average of two random tuples, and the same
weighted average of the corresponding measured nitrogen content). Using this procedure,
900 synthetic samples per class were produced, totaling 1000 samples per class in the
dataset (i.e., 4000 samples in the four classes).

2.2. Extraction of Spectral Data from Cucumber Leaves and Statistical Analysis

For the extraction of the spectral information of the cucumber leaves, a hyperspectral
camera (Noor Iman Tajhiz Co., Kashan, Isfahan, Iran) at the range of 400–1100 nm was used.
More specifically, 327 spectral images uniformly distributed in this range were obtained
for each leaf, with a wavelength increment of 3.37 nm. To block out ambient light, the
camera was located in an illumination chamber and exposed to two 10-watt tungsten
halogen lamps (SLI-CAL, StellarNet Inc., Tampa, FL, USA). The spectral information in
the Vis-NIR region was extracted and stored in a laptop. This laptop was a model DELL
(DELL Co., Round Rock, TX, USA) with Intel Core i5, 2430 M at 2.40 GHz, 4 GB of RAM,
and Windows 10. The original wavelengths were corrected by two methods: multiplicative
scatter correction (MSC) in ParLeS software (Raphael Viscarra Rossel, Curtin University,
Bentley, Australia), shown in Figure 3; and the smoothing operation by the Savitzky–Golay
(SG) filtering algorithm [22].

 

Figure 3. Sample of the application of spectral preprocessing using ParLeS software.

Before creating the regression models, we checked whether the spectral information
of the treatments are statistically significantly different or not. The spectral data of the
four treatments (control, N30%, N60% and N90%) were examined with two statistical tests:
ANOVA test [23] and Duncan test [24]. The null hypothesis is that the mean values of the
spectral wavelengths are the same for all the categories, and the alternative hypothesis is
that they are different. That is, the input to the statistical tests are the 4000 samples, each of
them a tuple of 327 values.

As it is well known, ANOVA test analyzes the null hypothesis for all the classes, while
the Duncan test is a multiple comparison procedure between the pairs of classes. The
results obtained for the ANOVA test are presented in Table 1, and those corresponding to
Duncan test are contained in Table 2.

The results of these tests indicate that the differences between the classes are statisti-
cally significant, both in the ANOVA test (Table 1) and in the Duncan test (Table 2), with
a high level of significance. That is, the spectral wavelengths that reflect the presence of
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nitrogen are affected by the amount of nitrogen contained in the leaves. Thus, this justifies
the development of different regression models for each class, since each of them produces
distinct spectral features.

Table 1. ANOVA analysis for spectral data of the four categories of treatments: control, N30%, N60% and N90%. The rows
indicate the sum of squares between and within the classes, the number of degrees of freedom, the means of the squares
between and within classes, the F-score (mean square between classes divided by mean square within classes), and the
p-value of significance for an alpha of 0.05.

Category Sum of Squares Degrees of Freedom (df) Mean Square F-Score Significance

Between Groups 8.15 × 1011 3 2.72 × 1011

5.69 × 103 0Within Groups 1.91 × 1011 3996 4.78 × 107

Total 1.01 × 1012 3999

Table 2. Duncan test for spectral data related to the four categories of treatments, control, N30%, N60%

and N90%, at a significance level of 5%. Mean values of the classes are sorted in increasing order.

Treatment Number
Subset for Alpha = 0.05

Control N30% N60% N90%

N60% 1000 9.2864 × 102

N30% 1000 1.7571 × 103

Control 1000 2.8540 × 103

N90% 1000 3.4779 × 104

These tests do not prove any evidence about the linearity or non-linearity between the
spectral information and the nitrogen content of the leaves. They only indicate that each
class produces different spectral data. This is the reason for creating separate regression
models. Although we could create a single regression model for all the classes, the statistical
tests involve that, since the spectral data are different, more precise results can be obtained
with individual models for each category.

2.3. Extraction of Nitrogen in Cucumber Leaves Using Laboratory Destructive Method

The Kjeldahl method was used to measure the total nitrogen content on the leaves.
This method [25] includes three steps of digestion, distillation and titration. First, the leaves
were dried in an oven and then powdered. Then, they are digested with sulfuric acid,
so the nitrogen in the sample could be converted to ammonium sulfate. The nitrogen in
ammonium sulfate was released in the form of ammonia and converted to ammonium
borate with boric acid and titrated using 1% normal sulfuric acid; and then, the total
nitrogen content of the sample can be obtained by calculating the consumed acid, as
indicated in Equation (1):

Ntotal (%) =
(vs − vb)

md
× NH2SO4 × 0.014meqN × 100 (1)

where:
vs: Volume consumed by the samples (mL),
vb: Volume consumed by the control treatment (mL),
NH2SO4: Normality of sulfuric acid (equation/L),
md: Dry weight of the sample (g).

2.4. Non-Destructive Estimation of Nitrogen Using Convolutional Neural Networks

Deep learning (DL) is a category of machine learning algorithms that uses multiple
layers to extract high-level features from raw input [26]. These kind of networks use
multiple layers of information processing, especially nonlinear information, to perform
the conversion or extraction of supervised or unsupervised features, generally for the
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purpose of pattern analysis or recognition, classification and clustering. Most deep learning
methods use neural network structures, which is why DL models are often referred to as
deep neural networks. Among them, convolutional neural networks (CNN) are one of
the most popular techniques, since they do not require manual feature extraction. CNNs
learn to recognize features from the samples using a large number of hidden layers. Each
hidden layer increases the complexity of the features analyzed. Moreover, CNN networks
do not change the structure of the input and pay attention to the connection between
neighboring values.

Until now, most of the research has been conducted by known CNN structures such
as AlexNet, VGG Net, ZF Net, GoogLeNet and fully convolutional networks (FCN) [27].
But in this paper, we proposed our personalized structure. In fact, it has been developed
by examining several personalized structures by trial and error. Finally, the structure with
the highest prediction rate was selected and proposed in this work.

More specifically, the proposed structure of the convolutional neural network used in
this study is shown in Figure 4. The input vector of the algorithm contains the spectral data
of a sample, and the output is the actual amount of nitrogen. Since, in our case, the input
data is a one-dimensional (1D) spectrum, we used 1D convolutions. As shown, the architec-
ture is similar to the well-known funnel design, where the size of the input is progressively
reduced while the number of features increases. This is carried out by a succession of 1D
convolutions and max-pooling layers. All the convolutions use the rectified linear (ReLu)
activation function. The first part of the network contains 3 consecutive convolutional
layers, then there are three steps of max-pooling and convolution. The second of these
steps also includes a dropout layer, a method which is commonly used to avoid overfitting,
since it randomly removes some weights in the previous convolutions, thus making the
system more robust. The dropout rate was set to 0.1. Finally, the values of the last layer are
flattened (producing 20,160 values) and a dense layer is responsible for producing the final
estimation of nitrogen content.

 

Figure 4. Architecture of the proposed 1D convolutional neural network for the estimation of nitrogen content.

It should be noted that among the 1000 samples in each category, 70% were used as
the training data, and the remaining 30% as the test data, both sets disjoint. Moreover, the
synthetic samples of the augmentation process were obtained after partitioning the real
samples, so there is no mix of the training and test samples. The number of total epochs,
batch-size, verbose and validation split were 200, 12, 1 and 0.1, respectively. The exact
parameters of the proposed 1D-CNN are presented in Table 3.
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Table 3. Hyperparameters of the 1D convolutional neural network (1D-CNN) structure proposed
in this paper for the estimation of nitrogen amount in cucumber leaves. Output shape refers to the
size × number of features.

Layer (Type) Output Shape Kernel Size Stride Number of Parameters

Conv1d + ReLu 325 × 512 7 - 2048
Conv1d + ReLu 323 × 512 5 - 786,944
Conv1d + ReLu 321 × 512 5 - 786,944

Max pooling 160 × 256 2 -
Conv1d + ReLu 156 × 256 3 - 196,864

Max pooling 78 × 128 2 -
Conv1d + ReLu 76 × 128 3 - 49,280

Dropout (0.1) - 0
Max pooling 38 × 128 2 -

Conv1d + ReLu 36 × 64 3 - 12,352
Flatten 20160 - 0

Dense + Relu 1 - 20,161
Total params: 2,031,233; trainable params: 2,031,233; non-trainable params: 0.

2.5. Evaluation of the Performance of the Methods for the Estimation of Nitrogen in Cucumber

To evaluate the performance of the prediction model, the statistical parameters includ-
ing score-variance (Var-score) [28], max error (MaxE) [29], mean absolute error (MAE) [30],
mean squared error (MSE) [31], coefficient of determination (R2) [32], median absolute
error (MedAE) [33] and mean squared logarithmic error (MSLE) [34] were used. Consider
that the expected outputs for a given variable are Yi, for i ranging in the number of samples,
n, and consider that Xi represents the corresponding estimated values. Then, the proposed
performance measures are given in the following equations:

MSE =
1
n

n

∑
s=1

(Xs − Ys)
2 (2)

MedAE = median

{
n

∑
s=1

|Xs − Ys|

}
(3)

MAE =
1
n

n

∑
s=1

|Xs − Ys| (4)

MaxE = max

{
n

∑
s=1

|Xs − Ys|

}
(5)

R2 = 1 −
{

∑n
s=1(Xs − Ys)

2

∑n
s=1(Xs − Xm)

2

}
(6)

MSLE =
1
n

n

∑
s=1

log(Xs − Ys)
2 (7)

Var − score = variance(Xs)/variance(Ys) (8)

Xm =
1
n

n

∑
s=1

Xs (9)

3. Results

In the following subsections, the results achieved by the regression models created
for each treatment are presented. All of them are 1D-CNN networks that are specifically
trained for the corresponding class.
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3.1. Prediction Model for the Category with Excess of Nitrogen by 30%

Preprocessing is needed to reduce the noise in the spectral information, so different
algorithms of correction and smoothing filters were examined. Table 4 contains the results
of evaluating the performance of the prediction model for the category with nitrogen
overdose by 30%, using different correction and smoothing algorithms. As described
in Section 2, these filters are: multiplicative scatter correction (MSC), smoothing by the
Savitzky–Golay (SG) filter.

Table 4. Evaluation of the prediction model for the category with excess of nitrogen by 30%. Filtering algorithms: MSC:
multiplicative scatter correction; SG: Savitzky–Golay filter. MAE: mean absolute error; MSE: mean squared error; MSLE:
mean squared logarithmic error; MedAE: median absolute error; MaxE: max error; R2: coefficient of determination; Var-score:
variance score.

Algorithm MAE MSE MSLE MedAE MaxE R2 Var-Score

MSC + SG 0.017 0.0005 0.00002 0.014 0.086 0.962 0.974

MSC 0.022 0.0011 0.00009 0.015 0.084 0.951 0.971

SG 0.02 0.0009 0.00005 0.013 0.072 0.958 0.972

No filter 0.027 0.0016 0.00012 0.018 0.092 0.941 0.967

All the error measures can be observed to be very low, while R2 is close to 1, indicating
that the model is able to accurately estimate nitrogen content in this class. Figure 5 shows
the regression plot between the amount of nitrogen measured by the Kjeldahl method,
and the mean estimated nitrogen for 300 test data. The proximity of these two values
indicates the ability of the proposed model. Figure 6 shows the train loss and validation
loss diagrams for the nitrogen content during the training process. The maximum number
of epochs was set to 200. In addition, we added a condition to early stop training if over-
fitting is detected (i.e., when training loss decreases but validation loss increases). As
shown in Figure 6, it can be seen that after 17 epochs training stopped and the loss rate is
very close to 0%.
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Figure 5. Regression plot of the measured and estimated nitrogen content for category N30%.

3.2. Prediction Model for the Category with Excess of Nitrogen by 60%

The statistical criteria for evaluating the performance of the prediction model are
given in Table 5 for the category N60%. Again, it can be seen that the error measures are
very close to 0, so the proposed model was successful for the prediction of nitrogen in
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the treatment of 60% overdose. Moreover, the results indicate the positive effect of the
filtering algorithms.
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Figure 6. Train loss and validation loss diagram for category N30%.

Table 5. Evaluation of the prediction model for the category with excess of nitrogen by 60%. Filtering algorithms: MSC:
multiplicative scatter correction; SG: Savitzky–Golay filter. MAE: mean absolute error; MSE: mean squared error; MSLE:
mean squared logarithmic error; MedAE: median absolute error; MaxE: max error; R2: coefficient of determination; Var-score:
variance score.

Algorithm MAE MSE MSLE MedAE MaxE R2 Var-Score

MSC + SG 0.014 0.0003 0.00001 0.014 0.091 0.968 0.984

MSC 0.017 0.0007 0.00006 0.017 0.094 0.953 0.972

SG 0.015 0.0005 0.00003 0.016 0.092 0.962 0.976

No filter 0.019 0.0012 0.00009 0.019 0.096 0.938 0.963

Figure 7 shows the regression plot of the measured and the estimated nitrogen content
for this category, for the 300 test samples used. These two values are close to each other,
indicating the ability of the proposed model. Figure 8 illustrates that after 43 epochs,
the training process stopped due to over fitting. At that step, the training achieved the
optimal result.
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Figure 7. Regression plot of the measured and estimated nitrogen content for category N60%.
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Figure 8. Train loss and validation loss diagram for category N60%.

3.3. Prediction Model for the Category with Excess of Nitrogen by 90%

Regarding the treatment of 90% nitrogen overdose, the statistical criteria for evaluating
the performance of the prediction model are given in Table 6, indicating the mean error
measures and the variance score and coefficient of determination. Again, the measures
achieved are very positive and indicate a great accuracy of the proposed model.

Table 6. Evaluation of the prediction model for the category with excess of nitrogen by 90%. Filtering algorithms: MSC:
multiplicative scatter correction; SG: Savitzky–Golay filter. MAE: mean absolute error; MSE: mean squared error; MSLE:
mean squared logarithmic error; MedAE: median absolute error; MaxE: max error; R2: coefficient of determination; Var-score:
variance score.

Algorithm MAE MSE MSLE MedAE MaxE R2 Var-Score

MSC + SG 0.023 0.0007 0.00001 0.022 0.054 0.967 0.983

MSC 0.027 0.0009 0.00004 0.026 0.058 0.953 0.978

SG 0.025 0.0008 0.00002 0.023 0.055 0.961 0.981

No filter 0.028 0.0013 0.00006 0.029 0.061 0.949 0.969

Figure 9 depicts the regression plot of the measured amount of nitrogen and the mean
estimated values for 300 test data in this treatment. As indicated in Table 6, the prediction
is done with a correlation coefficient of 0.967.
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Figure 9. Regression plot of the measured and estimated nitrogen content for category N90%.
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Figure 10 shows that after 41 epochs, the training process stopped due to the detection
of the over fitting criterion. Both the train and validation loss present a similar behavior.
Initially, there is a fast reduction during the first 5–6 epochs of training. Then, there is a
more smooth and progressive reduction of both loss values, approximately until epoch 25.
Finally, the system stabilizes and the process is stopped before the validation loss begins to
increase (which would mean that overfitting is starting).
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Figure 10. Train loss and validation loss diagram for category N90%.

4. Discussion

In general, the results presented in the previous section prove that the nitrogen content
of cucumber leaves can be estimated with a high accuracy using hyperspectral information
in the Vis-NIR range and the proposed 1D-CNN regression models. The obtained mean
errors are always below 1% with respect to the expected values for all the treatments. For
example, in the N30% class, the mean absolute error (MAE) is only 0.017 mg/g, while the
nitrogen content ranges from 3–3.4 mg/g; this would represent a 0.56% relative error. The
relative MAE for the N60% and N90% classes are 0.35% and 0.45%, respectively. This means
that the proposed approach can be effectively used for the estimation of nitrogen in the
leaves from the early stages, since the error is very small even for the 30% class.

This positive result can also be argued even for the worst cases of error, i.e., considering
the maximum errors, MaxE. This error is 0.086 mg/g for N30% class and 0.091 mg/g for
N60% class, which represent relative errors below 3%. In the N90% class, this worst case
has a very low error of 0.054 mg/g. Therefore, we can conclude that the method does not
present cases of extremely high error. This is evidence of the robustness of the proposed
approach against the most difficult cases.

Regarding the preprocessing techniques applied in the paper, MSC and SG, both
steps prove to have positive effects on the obtained results. Observe that MSC is a scatter
correction filter of the spectra, while SG is a smoothing operator. In all the treatments, the
worst results are given by not applying any filter, which is evident for all the performance
measures. For example, in the 60% class, the MSE is 0.0003 mg/g with the proposed filters,
MSC + SG, while it rises to 0.0012 mg/g with no preprocessing filter. If we should select
only one filter, the smoothing step, SG, is the method that offers the best results by itself in
terms of the error. For example, in the 90% class, the MAE without any filter is 0.028 mg/g;
with SG it descends to 0.025, but with MSG it is 0.027. This indicates that smoothing is more
beneficial than scatter correction. This is also repeated for the determination coefficient, R2,
which is consistently higher for SG. Moreover, the improvement from applying MSC + SG
with respect to applying only SG is very reduced in most cases, with a small positive effect
in the error measures.

242



Appl. Sci. 2021, 11, 11853

Analyzing the evolution of the loss curves in Figures 6, 8 and 10, it can be seen that
the proposed 1D-CNN has a very fast convergence for all the treatments. A fast reduction
of the loss values is produced in the first five epochs. Then, the system enters in a gradual
convergence phase, which is stopped before it could incur in over-fitting. No model
required more than 43 epochs, making them relatively fast to be trained. The loss curves
also indicate that the training process does not incur in over-fitting, which would appear
as a reduction of the train loss and an increment in the validation loss.

Finally, Table 7 presents a comparison of the results achieved by the proposed 1D-CNN
models, compared with the results of other researchers for the non-destructive estimation of
different properties of fruits, using R2 criterion. Although these works have been selected
among the most similar to our proposed method, this comparison has to be considered in
context, since they refer to different types of fruits, different datasets, and distinct types
of regression models. We have also included the results of a previous study from our
group that deals with the estimation of nitrogen in tomato leaves, using different types of
classifiers [35]. Overall, the results of the present study showed that using 1D-CNN based
on spectral data, it is possible to estimate the excess nitrogen more accurately, achieving
results that are in the state of the art.

Table 7. Comparison the coefficient of determination, R2, of the proposed 1D-CNN method with
other existing methods.

Methods Product Method Prediction R2

Proposed method for N30% Cucumber 1D-CNN Excess nitrogen 0.962
Proposed method for N60% Cucumber 1D-CNN Excess nitrogen 0.968
Proposed method for N90% Cucumber 1D-CNN Excess nitrogen 0.967

(Pourdarbani et al. [35]) Tomato PLSR Nitrogen content 0.702
(Pourdarbani et al. [35]) Tomato ANN-DE Nitrogen content 0.747
(Pourdarbani et al. [35]) Tomato CNN Nitrogen content 0.766
(Torkashvand et al. [22]) Kiwifruit ANN Nutrient content 0.85

(Huang et al. [36]) Tomato ANN SSC 0.81
(Ghosal et al. [37]) Soybean CNN K & Fe 0.94

Comparing the obtained results with the accuracy reported in [35], it can be seen that
the R2 are significantly better. These methods include partial least squares regression (PLSR)
which is a statistical-based method, and hybrid approach of classical neural networks and
the differential evolution algorithm (ANN-DE), and a method similar to the proposed in
this paper using convolutional neural networks (CNN). In all of them, a unique model
is trained for all the nitrogen categories, producing poor regression results always below
0.8 in R2. Instead, the approach of creating separate models for each class is able to produce
better results above 0.96. In fact, the approach of training different models for the classes
was also analyzed in [35], although the R2 achieved ranged from 0.925 to 0.968.

On the other hand, a weak point of the proposed method is that it requires a previ-
ous classification of the leaf samples in the corresponding treatment class. Given a new
unknown sample, there are three different models that could be applied on it. Thus, a
classifier would be required to obtain the class before applying the regression network.
This classification problem has been previously studied in our group, finding that it is
possible to achieve it with a classification accuracy above 96% [10]. This would complete a
system based on two steps: first, classification of the sample; and then, regression of the
nitrogen content using the specific model. The results discussed in this section indicate
that this approach is able to produce better results than training a single regression model
for all the classes.

5. Conclusions

Scientific management of production and consumption of fertilizers is necessary to
achieve sustainable agriculture, and to improve food health by improving the optimal
use of them, especially nitrogen-based fertilizers. In this paper, we have presented a new
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methodology for fast and accurate estimation of nitrogen content in cucumber leaves using
spectroscopy analysis and convolutional neural networks (CNN).

Currently, CNNs are one of the most popular methods of machine learning, since
they do not require manual feature extraction. Instead, automatic feature extraction makes
deep learning models very accurate for computer vision tasks, such as regression models.
Therefore, we have presented a new structure of one-dimensional CNN (1D-CNN) to
estimate nitrogen content. Different levels of nitrogen fertilizer overdose by 30%, 60%
and 90% were added to the cucumbers, and then prediction models were trained for
each treatment. The experimental results have shown that the proposed 1D-CNN is able
to estimate very accurately the nitrogen content even in the early stages, achieving, for
example, for the 30% treatment, a maximum error of 0.086 mg/g and an R2 of 0.962. For the
60% and 90% classes, the R2 are 0.968 and 0.967, respectively. The experiments also showed
that the applied preprocessing filters, multiplicative scatter correction, Savitzky–Golay,
had a positive effect on the accuracy. Thus, this approach can be used to create a fast and
non-destructive method to prevent excessive use of fertilizers.
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Abstract: The assessment of rice panicle initiation is crucial for the management of nitrogen fertilizer
application that affects yield and quality of grain. The occurrence of panicle initiation could be
determined via either green ring, internode-elongation, or a 1–2 mm panicle, and was observed
through manual dissection. The quadratic polynomial regression model was used to construct the
model of the trend of normalized difference vegetation index-based vegetation indexes (NDVI-based
VIs) between pre-tillering and panicle differentiation stages. The slope of the quadratic polynomial
regression model tended to be alleviated in the period in which the panicle initiation stage should
occur. The results indicated that the trend of the NDVI-based VIs was correlated with panicle
initiation. NDVI-based VIs could be a useful indicator to remotely assess panicle initiation.

Keywords: hyperspectral; proximal sensing; panicle initiation; normalized difference vegetation
index (NDVI); green ring; internode-elongation

1. Introduction

Rice (Oryza sativa L.) is one of the most important staple foods for more than half of
the world population. Due to the rapid growing of food demand and limited arable land,
improving yield potential to boost up future rice production is an urgent need. Rice yield
is known to be increased by the nitrogen topdressing at the panicle initiation (PI) stage
that is the beginning of the reproductive stage [1–3]. According to the recommendation of
Agricultural Improvement Committee in Taiwan, when the length of the panicle is found
to be 2 mm, the nitrogen fertilizer should be applied within two days. Applying a large
amount of nitrogen fertilizer before PI would easily cause excessive stem elongation and
thus tend to increase lodging risk. On the contrary, applying nitrogen fertilizer after PI is
less effective on rice yield improvement. Therefore, accurate determination of the PI stage
is crucial for rice production.

The PI is generally considered as the turning point between the vegetative phase and
the reproductive phase. When a rice plant has reached maximum tillering, the internodes
of the rice stem start elongating and subsequently panicle initiating. The overlapping
period between maximum tillering and PI is also termed as vegetative-lag phase. The
differences of the rice appearance between the vegetative-lag and PI are obscure to the
naked eye. Therefore, they are difficult to be distinguished directly by human observation.

The general methods to assess PI in the farm are identifying the internode-elongation
and green-ring [4,5], length of young panicle (1–2 mm) in the cross section of dissected
stem [5], and leaf number index/leaf appearance [6]. When 30% of the main culms have
panicles 2 mm or longer, it is considered as the panicle differentiation (PD) stage [3] that
is late for nitrogen topdressing. Those methods are inconvenient and inefficient for large-
scale estimation. Some other convenient, large-scale, and non-destructive approaches that
help to monitor the plant growth stages, such as modified-calendar days and heat units,
are potential candidates to be used for the precise estimation of PI. The calendar days
method is the easiest approach but is not reliable enough as it is largely affected by the
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weather variability during the cultivation period [7–9]. Growing degree day (GDD) is an
excellent heat unit that has been widely applied in corn production [10] since it was first
proposed to describe the timeline of biological development [7]. However, these methods
are rudimentary and are not able to distinguish the variability between fields. Nowadays,
quantitative assessment, real-time and site-specific management of precision agriculture
are the objectives of community.

Spectral remote sensing is another potential approach for the estimation of various vari-
ables that are correlated to plant architecture and physiology, providing high-throughput
information non-destructively and rapidly for precision agriculture. The arithmetic combi-
nations of vegetation spectral reflectance, which usually termed as vegetation indexes (VIs),
became useful indicators for studying plant health and status. The NDVI (normalized
difference vegetation index), which is calculated through a normalization procedure [11],
seems to be the most popular and long-established VI. The NDVI is sensitive to responses
on the green vegetation [12] as it correlates with the biophysical and physiological changes
in plants [13–18]. Moreover, the NDVI has been subsequently developed to the other
NDVI-based VIs, such as NDRE (normalized differential red-edge), GNDVI (green NDVI),
NDSI (normalized difference spectral index), etc. [19–21]. Recent studies put efforts on
the quantification of nitrogen contents in plants through remote sensing to optimize the
fertilization efficiency and increased the yield [22–26]. In the field of rice research, NDVI
is one of the most frequently used vegetation indexes. For example, preceding studies
revealed that the NDVI is useful for in the research of rice breeding, nitrogen use efficiency
monitoring, and rice yield prediction [27–29]. Furthermore, NDVI has also been used to
monitor the rice growth stages, including the panicle development stage [30]. The preced-
ing studies revealed the trend of NDVI changes during the rice growth cycle; however, the
evaluation of PI prediction is currently unavailable.

The main objective of this study, therefore, is to investigate the relationship between
NDVI and PI occurrence. Meanwhile, a non-destructive and high temporal resolution
approach was also expected to be established for PI assessment in this study.

2. Materials and Methods

2.1. Field Experiment Design and Management

Pot experiments were conducted in 2019 at the experimental field (22◦38′ N, 120◦36′ E)
of National Pingtung University of Science and Technology, Pingtung, Taiwan, to examine
the canopy reflectance behavior as a function of panicle initiation on rice (Oryza sativa L.).
A japonica cultivar, Kaohsiung147 (KH147), was planted into 4 groups with 5 replications.
Ammonium sulphate was applied at a rate of 150 kg/ha N in each group (20% for basal,
20% for 1st tillering topdressing, 30% for 2nd tillering topdressing, and 30% for panicle
initiation topdressing).

2.2. Determination of PI through Dissection

The PI stage was determined through manual dissection and features observation.
The entrance of the PI stage was verified via either the green ring (Figure 1A), internode-
elongation, or when 1–2 mm panicle was observed (Figure 1B). The ideal timing for nitrogen
topdressing is the interval of Figure 1A,B. When the length of the panicle was over 2 mm, it
was considered as the panicle differentiation (PD) stage (Figure 1C) that was not included
in PI determination. The PI occurrence of each group was determined if more than 50% of
dissected samples were verified to PI.
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Figure 1. The early stage of panicle initiation (A), and the optimum stage for topdressing (B). The
green ring disappeared, significant stem elongation, panicle above 2 mm, is considered as panicle
differentiation stage (C).

2.3. Spectral Measurement and NDVI Calculations

The spectral data of the rice canopy was collected by using SpectraPen SP-100 (range
640–1050 nm, 2 nm scan-range, Photon Systems Instruments, Czech), which is a non-
imaging, handheld hyperspectral sensor. The data collection period was between 10 DAT
(days after transplanting) and 80 DAT. The acquisition time was between 10:00 a.m. and
2:00 p.m., and the sensor was held horizontally at nadir view in the position about 3–5 cm
above the highest leaf of the plants. The integration time of spectrum collection was set to
auto-sensitivity to minimize the interference of sunlight intensity variability. The collected
spectrum data were used to calculate NDVI-based VIs, which can be expressed as follows:

NDVI-based VIs =
λa − λb
λa + λb

(1)

where the λa and λb respectively denote the reflectance of near-infrared (NIR) and red
wavelengths.

2.4. Reference Wavelengths and Recombined NDVI-Based VIs

The key wavelengths were selected by some physiologically related reference wave-
lengths with the equation of NDVI that have been used in previous studies (Table 1). Those
reference wavelengths were recombined and recalculated as the normalized difference
procedure with all samples.
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Table 1. Reference wavelengths correlating with plant physiological traits.

Reference Wavelengths Related Components References

NDVI (720, 800) LAI, yield [17]
NDVI (708, 760) Photosynthesis (FPAR) [18]
NDVI (660, 740) NDVIleaf and NDVIcanopy [31]

NDVI (680, 800) Plant N concentration;
Chlorophyll content

[32]
[16]

NDVI (670, 780) Plant N concentration;
Plant N uptake [33]

670, 700, 730 nm N, P, S-related [34]

2.5. Estimation of PI Occurrence through First-Order Differentiation

The trends of NDVI-based VIs scatter plots were changed along the rice plant develop-
ment, and the quadratic slope always gradually decreased after reaching the reproductive
phase. We assumed that the NDVI might have reached maxima during PI, and therefore,
the slope would be zero (Figure 2).

Figure 2. Estimation of PI occurrence. When the quadratic slope is equal to zero, the actual determination
of PI was GDDA = 771.3 through dissection, and the estimation of PI was GDDE = 800.

2.6. Temperature and Growing Degree-Days (GDD)

Temperature data were obtained from Chishan meteorological station (22◦35′ N,
120◦36′ E), which is located approximately 7 km away from experimental site. The GDD of
“Method 1” as stated by preceding study was selected as a substitution to represent the
cultivation timing, according to which [35]:

GDD =∑ [
Tmax+Tmin

2
− Tbase] (2)

where the Tmax and Tmin are the daily maximum and minimum air temperature, and the
Tbase is the base temperature that was set to 10 ◦C [8].

2.7. Statistical Analysis

The statistical analysis of the data was done by using Microsoft Excel 2013 (Microsoft
Corporation, Redmond, WA, USA). The quadratic polynomial regression analysis was
performed in SigmaPlot 10.0 (Systat Software Inc., San Jose, CA, USA).

The model was validated by leave-one-out (LOO) cross validation. During the LOO
process, each group was progressively and alternately held out for model validation,
while the remaining groups were used for model construction. The appropriateness of the
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estimation of PI occurrence and prediction of the NDVI-based VIs was tested based on
relative error (RE) values, where:

RE =

√
∑n

i=1 [(Ai − Pi)/ Ai]2

n
× 100% (3)

in which the Ai and Pi are the actual and predicted value of the ith data point and n is the
number of data points. Estimations were considered excellent if RE is <10%, good between
10% and 20%, fair between 20% and 30%, and poor if it is >30% [34,36].

3. Results and Discussion

3.1. PI Determination through Manual Dissection

The PI of each group was observed through manual dissection. The actual determina-
tion of PI for group 1 was 60 DAT (GDD = 771.3 ◦C), group 2 was 56 DAT (GDD = 713.9 ◦C),
group 3 was 57 DAT (GDD = 783.4 ◦C), and group 4 was 55 DAT (GDD = 791.1 ◦C) (Table 2).
Group 1 encountered low temperature during the tillering stage. As a result, the required
DAT of group 1 for PI was five days longer than group 4, which was thoroughly grown
under warm conditions. Besides this, group 2 encountered low temperature before the
tillering stage. Consequently, the required GDD of group 2 for PI was approximately 80◦C
lower than group 4. These biases indicated that the DAT and GDD are both largely affected
by weather variability.

Table 2. Observation of PI in each group.

Group Date DOY DAT GDD (◦C)

1 4 March 2019 63 60 771.3
2 14 March 2019 73 56 713.9
3 29 March 2019 88 57 783.4
4 10 April 2019 100 55 791.1

DOY: day of year; DAT: days after transplanting; GDD: Growing degree day.

3.2. NDVI-Based VIs Selection

All samples were regressed with quadratic polynomial model, as we assumed that the
trend of this model (when the slope is equal to zero) might be correlated with the entrance
of the PI stage. Considering the ability of explanation, NDVI (700, 720), NDVI (700, 730),
NDVI (708, 730), NDVI (660, 760), NDVI (700, 760), NDVI (708, 760), and NDVI (708,
800) were selected by the R2 value that are above 0.7 of quadratic polynomial regression
model (Table 3). On the other hand, all the NDVI-based VIs of groups were stratified,
where the distribution of groups 1 and 2 were lower than groups 3 and 4 (Figure 3A–G).
The reason could be that group 1 encountered low temperature during the tillering stage,
while group 2 encountered low temperature before the tillering stage. A preceding study
indicated that more uniquely expressed proteins were found at 20/12 ◦C (day/night) and
frequently alternating stress/non-stress temperature changes, leading the rice plant to
complex stress conditions [37]. This also indicated that cold stress at an early stage would
have an irreversible impact to rice plants, since the NDVI-based VIs of groups 1 and 2
remained lower than that of groups 3 and 4.
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Table 3. Recombination and selection of NDVI-based VIs from reference wavelengths. The calculation was [(λa − λb)/(λa +
λb)], and the R2 values of quadratic polynomial regression models were recorded.

λb 660 670 680 700 708 720 730 740 760 780 800
λa

660
670 0.24
680 0.31 0.47
700 0.37 0.33 0.38
708 0.51 0.45 0.47 0.57
720 0.62 0.58 0.60 0.71 0.58
730 0.68 0.64 0.65 0.73 0.74 0.55
740 0.67 0.64 0.64 0.68 0.69 0.43 0.29
760 0.71 0.69 0.69 0.73 0.75 0.64 0.68 0.26
780 0.66 0.64 0.64 0.66 0.66 0.43 0.34 0.41 0.00
800 0.67 0.65 0.65 0.68 0.70 0.49 0.43 0.37 0.10 0.10

 

(A) (B) 

 

(C) (D) 

Figure 3. Cont.
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(G)  

Figure 3. Illustration for the selected NDVI-based VI combination: (A) NDVI (700, 720); (B) NDVI (700, 730); (C) NDVI (708,
730); (D) NDVI (660, 760); (E) NDVI (700, 760); (F) NDVI (708, 760); and (G) NDVI (708, 800). The blue solid line indicate the
quadratic polynomial regression line. The black, red, green, and yellow symbols indicate the NDVI-based VIs data of each group.

3.3. Estimation of PI Occurrence through First-Order Differentiation

The seven NDVI-based VIs were then tested with first-order differentiation in each
group to compare the estimated GDD with the actual GDD of PI occurrence (Table 4).
Due to the excellent estimation of GDDs for PI occurrence (RE < 10%), NDVI (700, 720),
NDVI (700, 730), NDVI (708, 730), NDVI (700, 760), NDVI (708, 760), and NDVI (708,
800) were considered as the suitable NDVI-based VIs for PI determination. Among these
combinations, NDVI (708, 760), which was proposed by Tan et al. (2018), coincidentally had
the lowest RE value (RE = 5.63%) [18]. This indicated that the entrance of the reproductive
phase might have influenced the photosynthetic capacity of the rice plant, such as a lower
rate of crop growth and absorption of photosynthetically active radiation (PAR). The other
suitable combinations of NDVI-based VIs have not been researched in previous studies.
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Table 4. Seven selected NDVI-based VIs were tested by first-order differentiation in each group.

NDVI−Based VIs Equation Estimated GDDs Actual GDDs R2 RE (%)

700, 720

y = −5.52 × 10−7x2 + 0.0008x − 0.161 724.6 771.3 0.77

5.82
y = −4.15 × 10−7x2 + 0.0006x − 0.099 722.9 713.9 0.71
y = −5.40 × 10−7x2 + 0.0009x − 0.160 833.3 783.4 0.85
y = −5.29 × 10−7x2 + 0.0009x − 0.171 850.7 791.1 0.82

700, 730

y = −7.50 × 10−7x2 + 0.0012x − 0.149 800 771.3 0.79

6.29
y = −6.65 × 10−7x2 + 0.0010x − 0.100 751.9 713.9 0.77
y = −7.44 × 10−7x2 + 0.0012x − 0.139 806.5 783.4 0.84
y = −6.30 × 10−7x2 + 0.0011x − 0.125 873 791.1 0.8

708, 730

y = −5.74 × 10−7x2 + 0.0009x − 0.162 784 771.3 0.79

6.23
y = −4.45 × 10−7x2 + 0.0007x − 0.123 786.5 713.9 0.78
y = −5.98 × 10−7x2 + 0.0010x − 0.171 836.1 783.4 0.88
y = −5.16 × 10−7x2 + 0.0008x − 0.165 775.2 791.1 0.84

660,760

y = −1.11 × 10−6x2 + 0.0018x − 0.608 810.8 771.3 0.8

10.38
y = −9.10 × 10−7x2 + 0.0014x − 0.449 769.2 713.9 0.69
y = −9.93 × 10−7x2 + 0.0018x − 0.530 906.3 783.4 0.84
y = −9.20 × 10−7x2 + 0.0016x − 0.522 869.6 791.1 0.8

700, 760

y = −1.03×10−6x2 + 0.0016x − 0.505 776.7 771.3 0.79

6.36
y = −8.88 × 10−7x2 + 0.0013x − 0.435 732 713.9 0.79
y = −1.00 × 10−6x2 + 0.0017x − 0.472 850 783.4 0.86
y = −8.11 × 10−7x2 + 0.0014x − 0.435 863.1 791.1 0.82

708, 760

y = −8.20×10−7x2 + 0.0012x − 0.504 731.7 771.3 0.8

5.63
y = −6.41 × 10−7x2 + 0.0010x − 0.447 780 713.9 0.82
y = −8.20 × 10−7x2 + 0.0013x − 0.491 792.7 783.4 0.89
y = −6.71 × 10−7x2 + 0.0011x − 0.463 819.7 791.1 0.86

708, 800

y = −8.24 × 10−7x2 + 0.0012x − 0.373 728.2 771.3 0.77

5.8
y = −7.27 × 10−7x2 + 0.0011x − 0.341 756.5 713.9 0.78
y = −8.48 × 10−7x2 + 0.0014x − 0.375 825.5 783.4 0.82
y = −5.95 × 10−7x2 + 0.0010x − 0.320 840.3 791.1 0.75

3.4. Leave-One-Out (LOO) Cross-Validation

The leave-one-out cross-validation procedure was subsequently performed to test the
accuracy of the quadratic polynomial regression of NDVI (700, 720), NDVI (700, 730), NDVI
(708, 730), NDVI (700, 760), NDVI (708, 760), and NDVI (708, 800). The LOO regression
line of groups 1, 3, and 4 showed the highest plateau, while groups 1, 2, and 4 the lowest
(Figure 4A–F). Due to the great variabilities of the plateau distribution, neither setting up
an absolute threshold value nor extended the range for the PI occurrence determination
seems to be an ideal method. Although the plateau of regression curve between groups
was different, the trend of the slopes was relatively similar. This was in agreement with
preceding research [38]; however, the plateau of the curve in this study was different,
which was at the PI stage rather than the booting-heading stage. The stability between
the trend of the slopes and PI occurrence were tested through first-order differentiation
in the leave-one-out cross-validation model. The results showed that NDVI (700, 720)
was the most reliable NDVI-based VIs for PI determination since it had the lowest RE
value (RE = 4.9%). A previous study represented NDVI application on wheat phenology
monitoring and obtained satisfying results that achieved the lowest error of 4.61 days
during the jointing stage [39]. Our study performed a slightly better approach with the
application of NDVI (700, 720) with a quadratic polynomial regression model, which
represented a maximum error of 68.9 GDDs (approximately three days) (Table 5). The
others, NDVI (700, 730), NDVI (708, 730), and NDVI (708, 800), are potential candidates that
are competent for PI assessment (Table 5). At this point, the relationship between NDVI-
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based VIs and PI occurrence could be confirmed through the first-order differentiation of
quadratic polynomial regression model.

 

(A) (B) 

 

(C) (D) 

 

(E) (F) 

Figure 4. Leave-one-out cross-validation of the six selected PI-related NDVI-based VIs: (A) NDVI (700, 720); (B) NDVI (700,
730); (C) NDVI (708, 730); (D) NDVI (700, 760); (E) NDVI (708, 760); and (F) NDVI (708, 800). The black line is the validation
of group 1, the red line is the validation of group 2, the green line is the validation of group 3, and the yellow line is the
validation of group 4.
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Table 5. Leave-one-out cross-validation of the six selected PI-related NDVI-based VIs by first-order differentiation.

NDVI−Based VIs Equation Estimated GDDs
Actual

R2
RE

GDDs (%)

700, 720

y = −4.51 × 10−7x2 + 0.0007x − 0.131 776.1 771.3 0.7

4.9
y = −5.11 × 10−7x2 + 0.0008x − 0.157 782.8 713.9 0.77
y = −4.51 × 10−7x2 + 0.0007x − 0.130 776.1 783.4 0.73
y = −4.37 × 10−7x2 + 0.0007x − 0.124 800.9 791.1 0.68

700, 730

y = −6.18 × 10−7x2 + 0.001x − 0.107 809.1 771.3 0.72

9.08
y = −6.6 × 10−7x2 + 0.0011x − 0.127 833.3 713.9 0.77
y = −6.08 × 10−7x2 + 0.001x − 0.107 822.4 783.4 0.75
y = −6.40 × 10−7x2 + 0.001x − 0.111 781.3 791.1 0.71

708, 730

y = −4.83 × 10−7x2 + 0.0008x − 0.143 828.2 771.3 0.74

5.76
y = −5.26 × 10−7x2 + 0.0008x − 0.157 760.5 713.9 0.78
y = −4.64 × 10−7x2 + 0.0007x − 0.137 754.3 783.4 0.77
y = −4.83 × 10−7x2 + 0.0008x − 0.139 828.2 791.1 0.72

700,760

y = −8.19 × 10−7x2 + 0.0014x − 0.430 854.7 771.3 0.73

12.3
y = −8.65 × 10−7x2 + 0.0015x − 0.453 867.1 713.9 0.76
y = −7.98 × 10−7x2 + 0.0013x − 0.433 814.5 783.4 0.76
y = −8.55 × 10−7x2 + 0.0014x − 0.445 818.7 791.1 0.71

708, 760

y = −6.59 × 10−7x2 + 0.0011x − 0.456 834.6 771.3 0.76

11.03
y = −7.00 × 10−7x2 + 0.0012x − 0.471 857.1 713.9 0.77
y = −6.28 × 10−7x2 + 0.001x − 0.453 796.2 783.4 0.78
y = −6.7 × 10−7x2 + 0.0011x − 0.461 820.9 791.1 0.72

708, 800

y = −6.61 × 10−7x2 + 0.0011x − 0.333 832.1 771.3 0.7

7.46
y = −6.87 × 10−7x2 + 0.0011x − 0.342 800.6 713.9 0.72
y = −6.26 × 10−7x2 + 0.0010x − 0.326 798.7 783.4 0.73
y = −7.17 × 10−7x2 + 0.0011x − 0.345 767.1 791.1 0.69

4. Conclusions

This study revealed the relationship between rice panicle initiation and NDVI-based
VIs by the first-order differentiation of quadratic polynomial regression. The results showed
that NDVI (700, 720), NDVI (700, 730), NDVI (708, 730), NDVI (700, 760), NDVI (708, 760),
and NDVI (708, 800) are potential candidates to determine PI stage. Although the observed
values had great variabilities between groups, the trend is stable—when the population of
the target reached their plateau of NDVI-based VIs distribution, PI occurred. Due to the
synchronistic correlation between PI and plateau of the trend, the PI estimation might be
achieved through determining the increasing proportional of saturated values of NDVI-
based VIs. Cooperating with the UAV-mounted multispectral or hyperspectral camera and
pixel-based analysis of the region of interest, NDVI-based VIs could be a useful indicator
to assess rice plant PI stage, thus optimizing the management of fertilization practice.
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Abstract: The Internet of Things (IoT) concept has emerged to improve people’s lives by providing
a wide range of smart and connected devices and applications in several domains, such as green
IoT-based agriculture, smart farming, smart homes, smart transportation, smart health, smart grid,
smart cities, and smart environment. However, IoT devices are at risk of cyber attacks. The use of
deep learning techniques has been adequately adopted by researchers as a solution in securing the
IoT environment. Deep learning has also successfully been implemented in various fields, proving its
superiority in tackling intrusion detection attacks. Due to the limitation of signature-based detection
for unknown attacks, the anomaly-based Intrusion Detection System (IDS) gains advantages to
detect zero-day attacks. In this paper, a systematic literature review (SLR) is presented to analyze
the existing published literature regarding anomaly-based intrusion detection, using deep learning
techniques in securing IoT environments. Data from the published studies were retrieved from five
databases (IEEE Xplore, Scopus, Web of Science, Science Direct, and MDPI). Out of 2116 identified
records, 26 relevant studies were selected to answer the research questions. This review has explored
seven deep learning techniques practiced in IoT security, and the results showed their effectiveness in
dealing with security challenges in the IoT ecosystem. It is also found that supervised deep learning
techniques offer better performance, compared to unsupervised and semi-supervised learning. This
analysis provides an insight into how the use of data types and learning methods will affect the
performance of deep learning techniques for further contribution to enhancing a novel model for
anomaly intrusion detection and prediction.

Keywords: systematic literature review; anomaly intrusion detection; deep learning; IoT; resource
constraint; IDS

1. Introduction

Internet of Things (IoT) is the research and industrial trend in the arena of Information
Communications Technology (ICT) that has become accustomed to being part of technology
advancement in our everyday life [1]. The IoT term refers to a new communication
paradigm in which devices have sensors and actuators that can serve as objects or ‘things’
to sense their surrounding environment, communicate with one another, and exchange
data through the internet [2]. The IoT requires a platform in which all the applications,
products, and services are associated with, used to capture, communicate, store, access,
and share/transmit data from the real world [3,4]. Nowadays, there are around 50 billion
IoT devices connected to the internet, and it is expected to grow to an enormous size over
the next few years [5,6]. These huge numbers of devices produce a tremendous amount
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of data that can be used by many applications. IoT applications scenarios are ubiquitous,
and this includes, food, agriculture, smart farming, demotics, assisted living, e-health, and
enhanced learning, to mention a few examples of possible IoT applications. For instance,
there will be 15.3 billion IoT devices for smart agriculture by the end of 2025 [7,8]. A huge
number of sensors and actuators are needed for real-time monitoring and environment
of many industrial domains to provide actionable insights and make timely decisions [9].
However, many challenges hinder the full adoption of the IoT in both research and industry.
These challenges include, but are not limited to, security and trust, reliability, scalability,
and mobility, among many others [10].

Because IoT devices are connected to the global internet with unmatured and vulner-
able communication protocols and applications, it is exposed to many potential security
threats [3,4]. Adversaries may exploit these vulnerabilities and inject anomalies that trigger
the system to make wrong control decisions in IoT-based application, causing a catas-
trophic impact on people’s live, properties, and economics [7,11]. The evolved threats of
cyberattacks pose significant challenges to the IoT ecosystems. Moreover, IoT devices use
different platforms and a combination of network connections protocols such as Ethernet,
Wi-Fi, ZigBee, and wire-based technologies to increase their connectivity, which needs
coordination between different standards and protocols to mitigate security risks. Besides
the diverse technologies used by the IoT industry, the heterogeneity, and the distributed
nature of IoT applications increase the complexity of IoT networks and thus, magnify the
security risk. These shortcomings cause the IoT network to be exposed to many security
issues and cyberattacks. Therefore, an accurate anomaly-detection IDS model is vital for
IoT applications [12].

Many IDS solutions have been proposed to protect IoT devices from being exposed to
cyber criminals [13–15]. These security solutions can be divided into either proactive or
reactive measures. The proactive measures can be effective for protecting the IoT against
external threats. However, due to the connectivity of the IoT to the global internet, the risk
posed by intruders that can circumvent proactive measures is high. Intrusion Detection
Systems (IDSs) work as a second line of defense that can impede many cyberattacks.
IDS solutions have received intensive attention from researchers and industries in the
IoT field, and many IDS solutions have been proposed [16–18]. Based on the detection
approach, IDS solutions can be categorized into three approaches: signature, anomaly,
and hybrid IDS model. In general, the signature-based approach is effective for known
attacks, while the anomaly-based is effective for unknown attacks. However, due to
the heterogeneity, dynamicity, and complex nature of the IoT network, the signature-
based approach is inefficient and ineffective for IoT because it requires continuous human
interventions and knowledge expertise to extract attack patterns and signatures to update
the IDS model [19,20]. Anomaly-based IDS detection gains advantages in IoT because it
detects zero-day attacks and needs fewer human interventions [20]. The hybrid approach
combines both signatures-based and anomaly-based approaches. However, because it is
impractical to rely on pre-defined attack patterns (signature-based) intrusion detection
in IoT, the utilization of the signature-based IDS is limited in IoT networks [18–20]. To
this end, anomaly intrusion detection systems play a vital role in intrusion detection in
IoT environments.

Most of the existing IDS use conventional machine learning techniques to develop
detection models [21]. Machine learning techniques were widely adopted to construct the
IDS model. However, due to the speed and volume of the IoT-generated data, conventional
machine learning techniques that need well-crafted features engineering need intensive
research efforts to extract the representative features from big and unstructured data
generated by IoT devices. Thus, conventional machine learning–based solutions still
encounter many challenges. Recently, deep learning techniques (DL) have been widely
adopted for intrusion detection systems. DL expedites the analysis between fast and real
data streams in extracting relevant information to predict the future of the IoT domain.
DL is known to be more reliable than traditional learning because it can easily extract
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information, and hence, provides better accuracy [22]. Due to this, several studies have
been focused on using deep learning techniques to provide new solutions tackling two
different perspectives of both technical and regulatory, such as anomaly and malware
detection; however, the results are still unconvincing. Furthermore, most IDS solutions
have been adopted from existing computer networks, wireless sensors networks, and
mobile ad hoc networks. Yet, the unique characteristics of IoT-based networks, such as
connectivity to the global internet and lightweight resources, make the IDS proposed
for these networks not suitable to IoT applications [13,14]. There are only a few surveys
that have been found that focus specifically on DL techniques in the IoT domain [23]. To
the best of the authors’ knowledge, there is no review that is dedicated to investigating
the effectiveness of the deep learning-based IDS solutions in the IoT security domain.
Therefore, this paper was conducted to bridge this gap and investigate the most effective
and efficient use of DL approaches in securing the IoT environment. This review provides
an in-depth, focused, and high-quality analysis to orient future research toward finding
robust anomaly-based IDS using DL techniques.

The paper is organized as follows. The contributions introduced by this study are
briefed in Section 2. Related work is presented in Section 3. The review method, which in-
cludes the review protocol, planning, research questions, is described in Section 4. Section 5
presents the search strategies, which include the primary records selection, secondary
records selection, inclusion criteria, exclusion criteria, quality assessment (QA), data extrac-
tion, and synthesis. Section 6 presents the results, studies selection and quality assessment
results, and overview of publication sources. Section 7 presents the outcomes, which
include the answers to the research questions, taxonomy, analysis and discussion, and
the open issues. Section 8 presents the discussion. Section 9 presents the future direc-
tion. Limitations of the study are illustrated in Section 10, and the study is concluded in
Section 11.

2. Contributions

1. This study systemically explores the existing techniques on an anomaly-based intru-
sion detection system that uses the DL techniques in IoT.

2. A general taxonomy is proposed for the different deep learning techniques used for
constructing the anomaly-based IDS in IoT.

3. An analysis of the state-of-art DL-based techniques of anomaly-based intrusion detec-
tion systems in IoT, which use DL, is introduced in this survey.

4. This study discusses the challenges and future direction of DL-based anomaly detec-
tion in the IoT domain.

3. Background and Related Works

Existing deep learning studies related to IoT security focus primarily on experimental
aspects rather than the adopted techniques, leaving a gap for a comprehensive review of
different anomaly intrusion detection. For such reason, the goals are to identify what is
the most prominently used techniques and how to ensure better performances for each
technique. Due to the rapid growth of advancement in this area, the relevant studies should
be reviewed and appraised in parallel.

Hajiheidari et al. [19] conducted comprehensive work on intrusion detection systems
in the IoT that focuses on four different types of IDS (anomaly-based, signature-based,
specification-based, and hybrid-based). However, the scope of work was broad and
unspecific on the anomaly intrusion detection system, which used DL techniques. On the
other hand, Sharma et al. [23] surveyed studies that use DL for anomaly detection in IoT.
Likewise, Fahim and Sillitti [20] conducted a general study on anomaly detection, analysis,
and prediction techniques in an IoT environment. However, this study was not specific
to the IDS. Alsoufi and Razak [24] in our previous work, surveyed the anomaly intrusion
detection system in IoT, which used DL techniques. The finding of our work inspired
us to propose this work, which is an in-depth systematic literature review following the
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guideline based on proposed work by Kitchenham to provide researchers and developers
in-depth information and obtain details about an up-to-date technique and methodology
in anomaly intrusion detection in IoT, using deep learning [25].

Table 1 shows a detailed comparison with the similar reviewed articles in the area.
Consequently, there is an urgent need to conduct a systemic review and appraise the
specific studies in the field of IDS in IoT that used DL techniques. Thus, this systemic
review provides an in-depth and focused analysis on orienting future research toward
finding robust anomaly-based IDS using DL techniques.

Table 1. Comparison with other similar review articles in the area: (
√

: Yes, x: No).

Paper Name Year IoT Systematic Study Anomaly-Based Deep Learning

Fahim et al. [20] 2019
√ √ √

x
Hajiheidari et al. [19] 2019

√ √
x x

Sharma et al. [23] 2019
√

x
√ √

Alsoufi, Razak [24] 2021
√

x
√ √

This work
√ √ √ √

4. Review Method

4.1. Development of the Protocol

This review follows the guidelines of performing systematic reviews in the soft-
ware engineering domain, according to [25,26] as well as other methods from several
works [19,27,28].

4.2. Planning the Review

In the planning step, the need for SLR was determined, the research questions were
identified, and the review protocol was established.

4.3. The Need for a Systematic Review

There are many approaches applied in detecting intrusion attacks in IoT, using deep
learning. However, there is a lack of an in-depth and systematic analysis of those studies.
Such an analysis is crucial for the research community, especially for those who are new to
the area, to gain a holistic idea of the state of the art of anomaly detection in IoT, using deep
learning techniques. Hence, this study focuses on literature reviews of various methods
adopted for anomaly-based intrusion detection and inclusive of those researchers that have
conducted overview literature on different techniques, taxonomies, and comparisons. This
survey presents an in-depth discussion from different perspectives in adherence to the
highlighted research questions.

4.4. Research Questions

Q1 What is the comprehensive taxonomy of anomaly-based intrusion detection in IoT
using deep learning techniques?

Q2 What is the performance of anomaly-based intrusion detection in IoT using deep
learning techniques?

Q3 What are the challenges in the existing anomaly intrusion detection deep learning
techniques in IoT?

4.5. The Review Protocol

The review protocol is known as one of the most crucial steps in establishing systematic
literature reviews (SLRs). It provides an extensive guideline to determine the suitable and
formal methods to be discussed in the SLR. The goal of adapting review protocols is to
ensure that there is no bias and to distinguish SLR from any other traditional methods
of the literature review 23. This review protocol defines the review background, search
strategy, development of RQs, extraction of data, criteria for study selection, and data
syntheses. The research questions and background were discussed in previous sections.
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The next sections provide insights on different components. All stages of conducting this
systemic review are described in Figure 1.

Figure 1. Literature review methodology.

5. Search Strategy

This SLR used automatic search to explore and retrieve the related scholarly publica-
tions from online databases (IEEE Explorer, Web of Science, Scopus, Science Direct, and
MDPI), using specific keywords that were constructed in response to the research questions.
“Anomaly intrusion detection” AND “Internet of things”, “Anomaly intrusion detection”
AND “Deep learning”, “Anomaly intrusion detection system” AND “Internet of things”,
“Anomaly intrusion detection system” AND “Deep learning”, “Anomaly-based” AND
“Internet of things”, “Anomaly-based” AND “Deep learning”. The time frame was from
any time up to 2020, while no filters were applied for countries, type of publications, or
language during the retrieval of primary records from the online databases. The retrieval
of primary records from the pre-specified online databases involved two independent
investigators. If discrepancies occurred, a third investigator was consulted. For manual
search, reference lists of published reviews and surveys were looked through, while the
Google Scholar search engine was used to distinguish all studies that were cited by the
chosen primary studies. The manual search was managed to ensure a comprehensive
search of the pertinent studies. Any overlapping and redundancies in these publications
were removed permanently.

263



Appl. Sci. 2021, 11, 8383

5.1. Primary Records Selection

After the removal of duplicates, the remaining primary records were screened by
titles and abstracts to exclude books, conferences, reports, lecture notes, and miscellany.
This restricts selection to the original articles published in good-quality journals. The
primary selection involved two independent investigators. If discrepancies occurred, a
third investigator was consulted.

5.2. Secondary Records Selection

All the primary selected articles underwent secondary selection by applying eligibil-
ity criteria (exclusion and inclusion criteria), which were constructed in response to the
research questions. Exclusion and inclusion criteria were employed to ensure the inclusion
of only pertinent studies for data analysis regarding anomaly intrusion detection in IoT
using deep learning.

5.3. Inclusion Criteria

1. Publication of articles in peer-reviewed journals.
2. Accessible research articles.
3. Relevant content to anomaly intrusion detection system in IoT, using deep learning.

5.4. Exclusion Criteria

1. Research articles published in predatory journals according to Beals’ list.
2. Inaccessible articles.
3. Irrelevant to anomaly intrusion detection system in IoT using deep learning.

5.5. Quality Assessment (QA) of the Eligible Included Records

For pooling reliable data from the eligible studies, secondary selected records under-
went assessment for their quality. Based on [25], a necessary step to be followed through to
evaluate the quality of assorted studies was carried out by applying a quality assessment
(QA). For evaluation purposes, a set of four research questions (RQs) were taken into
consideration, including the following QA criteria:

1. QA1: Is the topic related to anomaly intrusion detection in IoT using deep learning techniques?
2. QA2: Is the research methodology adequately interpreted in the manuscript?
3. QA3: Is there an adequate clarification on the background review in which the study

was conducted?
4. QA4: Is there a comprehensible declaration regarding the research objectives?

The reliability of each 42 research articles was assessed, according to each criterion
mentioned in the four QA. There are three phases of QA quality schema, which are high,
medium, and low [29]. The quality of each paper was assessed, based on its loading score.
For a better context, papers that fulfill the criteria receive a score of two, whilst papers that
only fulfill the criteria partially receive a score of one, and papers that did not fulfill any of
the criteria receive a score of zero. In a scoring board, based on the four defined criteria,
studies that receive a score of five or above can be categorized as high quality.

In contrast, studies that receive a score of four can be grouped as medium quality.
Studies that receive a score below four will fall under the category of low quality. The
studies that scored five and above after QA were then included in data extraction and
synthesis. Two independent investigators reviewed the assessment of the quality of eligible
studies. A discussion with a third investigator solved any discrepancies.

5.6. Data Extraction and Synthesis of the Systemic Literature Review

The data were extracted from the related studies that underwent the assessment for
their quality. A form for better data extraction was created and performed thoroughly
by using Endnote and Microsoft Excel spreadsheets to analyze and extract significant
information from each eligible study. The extracted data included study ID, first author,
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publication date, methodology, technique-based taxonomy, datasets, accuracy, precision,
recall, False Alarm Rate (FAR), F1-Measure, False Positive Rate (FPR), and False Negative
Rate (FNR). Extraction of the data from studies was performed by two independent
investigators. Any discrepancies were solved by a discussion with a third investigator.

The data extracted were then synthesized for digressive analysis concerning is-
sues associated with anomaly detection in IoT using deep learning, which includes
strengths/weaknesses, classification, and approaches.

6. Results

6.1. Studies Selection and Quality Assessment

A total of 2116 records were extracted from the online database (n = 2106) and extra
sources (n = 10); after the removal of duplicates (n = 765), 1351 records were subject to
primary selection, out of which 714 records were excluded (books, lectures note, conferences
and miscellaneous). Accordingly, 637 records were identified as journal articles, out of
which 97 records were excluded (reviews, surveys, and reports). Finally, 540 records were
subjected to inclusion and exclusion criteria, out of which 43 studies were eligible. However,
only 26 studies met the criteria of quality assessment. The 26 studies that fulfill the
assessment criteria were selected to extract the data and synthesis of the systemic literature
review. Table 2 shows the number of retrieved records from online databases according to
the pre-specified keywords. Figure 2 shows the fellow chart of selection studies.

Table 2. Number of retrieved records from online databases according to the pre-specified keywords.

Database Name Keywords Records Total

IEEE explore

“Anomaly intrusion detection” AND “Internet of things” 113

1263

“Anomaly intrusion detection” AND “Deep learning” 109
“Anomaly intrusion detection system” AND “Internet of things” 96

“Anomaly intrusion detection system” AND “Deep learning” 96
“Anomaly-based” AND “Internet of things” 411

“Anomaly-based” AND “Deep learning” 442

Science direct

“Anomaly intrusion detection” AND “Internet of things” 6

344
“Anomaly intrusion detection” AND “Deep learning” 4

1
“Anomaly intrusion detection system” AND “Deep learning” 1

“Anomaly-based” AND “Internet of things” 188
“Anomaly-based” AND “Deep learning.” 144

Scopus

“Anomaly intrusion detection” AND “Internet of things” 4

138
“Anomaly intrusion detection” AND “Deep learning” 12

2
“Anomaly intrusion detection system” AND “Deep learning” 4

“Anomaly-based” AND “Internet of things” 69
“Anomaly-based” AND “Deep learning” 47

Web of science

“Anomaly intrusion detection” AND “Internet of things” 3

71
“Anomaly intrusion detection” AND “Deep learning” 6

2
“Anomaly intrusion detection system” AND “Deep learning” 2

“Anomaly-based” AND “Internet of things” 36
“Anomaly-based” AND “Deep learning” 22

MDPI

“Anomaly intrusion detection” AND “Internet of things” 40

290

“Anomaly intrusion detection” AND “Deep learning” 39
“Anomaly intrusion detection system” AND “Internet of things” 20

“Anomaly intrusion detection system” AND “Deep learning” 20
“Anomaly-based” AND “Internet of things” 90

“Anomaly-based” AND “Deep learning” 81

Other sources

“Anomaly intrusion detection” AND “Internet of things” 2

10

“Anomaly intrusion detection” AND “Deep learning” 1
“Anomaly intrusion detection system” AND “Internet of things” 2

“Anomaly intrusion detection system” AND “Deep learning” 1
“Anomaly-based” AND “Internet of things” 2

“Anomaly-based” AND “Deep learning” 2
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Figure 2. The fellow chart of selection studies.

6.2. Overview of Publication Sources

Figures 3 and 4 illustrate the list of selected papers published according to year and
journal. Noticeably, there is a trend toward anomaly-based intrusion detection in IoT, using
deep learning. This signifies a rising interest in this domain, especially after 2018. An
elevated increase of nine studies in 2020 was noted, compared to only five studies in 2019.
In comparison, the trend seems to start in 2017, as there was only one study published.
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Figure 3. Selected distribution studies by years.

Figure 4. Selected distribution studies by journals.

7. Outcomes

7.1. RQ1: What Is the Comprehensive Taxonomy of Anomaly Intrusion Detection in IoT Using
Deep Learning Techniques?

Recently, various studies have explored the application of anomaly detection in IoT
using deep learning. For better insight, taxonomy is shown in Figure 5 to pinpoint all
existing techniques and requirements of anomaly intrusion detection in IoT, using deep
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learning techniques. The IDS are commonly categorized as supervised, unsupervised, and
semi-supervised.

Figure 5. Taxonomy of anomaly intrusion detection in IoT using deep learning techniques [13–17,30–49].

• Supervised: in a supervised manner, anomalies detecting labeled datasets by con-
structing the network or system is normal behavior. Supervised anomaly detection
techniques can leverage the measurement of distance as well as the density of clusters
for the detection of intrusions.

• Unsupervised: in an unsupervised manner, the approach assumes a greater frequency
of normal behaviors, thus leading to the establishment of the model on assumptions,
wherein there is no need for any labeled data for training.

• Semi-supervised: in a semi-supervised manner, the algorithm is trained upon a
combination of labeled and unlabeled data.

7.2. RQ2: What Is the Performance of Anomaly Intrusion Detection in IoT Using Deep
Learning Techniques?

Accuracy, precision, recall, false-positive rate (FPR), false-negative rate (FNR), and
f-measure are the most frequently employed model evaluation techniques based on deep
learning [50–54].

As shown in Table 3, the high accuracy is nearly 100%; precision and recall are
almost 100% in D-PACK [45]. They used CNN and AE techniques on the Mirai-RGU
dataset. However, this model takes a long time for training and preprocessing, which
is resource consuming. Additionally, it covers only a few types of attacks. Similarly,
the study conducted by [37] used CNN and AE techniques on the Yahoo Webscope S5
dataset and achieved 99.62% accuracy, 98.78% precision, and 97.2% recall. This indicates
that the combination of CNN and AE may improve the performance. Nevertheless, the
resource-consuming aspect, network overhead, and datasets with real IoT traffic should be
considered as well. D. Li et al. [47] proposed a model that achieved an accuracy of 99.78%,
precision of 98.99%, recall of 91.05%, and FAR of 0.22%, using DML techniques by using
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the KDDUP99 dataset. However, this model suffers from high resource consumption, and
the dataset does not contain IoT traffics and modern types of attacks. Shi and Sun [16]
proposed a model that achieved 99.36% accuracy, the precision of 97.97%, and recall of
98.86%, using LSTM with RNN techniques. However, they did not report the FAR, as the
model is for a specific type of attack and is resource consuming. We can say that combining
AE with CNN techniques could enhance the accuracy and decrease the FAR, but we should
consider the resource consumption and cover the IoT attacks. Figure 6 shows the frequency
of the performance measures of the studies.

Table 3. Performance of the studies models.

Study Techniques Accuracy Precision Recall FAR F1-Measure FPR FNR

Lopez et al. [48] AE 80% 81.59% 80.1% 79.08%
Yang et al. [15] VAE + DNN 89.08% 86.05 95.68 90.61 19.01
Cheng et al. [30] LSTM 98%
Thamilarasu et al. [14] DBN 97%
Shi et al. [16] LSTM + RNN 99.36% 97.97% 98.86%, 98.42
Munir et al. [17] CNN 99% 100%
Gurina et al. [41] AE 0.007
Manimurugan et al. [40] DBN 98.37% 97.21%, 98.34% 97%
Malaiya et al. [46] CCN + VAE + LSTM 99%
Kim et al. [34] CNN 99%,
Jung et al. [35] CNN 96.50%, 85%
Gurina et al. [42] AE

Diro et al. [13] Multi-Layer
deep learning 99.02% 99.27% 99.14% 0.85%

Parra et al. [33] CNN + LSTM 94.30% 93.48% 93.67% 93.58% 5.20%
Cheng et al. [49] CNN 99.88% 99.89% 97.94% 98.64%

Moustafa et al. [38] DFFNN 98.4%,
92.5% 99%, 93% 1.8%, 8.2%

Xie et al. [31] LSTM

Zhao et al. [36] CNN 86.95%
76.67%

Li et al. [32] LSTM 97.58% 83.79% 2.02% 6.02%
Kim et al. [43] AE 99.81%
Hwang et al. [45] CNN + AE 100% 100% 100% 100% 0%
Yin et al. [37] CNN + AE 99.62% 98.78% 97.2% 98.78%
Telikani et al. [44] AE 99.6 100% 100% 100% 0.0057
Shone et al. [18] AE 97.85% 100% 100% 85.42%
Drosou et al. [39] GNN/RNN 99%
Deng et al. [47] DML 99.78 98.99 91.05 0.22%

Figure 6. The frequency of performance measures of the studies.
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7.2.1. Analysis of Accuracy Range

Table 4 shows the accuracy range for each deep learning technique used. The CNN
has a wide range that starts from 76.76% and reaches 99.88%; this technique was tested
10 times individually and integrated with another technique. In addition, AE covers a
wide range starting from 80% and reaches 99.81%, and it is similar to CNN in the detection
accuracy range and the one used. LSTM was used three times and achieved an accuracy
between 79.58% and 98%. DBN was used two times and gained an accuracy range from
97% to 97.21 with little enhancement. RNN and DFFNN were used once. Figure 7 shows
the techniques used in the studies.

Table 4. Accuracy range for the techniques.

Study No. of Study Techniques Used Accuracy Range

[17,34–36,49] 5 CNN (76.76–99.88%)
[37,45] 2 CNN + AE (99.62–100%)

[18,41–44,48] 6 AE (80–99.81%)
[31,32] 3 LSTM (79.58–98%)

[33] 1 CNN + LSTM (94.30%)
[46] 1 CCN + VAE + LSTM 99%

[14,40] 2 DBN (97–97.21%)
[15] 1 VAE + DNN 89.08%
[16] 1 LSTM + RNN 99.36%
[39] 1 GNN/RNN 99%
[38] 1 DFFNN 98.4%

[13] 1 Multi-Layer deep
learning 99.02

[49] 1 DML 99.78

Figure 7. The frequency of the techniques used in the studies.
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7.2.2. Analysis of Type of Attacks Detected

The type of attacks is the most important metric used to identify the advantage of the
anomaly intrusion detection system. Some models [16,46,50] achieved high accuracy in
detecting specific types of attacks. Howeve+-r, with only a few types of attacks included in
their training datasets, their performance is questionable. Therefore, these models need
more improvement to be able to detect as many attacks as possible with high accuracy. For
example, in the IC_VAE model proposed by Lopez-Martin et al. [48], using the NSL-KDD
dataset, the types of attacks detected by this model are Probing, Remote to Local (R2L),
User to Root (U2R), and Denial of Service (DoS) Attacks. Similarly, studies proposed
by [13,18,36,44,47] detected the same types of attacks, using NSL-KDD and KDD Cup
1999 datasets. Moreover, in [15,38], by adapting the NSL-KDD and UNSW-NB15, they
extended the range of attack by detecting modern attacks, such as Fuzzer and worm, back
door, analysis, exploits, generic, seel-code, and recionnary. In [34], by using KDD CUP 1999,
CSE-CIC-IDS2018, they extended the range of attack by detecting modern attacks, such as
DoS-Hulk, DoS-GoldenEye, DoS-SlowHTTPTest, DDoS-LOIC-HTTP, DoS-Slowloris, and
DDoS-HOIC. The study conducted by [14] used a test-bed that contains several attacks,
such as the Distributed Denial-of-Service (DDoS), sinkhole attack, Wormhole Attack, Black-
hole Attack. In [40], authors used CICIDS 2017 dataset with a set of attacks, including
DoS/DDoS, Botnet, Web Attack, Brute Force, Infiltration, PortScan, SQL Injection, Benign,
DoS Hulk. In the study conducted by [45], the Mirai-RGU dataset with a range of attacks,
including UDP Flood, SYN Flood, ACK Flood, and HTTP Flood, was used. In [41], by using
N-balot databases, the authors focused on Mirai and BASHLITE. Similarly, in [33], the
authors used the same dataset of N_BaIoT, but focusing on Distributed Denial of Service
(DDoS) and phishing attacks. In [16], by using the MCFP dataset, they focused on Botnets,
SYN flood, RST attacks. In [42], by using a test-bed, the range of attacks included flood
attacks and SQL injection attacks, SYN Flood, TCP Flood, UDP Flood Detection, ICMP
Flood Detection, and HTTP Flood Detection. In [35], the authors used a test-bed with a set
of attacks against IoT, such as botnets attack, Mirai, Hajime, Bricker, BotIoT Reaper, Masuta,
Sora. In [30], by using a test-bed, the range of the attacks included malicious scan, DoS
attack, malicious control spying, malicious operation, wrong setting categories, and data
probing. In [31], by using a test-bed, the range of attacks included sip, ssh, SSL, conn, DNS,
and HTTP. In [39], by using a test-bed and CTU-13 datasets, the range of attacks included
Infiltration attack, Propagation attack, worm infiltration, and worm propagation attack. In
the study conducted by [43], the authors used the self-collection dataset and focused on
interval attacks. In the studies [17,32,37,46,49], there was no report explaining what kinds
of attacks they used.

The DL algorithms that were used in the previous studies prove their ability to detect
a wide range of traditional types of attacks patterns, such as the attacks listed above.
Moreover, DL algorithms perform better once there are huge amounts of attack data.
However, more studies are needed to show the performance of the DL algorithms to
detect the recent IoT attacks, such as physical attacks, privilege escalation, eavesdropping,
brute-force password attacks, malicious node injection, and firmware hijacking.

7.2.3. Tools and Environments Applied by the Studied Work

Table 5 shows the categorization of the papers based on the tools and environments
applied by the studied work. There are several types of development tools that have been
used in such development, such as Python, MATLAB, and R language. As can be observed
in Table 5, TensorFlow and Keras have been used by many researchers due to their ability
to deal with large data and objects detected with high performance and provide high-level
APIs for easily building and training models. Furthermore, it can run on Linux, macOS,
Windows, and Android.
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Table 5. Tools and environments applied by the studied work.
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Lopez et al. [48] AE
√ √

Yang et al. [15] VAE + DNN
√

Cheng et al. [30] LSTM
√

Thamilarasu et al. [14] DBN
√ √ √

Shi et al. [16] LSTM + RNN
√ √ √

Gurina et al. [41] AE
√

Manimurugan et al. [40] DBN
√ √ √

Malaiya et al. [46] CCN + VAE + LSTM
√ √

Kim et al. [34] CNN
√ √

Jung et al. [35] CNN
√

Gurina et al. [42] AE
√

Diro et al. [13] Multi-Layer
deep learning

√

Parra et al. [33] CNN + LSTM
√

Cheng et al. [49] CNN
√

Moustafa et al. [38] DFFNN
√

Xie et al. [31] LSTM
√ √

Zhao et al. [36] CNN
√ √

Li et al. [32] LSTM
√

Kim et al. [43] AE
√

Hwang et al. [45] CNN + AE
√ √

Yin et al. [37] CNN + AE
√

Telikani et al. [44] AE
√

Shone et al. [18] AE
√

Drosou et al. [39] GNN/RNN
√

Deng et al. [47] DML
√

Munir et al. [17] CNN

7.2.4. Analysis of the Used Datasets

Table 6 shows the datasets used by the existing research regarding deep learning in
IoT security. As shown in Table 6, most of the studies used NLS_KDD and KDD CUP 1999.
This is due to a lack of substitute datasets. However, these datasets are outdated and do
not contain IoT traffic or modern types of attacks. Some modern datasets are now available
that contain modern types of attacks—UNSW-NB15 [55] and IoT traffic BoT-IoT [56] we
suggest for future researches. Table 7 shows the analysis of the most used datasets in the
surveyed studies.

Table 6. The datasets used in the studies.
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Lopez et al. [48] AE
√

Yang et al. [15] VAE + DNN
√ √

Cheng et al. [30] LSTM
√

Thamilarasu et al. [14] DBN
√

Shi et al. [16] LSTM + RNN
√

Munir et al. [17] CNN
√

Gurina et al. [41] AE
√

Manimurugan et al. [40] DBN
√

Malaiya et al. [46] CCN + VAE + LSTM
√ √
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Table 6. Cont.
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Kim et al. [34] CNN
√ √

Jung et al. [35] CNN
√

Gurina et al. [42] AE
√

Diro et al. [13] Multi-Layer
deep learning

√

Parra et al. [33] CNN + LSTM
√

Cheng et al. [49] CNN
√

Moustafa et al. [38] DFFNN
√ √

Xie et al. [31] LSTM
√

Zhao et al. [36] CNN
√

Li et al. [32] LSTM
√ √ √

Kim et al. [43] AE
√

Hwang et al. [45] CNN + AE
√

Yin et al. [37] CNN + AE
√

Telikani et al. [44] AE
√ √

Shone et al. [18] AE
√ √

Drosou et al. [39] GNN/RNN
√ √

Deng et al. [47] DML
√

Table 7. The analysis of the most used datasets in the surveyed studies.

Dataset
Published

Year
IoT Specific Features

No. of
Classic

Total Normal
Records

Total Attacks
Records

Description

NSL-KDD 2009 NO 43 4 77,054 71.463

This dataset is an extension of the dataset
“KDDCUP 99”. The duplicate records

were removed and lack in modern
large-scale attacks. Moreover, it is not IoT
specific. It contains 22 attack types in the
training dataset and 17 attack types in the

test dataset, which are categorized as
4 attack classes.

KDD CUP
1999 1999 NO 43 4 1,033,372 4,176,086

This dataset does not contain modern
attack data and modern large-scale

attacks. Moreover, it contains unbalanced
labels, and this dataset is not specific to

the IoT.

UNSW-NB15 2015 NO 49 9 2,218,761 321,283

This dataset is based on a synthetic
environment for generating attack

activities. It contains approximately one
hour of anonymized traffic traces from a

DDoS attack in 2007.

CICIDS 2017 2017 NO 80 14 2,273,097 557,646

This dataset is not specific to the IoT. It
contains complex features that are not

present in previous datasets. However, it
contains a modern large-scale attack.

CSE-CIC-
IDS2018 2018 NO 80 18 N/A N/A

This dataset is not specific to the IoT.
However, it contains a modern large-scale

attack.

N-BaIOT 2018 YES 115 8 17,936 831,298
This dataset contains IoT traffic, but it is
unbalanced, due to the normal records
being smaller than malicious records.

AWID 2015 NO 155 4 530,785 44,858
This dataset is not specific to the IoT.

However, it contains modern types of
attacks.

Yahoo
Webscope

S5/A1
2015 NO - - 93,197 1669

This dataset contains web traffic, which
includes normal and attacks traffic.

However, it is not specific to the IoT.

Kyoto 2006 NO 24 - 50,033,015 43,043,255
This dataset is not specific to the IoT.

However, it contains modern types of
attacks [57].
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7.3. RQ 3: What Are the Challenges Faced in Current Anomaly Intrusion Detection Deep Learning
Techniques in IoT?
7.3.1. Threat Detection

Because IoT supports a wide range of applications that need different resource re-
quirements in terms of processing, storage, and communication, the network becomes
more complex, due to the heterogeneity of the IoT devices that are being connected. This
makes it hard to provide a secure environment in the IoT ecosystem and even harder to
detect security threats. In securing an IoT environment, it is important to acknowledge
the features and criteria necessary for applying security analytics in deep learning algo-
rithms [54]. However, the existing mechanisms lack the effective and efficient methods
that can perceive the hidden correlation between these features. Nevertheless, the rapid
growth of deep learning algorithms is believed to have the capability of handling the
hidden parameters not limited to the IoT application, but also for finding the correlation
of data variation. In addition, a higher detection rate toward detecting zero-day attacks
efficiently is obtainable with deep learning [58].

7.3.2. Computational and Resource Constraint

The computational complexity can be considered one of the prominent obstacles in
the area of IoT security and deep learning. The usage of IoT devices requires a low battery
and CPU power. Hence, the computational time in IoT devices should be quick, and the
operation should be straightforward [59]. For better performance, it is more effective to
mitigate the IoT computation to the edge of the cloud. There is one particular study [60]
that emphasized analyzing the implementation of an algorithm that focuses on producing
a lightweight computation system. The distributed computing and distributed algorithms
provide better computational optimization by distributing the tasks overs multiple nodes,
which improves the efficiency [54,61].

7.3.3. Time Complexity

Time complexity is considered an obstacle because the current detection techniques
were developed based on batch processing applications rather than real-time detection. As
mentioned before, the IoT environment deals with real-data streaming. Hence, the time
complexity is crucial in detecting threats in IoT applications. In addition, it can assess
the impact on several attributes associated with security threats. Deep learning is highly
capable of resolving time complexity issues in IoT by implementing GPU components to
deal with real-time processing in an efficient manner [62].

7.3.4. Edge Computing and Security

An edge computing platform offers better extensibility in data processing and stor-
age for resource-constrained IoT devices. Furthermore, it enables nearby devices located
around the data sources to intelligently operate, even if they are far from the center node
of infrastructure. The cloud infrastructure stores the IoT devices’ data source regarding
network computing to provide rational edge services in detecting real-time threats. Un-
fortunately, IoT as a standalone entity is incapable of storing and analyzing data for any
potential threats, due to insufficient resources [63]. Hence, with the aid of edge computing,
it will enable multiple resource distribution of data processing over the cloud for analy-
sis [64]. It is convincible to state that the amalgamation of deep learning in IoT helps in
facilitating security analytics in providing an enhanced processing system that can detect
threats effectively and accurately [54].

7.3.5. Training Time

One of the major problems that existing techniques suffer from is the large and high
dimensional datasets used for training [65]. Due to that, more time is needed to train the
model for higher accuracy detection. In tackling these issues, deep learning algorithms
are proposed because they can work on lesser training duration and dataset. This helps
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to increase the efficiency during model training. The batch size may also affect the time
consumed in the training phase because of the accumulation of the network onto the
weight update [54,66]. To solve this, multiple layers can be used to build deep learning
networks, which facilitates the weighing and recognizing of the set of significant patterns
from the datasets. Furthermore, the exploits of storage and processing facilities additionally
obstruct the model training time. Dealing with this issue, the adaptation of big cloud-based
architecture and data technologies improve the efficiency by reducing the model training
duration [63].

8. Discussion

We found that the trend goes to AE techniques. The studies [18,41–44,48] used AE
techniques because of the ability of AE to take advantage of the linear and nonlinear
dimensionality reduction to detect the anomalies. The AE training phase involves the
reconstruction of clean input data from a partially destroyed one as well as the ability of
AE to deal with heterogeneity, unstructured and high dimensional data that generated
from IoT device. However, using techniques such as CNN combined with AE would be
preferable for better classification, depending on the data reduction from the AE phase.
Another observed five studies used CNN techniques [17,34–36,49], which can automatically
detect the most important feature and learn the key feature of each class by itself without
human intervention. Moreover, CNN can perform identification and prediction through
the dense network. The CNN considered is a very vast technique, and this may be due
to the ConvNets. Other factors that may affect the efficiency of CNN are filters, kernel
size, stride, and padding. However, using techniques such as AE combined with CNN
would be preferable to reduce the high dimensional data, which generate from IoT devices
to minimize the exchange data between IoT nodes to avoid the energy-consuming and
communication overhead.

In addition, we found that three studies used LSTM techniques [30–32] that are useful
for classifying, processing, and predicting time series in long duration. Moreover, they
have a memory that can store previous time step information, and this is how they learn.
They also can deal with noise distributed representation and continuous value. However,
LSTMs are apt for overfitting, and it is not easy to apply the dropout algorithm to restrain
this problem. Combining CNN with AE [37,45] could achieve a promising result in terms
of accuracy, recall, and precision. However, the researcher and developer should consider
the resource consumption, training time, and the type of attacks. Notably, the AE and CNN
are the most common techniques used in the literature. In addition, some studies used a
single technique, and others combined multiple ones to improve the performance [16,46,47].
However, the FAR needs to be decreased when considering different types of attacks in
the used dataset. Datasets that include a wide range of attacks with simulation tools are
suggested above. In addition, still, some DL techniques have not been examined yet, which
makes the need for more work in the area to achieve robust IDS for resource-constrained
IoT devices. Combining two DL could lead to achieving high detection attacks, but it
may lead to resource consumption and a high training time. The datasets used in the
literature are outdated, perhaps due to a lack of substitute datasets. However, these
datasets are outdated and do not contain IoT traffic or modern types of attacks. Some
modern datasets are now available that contain modern types of attacks; UNSW-NB15 [55]
and IoT traffic BoT-IoT [56] we suggest for future research. In addition, there is a need
for new datasets that reflect the IoT traffic. Table 8 shows the domain of state-of-the-art
studies, IDS architecture, the technique used, and methodology as well as the advantages
and disadvantages.
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Table 8. List of the state-of-the-art studies and the advantages and disadvantages.

Study IDS Architecture Techniques Used Methodology Advantages Disadvantages

Lopez et al. [48] Network-based AE

proposed Model to
perform feature
reconstruction and
detect malicious in
IoT environment.

• Lightweight.
• High accuracy in

recover
categorical
features.

• Low detection
accuracy.

• High
training time.

Yang et al. [15] Network-based VAE + DNN

proposed model to
perform monitoring
unknown attacks using
AE and DNN to learn
the complex traffics and
imbalanced classes.

• Lightweight.
• Low resource

consumption.

• Low detection
accuracy.

• High
training time.

Cheng et al. [30] Network-based LSTM

proposed model that
adopts an innovative
concept of the drift
method to improve the
accuracy of anomaly
detection using LSTM.

• High detection
accuracy.

• work well for
time series.

• Memory effective.

• Multi-
classification
method needs to
be enhanced.

Thamilarasu et al. [14] Network-based DBN

Proposed an intelligent
IDS to detect malicious
traffic in IoT networks
using DBN.

• Real-Time IDS.
• Detection

accuracy needs to
be enhanced.

Shi et al. [16] Network-based LSTM + RNN

Proposed approach is to
analyze a series of
network packets to
detect botnets using
LSTM and RNN for
better classification.

• Enhanced
robustness.

• High detection
accuracy.

• Lightweight.

• Few types
of attacks.

• High
false-positive
rate.

• Resources
consuming.

Munir et al. [17] Network-based CNN

Proposed
DeepAnTmodel to
anomaly detection and
time series prediction.

• High detection
accuracy.

• Detect point
anomalies,
contextual
anomalies.

• Model works well
with a vast
amount of data.

• High
computational
time.

• Poor data quality
can corrupt the
data
modeling phase.

Gurina et al. [41] Network-based AE

Proposed N-BaIoT to
extract network traffics
and detect anomalies
from resource
constraint devices.

• Enhanced
robustness

• Efficient time to
detect attacks.

• Low traffic
prediction.

• Detection
accuracy
not reported.

Manimurugan et al. [40] Centralized Host-Based DBN
Proposed approach to
detect anomaly attacks
in IoT environment.

• High detection
accuracy.

• Lightweight.

• Not a Real-Time
IDS.

• Detect few types
of IoT attacks.

Malaiya et al. [46] Network-based CCN + VAE + LSTM

Proposed approach to
detect anomaly in IoT
networks by combining
three deep
learning techniques.

• High detection
accuracy.

• Lightweight.

• Resource-
consuming.

• High
computational
complexity.

Kim et al. [34] Network-based CNN

Proposed approach to
detect anomaly in IoT
environment with
focusing on DoS attacks.

• High
detection accuracy.

• Lightweight.

• Detect few types
of IoT attacks.

• High
computational
complexity.

Jung et al. [35] Host-based CNN

Proposed approach to
monitoring malicious
botnet on resource
constraint IoT devices
using three types of
IoT devices.

• Good
classification
accuracy.

• Real-Time IDS.

• Expensive power
monitor.

• Detection
accuracy needs to
be enhanced.

• High
computational
complexity.

Gurina et al. [42] Host-based AE

Proposed approach to
detect malicious in web
server during users’
requests processing
considering the MyBB
web server as a
case study.

• Lightweight.
• capable to detect

zero-day attacks.
• High detection

accuracy for
individual attacks.

• High False
positive rate.

• High
computational
complexity.

• No comparison
with
previous methods.
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Diro et al. [13] Distributed
Network-Based

Multi-Layer
deep learning

Proposed a distributed
approach to detect
attacks in social IoT.

• Lightweight
• High detection

accuracy.
• Low resource

consumption.

• Few types of
attacks.

• High
training time.

Parra et al. [33] Distributed
Network-Based CNN + LSTM

Proposed a distributed
cloud-based approach
to detect and mitigate
phishing and Botnet
attacks on
client devices.

• Lightweight.
• Low

communication
overhead.

• Detection
accuracy needs to
be enhanced.

• High
computational
complexity.

Cheng et al. [49] Centralized Host-Based CNN

Proposed a
semi-supervised based
model to detect
anomalies in
IoT communication.

• Lightweight
• High detection

accuracy.

• High
computational
complexity.

Moustafa et al. [38] Network-based DFFNN

Proposed anomaly
detection to learn and
validate the information
collected from
TCP/IP packets.

• Lightweight
• High detection

accuracy.
• Model covered

vast types
of attacks.

• Not a
Real-Time IDS.

Xie et al. [31] Network-based LSTM

Proposed approach to
monitor and detect
malicious from the
network traffic flow.

• Lightweight.
• work well for

time series.

• Detection
accuracy
not reported.

Zhao et al. [36] Network-based CNN
Proposed approach to
detect intrusion in
industrial IoT.

• Enhanced
robustness.

• Lightweight.

• Detection
accuracy needs to
be enhanced.

• High
computational
complexity.

Li et al. [32] Network-based LSTM

Proposed approach to
detect attack interval
from historic data in
industrial IoT.

• Enhanced
robustness.

• Lightweight.
• High

detection accuracy.

• High
computational
complexity.

Kim et al. [43] Host-based AE

Proposed approach to
the analysis of attack
profile, detect the
threats and abnormal
behavior that deviates
from normal behavior
in IoT devices.

• Enhanced
robustness.

• Lightweight.
• High

detection accuracy.

• High
training time.

Hwang et al. [45] Network-based CNN + AE

Proposed D-PACK
anomaly approach to
detect features and
profiling traffic with just
a few first packets from
each flow in
IoT networks.

• High
detection accuracy.

• Lightweight.
• Low false

alarm rate.

• High
computational
complexity.

• High
training time.

• Focusing on few
types of attacks.

Yin et al. [37] Network-based CNN + AE

Proposed approach to
detect the anomaly and
to enhance classification
in time series.

• High
detection accuracy.

• Lightweight.
• Low false

alarm rate.

• High
computational
complexity.

• High
training time.

Telikani et al. [44] Network-based AE

Proposed CSSAE
(cost-sensitive stacked
auto-encoder) to solve
the class imbalance
problem in IDS and
detect low-frequency
attacks in
IoT environment.

• High detection
accuracy.

• Lightweight.
• Low false

alarm rate.

• High training
time.

Shone et al. [18] Network-based AE

Proposed model to
dimensionality
reduction for the data
and detect malicious at
the IoT environment.

• High detection
accuracy.

• Lightweight.

• High false alarm
rate.

• High
training time.
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Drosou et al. [39] Distributed
Network-based GNN/ RNN

Proposed collaborative
anomaly intrusion
detection to detect
malicious for
IoT devices.

• High detection
accuracy.

• Lightweight.

• High
computational
complexity.

• Power
consumption.

Deng et al. [47] Network-based DML

proposes an approach
to detect malicious and
feature extraction for
smart cities.

• High detection
accuracy.

• Lightweight.
• Low false

alarm rate.

• High
computational
complexity.

Table 8 also shows that there are many types of IDS architectures that have been
implemented. Network-based IDS is the most applied architecture, due to the availability
of labeled network traffic datasets. In the IoT networks, the architecture of the IDS depends
on the application domain and the host environment [2]. The host-based approach is rec-
ommended to protect the operating system of the IoT devices from malicious attacks, while
the network-based is suitable for protecting the communicated devices from malicious
traffic. Most studies applied the network-based architecture, while the nature of IoT is
heavily distributed. It will be more effective if the researchers and developers pay more
attention to combining host-based architecture with those that are network-based in a
distributed and hierarchical architectural design manner to minimize the detection time,
improve the detection accuracy, and decrease the network’s overhead.

9. Future Direction

Undoubtedly, improving the efficiency of deep learning detection results remains an
open research direction issue. IoT security researchers and developers must always contend
for 100% detection with zero false alarms while considering IoT resource constraints.
Moreover, most of the studies are pertinent to the system’s normal behavior. Often, most of
the approaches depend on the training of normal behavior, while the deviation is pertinent
to scenarios investigated as abnormal behavior. Thus, a better method in terms of precision
and robustness is needed to deal with complex real scenarios. Data complexities include
unexpected noise, redundancy in data, and imbalanced datasets. To extract significant
knowledge and information, well-designed techniques are required to organize the datasets.
In this scenario, a lightweight system can be exhaustive, due to the high computational
task of dealing with complex data. The current technology of cloud computing can be
utilized to obtain a productive result in real time. Most of the work done in recent years
was in the detection of anomalies, as the research community did not foster much interest
in anomaly prediction and prevention. This could contribute to predicting anomalies in
future work. There is a need to adopt and/or develop new methods that can prevent the
systems before attacks occur. Moreover, anomaly detection in multivariable time series is
still an open research direction. In addition, applying anomaly intrusion detection systems,
using deep learning in smart vehicles, needs to be investigated. There is an imperious need
for normal and anomaly datasets that are up-to-date and integrated with IoT applications
and services. These datasets could be extremely useful for testing various IDS types and
methods in IoT environments. The capability to implement effective and meaningful IDS
comparisons will rely on these datasets.

10. Limitation of the Study

Throughout the review study, the SLR is performed to provide extensive coverage
of all relevant studies associated with the use of deep learning techniques in securing
IoT environments. The main limitation of this study is in searching. There are also
few limitations of the SLR that should be taken into consideration, which are listed as
the following:
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1. This review is limited to articles and does not include books, magazines, and confer-
ences related to deep learning in IoT.

2. This review is limited to papers available in the English language.

11. Conclusions

In general, this study presented a systematic review of anomaly IDSs in IoT environ-
ments using deep learning. A comprehensive report was produced, regarding anomaly
intrusion detection in the domain of IoT, using deep learning techniques. Upon completion
of this study, a full adherence of systematic literature protocol and guidelines based on
proposed work by Kitchenham is presented [25]. All the data used were gathered from
primary studies published without applying any filters to differentiate between conference
proceedings and journal articles. This study summarized and organized the current litera-
ture related to anomaly-based intrusion detection in IoT, using deep learning techniques
according to the pre-defined keywords and RQs. A total number of 26 studies were in-
cluded, according to the stated exclusion, inclusion, and quality criteria. A comprehensive
taxonomy was presented based on the results of the study conducted for anomaly intrusion
detection in IoT using deep learning techniques. This study provided an insight into the
attributes and knowledge of existing anomaly intrusion detection in an IoT environment,
using deep learning techniques. Additionally, the study presented a comparison in terms of
the performance, the dataset used, attacks detection, techniques, and evaluation techniques
in each study. Finally, the study discussed challenges faced in anomaly intrusion detection
in IoT using deep learning. This paper can provide researchers with details about an
up-to-date technique and methodology in anomaly intrusion detection in IoT, using deep
leering. The limitations of current anomaly-based intrusion detection systems in IoT using
deep learning techniques indicate the future direction for further improvements of the IDS
systems, considering the characteristics of IoT.
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Abstract: For the assumed bale volume, its dimensions (diameter, height), minimizing the con-
sumption of the plastic film used for bale wrapping with the combined 3D method, depend on
film and wrapping parameters. Incorrect selection of these parameters may result in an optimal
bale diameter, which differs significantly from its height, while in agricultural practice bales with
diameters equal or almost equal to the height dominate. The aim of the study is to formulate and
solve the problem of selecting such dimensions of the bale with a given volume that the film con-
sumption is minimal and, simultaneously, the bale diameter is equal or almost equal to its height.
Necessary and sufficient conditions for such equilibria of the optimal bale dimensions are derived
in the form of algebraic equations and inequalities. Four problems of the optimal bale dimension
design guaranteeing assumed equilibrium of diameter and height are formulated and solved; both
free and fixed bale volume are considered. Solutions of these problems are reduced to solving the sets
of simple algebraic equations and inequalities with respect to two variables: integer number of film
layers and continuous overlap ratio in bottom layers. Algorithms were formulated and examples
regarding large bales demonstrate that they can handle the optimal dimensions’ equilibria problems.

Keywords: 3D bale wrapping method; equal bale dimensions; mathematical model; minimal film
consumption; optimal bale dimensions; round bales

1. Introduction

Currently, the demand to limit consumption of the film used to wrap bales of agri-
culture materials has been receiving increasing attention to reduce both costs and damage
to the environment caused by plastic waste [1–4]. For this purpose, both experimental
studies comparing film usage for different wrapping conditions and methods [5–9] and
model-based analytical approaches useful for estimation of the film usage [10–14] and its
minimization [15–18] were used. In the last few years it has been shown that by appropriate
optimal selection of the film width [15,16], overlaps between adjacent film strips [17], and
film width and overlaps, together, [18] it is possible to reduce film consumption by up to
20%. The model-based optimization research concerned mainly conventional [15,17,18]
and IntelliWrap [16] wrapping methods. The monograph [19] comprehends the issues of
modelling of the film consumption for wrapping round bales and related optimization
problems solved in the last few years.

Also, an appropriate choice of bale size dimensions (diameter, height) may guarantee
decreasing film consumption [11,19]. In [11], where the dependence of the film consump-
tion on the bale diameter for the conventional wrapping technique was investigated, the
analytical analysis showed that the larger the bale diameter is, the lower is the film con-
sumption per unit of bale volume, which led to the conclusion that the use of the bale with
the largest permissible diameter ensures the smallest film consumption. These studies
were based on a rough model which describes film usage as a continuous function of bale
dimensions, film width and a number of wrapped film strips; however, the model did not

Appl. Sci. 2021, 11, 10246. https://doi.org/10.3390/app112110246 https://www.mdpi.com/journal/applsci283



Appl. Sci. 2021, 11, 10246

take into account mechanical properties of the stretch film and the direct relation between
the number of wrapped film strips and bale and film parameters.

The concept of optimal (from the point of view of film consumption) selection of bale
dimensions for the assumed bale volume was first introduced in [15] for the conventional
wrapping method. A more accurate model was used that describes the consumption
of the film as a function of the bale and film dimensions, mechanical parameters of the
film (Poisson ratio, unit deformation), overlap ratio and the number of bale rotations [12].
The film consumption per unit of the bale volume is used as a measure of film usage.
Since it is very difficult to find the optimal bale dimensions minimizing the original exact
film usage index due to the discontinuity of this index, near-optimal parameters, being as
important as optimal parameters for engineering applications, are sought. It was shown
in [15] that in the case of using the conventional wrapping method, the optimal bale height
is twice its optimal diameter. This optimality rule, which holds also for the IntelliWrap
method [19], has only a theoretical character and is a consequence, among others, of
multiple overlapping segments on the bale cylinder top and bottom, where there are
2–16 times more film layers than on the bale’s lateral surface [10,19]. However, in the case
of the combined 3D wrapping method [6,14], the optimal bale dimensions turn out to be
useful and applicable from the engineering practice point of view.

In the 3D wrapping method, which offers the potential to minimize film usage [6,14,20]
as well as to enhance the quality of silage [6], biaxial rotation of the film applicators results
in two types of film layers wrapped perpendicularly: the bottom layers are wrapped around
the bale’s lateral surface and the upper layers are wrapped along the bale’s longitudinal
axis. For a detailed description of the wrapping process, see [6] and the producer’s
documentations [21–23]. The problem of the choice of the best bale dimensions to guarantee
the minimal film consumption was solved in [20], where the optimality conditions were
established in the form of algebraic cubic equations, which can easily be solved using both
analytical and numerical methods. Analytical and numerical studies [19,20] have shown
that the relation between the optimal diameter and height is not evident. The optimal
diameter can be larger than the bale height [19] (Figure 6.5b), [20] (Figure 11c) or can be
smaller than the bale height [19] (Figure 6.5d), [20] (Figure 11a), depending on the bale
volume as well as film and wrapping parameters. But the optimal bale diameter can also
be equal to its height [19] (Figure 6.5a,c), [20] (Figure 11b). The last case corresponds to
typical large bales of 1.2 m diameter and height [10,24,25]. However, in agricultural practice
typical bales are 1.2 to 1.3 m diameter and height [6,10,19], where diameter is equal [26–30]
or almost equal [9,31,32], but not much bigger, than bale height. Other dimensions of large
round bales, for example 1.2 m × 1.6 m Ø [33], or 1.2 m × 1.5 m Ø [34] or 1.5 m Ø [35],
are used less frequently. Although round bales of the height greater than the diameter are
also being investigated, for example 1.2 m × 0.9 m Ø [36], they are much less common in
agriculture practice [37]. Standard 3D bale wrappers are designed to wrap cylindrical bales
up to 1.6 m in diameter and up to 1.2 m in height [22], or up to 1.5 m diameter and 1.2 m
height [21,23].

Therefore, the question becomes how to choose such film and wrapping process
parameters for a round bale with a given volume wrapped using the 3D method so that
the bale diameter minimizing film consumption is equal to or almost equal to its height.
The aim of the paper is to solve the problem of the selection of the film and wrapping
parameters (overlaps, numbers of bottom and upper film layers, etc.) that for a given
bale volume, i.e., a given bale weight, its diameter and height are equal or near-equal and,
at the same time, they minimize the film consumption. It is, in essence, the inverse problem
in which the film and wrapping parameters are determined that the equilibria of optimal
dimensions are guaranteed, while in the direct problem considered in [20] the optimal
dimensions for a given parameters are sought. The thesis is that for any given bale volume
and number of global film layers there exist film and wrapping parameters for which
the optimal bale dimensions are equal or near-equal, with the pre-assumed proportions
diameter/height. To prove the above, the necessary and sufficient conditions of equilibrium
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and near-equilibrium of the optimal bale dimensions were derived in the form of algebraic
equations. The equilibrium conditions are dichotomous, as some depend on the given
bale volume and others apply to any bale volume. Then, the problems of selecting such
bale wrapping parameters for which the optimal bale dimensions are equal or near-equal
were formulated and solved, separately, for a given and an arbitrary bale volume. Suitable
design algorithms were proposed and numerically verified for large bales.

2. Materials and Methods

In this section, the notions of equal and near-equal optimal dimensions of a round
bale are introduced and the related necessary and sufficient conditions are derived. The
research methodology is also described.

2.1. Equal and Near-Equal Optimal Bale Dimensions

A complete mathematical model describing stretch film consumption for wrapping
a bale with pb bottom and pu upper film layers using the combined 3D technique was
derived in [14]; the main formula describing film usage is recalled in Appendix A with the
corresponding assumptions. Symmetry of the bale is assumed. Mechanical properties of
the plastic film are described by the Poisson’s ratio v f and unit deformation ε l f ; thickness
of the film is ignored, e.g., polyethylene film is 25 μm thick [38]. The main symbols are
summarized in Nomenclature, Appendix C.

The problem of the choice of bale dimensions (diameter, height) minimizing the
consumption of the film used to wrap a cylindrical bale by 3D method has been stated
and solved for the first time in [20], where the necessary and sufficient condition of the
existence of the unique optimal bale diameter D∗

b of the bale of pre-assumed volume Vb0
was derived in the form of cubic equation with zero linear term coefficient [20]:

2πpu

Ω
(

k f

) (D∗
b )

3 +
πpb

1 − k f b

(
2δ − b f rk f b

)
(D∗

b )
2 − 4Vb0

⎛⎝ pb
1 − k f b

+
pu

Ω
(

k f

)
⎞⎠ = 0, (1)

where b f r is the width of stretched film described by Equation (A1), δ denotes the overlap
of the extreme film strips in bottom film layers at the bases of the bale, k f b and k f are the
overlap ratios determining the width of the contact between adjacent film strips in bottom
and upper film layers; function Ω

(
k f

)
is defined by Equation (A3). The coefficients in the

first and second terms and the free term of Equation (1) depend on the pre-assumed bale
volume as well as all the film and wrapping parameters. Based on the optimality condition,
Equation (1), analytical and numerical analysis of the influence of film width, pre-assumed
bale volume and numbers of bottom and upper film layers on optimal bale dimensions
and optimal film consumption were carried out in [20], where many detailed conclusions
regarding the impact of these parameters were formulated. Additionally, the influence of
the bottom layers overlaps was studied in [19].

Equation (1) has one real positive root [20]. The corresponding optimal bale height
H∗

b is [20]

H∗
b =

4Vb0

π
(

D∗
b
)2 . (2)

For given Vb0 the optimal D∗
b and H∗

b depend on film and wrapping parameters, they
are linearly dependent and the difference between them is described by

D∗
b − H∗

b =
1
2

H∗
b

⎡⎣ pbΩ
(

k f

)
pu

(
1 − k f b

) − 1

⎤⎦− pbΩ
(

k f

)
2pu

(
1 − k f b

)(2δ − b f rk f b

)
. (3)
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From a quick inspection of Equation (3) it can be seen that the relation between the
optimal diameter D∗

b and height H∗
b is not evident. The conducted research [19,20] has

shown that the relations D∗
b > H∗

b and D∗
b < H∗

b , as well as D∗
b = H∗

b are possible, de-
pending on the values of the film and wrapping parameters and volume Vb0; compare [20]
(Figure 11), where the proportions diameter/height are depicted for large bales. Only the
relation D∗

b ≥ H∗
b , desirable from the point of view of baling systems engineering, will be

considered. The proportion diameter/height do not exceed 1.25 [22] (RW 1819, 150/120),
or 1.2 [21] (BW 1850, 150/125), or [23] (WM 1851, 150/125); however, predominantly, it is
of 1.05 order [21–23].

The goal of this paper is to study the selection of equal and nearly-equal optimal bale
dimensions, therefore, the respective precise definitions are given.

Definition 1. (equal optimal dimensions). Bale diameter D∗
b and height H∗

b of bale with a volume
Vb0 are called equal optimal dimensions, if D∗

b accomplishes Equation (1) and H∗
b , given by

Equation (2), is equal to D∗
b , i.e., D∗

b = H∗
b .

Definition 2. (near-equal optimal dimensions). Bale diameter D∗
b and height H∗

b of bale with
a volume Vb0 are called near-equal optimal dimensions, if D∗

b accomplishes Equation (1), H∗
b is

given by Equation (2), and
D∗

b
H∗

b
= 1 + ε0, (4)

where a sufficiently small ε0 > 0. Then D∗
b and H∗

b are called nearly-equal with order ε0.

2.2. Methodology

In this paper, a model-based analytical approach was applied, which addressed the
goals (derivation of the conditions for equal and near-equal optimal bale dimensions and
solving the problems of wrapping parameter design guaranteeing such equilibria) by using
mathematical tools. The solutions of the optimality conditions for the bale diameter were
obtained by applying numerical tools.

Firstly, the necessary and sufficient conditions under which for the given bale volume
the optimal bale diameter is near-equal to its optimal height with order ε0 were derived
using the optimality conditions expressed by Equations (1) and (2); Proposition 1 abstracts
these results (Section 2.3.1). The conditions for optimal bale dimensions equilibria are
given by algebraic equations. One of them uniquely relates bale volume to order ε0 and
film and wrapping parameters, i.e., this condition is satisfied for a given volume. The
complementary condition determined by two simple equations relating only to ε0 and
film and wrapping parameter applies regardless of the bale volume. Based on these
conditions, using differential calculus, the relationships between the volume of the bale
with near-equal optimal dimensions and the order ε0, width of the film and overlaps
were analyzed (Section 2.3.2). Next, laying ε0 = 0 the conditions for exact equilibrium
of the optimal bale dimensions was obtained directly from the conditions of their near-
equilibrium (Section 2.3.3).

Knowing the conditions of equilibrium and near-equilibrium of optimal bale dimen-
sions, the tasks of designing the wrapping process in such a way that these conditions
would be satisfied were formulated and solved. Due to the dichotomous nature of the equi-
librium conditions, design tasks for a given bale volume and those in which the bale volume
is arbitrary were considered separately; these are covered in Section 3.1 and Section 3.2,
respectively. Consequently, four design problems were solved; however, the solutions
for equal optimal bale dimensions resulted directly from those for near-equilibrium by
substituting ε0 = 0 (Sections 3.3 and 3.4). It was assumed that the film parameters (width,
mechanical parameters v f , ε l f ) are known, i.e., a practically available plastic film can be
used, e.g., a commercial PE film used traditionally due to its mechanical properties and
low costs [26,27,39]. Also the global number of film layers pl wrapped on the bale’s lateral
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surface was taken as a given. Many studies have investigated the number of desired
film layers for baled silage preservation, for example [7,29,40,41]. Mostly, four, six or
eight layers of film are applied [6,24,35]; however, ten, twelve, and even sixteen film layers
in which the silages are wrapped are also considered [7,22,23,29]. Therefore no specific
assumptions were taken concerning the number of global film layers; the numerical studies
were conducted for pl from four to sixteen. The standard overlaps 50%, 67% or 75% result-
ing in uniform film coverage [17] were assumed for upper film layers. Thus, the bottom
layers overlaps δ, k f b and film layers decomposition pl = pb + pu had to be selected. The
upper and lower limits were taken for the overlaps, the selection of which should take into
account the knowledge and experience of baling as well as the possibilities of the wrappers
available. Consequently, the considered design problems consisted in solving a set of
algebraic equations (resulting from the conditions of the equilibria of optimal bale dimen-
sions) and inequalities (the constraints of variables) with respect to three decision variables.
Two variables—the overlaps δ, k f b—were continuous, while the third—the number of
bottom film layers pb—was integer. These mixed (hybrid) sets of equations and inequal-
ities were solved analytically, separately for fixed and free bale volume. The solutions
are abstracted by Propositions 4–7. For volume-free problems the solution is given by
two inequalities directly related to the integer pb and simple rules for computing the
overlaps δ, k f b. In the case of fixed bale volume the solution was derived in the form of two
inequalities related to the overlap ratio k f b, which must be verified for every considered
pb and unique algebraic rule for the determining of the overlap δ. If equal optimal bale
dimensions are sought then these inequalities and formulas take particularly simple forms
which are obtained by substituting ε0 = 0. Computational algorithms were developed
which enable designation of the sought wrapping parameters in a few steps. The examples
illustrated how to use them (Excel is enough) as well as the effectiveness for optimal bale
dimensions selection for a standard large bale.

In sum, in the multistage process several problems of optimal equal and near-equal
bale dimensions design for cylindrical bales of a given volume were formulated and solved.
The research framework is graphically shown in Figure 1, which also illustrates the relations
between these problems.
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Figure 1. Schematic framework for the tasks of designing optimal equal and near-equal
bale dimensions.

2.3. Necessary and Sufficient Conditions of Bale Dimensions Equilibrium and Near-Equilibrium
2.3.1. Near-Equal Optimal Dimensions

By Definition 2, the optimal bale dimensions are such that Equation (4) holds and the
optimality condition expressed by Equation (1) is satisfied. For a given bale volume Vb0
Equations (2) and (4) yield

D∗
b =

3

√
4(1 + ε0)Vb0

π
(5)

and

H∗
b = 3

√
4Vb0

π(1 + ε0)
2 . (6)

The necessary and sufficient conditions of near-equal optimal dimensions are given
by the following proposition, which is proved in Appendix B.

Proposition 1. For given: bale volume Vb0, width b f of the film and its mechanical parameters v f ,
ε l f , numbers of film layers pb, pu and the overlaps δ, k f b, k f , such that the applicability condition
expressed by Equation (A4) holds, the optimal bale diameter D∗

b is near-equal to its optimal height
H∗

b with order ε0 in the sense of Definition 2 if and only if one (and only one) of the conditions
is satisfied:
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(i) order ε0 and the bale, film, and wrapping parameters are related by the equation

pbΩ
(

k f

)(
2δ − b f rk f b

)(
3
√

1 + ε0
)2

pbΩ
(

k f

)
− pu

(
1 − k f b

)
− 2pu

(
1 − k f b

)
ε0

=
3

√
4Vb0

π
, (7)

(ii) the equations

pbΩ
(

k f

)
= pu

(
1 − k f b

)
+ 2pu

(
1 − k f b

)
ε0 (8)

and
2δ − b f rk f b = 0 (9)

are satisfied, simultaneously. The optimal bale diameter D∗
b and height H∗

b are described by
Equations (5) and (6), respectively; in case (i) for a given bale volume, in case (ii) for an
arbitrary volume Vb0.

The necessary and sufficient conditions for near-equal optimal bale dimensions,
case (ii), are independent of Vb0; they are volume–free. However, those from case (i)
hold for given Vb0, i.e., they are volume-fixed.

Note, that the inequality

2δ − b f rk f b

pbΩ
(

k f

)
− pu

(
1 − k f b

)
− 2pu

(
1 − k f b

)
ε0

> 0 (10)

must hold to satisfy Equation (7); however, the expression
(

2δ − b f rk f b

)
may be positive

or negative, depending on the sign of the denominator. The necessary condition expressed
by Equation (10) is independent on Vb0, while Equation (7) depends on the particular value
of bale volume Vb0. Both conditions depend on ε0.

2.3.2. Bale Volume of Near-Equilibrium

From Equation (7), provided that inequality from Equation (10) is satisfied, we have

Vb0 =
π

4
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whence
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Thus, for given film and wrapping parameters, bale volume resulting in near-equal
optimal dimensions is monotonically increasing function of ε0 whenever

2δ > b f rk f b, (12)

and decreases with ε0, if 2δ < b f rk f b. If inequality from Equation (12) holds, then the
volume Vb0 decreases if the overlap k f b grows, while in the opposite case the influence of
k f b is not so evident and depends on the sign of the expression in the square brackets of
the numerator in the last fraction of the right hand side of the following equation
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=
3πpbΩ

(
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If condition from Equation (12) holds, then Vb0 given by Equation (11) grows with
the increase of the overlap δ. In the opposite case the larger δ is, the smaller is the volume
resulting in near-equal optimal dimensions. From the analysis of Equation (11) it also
follows that the greater film width is, the smaller is Vb0, provided that inequality from
Equation (12) holds. The influence of the bottom layers overlaps k f and δ is illustrated in
Figure 2a,b, where near-equilibrium volume Vb0 is depicted as a function of ε0 for plastic
film (e.g., polyethylene, PE) characterized by Poisson’s ratio v f = 0.34 [38] and unit defor-
mation ε l f = 0.7(−) [7,12,14] of popular width b f = 0.75 m [21–23,29,42]. Four bottom
and upper film layers pb = pu = 4 and overlap ratio k f = 0.5 are assumed. Figure 3a,b
illustrate the effect of the film width b f for commonly used overlap δ = 0.2 m [21–23]
and two overlap ratios k f b = 0.3, 0.35; other parameters remain unchanged. The vol-
ume Vb0 = 1.357 m3 corresponding to a standard large bale of diameter and height
Db = Hb = 1.2 m [24,25] is also marked on these pictures. Finally, note that for stan-
dard overlap δ = 0.2 m [6,14,20–23], PE film and since k f b < 1

2 , the condition from
Equation (12) holds, in particular, if the film width b f < 1.052 m. For δ = 0.15 m this
requirement is reduced to b f < 0.789 m. For exemplary k f b = 0.4 and δ = 0.2 m inequality
from Equation (12) is satisfied for b f < 1.31 m; if δ = 0.15 m this requirement is sharpened
to b f < 0.99 m.

Figure 2. The volume Vb0, Equation (11), yielding the near-equal optimal bale dimensions as a function of the order ε0

of near-equilibrium for pb = pu = 4 bottom and upper film layers, film width b f = 0.75 m and wrapping parameters:
(a) overlaps δ = 0.2 m and k f b = 0.25, 0.3, 0.32, (b) k f b = 0.3 and δ = 0.15, 0.2, 0.25 m.

Figure 3. The volume Vb0, Equation (11), yielding the near-equal optimal bale dimensions as a function of the order ε0

of near-equilibrium for pb = pu = 4 bottom and upper film layers, overlap δ = 0.2 m and parameters: (a) overlap ratio
k f b = 0.3 and film widths b f = 0.5, 0.75, 0.85 m, (b) overlap ratio k f b = 0.35 and film widths b f = 0.5, 0.75, 0.85 m.

Since in practically used wrapping systems the condition expressed by Equation (12)
is usually satisfied and the near-equilibrium bale volume increases with the order ε0,
a question arises about the conditions to be met by the film and wrapping parameters
to guarantee for any 0 ≤ ε ≤ ε0 the existence of a bale volume such that the optimal
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dimensions D∗
b , H∗

b are near-equal with order ε. The following result, derived in Appendix B
based on Proposition 1, answers this question. The notation Vb0(ε), D∗

b (ε), and H∗
b (ε) is

introduced, locally, for near-equal bale parameters to emphasize the relationship between ε
and Vb0, D∗

b , and H∗
b .

Proposition 2. For given film parameters b f v f , ε l f , numbers of film layers pb, pu and the
overlaps δ, k f b, k f , such that the applicability condition expressed by Equation (A4) holds, for any
0 ≤ ε ≤ ε0, where a sufficiently small ε0 > 0, there exists bale volume Vb0(ε) > 0 such that the
optimal bale diameter D∗

b is near-equal to its optimal height H∗
b with order ε not greater than ε0, i.e.,

1 ≤ D∗
b

H∗
b
= 1 + ε ≤ 1 + ε0,

if and only if
pbΩ
(

k f

)
− pu

(
1 − k f b

)
− 2pu

(
1 − k f b

)
ε0 = 0 (13)

and one of the following conditions is satisfied:

(a) inequality from Equation (12) holds,
(b) two inequalities

2δ − b f rk f b < 0, (14)

pbΩ
(

k f

)
− pu

(
1 − k f b

)
< 0, (15)

hold, simultaneously. Then, for any 0 ≤ ε ≤ ε0 and volume Vb0(ε) Equation (7) holds for
ε0 = ε. The optimal bale dimensions D∗

b (ε), H∗
b (ε) are expressed by equations:

D∗
b (ε) =

pbΩ
(

k f

)(
2δ − b f rk f b

)
(1 + ε)

pbΩ
(

k f

)
− pu

(
1 − k f b

)
− 2pu

(
1 − k f b

)
ε

, (16)

H∗
b (ε) =

pbΩ
(

k f

)(
2δ − b f rk f b

)
pbΩ
(

k f

)
− pu

(
1 − k f b

)
− 2pu

(
1 − k f b

)
ε

. (17)

In case (a), Vb0(0) ≤ Vb0(ε) ≤ Vb0(ε0) and D∗
b (ε), H∗

b (ε) are monotonically increasing for
0 ≤ ε ≤ ε0. In case (b), Vb0(0) ≥ Vb0(ε) ≥ Vb0(ε0) and D∗

b (ε), H∗
b (ε) are monotonically

decreasing for 0 ≤ ε ≤ ε0. If inequalities from Equations (13) and (14) hold, but inequality
expressed by Equation (15) not, then there exists positive ε such that 0 < ε < ε0 and

pbΩ
(

k f

)
− pu

(
1 − k f b

)
− 2pu

(
1 − k f b

)
ε = 0. (18)

For any ε < ε ≤ ε0 bale volume Vb0(ε) satisfying Equation (7) and optimal bale dimensions
D∗

b (ε), H∗
b (ε) are near-equal in the sense of the inequalities

1 + ε <
D∗

b (ε)

H∗
b (ε)

= 1 + ε ≤ 1 + ε0.

Both Vb0(ε) and D∗
b (ε), H∗

b (ε) are monotonically decreasing for ε < ε ≤ ε0.

Inequality expressed by Equation (12) holds for narrow films, while inequality form
Equation (14) is satisfied for wider films.
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2.3.3. Equal Optimal Dimensions

In this case the optimal bale diameter is equal to bale height, i.e., by Equation (2)

D∗
b = H∗

b =
3

√
4Vb0

π
, (19)

and the optimality condition expressed by Equation (1) is satisfied, simultaneously. The nec-
essary and sufficient conditions for the equilibrium are given by the following proposition,
which results directly from Proposition 1 for ε0 = 0.

Proposition 3. For given: bale volume Vb0, width of the film bf and its mechanical parameters v f ,
ε l f , numbers of film layers pb, pu and the overlaps δ, k f b, k f , such that the applicability condition
expressed by Equation (A4) holds, the optimal bale diameter D∗

b is equal to its optimal height H∗
b if

and only if one (and only one) of the conditions is satisfied:

(i) the bale, film and wrapping parameters are related by the equation

pbΩ
(

k f

)(
2δ − b f rk f b

)
pbΩ
(

k f

)
− pu

(
1 − k f b

) =
3

√
4Vb0

π
,

(ii) the equation

pbΩ
(

k f

)
= pu

(
1 − k f b

)
and Equation (9) are satisfied, simultaneously. The optimal bale dimensions are given directly
by Equation (19) for fixed volume Vb0 in case (i) or for arbitrary volume in case (ii).

Note, that in case (i) the necessary condition for bale dimensions equilibrium expressed
by Equation (10) takes the form

2δ − b f rk f b

pbΩ
(

k f

)
− pu

(
1 − k f b

) > 0.

3. Results and Discussion

In this section four problems of the selection of optimal bale dimensions being equal
and near-equal are formulated, solved and illustrated by related examples.

It is known [17] that any overlap ratio of the form of irreducible fraction in which
dividend is the divisor minus one, i.e.,

k f = k f ,u =
q − 1

q
, (20)

where q ∈ N , N denotes the set of positive integer numbers, results in the uniform film
distribution on the bale’s whole lateral surface and guarantee the same minimal film usage.
An important special case for even pu is q = 2, which means 50% overlap between the
successive film strips [6,17,24,43]. For k f = k f ,u function Ω

(
k f

)
= 1 and since pu = pl − pb,

the applicability condition expressed by Equation (A4) takes the form

pl − pb
q

= m, m ∈ N . (21)

From the practical perspective, only four or five smallest such overlap ratios are useful
[6,17,22,24,43,44], i.e., 2 ≤ q ≤ 5 are worth considering.

Bearing in mind the dichotomous nature of the equilibrium conditions specified by
Propositions 1 and 3, the problems of volume-free and volume-fixed near-equal and equal
bale optimal dimensions design will be considered, separately.
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3.1. Volume-Free Near-Equal Optimal Bale Dimensions Design

Let us consider the following problem of the optimal choice of bale dimensions.

Problem 1. Given film parameters b f , v f , ε l f , upper layers overlap ratio k f , Equation (20), number
of global film layers pl, and the order of near-equilibrium ε0. Find film layers decomposition (pb, pu)
and the bottom layers overlaps

δmin ≤ δ ≤ δmax, (22)

where δmin and δmax are the smallest and largest admissible overlap δ, and

k f b,min ≤ k f b ≤ k f b,max <
1
2

, (23)

where k f b,min and k f b,max are the smallest and largest admissible k f b, such that the applicability
condition, Equation (21), holds and for any bale volume Vb0 the optimal bale dimensions D∗

b , H∗
b

are near-equal with given order ε0.

In view of Proposition 1, case (ii), the solution to the above problem exists if and only if
there exist integer pb, pu and continuous parameters k f b, δ satisfying Equations (8) and (9),
inequalities expressed by Equations (22) and (23), and the applicability condition,
Equation (21). This set of equations and inequalities is solved in the Appendix B, this
solution is summarized in the next result.

Proposition 4. If inequality

b f r(2 + 2ε0) > 2δmax(1 + 2ε0) (24)

holds, then the solution to the Problem 1 exists if and only if there exists an integer pb such
that inequalities:

pl

(
1 − k f b,max

)
(1 + 2ε0)

(2 + 2ε0)− k f b,max(1 + 2ε0)
≤ pb ≤ pl

(
1 − k f b,min

)
(1 + 2ε0)

(2 + 2ε0)− k f b,min(1 + 2ε0)
, (25)

pl

(
b f r − 2δmax

)
(1 + 2ε0)

b f r(2 + 2ε0)− 2δmax(1 + 2ε0)
≤ pb ≤ pl

(
b f r − 2δmin

)
(1 + 2ε0)

b f r(2 + 2ε0)− 2δmin(1 + 2ε0)
(26)

are satisfied together with the applicability condition, Equation (21). For any pb solving Problem 1
the overlap radio k f b is given by equation

k f b =
pl(1 + 2ε0)− pb(2 + 2ε0)

(pl − pb)(1 + 2ε0)
, (27)

while by Equation (9) the overlap δ = 1
2 b f rk f b. For the assumed bale volume optimal bale

dimensions D∗
b and H∗

b are given by Equations (5) and (6), respectively.

Problem 1 is a mixed decision problem with integer variable pb and continuous
variables δ, k f b. From Proposition 4 the following algorithm follows.

3.1.1. Algorithm 1

Assume the inequality expressed by Equation (24) is satisfied and film parameters b f ,
v f , ε l f , upper layers overlap ratio k f , Equation (20), number of global film layers pl , and
the order of near-equilibrium ε0 are given. Take minimal δmin, k f b,min and maximal δmax,
k f b,max values of the overlaps δ, k f b based on the knowledge and experience of baling to
guarantee an appropriate tightness of the wrappings.
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1. Determine the set P1 of all integer pb defined by the inequalities

max

{
pl

1−k f b,max
2+2ε0
1+2ε0

−k f b,max
, pl

b f r−2δmax
2+2ε0
1+2ε0

b f r−2δmax

}
≤ pb≤ min

{
pl

1−k f b,min
2+2ε0
1+2ε0

−k f b,min
, pl

b f r−2δmin
2+2ε0
1+2ε0

b f r−2δmin

}
, (28)

for which there exists 2 ≤ q ≤ 5 satisfying applicability condition, Equation (21).
2. If the set P1 is empty, then the solution to Problem 1 does not exist—go to step 3.

Otherwise, go to step 4.
3. Change the lower k f b,min, δmin or upper k f b,max, δmax bounds of wrapping parameters,

or the order ε0, or the film width b f and repeat the computations starting from step 1.
4. For any pb ∈ P1 compute the overlap ratio k f b according to Equation (27) and, next,

the overlap δ = 1
2 b f rk f b.

5. If a bale volume Vb0 is assumed, then for any pb ∈ P1 compute film usage FC obtained
for optimal D∗

b , H∗
b , Equations (5) and (6), using Equation (A2) and choose that pb

which yields the minimal film consumption.

Application of Proposition 4 and Algorithm 1 is illustrated by an example.

3.1.2. Example 1

Plastic film of the parameters v f = 0.34, ε l f = 0.7(−) and b f = 0.75 m is assumed.
Even numbers of global film layers 4 ≤ pl ≤ 16 and “uniform” overlap ratios k f , Equation (20),
are considered. Firstly, the following bounds for bottom layers overlaps are assumed:
k f b,min = 0.2, k f b,max = 0.45, δmin = 0.15 m, δmax = 0.3 m. Three orders ε0 = 0.05, 0.1, 0.15
of near-equilibrium are considered. Inequality from Equation (24) is satisfied. Unfortu-
nately, the set P1 of integer solutions pb of the inequalities expressed by Equation (28) is
empty for all ε0 considered. When the lower constraint of δ is changed into δmin = 0.1 m,
then for each ε0 the set P1 is composed of a few pb. They are listed in Table 1 together with
respective overlaps k f b and δ. Bale volume Vb0 = 1.357 m3 is assumed, film usage for the
optimal bale dimensions is computed and given in the last column of Table 1; for all pl for
which the set P1 is nonempty, there is only one pb ∈ P1. Note, that for given pl film usage
obtained for D∗

b , H∗
b and decomposition (pb, pu) are the same for all ε0 considered. Thus,

the smallest ε0 can be chosen. For example, for Vb0 = 1.357 m3 taking ε0 = 0.05 we obtain
near-equal optimal dimensions D∗

b = 1.22 m and H∗
b = 1.162 m. The same regularity holds

for wider film b f = 0.9 m, for which the solutions to Problem 1 are given in Table 2.

Table 1. The numbers of global pl and bottom pb film layers and bottom layers overlaps k f b, δ for
which Problem 1 of volume-free near-equal optimal bale dimensions design has solution for the
assumed order of near-equilibrium ε0 and bale from Example 1; film width b f = 0.75 m, the bounds
for constraints from Equations (22) and (23): k f b,min = 0.2, k f b,max = 0.45, δmin = 0.1 m, δmax = 0.3 m,
4 ≤ pl ≤ 16 were considered. Film usage FC, Equation (A2), for the optimal bale dimensions for bale
volume Vb0 = 1.357 m3.

ε0 pl pb kfb [−] δ [m] FC
[
m−1]

0.05
10 4 0.394 0.113 50.815
12 5 0.351 0.100 61.958

0.1

10 4 0.444 0.127 50.815
12 5 0.405 0.116 61.958
14 6 0.375 0.107 71.541
16 7 0.352 0.101 81.124

0.15
14 6 0.423 0.121 71.541
16 7 0.402 0.115 81.124
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Table 2. The numbers of global pl and bottom pb film layers and bottom layers overlaps k f b, δ

for which Problem 1 of volume-free near-equal optimal bale dimensions design has solution for
given order of near-equilibrium ε0 and bale from Example 1; film width b f = 0.9 m, the bounds for
constraints from Equations (22) and (23): k f b,min = 0.2, k f b,max = 0.45, δmin = 0.1 m, δmax = 0.3 m,
4 ≤ pl ≤ 16 were considered. Film usage FC, Equation (A2), for the optimal bale dimensions for bale
volume Vb0 = 1.357 m3.

ε0 pl pb kfb [−] δ [m] FC
[
m−1]

0.05

10 4 0.394 0.135 49.478
12 5 0.351 0.120 59.507
14 6 0.318 0.109 67.664
16 7 0.293 0.100 77.693

0.1

10 4 0.444 0.152 55.360
12 5 0.405 0.139 59.507
14 6 0.375 0.129 67.664
16 7 0.352 0.121 77.693

0.15
14 6 0.423 0.145 67.664
16 7 0.402 0.138 77.693

3.1.3. Effect of the Non-Equilibrium Order ε0

Parameter ε0 influences the constraints expressed by Equations (25) and (26). If ε0
grows, then for given pl both the lower and upper bounds for pb expressed by
Equations (25) and (26) increase provided that the inequality form Equation (24) holds;
however, these changes are not significant (see Table 1).

3.1.4. Effect of the Film Width

Film width b f , or equivalently b f r, influence the inequality from Equation (24); if
b f r grows, then this inequality is still satisfied. Also, the lower and upper bounds from
inequalities expressed by Equation (26) grow with b f r. Thus, the increase of the film
width can extend the set of integer pb which solve Problem 1. If, for example, the width
b f = 0.9 m, then for δmin = 0.15 m the set of solutions to Problem 1 for ε0 = 0.1 is not
empty; for pl = 10 integer pb = 4 and the bottom layers overlaps k f b = 0.444, δ = 0.152 m
solve this task. The solutions to Problem 1 for b f = 0.9 m and δmin = 0.1 m are summarized
in Table 2.

3.2. Volume-Fixed Near-Equal Optimal Bale Dimensions Design

Based on Proposition 1, case (i), the following problem of bale dimensions optimal
design was formulated.

Problem 2. Given: film parameters b f , v f , ε l f , upper layers overlap ratio k f , Equation (20),
number of global film layers pl, bale volume Vb0, and order of near-equilibrium ε0. Find film layers
decomposition (pb, pu) and the bottom layers overlaps δ, k f b satisfying constraints expressed by
Equations (22) and (23) such that the optimal bale dimensions D∗

b , H∗
b yielding bale volume Vb0 are

near-equal with order ε0 and results in the minimal film usage.

Based on Proposition 1 and the properties of film consumption index FC, Equation (A2),
with non-continuous ceiling function the solution of the above problem is derived in Ap-
pendix B. The next proposition abstracts this solution.

Proposition 5. The solution to Problem 2 exists if and only if there exists an integer pb and k f b
such that inequalities:

ǩ f b(pb) ≤ k f b ≤ min
{

k̂ f b(pb),
=
k f b(pb), k f b,max

}
, (29)
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k f b = (pl − pb)(1 + 2ε0)− pb
(pl − pb)(1 + 2ε0)

= k f b,ne(pb) (30)

are satisfied together with the applicability condition, Equation (21), where

=
k f b(pb) =

2δmax
(

3
√

1 + ε0
)2 − 3

√
4Vb0

π + (1 + 2ε0)
(

pl
pb

− 1
)

3
√

4Vb0
π

(1 + 2ε0)
(

pl
pb

− 1
)

3
√

4Vb0
π + b f r

(
3
√

1 + ε0
)2 , (31)

ǩ f b(pb) = max

⎧⎪⎨⎪⎩
2δmin

(
3
√

1 + ε0
)2 − 3

√
4Vb0

π + (1 + 2ε0)
(

pl
pb

− 1
)

3
√

4Vb0
π

(1 + 2ε0)
(

pl
pb

− 1
)

3
√

4Vb0
π + b f r

(
3
√

1 + ε0
)2 , k f b,min

⎫⎪⎬⎪⎭, (32)

and k̂ f b(pb) is given by

k̂ f b(pb) = 1 − 2

b f r( 3√1+ε0)
2

3
√

4Vb0
π

⎡⎢⎢⎢
3
√

4Vb0
π

[
2

1−ǩ f b(pb)
−
( pl

pb
−1
)
(1+2ε0)

]
b f r( 3√1+ε0)

2

⎤⎥⎥⎥+
(

pl
pb

− 1
)
(1 + 2ε0)

. (33)

For any such pb and k f b the overlap δ is given by equation

δ =

3
√

4Vb0
π

2
(

3
√

1 + ε0
)2 [1 −( pl

pb
− 1
)(

1 − k f b

)
(1 + 2ε0)

]
+

b f rk f b

2
, (34)

the optimal bale dimensions are described by Equations (5) and (6) and film usage

FC(pb) =
4b f

3
√

1 + ε0(
ε l f + 1

)[
3
√

4Vb0
π

]2

⎧⎪⎪⎨⎪⎪⎩pb

⎡⎢⎢⎢⎢⎢
3
√

4Vb0
π

[
2

1−ǩ f b(pb)
−
(

pl
pb

− 1
)
(1 + 2ε0)

]
b f r
(

3
√

1 + ε0
)2

⎤⎥⎥⎥⎥⎥+
2(2 + ε0)

π(1 + ε0)

⎡⎢⎢⎢
π 3
√

4Vb0
π (1 + ε0)(pl − pb)

2b f r
(

3
√

1 + ε0
)2

⎤⎥⎥⎥
⎫⎪⎪⎬⎪⎪⎭, (35)

where �x� denotes ceiling function [45]. Integer p∗b solving Problem 2 is such that

FC(p∗b) = min
pb

FC(pb). (36)

It may be easily shown that if the following inequality

b f r

⎡⎣1 − 1(
pl
pb

− 1
)
(1 + 2ε0)

⎤⎦ < 2δmin (37)

holds, then
k f b,ne(pb) < k f b(pb) (38)

and condition from Equation (30) can be neglected. In all the tested examples the above
inequality has been satisfied, compare Table 3 below. The inequality from Equation (37),
similar to the condition expressed by Equation (12), holds especially if the number of
bottom film layers is such that

pb >
1 + 2ε0

2 + 2ε0
pl .

The inequalities specified in the above proposition must be solved for two variables:
integer pb and continuous k f b. For any fixed pb the overlap δ given by Equation (34)
increases linearly with growing k f b.
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3.2.1. Algorithm 2

Assume film parameters b f , v f , ε l f , overlap ratio k f , Equation (20), number of global
film layers pl , the order of near-equilibrium ε0, and bale volume Vb0 are given. Take
minimal δmin, k f b,min and maximal δmax, k f b,max values of the overlaps δ, k f b to guarantee
the appropriate tightness of the wrappings.

1. Determine the set P2 of all integer pb for which there exists 2 ≤ q ≤ 5 satisfying
applicability condition, Equation (21), and the set of overlap ratios K2(pb) defined by
the inequalities expressed by Equations (29) and (30) is nonempty.

2. If the set P2 is empty, then the solution to Problem 2 does not exist—go to step 3.
Otherwise, go to step 4.

3. Change the lower k f b,min, δmin or upper k f b,max, δmax bounds of wrapping parameters,
or the order ε0, or the film width b f and go to step 1.

4. Solve in p∗b the integer programming task expressed by Equation (36) for pb ∈ P2.
5. For the best p∗b choose practically reasonable k f b ∈ K2

(
p∗b
)
, compute the overlap

δ = δ
(

p∗b
)

according to Equation (34) and optimal D∗
b , H∗

b using Equations (5) and (6).
The minimal film consumption is equal to FC

(
p∗b
)

computed in step 4.

3.2.2. Example 2

Film parameters and overlaps constraints from Example 1 are taken, again. Bale
volume Vb0 = 1.357 m3 is assumed together with orders of near-equilibrium ε0 = 0.05

and ε0 = 0.1. Integer pb, bottom ǩ f b(pb) and upper k̂ f b,
=
k f b bounds, parameters k f b,ne

and closed intervals K2 of k f b are given in Table 3. In all tested examples k f b,ne < ǩ f b(pb).
The upper bound of the closed interval of k f b defined by Equation (29) is determined by

k̂ f b(pb), or
=
k f b(pb), or k f b,max—there is no rule here. For any k f b ∈ K2 the formulas from

Equation (34) for computing δ are presented in the penultimate column. In the last column
film usage FC(pb), Equation (35), is given. For most pb ∈ P2 the closed intervals K2(pb)
are wide enough to select a practically convenient overlap ratio k f b. In some cases this
interval is very narrow, e.g., for pl = 10, pb = 6, we have K2 = [0.200, 0.204]; however,
k f b = 0.2 is acceptable from the engineering point of view. For ε0 = 0.05 and pl = 4, 6, 8 set
P2 is composed of only one number pb of bottom film layers and this pb solves Problem
2. For pl = 10, 12, 14, 16 there are at least two pb for which the set K2(pb) is nonempty,
the optimal film usage FC

(
p∗b
)

defined in Equation (36) is marked by bold in Table 3. For
ε0 = 0.05, according to Equations (5) and (6), the optimal bale dimensions D∗

b = 1.22 m,
H∗

b = 1.162 m, for ε0 = 0.1 we have D∗
b = 1.239 m, H∗

b = 1.126 m. If ε0 = 0.05 is assumed,
then for pl = 4, 6, 8 the overlaps k f b = 0.3 and δ = 0.2195 ∼= 0.22 can be applied. For
pl = 10 Problem 2 is solved for the same overlaps for pb = 5 yielding minimal film usage.
Similarly, for pl = 16 and pb = 8. For pl = 12 solution to Problem 2 is composed by pb = 7
and, for example, k f b = 0.2 and δ = 0.272. For pl = 14 we have: pb = 6 and k f b = 0.4 and
δ = 0.184. Similarly, based on the data from Table 3, the solutions to Problem 2 can be
found for the greater order ε0 = 0.1.
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Table 3. The numbers of global pl and bottom pb film layers, lower ǩ f b(pb), Equation (32), and upper k̂ f b,
=
k f b bounds

defined in Equations (33) and (31), parameters k f b,ne, Equation (30), the non-empty sets of overlap ratios K2(pb) defined
by the inequalities expressed by Equations (29) and (30) and the linear functions, Equation (34), describing overlap δ for
k f b ∈ K2(pb) determined to find the solution to Problem 2 of near-equal optimal bale dimensions design for fixed volume
Vb0 = 1.357 m3, bale from Example 2; orders of near-equilibrium ε0 = 0.05, 0.1, film width b f = 0.75 m, bounds for the
constraints from Equations (22) and (23): k f b,min = 0.2, k f b,max = 0.45, δmin = 0.15 m, δmax = 0.3 m, 4 ≤ pl ≤ 16. Film usage
FC(pb), Equation (35), for pb ∈ P2 and k f b ∈ K2(pb); the optimal FC

(
p∗b
)

defined in Equation (36) is marked by bold.

ε0 pl pb kfb,ne [−]
ˇ
kfb(pb) [−]

^
kfb [−]

=
kfb [−] K2 δ [m] FC(pb)

0.05

4 2 0.091 0.225 0.348 0.387 [0.225, 0.348] 0.925·k f b − 0.058 20.804
6 3 0.091 0.225 0.348 0.387 [0.225, 0.348] 0.925·k f b − 0.058 31.979
8 4 0.091 0.225 0.348 0.387 [0.225, 0.348] 0.925·k f b − 0.058 41.607

10 4 0.394 0.424 0.447 0.545 [0.424, 0.447] 1.244·k f b − 0.378 52.445
10 5 0.091 0.225 0.348 0.387 [0.225, 0.348] 0.925·k f b − 0.058 51.235

10 6 −0.364 0.200 0.260 0.204 [0.200, 0.204] 0.712·k f b + 0.155 51.573
12 5 0.351 0.393 0.430 0.520 [0.393, 0.430] 1.180·k f b − 0.314 62.073
12 6 0.091 0.225 0.348 0.387 [0.225, 0.348] 0.925·k f b − 0.058 62.411
12 7 −0.273 0.200 0.274 0.237 [0.200, 0.237] 0.742·k f b + 0.124 61.200

14 6 0.318 0.370 0.418 0.502 [0.370, 0.418] 1.138·k f b − 0.271 71.700

14 7 0.091 0.225 0.348 0.387 [0.225, 0.348] 0.925·k f b − 0.058 72.038
14 8 −0.212 0.200 0.284 0.259 [0.200, 0.259] 0.765·k f b + 0.102 72.376
16 7 0.293 0.353 0.409 0.488 [0.353, 0.409] 1.107·k f b − 0.241 82.876
16 8 0.091 0.225 0.348 0.387 [0.225, 0.348] 0.925·k f b − 0.058 81.666

16 9 −0.169 0.200 0.292 0.276 [0.200, 0.276] 0.783·k f b + 0.084 82.004

0.1

4 2 0.167 0.273 0.381 0.429 [0.273, 0.381] 0.961·k f b − 0.113 20.885
6 3 0.167 0.273 0.381 0.429 [0.273, 0.381] 0.961·k f b − 0.113 32.096
8 4 0.167 0.273 0.381 0.429 [0.273, 0.381] 0.961·k f b − 0.113 41.769

8 5 −0.389 0.200 0.273 0.206 [0.200, 0.206] 0.691·k f b + 0.158 42.217
10 5 0.167 0.273 0.381 0.429 [0.273, 0.381] 0.961·k f b − 0.113 52.980
10 6 −0.250 0.200 0.293 0.255 [0.200, 0.255] 0.736·k f b + 0.113 51.890

12 5 0.405 0.433 0.461 0.554 [0.433, 0.450] 1.232·k f b − 0.383 62.206

12 6 0.167 0.273 0.381 0.429 [0.273, 0.381] 0.961·k f b − 0.113 62.654
12 7 −0.167 0.200 0.307 0.286 [0.200, 0.286] 0.768·k f b + 0.080 63.102
14 6 0.375 0.411 0.449 0.538 [0.411, 0.449] 1.187·k f b − 0.338 73.417
14 7 0.167 0.273 0.381 0.429 [0.273, 0.381] 0.961·k f b − 0.113 72.327

14 8 −0.111 0.200 0.317 0.308 [0.200, 0.308] 0.792·k f b + 0.056 72.775
16 7 0.352 0.395 0.440 0.525 [0.395, 0.440] 1.154·k f b − 0.306 83.091
16 8 0.167 0.273 0.381 0.429 [0.273, 0.381] 0.961·k f b − 0.113 83.538
16 9 −0.071 0.200 0.325 0.324 [0.200, 0.324] 0.811·k f b + 0.038 82.448

16 10 −0.389 0.200 0.273 0.206 [0.200, 0.206] 0.691·k f b + 0.158 82.896

3.3. Volume-Free Optimal Equal Bale Dimensions Design

In this section the problem of volume-free design of equal optimal bale dimensions
is considered being, in fact, a special case of Problem 1 for the order of near-equilibrium
ε0 = 0.

Problem 3. Given: film parameters b f , v f , ε l f , overlap ratio k f , Equation (20), and number
of global film layers pl. Find film layers decomposition (pb, pu) and overlaps δ, k f b satisfying
constraints expressed by Equations (22) and (23) such that the applicability condition, Equation (21),
hold and for any bale volume Vb0 the optimal dimensions D∗

b , H∗
b are equal.

The solution to the above problem is identical with that of Problem 1 for ε0 = 0. Thus,
the next result follows directly from Proposition 4 by lying ε0 = 0 in inequalities expressed
by Equations (25) and (26) and in Equations (5), (6) and (27). Inequality from Equation (24),
here b f r > δmax, is identity.
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Proposition 6. The solution to Problem 3 exists if and only if there exists an integer pb such
that inequalities

max
{

b f r−2δmax

2(b f r−δmax)
pl ,

1−k f b,max
2−k f b,max

pl

}
≤ pb ≤ min

{
pl
2 ,

b f r−2δmin

2(b f r−δmin)
pl ,

1−k f b,min
2−k f b,min

pl

}
(39)

are satisfied together with the applicability condition, Equation (21). For any such pb the bottom
layers overlaps are uniquely determined by

k f b =
pl − 2pb
pl − pb

, δ =
1
2

b f rk f b. (40)

For a given bale volume optimal bale dimensions D∗
b and H∗

b are given by Equation (19).

Thus, to solve Problem 3 an integer pb fulfilling inequalities from Equation (39) must
be found. The fractions dependent on b f r in “max” and “min” functions, which define the
lower and upper bounds in this inequalities, increase with the film width. However, the
upper and lower bounds may be determined by other arguments of “max” or “min”, thus
a larger b f r does not necessarily imply a greater pb. Proposition 6 yielded the following
algorithm.

3.3.1. Algorithm 3

Assume film parameters b f , v f , ε l f , overlap ratio k f , Equation (20), and the number of
global film layers pl are given. Take minimal δmin, k f b,min and maximal δmax, k f b,max values
of the overlaps δ, k f b.

1. Determine the set P3 of all integer pb defined by the inequalities from Equation (39)
for which there exists 2 ≤ q ≤ 5 satisfying applicability condition, Equation (21).

2. If the set P3 is empty, then the solution to Problem 3 does not exist—go to step 3.
Otherwise, go to step 4.

3. Change the lower k f b,min, δmin or upper k f b,max, δmax bounds of wrapping parameters
or the film width b f and go to step 1.

4. For any pb ∈ P3 compute the overlap ratio k f b and, next, overlap δ according to
Equation (40).

5. For any pb ∈ P3 and assumed bale volume Vb0 compute film usage obtained for the
optimal D∗

b , H∗
b , Equation (19), using Equation (A2) and choose that pb which yields

the minimal film consumption.

3.3.2. Example 3

The same mechanical parameters of the film and wrapping parameters constraints
as in the previous examples are assumed. Film widths b f = 0.75, 0.9 m and 4 ≤ pl ≤ 16
are considered. For b f = 0.75 m, similarly as in Example 1, the set of integer solutions
pb of inequalities expressed by Equation (39) is empty for all pl considered, while for the
wider film for pl = 14 solution to Problem 3 exists. When the lower constraint expressed
by Equation (22) is changed into δmin = 0.1 m, then for some pl Problem 3 has a solution.
These solutions are listed in Table 4. For every pl , nonempty P3 is a singleton (a unit set),
thus step 5 of the selection of best film layers composition pl = pb + pu can be omitted
here; however film usage FC is added in the last column.
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Table 4. The numbers of global pl and bottom pb film layers and bottom layers overlaps k f b, δ for
which Problem 3 of volume-free equal optimal bale dimensions design has a solution for bale from
Example 3; film width b f = 0.75, 0.9 m, the bounds from Equations (22) and (23): k f b,min = 0.2,
k f b,max = 0.45, δmin = 0.1, 0.15 m, δmax = 0.3 m, 4 ≤ pl ≤ 16. Film usage FC, Equation (A2) for the
assumed bale volume Vb0 = 1.357 m3.

δmin [m] bf [m] pl pb kfb [−] δ [m] FC
[
m−1]

0.1

0.75
8 3 0.400 0.114 41.047

14 5 0.444 0.127 72.524
16 6 0.400 0.114 82.095

0.9

8 3 0.400 0.137 39.449
10 4 0.333 0.114 49.478
14 5 0.444 0.152 76.222
16 6 0.400 0.137 78.898

0.15 14 5 0.444 0.152 76.222

3.4. Volume-Fixed Optimal Equal Bale Dimensions Design

Problem 4. Given: film parameters b f , v f , ε l f , overlap ratio k f , Equation (20), number of global
film layers pl and bale volume Vb0. Find film layers decomposition (pb, pu) and overlaps δ, k f b
satisfying constraints from Equations (22) and (23) such that the optimal bale dimensions D∗

b , H∗
b

resulting in the volume Vb0 are equal and film usage is minimal.

Lying ε0 = 0 in inequalities expressed by Equations (29) and (30) and in
Equations (34) and (35) based on Proposition 5 the following solution results.

Proposition 7. The solution to Problem 4 exists if and only if there exist k f b and an integer pb
such that inequalities

≡
k f b(pb) = max

{
k̆ f b(pb), k f b,min

}
≤ k f b ≤ min

⎧⎪⎨⎪⎩k̃ f b(pb),
2δmax +

(
pl
pb

− 2
)

3
√

4Vb0
π(

pl
pb

− 1
)

3
√

4Vb0
π + b f r

, k f b,max

⎫⎪⎬⎪⎭ (41)

and inequality

k f b = pl − 2pb
pl − pb

(42)

are satisfied together with the applicability condition, Equation (21), where

k̆ f b(pb) =
2δmin +

(
pl
pb

− 2
)

3
√

4Vb0
π(

pl
pb

− 1
)

3
√

4Vb0
π + b f r

, (43)

and k̃ f b(pb) is defined by the next equation with
≡
k f b(pb) introduced in Equation (41)

k̃ f b(pb) = 1 − 2

b f r
3
√

4Vb0
π

⎡⎢⎢⎢⎢⎢⎢
3
√

4Vb0
π

⎡⎣ 2

1−
≡
k f b(pb)

−
( pl

pb
−1
)⎤⎦

b f r

⎤⎥⎥⎥⎥⎥⎥
+
(

pl
pb

− 1
) . (44)

For any such pb and k f b the overlap δ is given by

δ =

3
√

4Vb0
π

2

[
1 −
(

pl
pb

− 1
)(

1 − k f b

)]
+

b f rk f b

2
, (45)

300



Appl. Sci. 2021, 11, 10246

the optimal bale dimensions are given by Equation (19) and film usage

FC(pb) =
4b f

(ε l f +1)
[

3
√

4Vb0
π

]2

⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎢

pb

3
√

4Vb0
π

⎡⎣ 2

1−
≡
k f b(pb)

−
( pl

pb
−1
)⎤⎦

b f r

⎤⎥⎥⎥⎥⎥⎥
+ 4

π

⌈
π

3
√

4Vb0
π (pl−pb)

2b f r

⌉⎫⎪⎪⎪⎬⎪⎪⎪⎭. (46)

Integer p∗b solving Problem 4 is defined by optimization task expressed by Equation (36).

Thus, the inequalities specified in the proposition must be solved for two variables:
integer pb and continuous k f b. Next optimization task, Equation (36), must be solved and
the overlap δ can be computed.

Example 4

Film parameters and overlap ratio k f as in the previous examples are given. Film widths
b f = 0.75, 0.9 m, even p such that 4 ≤ pl ≤ 16 and bale volume Vb0 = 1.357 m3 are assumed.

For any pl the sets of overlap ratios k f b satisfying inequalities from Equations (41) and (42)
are given in the fourth column of Table 5. As previously, for any k f b from these closed
intervals the linear formulas from Equation (45) for computing δ are given in the next
column, in the last column film consumptions FC(pb), Equation (46), are enclosed. For these
pl for which there are more than one pb such that inequalities from Equations (41) and (42)
are satisfied the minimal film usage, solving optimization task from Equation (36), is
marked by bold. Note that in most cases film usage for b f = 0.9 m is smaller from that
for b f = 0.75 m; this confirms the analysis of the film width influence on the optimal film
usage from [14,20]—the broader film width is applied, the smaller minimal film usage
is achieved.

Table 5. The numbers of global pl and bottom pb film layers, bottom layers overlaps k f b, δ fulfill-
ing inequalities from Equations (41) and (42), and respective film usage FC, Equation (46), for
Vb0 = 1.357 m3 and bale from Example 4; film widths b f = 0.75, 0.9 m, the bounds from
Equations (22) and (23): k f b,min = 0.2, k f b,max = 0.45, δmin = 0.15 m, δmax = 0.3 m, 4 ≤ pl ≤ 16.
Minimal film usage solving Problem 4 of volume-fixed design of equal optimal bale dimensions is
marked by bold.

bf [m] pl pb kfb [−] δ [m] FC
[
m−1]

0.75

4 2 [0.200, 0.311] 0.886·k f b 20.726
6 3 [0.200, 0.311] 0.886·k f b 30.309
8 3 [0.428, 0.439] 1.286·k f b − 0.4 41.232

8 4 [0.200, 0.311] 0.886·k f b 41.453
10 4 [0.380, 0.412] 1.186·k f b − 0.3 50.815

10 5 [0.200, 0.311] 0.886·k f b 51.036
12 5 [0.346, 0.394] 1.126·k f b − 0.240 61.958
12 6 [0.200, 0.311] 0.886·k f b 60.619

14 6 [0.322, 0.382] 1.086·k f b − 0.2 71.541
14 7 [0.200, 0.311] 0.886·k f b 71.762
14 8 [0.200, 0.204 0.736·k f b + 0.15 70.423

16 6 [0.428, 0.439] 1.286·k f b − 0.4 80.903

16 7 [0.304, 0.372] 1.057·k f b − 0.171 81.124
16 8 [0.200, 0.311] 0.886·k f b 81.345
16 9 [0.200, 0.222] 0.752·k f b + 0.133 81.566

301



Appl. Sci. 2021, 11, 10246

Table 5. Cont.

bf [m] pl pb kfb [−] δ [m] FC
[
m−1]

0.9

4 2 [0.200, 0.263] 0.943·k f b 20.058
6 3 [0.200, 0.263] 0.943·k f b 30.087
8 3 [0.410, 0.450] 1.343·k f b − 0.4 43.861
8 4 [0.200, 0.263] 0.943·k f b 38.244

10 4 [0.362, 0.377] 1.243·k f b − 0.3 49.478
10 5 [0.200, 0.263] 0.943·k f b 48.273

12 5 [0.330, 0.357] 1.183·k f b − 0.240 59.507
12 6 [0.200, 0.263] 0.943·k f b 58.302

14 5 [0.443, 0.450] 1.423·k f b − 0.480 76.222
14 6 [0.306, 0.343] 1.143·k f b − 0.2 67.664

14 7 [0.200, 0.263] 0.943·k f b 68.331
16 6 [0.410, 0.450] 1.343·k f b − 0.4 87.722
16 7 [0.288, 0.333] 1.114·k f b − 0.171 77.693
16 8 [0.200, 0.263] 0.943·k f b 76.487

16 9 [0.200, 0.206] 0.810·k f b + 0.133 90.389

3.5. Optimal Film Usage

For the combined 3D wrapping technique, the analysis of the optimal film consump-
tion reached for D∗

b , H∗
b was carried out in [19,20], where it was shown, in particular, that

for the bottom film layers pb � pu the optimal selection of bale diameter and height may
result in a 3.37% to even 23.13% reduction in film usage depending on the number of global
film layers and wrapping parameters, which means up to 23% film cost savings. Many
conclusions regarding the impact of film width, pre-assumed bale volume and numbers
of bottom and upper film layers on near-optimal bale dimensions and near-optimal film
consumption were formulated [19,20].

4. Conclusions

It has been shown that for bale wrapping by a 3D combined method for given film
parameters and given a global number of film layers it is possible, both for assumed and
for an arbitrary bale volume, to select such wrapping parameters that guarantee the pre-
assumed equilibria of optimal bale dimensions. Thus, the “compliance” is the answer to
the question from the title.

The derived necessary and sufficient conditions for the balance of optimal bale di-
mensions allowed for the formulating of four practical problems of selecting the wrapping
parameters, in particular the overlaps in the bottom film layers and decomposition of
the global number of layers into bottom and upper layers. The mathematical form of the
conditions of optimal bale dimensions equilibrium indicated the legitimacy of considering
two separate design strategies, one for fixed and one for free bale volume. Design algo-
rithms were derived. These algorithms only require a solution with respect to the number
of film layers and overlap ratio of the bottom film layers of two or four simple algebraic
inequalities. Then, on the basis of very simple formulas, the remaining wrapping param-
eters and the optimal bale diameter and height can be determined. Examples regarding
standard large bales demonstrate that the algorithms can handle the optimal dimensions’
equilibria problems.

Optimal dimensions mean a reduction in film consumption by up to 23%. Simultane-
ously, equal and near-equal bale dimensions are essential from the agriculture engineering
practice and bale wrapping technique point of view. The algorithms developed can be ap-
plied for design of wrapping processes using a 2D method for cylindrical bales of arbitrary
agricultural materials, e.g., lignocellulosic agricultural residues [46,47], bearing in mind
the minimisation of the film usage and the desired equilibrium between bale dimensions.
Potential applications of the algorithms include the baling of waste, such as municipal
solid waste [48,49], for example.
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Appendix A

Appendix A.1. Film Consumption

A mathematical model describing the consumption of the stretch film to wrap a cylin-
drical bale using combined 3D technique was derived in [14]. It was assumed that the
subsequent film strips, which are wrapped in pb bottom layers on the bale’s lateral surface,
overlap one another, creating the overlap k f bb f r, where k f b is a dimensionless relative ratio
determining the width of the contact between adjacent film strips and the film width after
stretching b f r is described by [12]:

b f r = b f

(
1 − v f ε l f

)
, (A1)

where b f is the width of un-stretched film, v f and ε l f are the Poisson’s ratio and unit
deformation of the film. The extreme film strips are overlapped at the bases of the bale for
δ, as shown in [14] (Figure 3). It was assumed that 0 < k f b < 1

2 , for which only one film
layer results for one wrapping cycle. For the wrappings of pu upper layers it was assumed
that the subsequent film strips are wrapped along the bale’s longitudinal axis with the
overlap ratio k f [14] (Figure 2).

The global film consumption measured by the index FC defined as the ratio of the
surface area of un-stretched film used to wrap the bale to bale volume, is described by the
function [14]:

FC =
4pbb f

DbHb

(
ε l f + 1

)
⎡⎢⎢⎢Hb + 2δ − b f rk f b

b f r

(
1 − k f b

)
⎤⎥⎥⎥+ 8(Db + Hb)b f

πD2
b Hb

(
ε l f + 1

)
⎡⎢⎢⎢ πDb pu

2b f rΩ
(

k f

)
⎤⎥⎥⎥, (A2)

where �x� denotes ceiling function [45], function [20]

Ω
(

k f

)
=
(

1 − k f

)⌊ 1
1 − k f

⌋
, (A3)

is introduced for brevity of the notation; �x� is the floor function [45]. The above formula
indicates the dependence of the film usage on film parameters ε l f , v f , b f , bale diameter
Db and height Hb, the overlaps δ, k f b and k f of the bottom and upper film layers, and the
numbers of film layers pu, pb. Second summand of FC describe film used for upper layers
wrappings provided that the following applicability condition [14]:

pu⌊
1

1−k f

⌋ = m, m ∈ N , (A4)

holds, where N denotes the set of positive integer numbers. Global number of basic film
layers wrapped on the bale’s lateral surface is pl = pb + pu.

Appendix A.2. Film Consumption Minimization

As the non-continuity and non-differentiability of the original film usage index FC
undermines our ability to directly analytically solve the problem of film usage minimization,
special attention has been given to the simpler case of near-optimal bale dimensions
design, this being as important as the optimal parameters for engineering applications.
The problem of the selection of near-optimal bale dimensions has been constructed by
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minimizing continuous lower bound of the original film usage index FC, where the goal
function of a non-linear optimization problem is convex and differentiable. The necessary
and sufficient optimality condition for near-optimal bale diameter, called “optimal” in [20]
and here, was established in the form of a standard cubic equation, Equation (1), which can
easily be solved using both analytical and numerical methods. The results of the numerical
experiments [19,20] demonstrated that for any four to sixteen even layers of the film there
are such compositions of bottom and upper film layers that the relative near-optimality
errors do not exceed 0.01% whenever the optimal bale dimensions are used.

Appendix B

Proof of Proposition 1. The optimal bale diameter D∗
b is near-equal to the optimal bale

height H∗
b with order ε0 if and only if Equations (1) and (5) are satisfied, simultaneously.

For D∗
b given by Equation (5) the optimality condition, Equation (1), takes the form

2πpu
Ω(k f )

4(1+ε0)Vb0
π + πpb

1−k f b

(
2δ − b f rk f b

)(
3
√

4(1+ε0)Vb0
π

)2
− 4Vb0

[
pb

1−k f b
+ pu

Ω(k f )

]
= 0

and is equivalent to the next equation

2pu(1 + ε0)

Ω
(

k f

) 3

√
4Vb0

π
+

pb
1 − k f b

(
2δ − b f rk f b

)(
3
√

1 + ε0
)2 − 3

√
4Vb0

π

⎡⎣ pb
1 − k f b

+
pu

Ω
(

k f

)
⎤⎦ = 0,

which can be rewritten as follows

pb
1 − k f b

(
2δ − b f rk f b

)(
3
√

1 + ε0

)2 3

√
4Vb0

π

⎡⎣ pb
1 − k f b

− pu

Ω
(

k f

) − 2pu

Ω
(

k f

) ε0

⎤⎦. (A5)

To show the Proposition two cases must be considered separately:

(i) the wrapping parameters and order ε0 are such that

pb
1 − k f b

= pu

Ω
(

k f

) +
2pu

Ω
(

k f

) ε0, (A6)

(ii) for the wrapping parameters and ε0 the following equality holds

pb
1 − k f b

=
pu

Ω
(

k f

) +
2pu

Ω
(

k f

) ε0. (A7)

Provided that inequality from Equation (A6) is satisfied, we have

pb
1−k f b

(
2δ − b f rk f b

)(
3
√

1 + ε0
)2

pb
1−k f b

− pu
Ω(k f )

− 2pu
Ω(k f )

ε0
=

3

√
4Vb0

π
, (A8)

whence Equation (7) follows. The optimal bale diameter and height are described by
Equations (5) and (6) and for D∗

b and H∗
b Equations (1) and (5) are satisfied; case (i) is proved.

In case (ii), when Equation (A7) holds, Equation (A5) is satisfied if and only
if, simultaneously,

2δ − b f rk f b = 0.
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Then, Equation (1) takes especially simple form

2πpu

Ω
(

k f

) (D∗
b )

3 − 4Vb0

⎡⎣ pb
1 − k f b

+
pu

Ω
(

k f

)
⎤⎦ = 0,

whence the optimal bale diameter

D∗
b = 3

√√√√√2Vb0
π

⎡⎣ pbΩ
(

k f

)
pu

(
1 − k f b

) + 1

⎤⎦. (A9)

Simultaneously, from Equation (A7) it follows that

pbΩ
(

k f

)
pu

(
1 − k f b

) = 1 + 2ε0.

Thus Equations (A9) and (5) are identical and, by Equation (4), formula from Equation (6)
follows for any Vb0, which completes the proof of case (ii) since Equations (A7) and (8) are
equivalent.

Proof of Proposition 2. By Proposition 1 the optimal bale dimensions are near-equal with
order ε0 if:

• in case (i) inequality expressed by Equation (13) is satisfied,
• in case (ii)

pbΩ
(

k f

)
− pu

(
1 − k f b

)
− 2pu

(
1 − k f b

)
ε0 = 0 (A10)

and, simultaneously, Equation (9) holds. In the second case any change of ε0 to ε < ε0 re-
sults in a loss of equality in Equation (A10). Then the inequality expressed by Equation (13)
holds, i.e., case (i) occurs, and since according to Equation (9) 2δ − b f rk f b = 0, we imme-
diately conclude that Equation (7) is satisfied only for volume Vb0 = 0. Thus, if for ε0
Equation (A10) holds, the optimal bale dimensions cannot be near-equal for any ε < ε0.

Assume now, that for ε0 the inequality expressed by Equation (13) is satisfied. Let us
consider bale volume Vb0(ε0) uniquely given by Equation (7). Differentiating Equation (7)
on both sides with respect to ε0 results in

4

3π

(
3
√

4Vb0(ε0)
π

)2 · dVb0(ε0)
dε0

= pbΩ
(

k f

)(
2δ − b f rk f b

) 2
3 [pbΩ(k f )−pu(1−k f b)−2pu(1−k f b)ε0]+2pu(1−k f b)(1+ε0)

3√1+ε0[pbΩ(k f )−pu(1−k f b)−2pu(1−k f b)ε0]
2 ,

whence, after algebraic manipulations, we obtain

dVb0(ε0)
dε0

=
πpbΩ(k f )(2δ−b f rk f b)[pbΩ(k f )+2pu(1−k f b)+pu(1−k f b)ε0]

2 3√1+ε0[pbΩ(k f )−pu(1−k f b)−2pu(1−k f b)ε0]
2

[
3
√

4Vb0(ε0)
π

]2
. (A11)

Thus, monotonicity of the function Vb0(ε0) depends on the sign of the expression(
2δ − b f rk f b

)
. First, consider case (a) of the proposition assuming that inequality from

Equation (12) holds. Then the denominator of the left hand side of Equation (7) is also
positive, and if inequality given by Equation (13) holds for ε0, then it holds also for any
0 ≤ ε ≤ ε0. Function Vb0(ε) is monotonically increasing for 0 ≤ ε ≤ ε0. For ε0 = ε, by
Equations (5), (6) and (A8), the optimal bale dimensions D∗

b (ε), H∗
b (ε) can be equivalently

expressed by Equations (16) and (17). Thus, D∗
b (ε), H∗

b (ε) are also monotonically increasing
for 0 ≤ ε ≤ ε0.
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In case (b), when inequality expressed by Equation (14) is satisfied, function Vb0(ε0)
decreases with ε0 and, by Equation (7), inequality from Equation (13) takes the form

pbΩ
(

k f

)
− pu

(
1 − k f b

)
− 2pu

(
1 − k f b

)
ε0 < 0.

If, simultaneously, inequality expressed by Equation (15) holds, then for any 0 ≤ ε ≤ ε0
there exists Vb0(ε) fulfilling Equation (7). Otherwise, there exists 0 < ε < ε0 such that
Equation (18) holds and only for ε < ε ≤ ε0 Equation (7) is satisfied for some Vb0(ε). In
both cases, for 0 ≤ ε ≤ ε0 or ε < ε ≤ ε0, by Equation (16) we have

dD∗
b (ε)

dε
= pbΩ

(
k f

)(
2δ − b f rk f b

) [
pbΩ
(

k f

)
+ pu

(
1 − k f b

)]
[

pbΩ
(

k f

)
− pu

(
1 − k f b

)
− 2pu

(
1 − k f b

)
ε
]2 .

Thus, in view of the inequality from Equation (14), optimal bale diameter decreases
with increasing ε. The analysis of Equation (17) yields analogous property of H∗

b (ε).
Proposition 2 is proved. �

Proof of Proposition 4. For k f expressed by Equation (20) and pu = pl − pb Equation (8)
takes the form

pb

[
1 +
(

1 − k f b

)
(1 + 2ε0)

]
= pl

(
1 − k f b

)
(1 + 2ε0),

whence the bottom layers overlap ratio is uniquely determined by Equation (27). The over-
laps δ and k f b are related by Equation (9). Substituting k f b, Equation (27), into constraints
described by Equation (23) leads to inequalities

k f b,min ≤ pl(1 + 2ε0)− pb(2 + 2ε0)

(pl − pb)(1 + 2ε0)
≤ k f b,max,

which can be rewritten in the equivalent form of constraints expressed with respect to
integer pb by Equation (25).

Simultaneously, on the basis of Equations (9) and (27), the constraints expressed by
Equation (22) are satisfied if and only if

δmin ≤ b f r

2
· pl(1 + 2ε0)− pb(2 + 2ε0)

(pl − pb)(1 + 2ε0)
≤ δmax,

which is equivalent to the inequalities expressed by Equation (26), provided that inequality
described by Equation (24) is satisfied. Proposition 4 is derived. �

Proof of Proposition 5. According to Proposition 1 the solution to Problem 2 exists if and
only if there exist integer pb and overlaps δ, k f b satisfying Equation (7), constraints from
Equations (22) and (23) and the applicability condition, Equation (21), provided that the
denominator of the left hand side of Equation (7) is non-zero, i.e., that inequality from
Equation (13) holds, which for k f = k f ,u and pu = pl − pb can be rewritten as

pb − (pl − pb)
(

1 − k f b

)
− 2(pl − pb)

(
1 − k f b

)
ε0 = 0.

The above condition can be expressed directly with respect to the overlap ratio as inequality
described by Equation (30). By Equation (7), having in mind that Ω

(
k f

)
= 1 and pu = pl −

pb,
the overlap δ is uniquely given by equation

pb

(
2δ − b f rk f b

)(
3
√

1 + ε0

)2
=

3

√
4Vb0

π

[
pb − (pl − pb)

(
1 − k f b

)
− 2(pl − pb)

(
1 − k f b

)
ε0

]
,
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whence direct formula from Equation (34) follows. Thus, the inequalities from Equation (22)
take the form

δmin ≤
3
√

4Vb0
π

2
(

3
√

1 + ε0
)2 [1 −( pl

pb
− 1
)(

1 − k f b

)
(1 + 2ε0)

]
+

b f rk f b

2
≤ δmax

and can be unravelled with respect to k f b as follows

k f b(pb) =
2δmin( 3√1+ε0)

2− 3
√

4Vb0
π +(1+2ε0)

( pl
pb
−1
)

3
√

4Vb0
π

(1+2ε0)
( pl

pb
−1
)

3
√

4Vb0
π +b f r( 3√1+ε0)

2
≤ k f b≤

2δmax( 3√1+ε0)
2− 3
√

4Vb0
π +(1+2ε0)

( pl
pb
−1
)

3
√

4Vb0
π

(1+2ε0)
( pl

pb
−1
)

3
√

4Vb0
π +b f r( 3√1+ε0)

2
=

=
k f b(pb). (A12)

Simultaneously, for the overlap ratio k f b inequalities from Equation (23) must
be satisfied.

It has been proved above that there exist decomposition (pb, pu) and the bottom
layers overlaps δ, k f b satisfying constraints expressed by Equations (22) and (23) such that
the optimal D∗

b , H∗
b of the bale of volume Vb0 are near-equal with order ε0 if and only if

there exist an integer pb and continuous parameter k f b such that inequalities expressed by
Equations (A12) and (23), i.e., jointly

ǩ f b(pb) = max
{

k f b(pb), k f b,min

}
≤ k f b ≤ min

{
=
k f b(pb), k f b,max

}
, (A13)

are satisfied together with the applicability condition, Equation (21), and inequality from
Equation (30). For any such pb and k f b the overlap δ is given by Equation (34). By
Proposition 1 the optimal bale dimensions are given by Equations (5) and (6). Since by
Equation (34), we have

2δ − b f rk f b =

3
√

4Vb0
π(

3
√

1 + ε0
)2 [1 −( pl

pb
− 1
)(

1 − k f b

)
(1 + 2ε0)

]
,

having in mind that Ω
(

k f

)
= 1 it can be proved that for the optimal D∗

b , H∗
b film usage

index FC, Equation (A2), is described by

FC =
4b f

3√1+ε0

(ε l f +1)
[

3
√

4Vb0
π

]2

⎧⎨⎩pb

⎡⎢⎢⎢
3
√

4Vb0
π

[
2

1−k f b
−
( pl

pb
−1
)
(1+2ε0)

]
b f r( 3√1+ε0)

2

⎤⎥⎥⎥+ 2(2+ε0)
π(1+ε0)

⌈
π

3
√

4Vb0
π (1+ε0)(pl−pb)

2b f r( 3√1+ε0)
2

⌉⎫⎬⎭, (A14)

where only numerator of the fraction in the argument of the ceiling function in the first
sum in curly brackets depends on k f b and is non-decreasing left-continuous function of k f b,
piecewise constant in the intervals determined by its discontinuity points. If k̂ f b(pb) is dis-
continuity point being direct right neighbourhood of ǩ f b(pb) defined in Equation (A13), i.e.,
for k̂ f b(pb) the following equation holds

⎡⎢⎢⎢
3
√

4Vb0
π

[
2

1−ǩ f b(pb)
−
( pl

pb
−1
)
(1+2ε0)

]
b f r( 3√1+ε0)

2

⎤⎥⎥⎥ =

3
√

4Vb0
π

[
2

1−k̂ f b(pb)
−
( pl

pb
−1
)
(1+2ε0)

]
b f r( 3√1+ε0)

2 , (A15)

then for any
ǩ f b(pb) ≤ k f b ≤ k̂ f b(pb), (A16)

film usage FC, Equation (A14), being left-continuous in discontinuity points is identical.
Thus, combining inequalities from Equations (A12), (23), and (A16) result in the inequalities
from Equation (29). Direct formula expressed by Equation (33) follows from Equation (A15),
while Equation (35) results directly from Equation (A14). Integer minimization task in
Equation (36) makes it possible to find the best film layers decomposition. Proposition 5
is true. �
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Appendix C

Appendix C.1. Nomenclature

b f width of un-stretched film, m
b f r width of stretched film, Equation (A1), m
Db, Hb bale diameter and height, m
D∗

b optimal bale diameter, solution of Equation (1), m
H∗

b optimal bale height given by Equation (2), m
FC film consumption index, Equation (A2), m−1

k f b, k f overlap ratios applied to wrap bottom and upper film layers
k f b,min, k f b,max the smallest and largest admissible k f b, Equation (23)
ǩ f b(pb) lower bound of k f b solving Problem 2, Equation (32)

k̂ f b(pb),
=
k f b(pb) upper bounds of k f b solving Problem 2, Equations (33) and (31)

≡
k f b(pb) lower bound of k f b solving Problem 4, Equation (41)

k̆ f b(pb), k̃ f b(pb) bounds of k f b solving Problem 4, Equations (43) and (44)
K2(pb) set of overlap ratios k f b defined for pb ∈ P2 by Equations (29) and (30)
m integer number
N set of all positive integer numbers
pl global number of basic film layers
pb, pu numbers of basic film layers in bottom and upper layers
p∗b optimal pb solving Problems 2 and 4 defined in Equation (36)
P1 set of pb for which Problem 1 has solution, defined in Equation (28)
P2, P3 sets of pb for which Problems 2,3 have solution
v f Poisson’s ratio of the stretch film
Vb0 pre-assumed bale volume, m3

ε0 order of nearly-equal bale dimensions introduced in Equation (4)
ε l f unit deformation of the stretch film
Ω function of the overlap ratio k f defined by Equation (A3)
δ overlap of extreme film strips at base of bale, m
δmin, δmax the smallest and largest admissible overlap δ, Equation (22), m

Appendix C.2. Mathematical Terminology

�x� the smallest integer not less than x, ceiling function
�x� the largest integer not greater than x, floor function
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13. Stępniewski, A.; Nowak, J. The effect of additional foil wraps on the tightness of the packaging of bales. Econtechmod Int. Q. J.
Econ. Technol. Model. Process. 2018, 7, 145–150.

14. Stankiewicz, A. Model-Based Analysis of Stretch Film Consumption for Wrapping Cylindrical Baled Silage Using Combined 3D
Method. Trans. ASABE 2019, 62, 803–820. [CrossRef]
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