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Preface to ”Advances in Fluid Power Systems”

Fluid power systems (hydraulic and pneumatic drives and control) involve the use of fluid

properties to generate, control, and transmit power using pressurized fluid flow. The fluid power

system sector is undergoing tremendous expansion at this time, invigorating strategic companies -

power engineering, oil and gas industry, mining industry, shipbuilding, steel industry, and machine

industry, and metal processing. There are many challenges for fluid power systems, such as

increasing energy efficiency, improving reliability, building smart components and systems, reducing

the size and weight of components, reducing environmental impact, improving the capabilities

for recovery and storage of energy for reuse, digitalization, and wireless connectivity of smart

components. Advances in fluid power systems are leading to the creation of new smart devices that

replace tried-and-true solutions from the past.

This Special Issue focuses on the recent advances and smart of fluid power systems in a wide

range of areas.

Ryszard Dindorf, Jakub Takosoglu, and Piotr Wos
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1. Special Issue Information

The main purpose of this special edition of “Advances in Fluid Power Systems”
was to present new scientific work in the field of fluid power systems for the hydraulic
and pneumatic control of machines and devices that are used in various industries. The
development work of authors from various research centres have been published. Fluid
power systems (hydraulic and pneumatic drives and their control) involve the use of fluid
properties to generate, control, and transmit power using pressurized fluid flow. Fluid
power systems are simple and easy to use, capable of accurately controlling the position,
speed, force, and torque in machines, and are economical and safe to operate. The fluid
power system research sector is currently undergoing tremendous expansion, invigorating
strategic companies, power engineering, the oil and gas industry, the mining industry, the
steel industry, and metal processing in the machine industry. High-pressure hydraulic
forging presses are used for open-die forging of heavy steel forgings (carbon, alloy, high-
alloy, stainless, and other steels) for large-size hot forged products, which include turbine
shafts (water, gas, steam), rotors for wind and gas power generators. These products find
buyers mainly in the shipbuilding, machinery, energy, and metallurgy industries. There
are several main challenges for fluid power systems, such as increasing energy efficiency,
improving reliability, building smart components and systems, reducing the size and
weight of components, reducing environmental impact, improving the capabilities for
recovery and storage of energy for reuse, digitalization, and 5G wireless connectivity of
smart components. Advances in fluid power systems are leading to the creation of new
smart devices that can replace tried-and-true solutions from the past. This special issue
focuses on the recent advances and smart solutions for fluid power systems in a wide range
of topics, including:

• Fluid power to the IoT and Industry 4.0: smart fluid power technology, wireless 5G
connectivity in fluid power, smart components, and sensors.

• Fluid power in the renewable energy sector: hydraulic drivetrains for wind power
and for wave and marine current power, and hydraulic systems for solar power.

• Fluid power hybrid: hybrid transmissions, energy recovery and accumulation, energy
efficiency of hybrid drives.

• Industrial and mobile fluid power: industrial fluid power solutions, mobile fluid
power solutions, energy efficiency solutions for fluid power systems.

• Environmental aspects of fluid power: hydraulic water control technology, noise and
vibration of fluid power components, safety, reliability, fault analysis, and diagnosis
of fluid power systems.

• Fluid power and mechatronic systems: servo-drive control systems, fluid power drives
in manipulators and robots, fluid power in autonomous solutions.

2. Published Papers

Filo et al. presented the results of a computational fluid dynamics (CFD) analysis
of an innovative directional control valve consisting of four poppet seat valves and two
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electromagnets enclosed within a single body [1]. The valve has a unique design, allowing
the use of any poppet valve configuration. Seat valves that are normally opened (NO) and
normally closed (NC) can be used. The combination of four universal valve seats and two
electromagnets gives a wide range of flow path configurations. This significantly increases
the possibility of practical applications. However, due to the significant miniaturization of
the valve body and the requirement to obtain necessary connections between flow paths,
multiple geometrically complex channels had to be made inside the body. Therefore, the
main purpose of the work was to shape the geometry of the flow channels in such a way as
to minimize pressure losses. During the CFD analyses, the dissociation velocity in the flow
channels and the pressure distribution on the walls were determined. The results were
used to obtain the pressure loss as a function of the flow rate, which was then verified by
means of laboratory experiments conducted on a test bench.

The aim of Basiak’s study was to develop a mathematical model for non-contact face
seals to analyse the influence of thermoelastic phenomena on their operation [2]. The model
was used to solve thermal conductivity and thermoelasticity problems. The primary goal
was to calculate the thermal deformation values of the sealing rings in a non-contacting
face seal with a flexibly mounted rotor (FMR) for a turbomachine. The model assumes
the conversion of mechanical energy into heat in the fluid film. The heat flux generated
in the fluid film is transferred, first to the sealing rings, and then to the fluid surrounding
them. The asymmetric distribution of the temperature within the sealing rings leads to
the occurrence of thermal stresses and, consequently, to a change in the geometry of the
rings. The model is solved analytically. The distributions of the temperature fields for
the sealing rings in the cross sections are calculated using the Fourier-Bessel series as a
superficial function of two variables (r, z). The thermo-elastic problems described by the
Navier equations are solved by applying the Boussinesq harmonic functions and Goodier’s
thermo-elastic displacement potential function. The proposed method involves solving
various theoretical and practical problems of thermoelasticity in FMR type non-contacting
face seals. The solution for the mathematical model made use of analytical methods, and the
most important results obtained are presented in graphical form, such as the temperature
distributions and axial thermal distortions in cross-sections of the rings. The calculated
thermal deformations of the sealing rings are used to determine the most important seal
performance parameters, such as leakage rate and power loss. The article also presents a
multi-criteria analysis of seal-ring materials and geometry, making it easier to choose the
type of material used for sliding rings.

Szumska et al. presented driver behaviour as one of the most important factors
affecting road safety [3]. Many traffic situations require that a driver recognize a possible
danger. In numerous works, aggressive driving is understood as unsafe and as a hazard
entailing the risk of potential crashes. However, traffic safety is not the only thing affected
by the driving style of a vehicle operator. Driver behaviour also impacts the operating
costs of a vehicle and the emission of environmental air pollutants. This is confirmed by
numerous works devoted to the examination of the effect of driving style on fuel economy
and air pollution. The objective of this study was to investigate the influence of aggressive
driving on fuel consumption and air pollutants emission. The simulation was carried out
based on real velocity profiles collected in real-world tests under urban and motorway
driving conditions. The results of the simulations confirmed that an aggressive driving
style causes a significant increase in both fuel consumption and emission of air pollutants.
This was particularly apparent in urban test cycles, where aggressive driving style resulted
in higher average fuel consumption and pollutant emissions, as much as 30% to 40% above
the average for calm driving.

Grybos et al. demonstrated how to reduce the level of noise from the expanded
air from pneumatic tools [4]. Instead of a muffler, an expanded collecting system was
proposed, where the air expands through the pneumatic tube and expansion collector. A
mathematical model was developed which illustrates the dynamics of the air flow, as well as
the acoustic pressure at the end of the tube. The computational results were compared with
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experimental data to check the air dynamics and sound pressure. Furthermore, the study
presents the methodology for measuring noise generated with a pneumatic screwdriver in
a quiet back room and on a window fitting stand in a production hall. In addition, noise
measurements were made for the pneumatic screwdriver and the pneumatic screwdriver
on an industrial scale. These measurements demonstrated a reduction in the noise of
pneumatic tools when the expanded collection system was used. When the expanded
collecting system was applied to the screwdriver, the measured sound pressure level (SPL)
decreased from 87 to 80 dB (A).

Sliwinski described a method for determining the theoretical and actual working
volume of a hydraulic motor [5]. The new proposed method is based on the characteristics
of the effective absorbency of the motor. Effective absorbency has been defined as the ratio
of the flow rate of a motor to the rotational speed of the motor shaft. It has been shown that
effective absorbency is a non-linear function of rotational speed and a non-linear function
of pressure drop in motor working chambers. Furthermore, it has been proven that the
actual working volume of a motor is a function of a third degree of pressure drop in the
working chamber of the motor. The actual working volume should be taken to assess the
mechanical and volumetric energy losses in the motor. Furthermore, the influence of the
flowmeter location in the measurement system and the compressibility of the liquid on the
result of the theoretical and actual working volume calculation was also considered and is
described in this article. Differences in the assessment of the volumetric efficiency were
also shown by assuming theoretical and actual working volumes.

Krzysztofik et al. investigated the sensitivity (resistance) of a quadcopter on-board
gyroscope system, for the observation and tracking of a moving ground target, to changing
parameters of its regulator under interference conditions [6]. It was shown that the gain in
matrix elements is very sensitive, and even a slight deviation from optimal values can lead
to reduced target tracking efficiency and the loss of control system stability. Furthermore,
the authors studied the energy expenditure at various gyroscope system control parameter
values, while homing a quadcopter onto a ground target. A Matlab/Simulink environment
was used to perform simulations of the dynamics of the controlled gyroscope system.
Selected test results are shown in graphic form.

Fabis-Domagala et al. proposed the use of matrix analysis and statistical methods
to perform a simplified RCA (Root Cause Analysis) and to classify potential failures for
a variable delivery vane pump [7]. The presented methodology is an extension of matrix
FMEA and allows for prioritizing potential failures and their causes in relation to functions
performed by pump components, the end effects, and the defined symptoms of failure of
the vane pump.

Gapinski et al. presented the concept of controlling the designed optoelectronic
tracking and scanning seeker [8]. The device described above is intended for the so-called
passive guidance of short-range antiaircraft missiles to various types of air manoeuvring
targets. In the presented control method, the modified linear quadratic regulator (LQR)
and the estimation of input signals using the extended Kalman filter (EKF) were used. LQR
regulation utilizes linearization of the mathematical model of the seeker mentioned above
by means of the so-called Jacobians. To improve the stability of the seeker control, the
selection of vectors of signals received by the optoelectronic system was used, which also
utilized EKF. The results of the research are presented in a graphical form.

Pan et al. presented a new type of electronic oxygen regulator (EOR) for use in oxygen
equipment for aviation, that uses a technology where electronic servo control of the gas
pressure of controls the gas pressure during breathing [9]. In this paper, the control method
of EOR was studied and a dynamic model of the aircraft oxygen system was established.
A disturbance-observer-based controller (DOBC) was designed using the backstepping
method to achieve the goal of stable and fast breath pressure control. A sensitivity function
was proposed to describe the effect of inspiratory flow on breath pressure. Combined with
the analysis of the frequency domain of the input sensitivity function, the parameters of
the DOBC were analysed and designed. Simulation and experiment studies were carried
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out to examine the control performance of the DOBC in respiratory resistance and the
positive pressurization process under the influence of noise and time delay in the discrete
electronic control system, which could meet the physiological requirements of aviation.
The research results not only verified the rationality of the application of the DOBC EOR
in EOR breath control, but also proved the effectiveness of the control parameter design
method according to frequency domain analysis, which provided an important design
basis for the subsequent study of EOR.

Luo et al. presented the simulation platform of the molten salt reactor (MSR) plant
developed to study the control characteristics under normal and accident conditions [10].
In the platform, a nonlinear dynamic model of the whole system was built consisting of
a liquid fuel reactor with a graphite moderator, an intermediate heat exchanger, and a
steam generator. A new control strategy based on a combined feed-forward and feedback
scheme is presented, where a power control system and a steam temperature control
system were designed to regulate load changes in the plant. Three different types of
operation conditions were simulated with the control systems, including transients of
normal load-follow operation, a reactivity insertion accident, and a loss-of-flow accident.
The simulation results showed that the developed control system not only had a fast
load-following capability during normal operation, but also had good control performance
under accident conditions.

Sliwinski et al. presented new methods to determine the pressure drop in the internal
channels of a hydraulic motor [11]. Mathematical models of pressure losses in internal
channels are also described. Experimental tests of the satellite motor were carried out
according to one of the proposed methods. The tests were carried out for two liquids,
i.e., water and mineral oil. Experimental studies have shown that at a high flow rate in
a motor supplied with water, the pressure losses are a dozen or so percent greater than
in a motor supplied with oil. However, at low flow rates, the inverse is true; that is, the
pressure losses in the motor supplied with water are about 10% lower than in the motor
supplied with oil. A CFD calculation of the pressure drop in the internal channel of the
motor was also performed. It was assumed that the holes in the commutation unit plate are
placed face-to-face and that the liquid did not cause changes in the volume of the working
chambers. In this way, it was proven that those simplified assumptions can have up to a
50% difference in relation to the experimental tests.

Fabis-Domagala et al. presented a FMEA analysis as a quality improvement tool
that has been widely used for decades [12]. Its classical version prioritizes the risk of
failure by risk priority number (RPN). The RPN is a product of severity (S), occurrence (O),
and detection (D), where all factors have equal levels of significance. This assumption is
one of the most criticized drawbacks, as it has given unreasonable results for real-world
applications. RPN can produce equal values for combinations of risk factors with different
risk implications. Another issue is the uncertainties and subjectivities of the information
employed in the FMEA analysis that may arise from the lack of knowledge, experience, and
linguistic terms used. Many alternatives to risk assessment methods have been proposed to
overcome the weaknesses of classical FMEA risk management, in which we can distinguish
modification methods by RPN numbers of employing new tools. In this study, we proposed
a modification of the traditional RPN number. The main difference is that severity and
occurrence are valued based on subfactors. The detection number remained unchanged.
Additionally, the proposed method prioritizes risk in terms of implied risk to systems
by implementing functional failures (effects of potential failures). A typical fluid power
system was used to illustrate the application of this method. The method showed the
correct failure classification, which meets the industrial experience and other results of
research on failures of fluid power systems.

Liu et al. presented a small modular dual fluid reactor as a novel variant of the
Generation IV molten salt reactor and the liquid metal fast reactor [13]. In the primary
circuit, molten salt, or the liquid eutectic metal (U-Pu-Cr), is used as fuel, and liquid
lead works as the coolant in the secondary circuit. To design the control system of such
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an advanced reactor, the uncertainties of the computer model, and the physicochemical
properties of the materials, must both be considered. In this paper, a one-dimensional
model of a core is established, based on the equivalent parameters achieved via the coupled
three-dimensional model and accounting for delayed neutron precursor drifting, and
a power control system is developed. The performance of the designed controllers is
assessed, taking into account the model and property uncertainties. The results achieved
show that the designed control system can maintain the stability of the system and regulate
the power as expected. Among the uncertain parameters considered, the fuel temperature
reactivity coefficients have the greatest influence on the performance of the control system.
The most optimized configuration of the control system is delivered based on uncertainty
propagation characteristics using the particle swarm optimization method.

3. Conclusions

Trends in the development of fluid power systems are related to electronics, informa-
tion technology, artificial intelligence, miniaturization, energy efficiency, environmental
protection, and greater efficiency. The fluid power system industry aims to increase energy
efficiency, improve operational reliability, use smart components and systems, reduce size
and weight, and recover, store, and reuse energy.
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4. Gryboś, D.; Leszczyński, J.; Czopek, D.; Wiciak, J. Exhaust Noise Reduction by Application of Expanded Collecting System in

Pneumatic Tools and Machines. Energies 2021, 14, 1592. [CrossRef]
5. Sliwinski, P. Determination of the Theoretical and Actual Working Volume of a Hydraulic Motor—Part II (The Method Based on

the Characteristics of Effective Absorbency of the Motor). Energies 2021, 14, 1648. [CrossRef]
6. Krzysztofik, I.; Koruba, Z. Study on the Sensitivity of a Gyroscope System Homing a Quadcopter onto a Moving Ground Target

under the Action of External Disturbance. Energies 2021, 14, 1696. [CrossRef]
7. Fabis-Domagala, J.; Domagala, M.; Momeni, H. A Matrix FMEA Analysis of Variable Delivery Vane Pumps. Energies 2021,

14, 1741. [CrossRef]
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Abstract: The purpose of this study was to develop a mathematical model for non-contacting face
seals to analyze how their performance is affected by thermoelastic phenomena. The model was
used to solve thermal conductivity and thermoelasticity problems. The primary goal was to calculate
the values of thermal deformations of the sealing rings in a non-contacting face seal with a flexibly
mounted rotor (FMR) for a turbomachine. The model assumes the conversion of mechanical energy
into heat in the fluid film. The heat flux generated in the fluid film is transferred first to the sealing
rings and then to the fluid surrounding them. Asymmetric distribution of temperature within the
sealing rings leads to the occurrence of thermal stresses and, consequently, a change in the geometry
of the rings. The model is solved analytically. The distributions of temperature fields for the sealing
rings in the cross-sections are calculated using the Fourier-Bessel series as a superficial function of
two variables (r,z). The thermoelasticity problems described by the Navier equations are solved by
applying the Boussinesq harmonic functions and Goodier’s thermoelastic displacement potential
function. The proposed method involves solving various theoretical and practical problems of
thermoelasticity in FMR-type non-contacting face seals. The solution of the mathematical model was
made use of analytical methods, and the most important obtained results are presented in graphical
form, such as the temperature distributions and axial thermal distortions in cross-sections of the rings.
The calculated thermal deformations of the sealing rings are used to determine the most important
seal performance parameters such as the leakage rate and power loss. The article also presents a
multi-criteria analysis of seal rings materials and geometry, which makes it easier to choose the type
of materials used for the sliding rings.

Keywords: mechanical seal; non-contacting face seal; heat transfer; thermal analysis

1. Introduction

This article provides an analytical solution to an axisymmetric thermoelastic problem for sealing
rings in non-contacting face seals. The basic requirement concerning the performance of non-contacting
seals is to maintain the height of the radial clearance within the limits determined at the design stage.
This is difficult to achieve because of different disturbances affecting the seal performance. The most
important are disturbances to the equilibrium of forces acting on the system of rings, which may be
caused, for example, by thermal deformations of these elements.

There is plenty of research into the behavior of non-contacting seals. This article reviews only
studies focusing on heat transfer and thermal deformations.

Some of the first research papers on the subject provided mathematical descriptions of the heat
transfer phenomena in non-contacting seals in the form of one-dimensional models; they analyzed
only the distributions of pressure and temperature within the sealing rings and the fluid film
(e.g., [1]). Then, more complex thermohydrodynamic and thermos-elasto-hydro-dynamic models were
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proposed. Refs. [2–6], for instance, discuss numerical solutions to advanced two- and three-dimensional
mathematical models.

Studies on thermoelastic problems for non-contacting seals include Ref. [7], which provides
numerical calculations of thermal deformations of the sealing rings to analyze their effect on the seal
performance. Ref. [8] describes two types of macroscopic thermoelastic deformations: those taking
place under quasi-steady-state conditions and those typical of unsteady-state conditions. The latter,
referred to as thermoelastic instability, are sudden uncontrolled deformations of the surface of the
sealing rings. The experiments confirmed the occurrence of both types of thermal deformation.

The geometry of the clearance between the sealing rings changes when the elements are deformed;
this disturbs the equilibrium of forces and causes changes in the leakage rate and power loss.
In a publication (Ref. [9]) was presented the uncoupled thermoelastic brittle fracture problem
is discussed in terms of the types of stress fields produced by surface heating or cooling and
the generic characteristics of the thermally generated stress intensity factors. Also presented an
Examples of experimental measurements and numerical calculations with demonstrating these
general characteristics.

This article proposes a two-dimensional model to describe the heat transfer and thermal
deformations in non-contacting face seals. The equations with partial derivatives are solved using
the technique of separation of variables. For both rings, the equation of energy and equations of
conductivity are written in a cylindrical coordinate system, and the analytical solutions are based on the
Bessel functions of the first and second kind. The thermoelasticity problems described by the Navier
equations are solved using the Boussinesq harmonic functions as well as Goodier’s thermoelastic
displacement potential function.

Because of their specific design and varied operating conditions, non-contacting seals are vital
elements of sealing systems in a variety of machines. The proposed solution of the complex mathematical
model is used to analyze the effect of thermal deformations on the basic seal performance parameters,
i.e., leakage rate and power loss.

The main aim of the study was to determine the influence of the selection of materials on
the working rings on heat transfer, the accompanying thermoelastic deformations, power loss and
leakage rate.

2. Mathematical Model

Figure 1 shows a schematic diagram of an FMR-type non-contacting face seal. The seal consists of
two rings: a rotor (2), flexibly mounted to the shaft (6) of the turbomachine, and a stator (1), fixed to
the housing.

 

 
Microclearance

Figure 1. Non-contacting face seal: 1—stator, 2—rotor, 3—spring, 4—housing, 5—O-ring, 6—shaft,
7—steady pin.
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The mathematical model describing the physical phenomena occurring in the sealing rings–fluid
film system of a non-contacting face seal was developed using some simplifications, like in [10–13].
The formulated model was then solved analytically.

2.1. Function of the Radial Clearance Height

A key parameter of non-contacting face seals is the nominal height of the radial clearance ho,
which is dependent on the equilibrium of forces acting on the sealing rings. The geometry of the
fluid film separating the rings can be written as a difference between the functions of the surface
topographies of the rotor and stator. The general form of the function is:

h = h(r) = ho + hr(r) − hs(r) + h(r)r
de f − h(r)s

de f (1)

Although there are many theoretical studies on the subject providing models of heat transfer in the
rotor-stator system, they do not take into consideration changes in the geometry of the radial clearance
resulting from the thermal deformations of the rings. In Equation (1), the relationships h(r)r

de f and
h(r)s

de f represent deformations of the seal faces caused by nonuniform distributions of temperature
within the sealing rings.

2.2. Reynolds Equation

The distribution of the fluid pressure in the clearance was determined by solving the following
one-dimensional Reynolds equation for the laminar flow:

d

dr

(

ρ h3

µ

dp

dr

)

= 0 (2)

Solving Equation (2) requires specifying the boundary conditions for the inner and outer radii
of the radial clearance. Variables p, ρ and µ are functions dependent on the changes in the fluid
temperature in the clearance, whereas the h function is the height of the radial clearance described
by Equation (1).

2.3. Equation of Energy

According to the classical hypothesis on thin viscous fluid films, with the fluid being incompressible
and in the steady state, the equation of energy for the process fluid takes the following form [2]:

ρcv

{

vr
∂T f

∂r
+

vθ
r

∂T f

∂θ
+ vz

∂T f

∂z

}

= µ















(

∂vr

∂z

)2

+

(

∂vθ
∂z

)2














+ λ
∂2T f

∂z2
(3)

After simplifications made for the model of fluid flow in a given type of seal, the equation of
energy takes the form [11,14]:

µ

(

∂νφ

∂z

)2

+ λ f ∂
2T f

∂z2
= 0 (4)

Once the equation of energy (4) is solved, it is possible to determine the distribution of temperature
within the fluid film. The face seal model requires making a simplification concerning the distribution
of fluid velocity in the fluid film νφ and an assumption that the velocity changes linearly according to
the following relationship [10]:

∂νφ

∂z
=
ωr

h
(5)

Equation (5) describes changes in the fluid velocity along the radial clearance height.
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2.4. Fluid Dynamic Viscosity

The fluid dynamic viscosity is largely dependent on the distribution of temperature within the
fluid separating the rings; this relationship is provided in [10]. For water, the relationship between
fluid viscosity and temperature can be expressed by:

µ = µo exp(−b(Tm − To)) (6)

The average fluid temperature is defined as:

Tm =
1

h(r)

h(r)
∫

0

T f dz (7)

Equation (6) describes the distribution of fluid dynamic viscosity µ(r) in the radial direction.

2.5. Distribution of Temperature

With axisymmetric heat transfer conditions and constant coefficients of conductivity,
the distributions of temperature within the sealing rings can be written in the general form of
the equation of conductivity for the steady-state model:

1
r

∂θ

∂r
+
∂2θ

∂r2
+
∂2θ

∂z2
= 0 (8)

Suppose that the temperature changes θ has no effect on the material coefficients. These can
thus be treated as constant. The superscript notation is used, e.g., θs and θr, for the stator and
rotor, respectively.

2.6. Thermoelasticity

The term thermoelasticity refers to a wide range of phenomena. Thermoelasticity represents a
generalization of the classical theory of elasticity and the theory of thermal conductivity. In this section,
the basic equations describing the thermoelasticity of a homogeneous isotropic body are formulated.

The changes in temperature of the continua, i.e., the ring materials, attributable to the uneven
heating of the ring faces, lead to the occurrence of stresses σi j and strains εi j; the former can be expressed
in the general form using Hooke’s law [15]:

σi j = 2ϑεi j + (λe− βθ)δi j(i, j = 1, 2, 3), (9)

where the Kronecker symbol is defined as: δi j =

{

1 f or i = j

0 f or i , j
.

From the equations of equilibrium in the form:

σ ji, j + Fi = 0 (i, j = 1, 2, 3), (10)

as well as Equation (9) and the defined strains, we can formulate equations of displacement in the
general form:

ϑ∇2ui + (λ+ ϑ)uk,ki − βθ,i + Fi = 0, (11)

where: β = τE
(1−2ν) , G = ϑ, with the values of the coefficients E, v are Young’s modulus and Poisson’s

coefficient respectively.
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Introducing a cylindrical coordinate system (r,φ, z) for the axisymmetric problem, we can write
the equations of equilibrium of forces Equation (10) in the r and z directions as [15]:

∂σrr
∂r

+ ∂σzr
∂z

+
σrr−σφφ

r + Fr = 0

∂σrz
∂r

+ ∂σzz
∂z

+ σrz
r + Fz = 0

(12)

Substituting Relationships (9) and the strain components into Equation (12) yields a solution to
the Navier equations for axisymmetric problems of thermoelasticity, which, when external forces are
omitted, can be expressed by means of the thermoelastic displacement potential function Φ and the
Boussinesq harmonic functions ϕ and ψ. The functions must satisfy the following equations:

∇2Φ = Kθ (13)

∇2ϕ = 0,∇2ψ = 0 (14)

with the coefficient K being: K = 1+v
1−v τ.

The Michell function M, which is dependent on the Boussinesq harmonic functions:

M = −

∫

(ϕ+ zψ) dz (15)

can be used to write the displacements in the cylindrical coordinate system as [15]:

ur =
∂Φ
∂r
− ∂2M
∂r∂z

= ∂Φ
∂r

+
∂ϕ
∂r

+ z
∂ψ
∂r

uz =
∂Φ
∂z

+ 2(1− v)∇2M− ∂2M
∂z2 = ∂Φ

∂z
+

∂ϕ
∂z

+ z
∂ψ
∂z
− (3− 4v)ψ

(16)

The Michell solution is a biharmonic function satisfying the equation:

∇2∇2M = −2∇2ψ = 0 (17)

Thus, the stress components are represented by the thermoelastic displacement potential function
Φ and the Michell solution M:

σrr = 2G
[

∂2Φ
∂r2 −Kθ+ ∂

∂z

(

v∇2M− ∂2M
∂r2

)]

σφφ = 2G
[

1
r
∂Φ
∂r
−Kθ+ ∂

∂z

(

v∇2M− 1
r
∂M
∂r

)]

σzz = 2G
[

∂2Φ
∂z2 −Kθ+ ∂

∂z

(

(2− v)∇2M− ∂2M
∂z2

)]

σrz = 2G
[

∂2Φ
∂r∂z

+ ∂
∂r

(

(1− v)∇2M− ∂2M
∂z2

)]

(18)

σzz = σrz = 0 (19)

Like in [15], the fields of stresses and displacements are determined using the boundary conditions
for Equation (19), which are such that the surfaces of the rotor (z = 0) and the stator (z = −L) are free
from stresses.

3. Boundary Conditions

The system of coupled equations describing the distributions of temperature within the sealing
rings and the radial clearance separating them is solved by imposing the boundary conditions.

The equations of conductivity and equations of energy are solved using suitable boundary
conditions, like in [2,11,16]. The boundary conditions for the system considered are shown in Figure 2.
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Figure 2. Heat transfer conditions for the FMR-type non-contacting face seal, where S1, S2, S3, S4—surfaces
of the stator; and R1, R2, R3, R4—surfaces of the rotor.

It is assumed that the surfaces S3 and S4 of the stator mounted to the housing and the surfaces
R3 and R4 of the rotating ring are completely separated so there is no transfer of heat to the fluid
surrounding the rings. This condition for both the stator and rotor can be written in the general
form as:

∂θ

∂n
= 0. (20)

Another assumption is that the heat transfer across the surfaces S1 and R1 (faces) of the stator
and rotor, respectively, which are in direct contact with the fluid filling the radial clearance, occurs by
conduction. This implies that the value of the heat flux at the surface of the ring is equal to that of the
fluid in the clearance:

λs ∂θ
s

∂z
= λ f ∂θ

f

∂z
= qs

v(r) with θs = θ f for S1 (21)

and

qr
v(r) = λ f ∂θ

f

∂z
= −λr ∂θ

r

∂z
with θ f = θr for R1 (22)

It is also assumed that the heat transfer across the outer surfaces of the rings S2 and R2 (Figure 2),
being in contact with the process fluid, takes place by convection. For the stator and rotor, the condition
can be written in the general form:

− λ
∂θ

∂r

∣

∣

∣

∣

∣

r=ro

= αθ|r=ro
(23)

In the analytical calculations, an additional assumption is made that the heat transfer coefficients
for the stator the rotor have different values. This is due to the fact the transfer of heat to the process
fluid is higher from the rotating ring than from the stationary ring, with the latter occurring by
free convection.

It is assumed that the heat transfer coefficient for the stationary ring has a constant value; the value
is given in Table 1.

Table 1. Geometrical and performance parameters.

Geometry Performance Parameters

Inner radius ri 0.040 (m) Angular velocity ω 200–1500 (rad/s)
Outer radius ro 0.045 (m) Nominal seal clearance ho 1 × 10−6 (m)

Ring thickness Ls and Lr 0.005 (m) Fluid temperature To 20 (◦C)
Thermal conductivity λf 0.65 (W/m K) Heat transfer coefficient αs 18,000 (W/m2 K)
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For the rotor, the heat transfer coefficient is calculated using relationships [11]:

αr = 0.133 ReD
2/3 Pr1/3λ

f

D
(24)

where D is the outer diameter of the seal and ReD is the Reynolds number based on this diameter;
the parameters λ f and Pr are the thermal conductivity and the Prandtl number of the fluid, respectively.

The Reynolds and Prandtl numbers are described as [17]:

ReD =
ωD2ρ

µ
(25)

and

Pr =
Cp µ

λ f
(26)

The next section describes the analytical solution of the mathematical model of the heat transfer
in non-contacting face seals.

3.1. Analytical Solution of the Heat Transfer Model

The formulated mathematical model is solved analytically using the technique of separation of
variables, like in [18,19]. The first step of the problem-solving process consists of determining the
distributions of temperature within the sealing rings by defining the general form of the functions
satisfying the differential Equation (8) for both the stator and the rotor. Subsequently, a general solution
is found to satisfy the specific boundary conditions defined by relationships (20)–(23). The equations
describing the distributions of temperature are as follows:

for the stator:

Ts = T0 +
∞
∑

n=1

Bs
n cosh(ss

n zs)

(

J0(s
s
n r) −

J1(s
s
n ri)

Y1(s
s
n ri)

Y0(s
s
n r)

)

(27)

for the fluid film separating the rings:

T f = T0+
1
2 ·

µ

λ f ·
ω2·r2

h2 ·

(

h2 −
(

z f
)2

)

+

+
∞
∑

n=1
Br

n cosh(sr
n zr)

(

J0(s
r
n r) −

J1(s
r
n ri)

Y1(s
r
n ri)

Y0(s
r
n r)

) (28)

and for the rotor:

Tr = T0 +
∞
∑

n=1

Br
n cosh(sr

n zr)

(

J0(s
r
n r) −

J1(s
r
n ri)

Y1(s
r
n ri)

Y0(s
r
n r)

)

(29)

The above relationships describing the distributions of temperature within the stator–rotor system
and the fluid film will be used to determine the stress fields.

3.2. Analytical Solution of the Thermoelasticity Model

The model describing thermoelastic phenomena is relatively complex and its analytical solution
requires performing complex calculations. A general method of the model solution will be used for
both rings. The first stage involves determining the thermoelastic displacement potential function
using Equation (27) or Equation (29), with the superscripts for the stator and rotor being omitted:

θ(r, z) =
∞
∑

n=1

Bn cosh(sn z)

(

J0(sn r) −
J1(sn ri)

Y1(sn ri)
Y0(sn r)

)

(30)
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The thermoelastic displacement potential function is written as:

Φ =
K

2

∞
∑

n=1

Bn

sn
(z− L) sinh(sn z)

(

J0(sn r) −
J1(sn ri)

Y1(sn ri)
Y0(sn r)

)

(31)

As assumed, the above equation needs to satisfy Relationship (13).
The second step requires finding the Michell function. It is predicted to have the following form:

M =
K

2

∞
∑

n=1

Bn

sn
3

(

J0(sn r) −
J1(sn ri)

Y1(sn ri)
Y0(sn r)

)(

(1− 2ν)sinh(sn z)+

+ (z− L)sn cosh(sn z)

)

(32)

Substituting these relationships into Equation (18) yields the components of the stress tensor:

σrr = 4 KG

∞
∑

n=1
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σφφ = 4 GK
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(34)

The relationships describing displacements are given as:

ur = 2K

∞
∑

n=1

Bn(−1 + ν)(−Y1(sn ri)J1(sn r) + J1(sn ri)Y1(sn r)) cosh(sn z)

Y1(sn ri)sn
(35)

uz = 2K

∞
∑

n=1

Bn(−1 + ν)(−J0(sn r)Y1(sn ri) + J1(sn ri)Y0(sn r))sinh(sn z)

Y1(sn ri)sn
(36)

The above relationships were used to graphically represent fields of stresses and displacements
occurring in the sealing rings due to uneven distributions of temperature.

4. Results and Discussion

A numerical analysis was conducted to verify the relevant hypotheses and assess the influence of
the selected parameters on the behavior of non-contacting face seals. In the reference case, water is
used as the fluid. Water as a working medium is commonly used in various types of utility installations.
The sealing rings are assumed to be in alignment and their faces create a radial clearance with a
constant height ho. Another assumption is that the process fluid is not in contact with the outer surfaces
of the rings, except for the cylindrical surfaces, where the heat transfer to the fluid occurs by convection
(Figure 2). The geometrical and performance parameters of the seal under consideration are defined
in Table 1.

One of the first problems mechanical designers need to deal with is selecting the right seal,
i.e., a seal that meets the criteria specified for the sealing fluid to be used in the turbomachine,
including its temperature and pressure. They must also predict the dry running condition, which takes
place during the machine startup and shutdown. Another important problem design engineers have to
consider is the chemical durability of the sealing rings and secondary seals. The materials they select
for these elements need to have appropriate physicochemical properties. The most common materials
used for mechanical seals are characterized in Table 2.
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Table 2. Properties of materials used for the sealing rings.

Material
Young’s

Modulus
E (GPa)

Poisson’s
Coefficient ν

Thermal
Conductivity
λ (W m−1 K−1)

Linear Thermal
Expansion Coefficient

τ (10−6 ◦C)

SiC (Silicon Carbide) 400 0.17 150 4.3
Resin-impregnated carbon 24 0.12 10 4.9

Alumina (Ceramic) 350 0.23 30 7.5
Tungsten carbide (WC) 630 0.24 85 5.4

The materials used for the sealing rings need to be suitable for the seal operating conditions.
In the case of non-contacting face seals, the sealing rings are usually made of dissimilar materials,

i.e., ones differing in physicochemical properties. This, however, leads to the occurrence of a sequence of
undesirable phenomena, starting with uneven heat transfer from the radial clearance to the surrounding
fluid, followed by asymmetric thermoelastic deformations of the rings, then a change in the geometry
of the radial clearance and, finally, an increase in the leakage rate.

Non-contacting face seals, also called mechanical face seals, are used in many mechanical sealing
systems. The correct performance of non-contacting seals is conditioned by the properly selected
parameters of the sealing rings. One of the most significant parameters that have a direct effect on the
distribution of pressure within the fluid film and the heat flux generated in the clearance is the angular
velocity of the rotor.

The key feature of mechanical seals is the ability to operate in ‘no lubrication’ conditions.
In practice, this does not last long, but the materials used for the sealing rings must have sufficient
hardness and thermal resistance to withstand an increase in temperature caused by excessive friction
forces. Two types of material configurations are used for the sealing rings: ‘hard-hard’ and ‘hard–soft’.

Seals with both rings made of hard materials, e.g., silicon carbide-silicon carbide or tungsten
carbide–tungsten carbide, exhibit high resistance to many active chemical compounds, but they
are characterized by little resistance to dry running. Seals with a hard-soft ring configuration,
on the other hand, e.g., carbon–tungsten carbide, are more resistant to dry running but have limited
chemical resistance to fluids other than water. As the selection of ring materials to match the seal
operating conditions is an open problem, a numerical analysis is necessary. This study was conducted
for two types of rotor materials, i.e., silicon carbide and tungsten carbide, and three types of stator
materials, i.e., silicon carbide, tungsten carbide, and alumina (ceramic). The numerical analysis was
thus performed for six pairs of sealing rings.

The diagrams in Figure 3 illustrate temperature distributions in the cross-sections of the sealing
rings and the fluid film separating them. The results show that in all the cases considered, the maximum
temperature of the fluid film is registered along the inner radius ri. Depending on the kind of
used materials and theirs combinations, the temperature range is 61.4–71.6 ◦C for the inner radius
ri = 0.04 (m) of the fluid film.

According to Figure 3, the temperature of the water is close to the saturation temperature of the
water under the condition of atmospheric pressure. For this reason, the temperature of the water is
limited and should be below the boiling temperature. The evaporation of the working medium can
lead to loss of the lubricating film stability and consequently to working with dry friction conditions
between the sliding rings.

The lowest temperature of the fluid film is reported for the Alumina-SiC pair (Figure 3a), while the
highest for the RiC-WC and WC-WC pairs (Figure 3e,f). Another observation is a large difference in
temperature along the outer radius ro. It should be noted that the analyzed model assumes forced
convection for the rotor, which implies increased heat transfer to the fluid surrounding this ring.
From Figure 3b,e, it is evident that, for the RiC-SiC and RiC-WC pairs, the temperature along the
outer radius is up to 5 ◦C lower for the stator than for the rotor. When the stator and rotor are
made of the same material, i.e., for the SiC-SiC and WC-WC pairs (Figure 3c,f), the situation is
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the opposite; the temperature of the stator along the outer radius is 15 ◦C higher than that of the
rotor. Another important observation is that the use of silicon carbide in a combination of material
types lowers the temperature of the working fluid, in all cases. This is due to the increased thermal
conductivity of silicon carbide.
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Figure 3. Temperature distributions in the cross-sections of the sealing rings and the fluid film at
ω = 1500 (rad/s), (a) Alumina-SiC; (b) RiC-SiC; (c) SiC-SiC; (d) Alumina-WC; (e) RiC-WC; (f) WC-WC
pairs of matrices.

The temperature differences in the ring cross-sections are reduced to a minimum to ensure
minimum thermal stresses.

Figure 4 shows the fields of angular displacements in the sealing rings. Since the displacements
were very small, of the order of 10−6(m), the deformations of the rings caused by thermal stresses were
magnified 2000-fold. Thanks to that, it is possible to observe warps on the sealing rings. The numerical
data indicate that the highest displacements of the order of 1.2× 10−6(m) occurrence along the inner
radii of the rings in a seal where both the stator and the rotor are made of tungsten carbide (Figure 4f).

A change in the geometry of the sealing rings causes a change in the height of the radial
clearance, taken into consideration in Relationships (1), and a change in the distribution of pressure,
calculated using the Reynolds equation.

Figure 5 provides a graphical representation of a change in the function of the radial clearance
height, taking account of the thermal deformations of the sealing rings resulting from the asymmetric
distribution of temperature in these elements. For each case considered, there is an increase in
the minimum height of the radial clearance; the highest value of 1.72 × 10−6(m) is reported for the
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Alumina–WC pair, whereas the lowest of 1.43× 10−6(m) is observed for the SiC-SiC pair. A change in
the geometry of the radial clearance has a direct effect on the distribution of pressure in the fluid film
(Figure 5b), which causes an increase in the opening force.
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Figure 4. Distributions of axial displacements in the cross-sections of the sealing rings at
ω = 1500 (rad/s), (a) Alumina-SiC; (b) RiC-SiC; (c) SiC-SiC; (d) Alumina-WC; (e) RiC-WC;
(f) WC-WC pairs of matrices.
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Figure 5. Clearance height and the fluid pressure distribution versus the ring radius atω = 1500 (rad/s),
(a) Clearance height; (b) fluid pressure distribution, versus the ring radius at ω = 1500 (rad/s)
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.
Figure 6 shows changes in the minimum height of the radial clearance and the opening force

against the angular velocity of the machine shaft. An increase in this parameter causes an increase in
the heat flux generated in the fluid film, according to Relationship (4). As a consequence, there is a rise
in the temperature of the sealing rings-fluid film system, which is responsible for thermal deformations
of the sealing rings, then a change in the geometry of the radial clearance and, finally, an increase in
the fluid film pressure. All this leads to a greater radial force generated in the fluid film and a greater
minimum distance between the sealing rings, as shown in Figure 6.
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Figure 6. Minimum radial clearance height and opening force, against the angular velocity of the shaft,
(a) Minimum radial clearance height; (b) opening force, against the angular velocity of the shaft.

Power loss results mainly from the viscous shearing of the fluid film between the mating surfaces;
it can be calculated from the following relationship [20]:
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The key parameter of the performance of non-contacting face seals is the fluid leakage rate,
which is largely attributable to a change in the geometry of the radial clearance and it is described
with the following formula:
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As shown in Figure 7, the geometry of the clearance changes with changing temperature.
Figure 7 shows the curves of the volumetric flow rate and power loss against the angular velocity of
the shaft.

From the curves in Figure 7, it is apparent that, when the angular velocity is low, i.e., ω = 300 (rad/s),
the leakage rate and the power loss are very small for all the material pairs considered. An increase in
the angular velocity causes an almost linear increase in the power loss in the stator-rotor system and an
increase in the leakage rate. Atω = 1500 (rad/s), the maximum leakage rate is: Qv = 2.15× 10−8 (rad/s),
for the SiC-SiC pair and Qv = 5.2× 10−8 (rad/s), for the Alumina-WC pair. At that angular velocity,
i.e., ω = 1500 (rad/s), there may be a double difference in the leakage rate between some pairs
of materials.

In the case of power loss, the situation is the opposite. An increase in the height of the radial
clearance leads to a decrease in power loss, as illustrated in Figures 6a and 7b.
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The results suggest that omitting thermal deformations is too great a simplification of the model
of non-contacting seals.

It should be noted that the values and character of thermal deformations are in agreement with
the numerical results presented, for example, in [7].
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flow rate; (b) power loss, versus the angular velocity of the shaft.

5. Multi-Criteria Analysis

The multi-criteria analysis is a method used to facilitate the decision-making process when many
variants are analyzed to select the best. In this case, the most appropriate pair of materials for the
sealing rings is chosen. It is important to note that the criteria used in this analysis were selected and
given weights subjectively by the author. The purpose of this multi-criteria analysis was to choose
the best material pair variant to achieve the optimum seal performance, ring geometry and system
temperature. Table 3 summarizes the criteria selected for the analysis.

Table 3. Criteria for Analysis.

Criteria Unit Weight ω
Materials

Alumina-SiC RiC-SiC SiC-SiC Alumina-WC RiC-WC WC-WC

Performance

Volumetric
flow rate m3/h 0.25(−) 3.08 × 10−8 2.64 × 10−8 2.15 × 10−8 5.20 × 10−8 4.48 × 10−8 3.91 × 10−8

Power loss Nm/s 0.15(−) 1480 1550 1650 1160 1210 1250
Opening force N 0.2(+) 436 428 415 455 447 439

Geometry

Minimum radial
clearance

m 0.2(−) 1.58 × 10−6 1.52 × 10−6 1.43 × 10−6 1.72 × 10−6 1.66 × 10−6 1.6 × 10−6

Temperature

Difference in
fluid temperature

◦C 0.2(−) 22.2 23.9 22.5 32.3 33.7 28.5

The criteria used in the multi-criteria analysis can be expressed by means of measurable or
unmeasurable parameters. All the criteria are given dimensionless numerical values to assess and
compare the selected variants. The process of replacing dimensional values with dimensionless
values is called normalization. Normalization may involve maximizing the variables (stimulants (+))
or minimizing them (destimulants (−)). Signs (+) and (−) are given in Table 3 next to the values of
the weights.
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The variants are rated on the basis of the synthetic estimates Si, which are calculated using the
summation index, taking into consideration the weights of the particular criteria determined according
to the formula:

Si =
m
∑

j=1

x∗i j ω j (39)

The final estimate of the analyzed variants is calculated by reducing the sum of Si to a unity
according to the following formula:

S∗i = Si/
n

∑

i=1

Si (40)

The most favorable variant is that with the highest S∗
i
.

Table 4 explains the method for criteria normalization with the notations being as follows:
x∗

i j
—normalized value of the i-th variant satisfying the j-th criterion; and xi j—value of the i-th variant

satisfying the j-th criterion.

Table 4. Method for the criteria normalization.

Normalization Method
Maximization
(Stimulants)

Minimization
(Destimulants)

Van Delft and Nijkamp approach x∗
i j
=

xi j
√

n
∑

i=1
x2

i j

x∗
i j
= 1−

xi j
√

n
∑

i=1
x2

i j

The calculation results obtained using the Van Delft and Nijkamp normalization method indicate
that, for the predetermined heat transfer conditions and seal performance parameters, the volumetric
flow rate is the lowest when both rings made of silicon carbide (Figure 8).
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Figure 8. Results of the multi-criteria analysis.

The multi-criteria analysis is suitable for facilitating the decision-making process in situations
when there are many variants to consider and/or the results do not give a clear best choice.

6. Conclusions

Sealing systems, which are crucial elements of many industrial machines, need to be designed
in such a way that they conform to stringent safety standards if hazardous substances are used as
process fluids.

Non-contacting face seals have numerous applications mainly because they meet divergent
demands concerning both efficient performance and environmental safety. The major requirement to be
met by seals is to maintain leak-tightness, irrespective of changes in the internal factors. Meeting this
condition; however, is extremely difficult and one of the reasons for this may be changes in the geometry
of the radial clearance caused by thermal deformations. Such deformations are likely to result in a

20



Energies 2020, 13, 5283

disturbance to the equilibrium of forces, i.e., an increase in the opening force, which contributes to a
higher leakage rate.

There is a direct relationship between the radial clearance geometry, the equilibrium of forces
acting on the sealing rings, the leakage rate and the power loss. A change in any of these parameters
may result in the disturbances to the performance of the whole sealing system, and consequently a
failure of the machine in which the seal is installed. One of the main influencing the operation of mating
slide rings in non-contact face seals is power loss (Figure 7b). Choosing the appropriate materials for
the mating rings can provide a balance between reducing power loss and leakage. The decrease of
power losses has a significant impact on the reduction of production costs etc.

The main aim of the research was realized. Based on simulation tests, the influence of material
selection on working rings on power loss and leakage rate was confirmed.

The effectiveness of a seal depends on some factors. First of all, it is essential to select the right
type of seal for a given application. Then, at the design stage, it is necessary to specify the desired
temperature of the fluid film and the rings. It is also vital to predict the thermal deformations of the
rings in order to prevent excessive wear of their surfaces as well as uncontrolled fluid leakage or
power loss.
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Nomenclature

b scale factor (1/◦C); for water b = 0.0175,
Cp specific heat,
e dilatation e = εkk,
E Young’s modulus
G elastic constant, G = ϑ,
h clearance height along the radial coordinate r,
ho nominal clearance height,
Ls,Lr thickness of the stator and rotor, respectively,
n normal vector to the surface,
p fluid pressure,
pi,po fluid pressure at the inner and outer radii, respectively,
Pr Prandtl number,
ReD Reynolds number,
ri,ro inner and outer radii, respectively,
sn constant ( 1

m ),
T absolute temperature at a specific point of the body,
Tf fluid temperature along the r and z coordinates,
Tm average temperature of the fluid film,
To temperature of the process fluid (generally assumed to be constant),
ur,uz ring displacements along the r and z coordinates, respectively.
αs free convection heat transfer coefficient,
λ,ϑ Lame constants, where λ = νE

(1+ν)(1−2ν) and ϑ = E
2(1+ν)′

λ f heat conduction coefficient for fluid,
λs,λr heat conduction coefficient for the stator and rotor, respectively,
µo fluid dynamic viscosity at To

νφ distribution of fluid velocity in the clearance,
θ = T − To change in the fluid temperature,
θs,θr changes in the stator and rotor temperatures along the r and z coordinates, respectively
ρ fluid density,
σrr, σφφ stresses in the r and φ directions, respectively,
ω angular velocity.
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Abstract: FMEA analysis is a tool of quality improvement that has been widely used for decades. Its
classical version prioritizes risk of failure by risk priority number (RPN). The RPN is a product of
severity (S), occurrence (O), and detection (D), where all of the factors have equal levels of significance.
This assumption is one of the most commonly criticized drawbacks, as it has given unreasonable
results for real-world applications. The RPN can produce equal values for combinations of risk
factors with different risk implications. Another issue is that of the uncertainties and subjectivities of
information employed in FMEA analysis that may arise from lack of knowledge, experience, and
employed linguistic terms. Many alternatives of risk assessment methods have been proposed to
overcome the weaknesses of classical FMEA risk management in which we can distinguish methods
of modification of RPN numbers of employing new tools. In this study, we propose a modification of
the traditional RPN number. The main difference is that severity and occurrence are valued based
on subfactors. The detection number remained unchanged. Additionally, the proposed method
prioritizes risk in terms of implied risk to the systems by implementing functional failures (effects of
potential failures). A typical fluid power system was used to illustrate the application of this method.
The method showed the correct failure classification, which meets the industrial experience and other
research results of failures of fluid power systems.

Keywords: FMEA; risk analysis; fluid power systems

1. Introduction

Fluid power systems find wide industrial applications as drive or control systems. Due
to their advantage, they can perform various functions, including those that may directly
impact human safety or as a crucial component in applications that require high reliability.
They have been used in aerospace applications as a vital component of aircraft, rockets, and
spaceships to actuate critical flight components: actuating flaps, brakes, and landing gears,
opening/closing doors, etc. The marine industry uses hydraulics for controlling ships and
deck appliances such as winches, cranes, or hatch covers. They found applications in metal
making machinery, in production lines, as presses, or other machine tools. They are broadly
used in mobile machinery such as cranes, excavators, earth-moving equipment, and au-
tomobiles. The mining industry utilized hydraulics in drilling equipment for oil and gas
extraction. The energy industry employs hydraulic systems in control systems of wind and
water turbines and other processes. Depending on the applications, they can have different
levels of complexity and use purely mechanical–hydraulic or electromechanical–hydraulic
systems. High power density and almost unconstrained flexibility are the main advantages
of these systems, making them peerless to mechanical or electrical power systems. Fluid
power is not a new technology, but, complemented with the electronic control system [1], it
offers new possibilities and can be one of the leaders among drive systems. Fluid power
systems and their components must be highly reliable, their potential failures must be
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recognized early and investigated, and corrective plans must be prepared. Research on
their failures and reliability is conducted using qualitative and quantitative tools and
methods individually or together [2–4]. One of the widely used methods is the FMEA
(failure modes and effects analysis). The origin of the FMEA analysis is dated to the 1950s
when it was formalized in the military standard [5]. It found practical application during
the NASA Apollo mission and in the automotive industry in the 1980s and finally became
a part of international standards: ISO 9000 and SAE 1793 [6]. The FMEA method was
an inspiration for other methods and tools such as RCM (reliability center management),
concept FMEA and FMEDA [7].

One of the steps of FMEA analysis is a risk evaluation, which, in its conventional
form, is calculated using three risk factors: severity (S), occurrence (O), and detection
(D). Severity is defined as the ranking of the end effect of failure mode to the system.
Occurrence is defined as the likelihood of failure occurrence. Detection is the possibility
of failure detection. These risks factors are quantified by experts with integer numbers
from 1 to 10 each. The risk of individual failure mode is evaluated using risk priority
number (RPN), which is a product of the aforementioned risk factors. A higher RPN
value defines a higher risk of related failure modes. However, this approach is widely
questioned due to several limitations. The equally weighted risk factors may produce the
same RPN number for various combinations of S, O, and D, which may have different risk
implications. The utilization of only three factors and related failure modes is also criticized
as ineffective. Another problem of conventional FMEA is data uncertainty and subjectivity.
All information in FMEA analysis is delivered by a group of experts who have to assign
linguistic terms to exact numbers and rely on their own knowledge and experience. All
shortcomings of traditional FMEA analysis are widely summarized in previous work [8].
To overcome the FMEA drawbacks, alternatives methods are implemented. The systematic
literature review of employed methods was presented by Liu et al. [9]. The main trends
which are observed to overcoming drawbacks of traditional FMEA are:

1. Modification of classical RPN by implementing customer perspective [10], performing
risk evaluation in terms of risk factors and their implication to risk scenario [11], other
factors [9].

2. Extension of S, O, D with new factors e.g.:

• expected cost [12];
• corrective actions [13];
• maintainability criticality index [14];
• division of the main risk factors into subfactors [15].

3. Implementing risk factors weights: [16,17].

Risk assessment is performed by different methods and with the utilization of various
tools. The most common methods that concurrently resolves problems with information
uncertainty are:

1. Fuzzy set theory: [18–20];
2. Reasoning theory: [21,22];
3. Linguistic theory: [23,24];
4. Grey theory: [25,26].

The FMEA is a hierarchical multicriteria decision-making (MCDM) process that can
utilize decision-making tools. Literature review indicates that the following methods
mainly find application in risk analysis:

1. Distance-based methods:

• distance operator;
• technique for order of preference by similarity to ideal solution (TOPSIS) [27];
• multiattributive border approximation area comparison (MACBAC) [28];
• shortest distance algorithms [29].

2. Piecewise comparison method (analytical hierarchy process: AHP and others).
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3. Aggregation operator-based methods.
4. Relation analysis methods.

The drawbacks of FMEA analysis were not only recognized by scholars but also by
industry, which led to employing ACP (action priority number) in FMEA analysis in the
latest automotive standard [30].

Although many attempts have been made and new methods implemented to defeat
the weaknesses of classical RPN, a risk assessment in FMEA is still a challenge. All
information used in FMEA is delivered by experts who have to rely on their knowledge
and/or experience what along with linguistic evaluation methods that can lead to a high
level of uncertainty and subjectivity. It also implies that the results of FMEA analysis
are unique for specific problems and can not be extended on similar cases. Methods
proposed by scholars are too complex or computationally intensive to be employed in
the practice. To overcome the aforementioned shortcomings, we proposed a method that
combines known methods as a division of severity and occurrence into subfactors and
risk prioritization based on associated risk to the system. The severity in the proposed
method is calculated based on component importance, failure effect, and factor, which
define a relationship to the other failures. The occurrence number was replaced by a failure
predictor, which uses a base failure rate, and modification factors, which take into account
the influence of size, load, working conditions, and operating time. The detection number
is estimated in the traditional way. Risk is evaluated for classified functional failures
that directly correspond with system risk. The proposed method is analogous to the
conventional FMEA, easy to use, and can reduce uncertainties of severity and occurrence
caused by expert subjectivities.

2. Methodology

2.1. Assumptions

The primary purpose of this study was a qualitative analysis of failure modes, failures,
and their end effects for fluid power systems. Failures in fluid power components are
complex, and primary failure may only trigger the final failure. In this method, only
primary forms of failures were assumed. The analysis was carried out only for primary
mechanical failures. The electrical components were omitted.

Investigated fluid power system utilizes typical components for mobile fluid power
systems without any diagnostic systems. The primary form of failure detection is a vi-
sual inspection. Additionally, access to system components is relatively easy and can be
compared to a hydraulic system for mobile machinery (e.g., excavator).

We assume that investigated system already exists and only a few essential data
are available.

2.2. Method

In the presented method, we define criticality CR in a similar way to traditional risk
priority number (RPN) as a product of severity S, a failure predictor P, and detection D:

CR = S · P · D (1)

where S = ci · ce · fi, P = λb · m f · t f . All three are valued with numbers from 1 to 20.
We can calculate severity S as a product of component importance ci, failure which

can appear in the component fi and modification factor ce:

S = ci · ce · fi (2)

Component importance ci defines how an individual component is important to the
system for a specified criterion. It can be safety or ability to perform the specific function.
We assumed that components are valued in the way similar to that which was presented in
our previous study [31]:

• Main components. They are essential for performing the intended function.
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• Major components. They ensure the proper operation of the system. Their possible
failures may cause the system to malfunction, but its main task is still maintained.

• Additional components. Their failure has little effect on the main task of the system.

The component importance ci reaches values 1–4, where 1 is the lowest importance.
Failure fi describes the final effect that failure brings in the component. Potential

failures were classified and valued in the following way:

• Catastrophic: major damages with component destruction–4.
• Critical: component malfunction with severe damages–3.
• Marginal: component malfunction with minor damages–2.
• Minor: less than minor damages–1.

Modification factor ce is an influencing factor that tells which component may influ-
ence others in the system in case of failure. It reaches value 1–1.25, where value 1 means
that potential failures in the component do not influence others. Failure predictor P is
expressed as:

P = λb · m f · t f (3)

where λb is a base failure rate, m f is failure modification factor, t f is a time factor.

m f = s · p · te · we (4)

We utilize the failure rate value that is commonly used in reliability and maintain-
ability to rank components in the system. We assumed that the failure rate for individual
components is the estimator of its possible failure. The real value of base failure rates for the
system components [32] were assigned to individual components and renormalized to scale
1–5. Value 1 indicates a component that unlikely fails, while 5 indicates a component with
highly expected failure. The value of failure rate for fluid power components according to
handbook [32] depends on the following:

• Size (s).
• Operating pressure (p).
• Leakage value (te).
• Temperature.
• Fluid contamination.

Factors “Temperature” and “Fluid Contamination” were joined to one factor, “Environ-
ment” (we), which considers working conditions as an equivalent of both. Besides primary
and internal (in-operation) oil contamination, the ingressed (or external) contamination is
also recognized as one of the main sources as states by industry [33–35].

To include the above factors, we implemented an equivalent scale defined in the
following way:

• Very high.
• High.
• Moderate.
• Minor.

Due to components’ different structures and performed functions, we can not use
one uniform evaluations scale. However, the scale mentioned above was adapted to the
individual features of the components. Factor “Size” for hydraulic pumps depends on
their volumetric displacement:

• Very high, volumetric displacement > 125 dm3.
• High, volumetric displacement 80–125 dm3.
• Moderate, volumetric displacement 21–79 dm3.
• Minor, volumetric displacement 1–20 dm3.

Factor “Size” for hydraulic actuators depends on their piston diameter:

• Very high, piston diameter > 200 mm.
• High, piston diameter 160–200 mm.
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• Moderate, piston diameter 41–159 mm.
• Minor, piston diameter < 40 mm.

Factor “Size” for valves depends on their nominal size:

• Very high, nominal size > 16 mm.
• High, nominal size 12–16 mm.
• Moderate, nominal size 6–10 mm.
• Minor, nominal size < 6 mm.

Factor “Size” for accumulators depends on their nominal volume:

• Very high, nominal volume > 50 dm3.
• High, nominal volume 24–49 dm3.
• Moderate, nominal volume 6–23 dm3.
• Minor, nominal volume < 6 dm3.

Factor “Size” for pipes and hoses depends on their nominal or outside diameter:

• Very high, pipe outside diameter > 30 mm, hose nominal diameter > 38 mm.
• High, pipe outside diameter 22–30 mm, hose nominal diameter 20– 32 mm.
• Moderate, pipe outside diameter 12–20 mm, hose nominal diameter 10–16 mm.
• Minor, pipe outside diameter <12 mm, hose nominal diameter <10 mm.

Factor “Operating pressure” was defined in the following way:

• Very high, operating pressure > 50 MPa.
• High, operating pressure 21–49 MPa.
• Moderate, operating pressure 6–20 MPa.
• Minor, operating pressure < 6 MPa.

Factors “Leakage” is directly connected with manufacturing aspects (tolerances, sur-
face quality, manufacturing methods, materials) and is described as:

• Very high, very high tolerances and surface finishing for providing internal tightness:
piston pump, slide-type valves.

• High, high tolerances and surface finishing: gear and vane pumps, poppet-type valves,
hydraulic actuators.

• Moderate, higher than typical manufacturing requirements: pipes, hoses, accumulators.
• Minor, typical manufacturing requirements: tanks, filters.

The factor “Environment” is defined in the following way:

• Very high, extreme dusty or chemically aggressive environmental conditions with
large temperature variations.

• High, dusty environment, temperature variations.
• Moderate, moderate environmental conditions.
• Minor, small influence of environmental conditions.

In general, we can calculate the failure rate for the system based on the failure rate of
system components [36]. For a serial system, the total reliability is a sum of the failure rate
for individual components:

λb =
n

∑
i=1

λi (5)

For a parallel system, it is a product:

λb =
n

∏
i=1

λi (6)

For the majority of fluid power components, base failure rate λb is available [32]. The
failure rate for the accumulator can be calculated as a sum of individual components (as a
serial system):

λb AC = λbSSE + λbSP + λbPC + λbV + λbCW (7)
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where λbSSE is a failure rate for static sealing, λbSP is a failure rate for spring, λbPC is a
failure rate for piston–cylinder interface, λbV is a failure rate for valve, and λbCW is a failure
rate for cylinder wall.

For a diaphragm-type accumulator, the failure rate can be simplified to the follow-
ing formula:

λb AC = λbSSE + λbV + λbCW (8)

For hydraulic actuator, the flow rate can be calculated from the following formula [32]:

λbHC = λbPC + 2λbSD (9)

where

λbPC =
10 × 106

N
(10)

and λbSD is a failure rate for a dynamic seals. N is a number of wear cycles.
The number of cycles was estimated assuming that the equipment pressure should

withstand the number of infinite fatigue strength, which is 2 × 106 according to [37]. Re-
search shows that fatigue failures may occur much sooner [38,39]. Another reported failure
is leaking due to the sealing failure [40]. The values of base failure rates (in failures/million
cycles) for other hydraulic components is presented below [32]:

1. Valves:

• spool type: λbVS = 3.75;
• poppet type: λbVP = 3.9.

The values mentioned above are addressed to direct-operated valves. For pilot-
operated, we can calculate failure rate as a sum of the pilot valve and main valve.
In the simplest case (pilot and main valve are the same types), we can assume that
the pilot-operated valve failure rate is twice more than a direct-operated value.

2. Seals:

• static: λbSS = 2.4;
• dynamic: λbSD = 22.8.

3. Pumps:

• piston: λbPP = 1.05;
• gear: λbPG = 0.75;
• vane: λbPV = 0.4.

4. Pipe: λbP = 0.57.
5. Hose: λbH = 1.95.
6. Accumulator (diaphragm type): λbAC = 3.81.
7. Hydraulic oil: as a common practice, hydraulic oil has to be replaced much sooner

than any failure in components may occur. Therefore, the value of the failure rate was
set as maximal from other components in the system.

All of the above-mentioned factors were evaluated using the below scale:

• Very high: 9–10.
• High: 6–8.
• Moderate: 3–5.
• Minor: 1–2.

and then were renormalized to new scales according to Formula [41]:

xnorm = a +
x − min(x)(b − a)

max(x)− min(x)
(11)

The “Size” (s) factor value is 1–1.25, the “Operating pressure” (p) factor value is
1–1.25, the “Leakage” factor (te) value is 1–1.12, and the “Environmental” factor (we) is 1.14.
The range of factors range is not equal because operating pressure and size plays more
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important role than leakage and environmental conditions. The time factor (t f ) allows for
distinguishing components with different operating time regimes. The range is 1–2. To
make all data easier to identify and recognize, we prepared a practical chart presented in
Figure 1.
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Figure 1. Data chart.

The chart above includes the pairwise comparison matrix, which is used to evaluate
component modification factor ce. The weights factors were calculated in the following way:

wij =
n

∑
k,l=1

ckl , k = 1...n (12)

were next renormalized to range 1–1.25.
We evaluated the detection D in a similar way to classic FMEA analysis with values

1–20:

• detection of failure is almost certain: 1–2
• detection is very high: 3–5
• detection is high: 6–8
• detection is moderate high: 9–11
• detection is moderate: 12–13
• detection is very low: 14–15
• detection is remote: 16–17
• very remote: 18–19
• detection is nearly not possible: 20.

3. Case Study

An example of typical hydraulic system, presented in Figure 2, that includes typical
fluid power components was used in this study. It is a hydraulic system that utilizes an
accumulator as an auxiliary power source.
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Figure 2. Hydraulic circuit: 1—reservoir; 2—filter; 3—motor; 4—pump; 5—check valve; 6 and 8—relief
valve; 7—four way, two position directional control valve; 9—accumulator; 10—hydraulic cylinder.

The presented system’s main task is to convert pressure energy into linear displace-
ment of the hydraulic cylinder and actuate the component of a mechanical system (e.g.,
boom or arm of an excavator). The motor (3) drives a pump (4) and sucks hydraulic
oil from the reservoir (1). Before passing the pump, the fluid is cleaned in the filter (2).
The pump displaces the liquid to the hydraulic cylinder (10) through the check valve (5)
and the directional control valve (7). The check valve (5) secures the system against the
back flow. The hydraulic cylinder is a double-action actuator in which fluid acts on both
sides of the piston. One side is connected with the supply line (with the pump) while
the other is the drain (reservoir). Both ports can be alternatively connected to the supply
line by switching a spool position of the control valve (7). In that way, the direction of
piston rod movement is determined. The relief valve (6) plays a role of a safety valve in
the system and secures the pump against excessive pressure. The other relief valve (8) sets
the working pressure. The accumulator (9) is connected parallel to the supply line and
is an auxiliary power source. During each operating cycle, the accumulator is charged
and release fluid on power demand. Fluid is delivered to all components via rigid pipes
or hoses, or both. The directional control valve (7) and relief valve (8) are components of
the control system. Reservoir (1), filter (2), and pump (4) are components that generate
pressure energy. Pipes or/and hoses transmit energy to the hydraulic cylinder (10), where
fluid energy is converted into mechanical energy.

The following components were used in further analysis:

1. tank (reservoir) c1 (item 1);
2. filter c2 (item 2);
3. pump c3 (item 4);
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4. check valve c4 (item 5);
5. relief valve (direct-operated) c5 (item 6);
6. relief valve (pilot-operated) c6 (item 8);
7. directional control valve (spool type) c7 (item 7);
8. pipe c8;
9. hose c9;
10. accumulator c10 (item 9);
11. actuator (hydraulic cylinder) c11 (item 10);
12. oil (as a component of energy transfer) c12.

Failures that can occur for the above-mentioned components are as follows [42]:

1. fracture f1;
2. deformation f2;
3. loosening f3;
4. extreme contamination f4;
5. properties f5;
6. wear f6;
7. corrosion f7;
8. ageing/hardening f8;
9. aeration f9;
10. contamination f10;
11. properties changes f11;
12. cavitation f12.

At the next step, we defined the system functional failures f fi. The functional failure
is understood as a system state (failure) that is categorized in the following way:

1. System is not able to perform intended function f f1.
2. System is partially able to perform intended function. Major failure occurs f f2.
3. System is able to perform intended function. Minor failure occurs f f3.

Symptoms, failure modes, and failures matched with components corresponding to
the above-mentioned functional failures were used to create relation tables presented below
on Tables 1–3.

Table 1. Functional failure ( f f1): System is unable to perform intended function.

Symptom Failure Mode Failure Components

Actuator: Loss of oil f m1 Fracture f1 Tank c1
no motion Pipe c8

Hose c9
Pump c3
Valves c4, c5, c6, c7
Actuator c11
Accumulator c10

No output at pump f m2 Fracture f1 Pump c3
Relief valve c5

Deformation f2 Pump c3

Loosening f3 Pump c3

Extreme level
of contamination f4 Oil c12
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Table 1. Cont.

Symptom Failure Mode Failure Components

Properties f5 Oil c12

Fluid not delivered Fracture f1 Pipe c8
to actuator f m3 Hose c9

Accumulator c10
Valves c4, c5, c6, c7

Deformation f2 Valve c7

Blocked actuator f m4 Fracture f1 Actuator c11
Deformation f2 Actuator c11

Table 2. Functional failures ( f f2): System is partially able to perform the intended function.

Symptom Failure mode Failure Components

Actuator: Component Wear f6 Valves c4, c5, c6, c7
insufficient speed malfunction f m5 Pump c3
or force Actuator c11

Corrosion f7 Valves c4, c5, c6, c7
Pump c3
Actuator c11

Deformation f2 Actuator c11
Valve c7

Ageing/Hardening f8 Accumulator c10

Aeration f9 Oil c12
Contamination f10
Properties changes f11

Table 3. Functional failures ( f f3). System is able to perform intended function with minor malfunction.

Symptom Failure Mode Failure Components

Noisy operation Component Wear f6 Valves c4, c5, c6, c7
malfunction f m5 Pump c3

Actuator c11

Deformation f2 Pump c3

Corrosion f7 Pump c3

Aeration f9 Oil c12

Cavitation f12 Pump c3
Valves c4, c5, c6, c7

Overheating Component Wear f6 Pump c3

malfunction f m5 Cavitation f12 Pump c3
Valves c4, c5, c6, c7

Ageing/Hardening f8 Accumulator c10

Leaks Component Wear f6 Component seals

malfunction f m5 Ageing/Hardening f8 Component seals

4. Results

Data from Table A1 along with failure values were allowed for calculating the criticality
number Cr. The ranking lists were created for each functional failure and are presented
on Table 4–6. Oil contamination or aeration appears six times among first five ranks for
all functional failures. Pump and actuator failures were also recognized as components,
which can lead to presented system failures.
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Table 4. Functional failures f f1. Criticality.

Rank CR Failure Component

1 1368 extreme oil cont. f4 oil c12
2 1310.1 deformation f2 pump c3
3 928.2 deformation f2 actuator c11
4 912.0 properties f5 oil c12
5 409.4 loosening f3 pump c3
6 309.4 fracture f1 actuator c11
7 83.7 fracture f1 relief valve c6
8 82.8 fracture f1 directional control valve c7
9 81.9 fracture f1 pump c3
10 81.0 fracture f1 check valve c4
15 71.6 fracture f1 hose c9
11 59.1 fracture f1 pipe c8
16 43.6 fracture f1 accumulator c10
14 33.8 fracture f1 tank c1
13 29.7 fracture f1 relief valve c5

Table 5. Functional failures f f2. Criticality.

Rank CR Failure Component

1 2907.0 contamination f10 oil c12
2 2784.6 corrosion f7 actuator c11
3 2736.0 aeration f9 oil c12
4 2052.0 properties changes f11 oil c12
5 2784.6 wear f6 actuator c11
6 982.2 deformation f2 actuator c11
7 859.8 corrosion f7 pump c3
8 753.6 corrosion f7 relief valve c6
9 745.3 corrosion f7 directional control valve c7
10 728.7 corrosion f7 check valve c4
11 654.3 ageing/hardening f8 accumulator c10
12 628.0 wear f6 relief valve c6
13 621.1 wear f6 flow control valve c7
14 607.2 wear f6 check valve c4
15 267.3 corrosion f7 relief valve c5
16 248.5 deformation f2 flow control valve c7
17 297.0 wear f6 relief valve c5

Table 6. Functional failures f f3. Criticality.

Rank CR Failure Component

1 2784.6 wear f6 actuator c11
2 2736.0 aeration f9 oil c12
3 1146.4 deformation f2 pump c3
4 1044.0 cavitation f12 pump c3
5 942.0 cavitation f12 relief valve c6
6 931.7 cavitation f12 directional control valve c7
7 910.8 cavitation f12 check valve c4
8 859.8 wear f6 pump c3
9 859.8 corrosion f7 pump c3
10 828.7 aeging/hardening f8 accumulator c10
11 628.0 wear f6 relief valve c6
12 621.1 wear f6 directional control valve c7
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Table 6. Cont.

Rank CR Failure Component

13 607.2 wear f6 check valve c4
14 334.2 cavitation f12 relief valve c5
15 222.7 wear f6 relief valve c5

5. Discussion

Criticallity number for pair contamination–oil reached the highest value among all
failure–component pairs. Almost all failures and related components for functional failure
( f f1) that are critical to the system are valued lower than for others functional failures
( f f2, f f3). There are two reasons responsible for this situation. The first one is the detection
number. The “fracture” failure for almost all components can be easily detected—for some,
even without any instruments. The second reason is the components prioritization method
that is realized by performed function, failure rate, and working regime. The tank, which is
recognized as a highly reliable component, can be a source of critical failure for the system.
Another aspect is that the components which play auxiliary functions and being in use
occasionally (e.g., valve c6) when failing make the system unable to operate. Failures that
cause fluid losses are critical to the whole system and even if they occur in the component
graded as secondary or minor. Treating such components with the highest importance can
lead to overestimating other failures for these components. The nature of almost all failures
for critical system failure f f1 is random and unpredictable caused by sudden and extreme
overload or hidden material/manufacturing and design flaws.

The first two criticality numbers for f f3, which is less risky for the system than others,
reached higher values than fourth rank in f f2. Other pairs of failures and the corresponding
components are higher for f f3 than f f2. This is caused by the intensity and exposure which
determine the final effect, which can be marginal (at initial stages of wear, cavitation,
and corrosion) or major after long exposure.

Presented results show that risk prioritization assigned to the system risk allows
avoiding underestimating or overestimating potential failures for related components.

In all three functional failures, oil contamination plays the main role and should be
recognized as a main problem of fluid power systems. It agrees with practical experience
and also with the results of research presented in study [2] where failure analysis was
conducted for a hydraulic system of a heavy-duty machine. The failure analysis in this work
was conducted with more sophisticated methods and tools than the presented method:
fault tree analysis, Dempster–Shafer theory, and rough set theory to fill were implemented
to eliminate the incompleteness and the uncertainty delivered by experts.

The comparison of the presented method and conventional RPN approach was con-
ducted for the severity factor, which in the proposed method is calculated according to
Equation (2). To the comparison, we used failure: fracture that can occur in all of the system’
components. The end effect of this failure for all of the components leads to critical system
failure, which is unable to perform the intended function. As such, it should be ranked
with maximal value according to the traditional RPN approach. The comparison of RPN
value is presented in the Table 7.
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Table 7. Severity number.

Component Classical RPN (max 10) Proposed Method (max 20)

Pump 10 19.9
Tank 10 16.9
Check valve 10 16.8
Directional control valve 10 16.7
Actuator 10 16.4
Filter 10 16.2
Hose 10 16.1
Pipe 10 16.0
Relief valve (c6) 10 12.4
Relief valve (c5) 10 12.2
Accumulator 10 8.1

The occurrence number may mainly depend on a subjective opinion of an expert (or
experts), their knowledge and/or experience, and/or availability of relevant data. It means
that the occurrence number may be scattered inside a wide range. The proposed method
adopts quantitative data, including the essential information about components, which
produce the occurrence number with less sensitivity to expert knowledge and/or experience.

The detection number in both methods are estimated in the same way.
Limitations of the method.
Although the structural design of fluid power components has remained unchanged

for decades, the trend to implementing electronic control and diagnostic system can be
observed recently. It brings new possibilities for system diagnostic and its management and
makes the components are no longer purely mechanical/fluid but are more sophisticated.
Additionally, new manufacturing methods and materials are implemented; thus, base
failure rates from this study may not fit the latest components design. Furthermore,
the values of base failure rates do not recognize differences in component structures
or material and cannot evaluate the same component with various solutions separately.
Another limitation of the presented method is its applicability only to components for
which base failure rate is available. Those for which is unavailable would have to be
estimated what can increase the level of uncertainty.

The proposed method can calculate the same criticality numbers for a few different
components and corresponding failures. It can be overcome by detailed failures definition,
which is sometimes problematic. Fluid power components encounter mechanical and fluid
flow failures, which are too complex for easy identification.

6. Conclusions

FMEA analysis and its modification play an essential role in increasing reliability
and safety despite the drawbacks, which, in classical FMEA analysis, is undoubtedly risk
evaluation and uncertainties. In this study, a proposal of risk assessment for fluid power
systems has been presented; its main aim was implementing a prioritization method of
failures based on quantitative data. A classical risk priority number has been extended
with modification factors for severity, while occurrence was replaced by a failure predictor,
which uses failure rate value and corrective factors. The detection remained unchanged
with classical risk prioritization. The severity number in the proposed method is calculated
as a product of component importance, their influence on other components, and failure
effects. It allows for prioritizing components that can be nondistinguishable in the classical
RPN method. The proposed method’s main application is a design stage or situation where
details of the system components are unavailable. Therefore, the occurrence number is
replaced by a failure predictor, which defines the likelihood of failure based on failure rate
value and modification factors. These were determined based on specifications of typical
components systems for mobile fluid power systems. If relevant data about components
are available, the failure rate can be more precisely described. The proposed method
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was employed in a typical fluid power system which consists of common components
and can be extended to any fluid power system. Modification factors presented in this
study are universal and applicable for other systems of fluid power. Failure modes of
individual components were classified into system functional failure (effects of component
failure modes) to avoid underestimating failures whose consequences are catastrophic to
the system. Obtained results allowed identify the most common failure for a considered
hydraulic circuit, which agreed with research conducted by more sophisticated tools and
methods and proved the usefulness presented method.
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Appendix A

Table A1. Data chart.

ci 4.0 4.0 4.0 4.0 3.0 3.0 4.0 4.0 4.0 2.0 4.0 4.0
t f λb te we p s c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 ce

2 1.00 1.00 1.00 1.00 1.00 c1 1.0 0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.7 1.06
2 1.36 1.02 1.00 1.00 1.00 c2 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.3 1.01
2 1.15 1.12 1.02 1.25 1.25 c3 0.0 0.0 1.0 0.7 0.7 0.7 0.7 0.3 0.1 0.5 0.7 0.9 1.25
2 1.56 1.08 1.02 1.25 1.13 c4 0.0 0.0 0.0 1.0 0.0 0.3 0.3 0.0 0.0 0.0 0.0 0.5 1.05
1 1.56 1.09 1.02 1.25 1.13 c5 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.3 1.01
2 2.12 1.11 1.02 1.25 1.13 c6 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.3 0.5 1.04
2 1.54 1.12 1.02 1.25 1.13 c7 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.5 0.5 1.05
2 1.08 1.03 1.05 1.25 1.25 c8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 1.00
2 1.28 1.03 1.06 1.25 1.25 c9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.1 1.00
2 1.55 1.03 1.06 1.25 1.25 c10 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.3 0.0 1.01
2 5.00 1.12 1.14 1.25 1.25 c11 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.5 1.02
2 5.00 1.00 1.11 1.00 1.00 c12 0.0 0.3 0.9 0.7 0.1 0.7 0.7 0.5 0.5 0.3 0.7 1.0 1.25
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Abstract: Hydraulic systems are widely used in the aeronautic, machinery, and energy industries.
The functions that these systems perform require high reliability, which can be achieved by examining
the causes of possible defects and failures and by taking appropriate preventative measures. One of
the most popular methods used to achieve this goal is FMEA (Failure Modes and Effects Analysis),
the foundations of which were developed and implemented in the early 1950s. It was systematized in
the following years and practically implemented. It has also been standardized and implemented as
one of the methods of the International Organization for Standardization (ISO) 9000 series standards
on quality assurance and management. Apart from wide application, FMEA has a number of
weaknesses, which undoubtedly include risk analysis based on the RPN (Risk Priority Number),
which is evaluated as a product of severity, occurrence, and detection. In recent years, the risk
analysis has been very often replaced by fuzzy logic. This study proposes the use of matrix analysis
and statistical methods for performing simplified RCA (Root Cause Analysis) and for classification
potential failures for a variable delivery vane pump. The presented methodology is an extension of
matrix FMEA and allows for prioritizing potential failures and their causes in relation to functions
performed by pump components, the end effects, and the defined symptoms of failure of the
vane pump.

Keywords: FMEA; failure analysis; matrix FMEA; vane pump

1. Introduction

Due to a high power transmission density, relatively simple movement transfor-
mation, and smooth control, hydraulic systems find wide industrial application. Such
systems equipped with automation components enable high positioning accuracy and
programming movement trajectory. Hydraulic drive systems use accumulated pressure
energy of working fluids generated in the hydraulic pump, which is transferred to the
receivers by rigid or flexible pipes. This feature creates flexibility, which is unreachable
for other systems, and almost unrestricted design capabilities. In addition, compared to
purely mechanical systems, any dynamic load can be relatively simply dissipated. The
abovementioned advantages make hydraulic systems widely used in drive and control
systems in the aeronautic (control systems in airplanes and helicopters), mining, energy
(control systems), and automotive industries, which require high reliability and safety.
In order to meet these requirements, knowledge about possible failures of such systems
as well as their causes is needed. This might be obtained using various methods and
tools. Y. Lee et al. [1] carried out an analysis of failures of hydraulic systems used in
wind turbines to control pitch blades. The failures of a hydraulic system in wind turbines
were also investigated by Y. Lee et al. [2] using Fault Tree Analysis (FTA) and fuzzy
logic. Research on the influence of vibrations on hydraulic pipeline failures was conducted by
P. Gao et al. [3], while G. Wang et al. [4] studied the influence of failures on shifting quality
and driving safety for a continuously variable transmission (CVT) tractor. Research was
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conducted not only for the entire system but also for individual components among which
pumps as an energy source are the most critical one. Z. Ma et al. [5] led research on hydraulic
pump faults by using a model-based diagnosis system, while T. Li et al. [6] used multiscale
information for predicting the remaining useful time of a piston pump. D. Hast et al. [7]
also worked on fault specification for the detection of a piston pump fault. C. Lu et al. [8]
developed a fault diagnosis method for hydraulic pumps used in aeronautic application based
on the evidence theory. Relationships between failure modes and their causes and effects can
be developed on the basis of the history of failures and/or using methods of failure analysis
among which FMEA (Failure Modes and Effects Analysis) is one of the most successful.
There are numerous variations of this method or methods such as fault tree analysis, event
tree analysis, or other quality improvement methods and tools [9] that might be used for
this purpose. The FMEA fundamental principles found many applications such as RCM
(Reliability-Centered Maintenance), hazard analysis, concept FMEA, and FMEDA (Failure
Modes, Effects, and Diagnostic Analysis) [10]. RCM is an evolution of FMEA that is used for
planning preventive maintenance activity. Increasing demands triggered research on failure
predictions and estimation of useful life. It can lead to predicting maintenance plans and, in
consequences, achieves the required operation conditions. Fault prognosis methods are not
formally classified yet. The work of [11] defined health monitoring systems in a hierarchical
structure that uses expert knowledge, physical model, and data driven knowledge. Physical
model approaches require an analytical model of the system, while data-driven knowledge
approaches define detection and diagnosis as a classification task. The most common tool
used in data-driven approaches are neutral network, control charts, and principal component
analysis [12]. Another method is presented in Reference [13], in which fault diagnosis and
related fault prognosis allow us to estimate the remaining useful life for data available in a
normal operation. Research on failures and its causes has been carried out for many years, has
found practical application, and was firstly implemented by the US military in 1949: MIL-P
1629 “Procedure for Performing a Failure Modes, Effects and Criticality Analysis” [14]. The
next step in the practical implementation of FMEA was done by NASA during the Apollo
mission program to estimate the influence of a potential failure on mission success and crew
safety. In the next decade, the FMEA was adopted in the automotive industry by one of the
largest players: Ford Motor Company. The FMEA was fully formulated and standardized
in the 1980s and 1990s in the military standard MIL-STD 1629A, included in the Interna-
tional Organization for Standardization (ISO) 9000 series standards and implemented by SAE
J1739 [15]. FMEA supplemented with criticality analysis is known as FMECA (Failure Modes
Effect and Criticality Analysis). The FMEDA, for which the foundations were defined in
the 1980s, also found practical application, initially in electrical and electronic systems
[16]. It supplements the FMEA with two pieces of information: failure rates and the dis-
tribution of failure modes, and the ability of detection of failures via an online diagnostic
system. It is used as a tool for supporting the IEC61508 standard [17]. The applicability
of this method was later extended to electromechanical and mechanical systems [18].

The classic FMEA method has many weaknesses, the most important of which is the
use of natural language [19] and erroneous risk estimation using the Risk Priority Number
(RPN). Liu HC et al. in [20,21] analyzed the limitations in estimating the risk analysis with
the use of RPN. Currently, in the literature, various approaches are used in the evaluation
of risk analysis. One of the alternatives is fuzzy logic, which was used by Liu HC et al. [22],
S. Bahrebar et al. [23], S. Liu et al. [24], Y. Lv et al. [25], and G. Filo et al. [26]. The
weakness of the classical RPN model was also noticed by the industry and recently was
replaced by action-priority [27]. In the case of a vane pump, an additional factor that makes
evaluation of the probability of a failure detection relatively small is the diagnostic possibilities.
During pump operation, they are limited to the measurement of several physical quantities,
such as pressure, volumetric flow rate at the pump outlet, and the level of vibration and
noise [28]. Additionally, the same symptoms may indicate various types of failures [29].
FMEA uses various tools, one of which is the matrix analysis, which was implemented by
G. L. Barbour [30] and M. E. Stock et al. [31] and used in the developed function-failure design
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method. S. G. Arunajadai et al. [32] used the matrix analysis and clustering analysis for failure
modes identification. This study proposes a method that is an extension of the method created
by G. L. Barbour [30] and combines the aspects of classical FMEA, risk analysis, and RCA [33]
by utilization matrix analysis and statistical tools for the failure analysis of a hydraulic vane
pump with variable delivery. The presented method can be used in the conceptual, design, or
early production stage or in case when expert knowledge base is not available or incomplete.
The proposed approach eliminates some of the basic disadvantages of the traditional FMEA
and takes into account the relationship between failures and their causes and end effects. It
classifies the potential failures and their causes in relation to the importance of individual
pump components. This is achieved by matrix transformations. It also allows for classifying
potential failures that may occur during pump operation based on the symptoms of pump
malfunction by using the Jaccard index [34]. In addition, a practical sheet was developed,
which was used to define the necessary data for the analysis.

2. Research Methodology

Vane pumps are displacement-types pump in which the displacement chamber is
created during shaft rotation between blades, stator, and the covers. An exemplary pump
is shown in Figure 1. It is a variable delivery pump by Ponar Wadowice, Poland.

Figure 1. Vane pump: 1—shaft with rotor; 2—stator ring; 3—cover; 4—housing; 5—vanes; 6 and
7—plain bearings; 8–11—port plates; 12—groove key; 13—pressure controller; 14 and 16—control
pistons; 15—adjustment screw; 17—plug; 18 and 19—bolts; 20 and 21—sealing rings; 22—pins;
P—pressure port; S—supply port (at the bottom of housing).

Two vanes are placed in a single rotor socket, which is made as one part with the shaft.
Hydraulic oil is supplied to the displacement chambers through a suction channel in the
housing through the side covers. This pump is a double-vane design with relief channels
that allow for balancing the pressure on both sides of the vanes and, in consequence, for
reducing the frictional forces (vane/stator ring wear) and increasing the pump life time.
Pump delivery is set by a regulator that sets the position of the stator via piston. The
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adjusting screw sets the maximal stator eccentricity, which defines the maximal pump
delivery. The shaft is mounted on plain bearings in the cover and body, which are bolted
together. The drive is transmitted through the key connection on the shaft. The proposed
methodology is similar to classic FMEA [35] and consists of the following stages:

1. Main assumptions.
2. Preparation stage.
3. Specification of potential failure modes, and their causes and end effects for individual

pump components.
4. Creating sheet.
5. Analysis.
6. Prioritization of failures, and their causes and end effects.

Assumptions.
The main purpose of this study was a qualitative analysis of failure modes, failures

and their causes, prioritization of failures, and their causes and end effects. The analysis
was carried out only for mechanical systems of the vane pump and without a delivery
control system (valve). It was assumed that the analysis would use typical components that
occur in vane pumps, not only those presented on Figure 1. In addition, it was assumed
that the knowledge base of failures occurring in this type of pump, which may lead to
pump malfunction or damage, and the probability of their occurrence is not available.
Therefore, potential failures were not prioritized, but their occurrence was only indicated
by a binary number system. The same method was used for indicating the cause of failures,
the importance of pump components, and end effects. The end effects deal with individual
components, not the pump as a whole system. It was assumed that the general form
(primary form) of failure would be analyzed (each form of failure may have a variety of
different mechanisms).

Preparatory stage.
In the preparatory stage, the pump was decomposed into individual components and

their validity was determined based on the functional analysis of the pump. In contrast to
the works of [31,33], the functions of the components were determined depending on their
impact on the main task of the pump: pumping hydraulic oil to receivers. The following
components of vane pumps were used: housing (c1), cover (c2), shaft and rotor as one part
(c3), stator (c4), vane (c5), port plate (c6), bearing (c7), piston (c8), sealing ring (c9), pin
(c10), spring (c11), and fastener (c12). The abovementioned components were categorized
for the following functions:

1. Main function (components that perform the intended function: pumping fluid to
receivers) (u1). The following components were assigned to this function: housing,
cover, shaft, stator, vane, and fastener.

2. Auxiliary functions. Components performing these functions ensure proper operation
of the pump. Their possible failures may cause the pump malfunction, but the main
task of the pump is still maintained (u2). These components are the port plate, bearing,
piston, and sealing ring.

3. Additional components. Their failure has little effect on the main task of the pump
(u3). These elements are the sealing ring, pin, and spring.

In the next step, potential failures that may occur for pump components were iden-
tified and classified. We assumed that the knowledge base about vane pump failures is
not available; therefore, we used the analogy of failures that occur in typical mechanical
systems. It was assumed that the vane pump experiences failures typical of machine
shafts, plane and ball bearings, screw connections, sealing components, springs, and
pumps (in general). The individual failure might be the result of a chain of several appear-
ing failures, and consequently, determining the cause of the failure is a difficult task. The
work of [36] shows examples of failures for which determining the root cause is not straight-
forward and requires detailed studies. Failure classification is a complex task, and various
classification forms are used [37,38]. Donald J. Wulpi [39] defines the following primary
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failures: distortion or undesired deformation: fracture, corrosion, and wear. Wear mecha-
nisms and modes were presented in [40] as mechanical, chemical, and thermal. Potential
failures that can occur in vane pumps were classified according to the following mecha-
nisms: fracture and separation, deformation, wear, erosion, corrosion, displacement, and
material properties. The following types of failures were selected on the basis of the litera-
ture analysis concerning the wear of typical machine shafts [35]: fatigue, corrosion (stress
corrosion cracking and corrosion fatigue), abrasive wear (erosion, polishing scratching, and
gouging), adhesive wear (scoring, galling, seizing, scuffing, pitting, and fretting), corrosive
wear, fretting corrosion, cavitation corrosion, and debris wear. The typical failures of screw
connections [36] are fracture (under static load), fatigue, loosening (due to vibration),
and corrosion. The typical failures of seals [41] are pattern failure, extrusion, hardening,
and damage during installation. The following failures were selected for bearings [36]:
deformation (brinelling), fatigue, corrosion (stress corrosion cracking and corrosion fa-
tigue), abrassive wear (erosion, polishing scratching, and gouging), adhesive wear (scoring,
galling, seizing, scuffing, pitting, and fretting), corrosive wear, fretting corrosion, cavitation
corrosion, and debris wear.

In this study, potential failures were classified based on the wear mechanism in the
following way:

1. Fracture and separation: brittle fracture ( f11), fatigue fracture ( f12), pitting ( f13).
2. Deformation: yielding ( f21), extrusion-shrinkage ( f22).
3. Wear: abrasive wear ( f31), adhesive wear ( f32).
4. Erosion: particles erosion ( f41), cavitation erosion ( f42).
5. Corrosion: general corrosion ( f51), chemical attack ( f52).
6. Displacement: loosening ( f61), seizing ( f62).
7. Material properties: aging ( f71), hardening ( f72).

In the next step, the primary root causes of failures were defined. The available
literature [40] defines the following root causes: physical, human, and latent. For the vane
pump, the primary root causes were set as follows:

1. Design/Specification (o1).
2. Material/Manufacturing (o2).
3. Assembly/Installation (o3).
4. Maintenance/Fluid (o4).
5. Operation: Overload (o5).

At this stage, the end effects that can occur as a results of individual failure were
also identified:

1. Catastrophic: major damages with component destruction (l1).
2. Critical: component malfunction with severe damages (l2).
3. Marginal: component malfunction with minor damages (l3).
4. Minor: less than minor damages (l4).

Creating sheet.
To perform the analysis, the sheet presented in Figure 2 was created. It consists of

the relationships between the components, failures, causes, and end effects. These relation
are binary numbers, where (1) indicates that the relation is true and (0) indicates that it
is false.
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Figure 2. Sheet, C—component, U—component function, O—primary root causes, L—end effect,
FC—relation failure–component, UC—relation function–component, FO—relation failure–cause,
FL—relation failure–end effect).

Analysis.
The data from Figure 2 (the sheet) can be presented as sets of components, failures,

causes of failures, end effects, and functions of components. We can write these sets as
follows:

Set of components C, where

cj ∈ C, j ∈ {1 . . . n} (1)

Set of failures F, where

fi ∈ F, i ∈ {1 . . . m} (2)

Set of causes of failures O, where

oj ∈ O, j ∈ {1 . . . k} (3)

Set of end effects L, where

lj ∈ L, j ∈ {1 . . . s} (4)

Set of end effects, U where

uj ∈ U, j ∈ {1 . . . p} (5)

We define the relationships between the listed sets. The relationship between the sets
of failures F and components C can be defined as follows:

R f c ⊆ F × C =

{
1, if failure occurs
0, no failure.

(6)

The relationship between the sets of failures F and their causes O can be defined
as follows:

R f o ⊆ F × O =

{
1, if cause can make failure
0, otherwise

(7)

The relationship between the sets of failures F and end effects L can be defined
as follows:
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R f l ⊆ F × L =

{
1, if cause can make failure
0, otherwise

(8)

The relationship between the sets of components C and their functions U can be
defined as follows:

Rcu ⊆ C × U =

{
1, if component perform function
0, otherwise

(9)

The obtained matrices can be used to prioritize potential failures in the vane pump for
the functions performed by the elements by multiplying the matrix UC and the transposed
matrix FCT :

UF = UC · FCT (10)

The relationship between the causes of potential failures for individual components is
obtained by multiplying the transposed matrix FOT and the matrix FC:

OC = FOT · FC (11)

The relationship between the end effects inducted by failures and pump components
is obtained by multiplying the transposed matrix FLT and the matrix FC:

LC = FLT · FC (12)

The relationship between the failure causes and the end effects is obtained by multi-
plying the transposed matrix FLT and the matrix FO:

LO = FLT · FO (13)

The relationship between components function and the end effects inducted by failures
is obtained by multiplying the matrix FU and the matrix FL:

UL = FU · FL (14)

The relationship between components function and the causes of failures is obtained
as follows:

UO = (UC · FCT) · FL · (FLT · FO) (15)

The values of elements of the matrices OC, LC, UF, LO, UL, and UO can be written in
the following general form:

cij =
n

∑
m=1

aimbmj (16)

where cij is the element of matrices OC, LC, UF, LO, UL, and UO, while aim and bmj are
elements of the multiplied matrices FC, UC, FO, and FL.

The created matrices can also be used to determine the impact of potential failures
on the pump failure modes. For realization of this purpose, we can assume a kind of test
vector that we can define as follows:

T = [t1, . . . , tn] (17)

ti ⊆ T =

{
1, if failure occures
0, otherwise

(18)
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where t is the generalized failure for the i-th pump component, which belongs to set C.
Next, the Jaccard similarity index [34] is used for evaluating the influence of potential

failure on given failure modes by measuring the similarity of test vector T with a row of
matrix FC:

J(T, Fi) =
|T ∩ Fi|

|T ∪ Fi|
(19)

where Fi is the i-th row of matrix FC.

3. Results

The sets of components, potential failures, causes, and end effects are expressed in the
form presented below.

Set of components:

C =
[

c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12
]

(20)

Set of potential failures:

F =
[

f11 f12 f13 f21 f22 f31 f32 f41 f42 f51 f52 f61 f62 f71 f72
]

(21)

Set of failure causes:

O =
[

o1 o2 o3 o4 o5
]

(22)

Set of components function:

U =
[

u1 u2 u3
]

(23)

Set of end effects inducted by failures:

L =
[

l1 l2 l3 l4
]

(24)

Equation (6) gives matrix FC:

FC =




1 1 1 1 1 0 0 0 0 1 1 1
1 1 1 1 1 1 1 0 0 0 1 1
0 0 1 1 1 0 1 0 0 0 0 0
1 1 1 1 1 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0 1 0 0 0
1 1 1 1 1 1 1 1 1 1 0 0
1 1 1 1 1 1 1 1 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 1 1
1 1 1 1 1 1 1 1 0 1 1 0
0 0 0 0 0 0 0 0 0 0 0 1
0 0 1 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0




(25)

Equation (7) gives matrix FO, while Equation (8) gives matrix FL:
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FO =




1 1 1 0 1
1 1 0 0 0
1 1 0 1 0
1 1 1 0 1
1 1 1 1 0
0 0 0 1 0
1 1 0 1 0
0 0 0 1 0
1 0 0 1 0
1 1 0 0 0
1 1 0 1 0
1 1 1 0 0
1 1 0 1 0
1 1 0 1 0
0 1 0 1 1




FL =




1 1 1 1
1 1 1 1
0 0 1 1
1 1 1 1
1 1 1 1
0 0 1 1
0 0 1 1
0 0 1 1
0 0 1 1
0 0 1 1
0 0 1 1
0 0 1 1
0 0 1 1
0 0 1 1
0 0 1 1




(26)

Equation (9) gives matrix UC:

UC =




1 1 1 1 1 0 1 0 0 0 0 1
0 0 0 0 0 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 0


 (27)

Equations (10)–(15) gives matrices OC, LC, UF, LO, UL, and UO, respectively.
The matrix UF describes the relationships between failures and pump components:

UF =




6 6 3 6 0 5 5 5 5 1 5 1 2 0 0
0 2 1 0 1 4 3 2 2 1 3 0 3 1 1
2 1 0 1 1 2 0 0 0 1 2 0 0 1 1


 (28)

The matrix OC describes the relationships between failure causes and pump components:

OC =




6 6 8 7 8 5 6 4 2 3 4 5
5 5 7 6 7 4 5 4 3 3 4 5
2 2 2 2 2 0 0 0 1 2 1 3
5 5 7 6 7 6 7 4 4 2 1 0
2 2 2 2 2 0 0 0 1 2 1 2




(29)

The matrix LC describes the relationships between pump components and end effects:

LC =




3 3 3 3 3 1 1 0 1 2 2 3
3 3 3 3 3 1 1 0 1 2 2 3
8 8 10 9 10 7 8 5 4 4 4 5
8 8 10 9 10 7 8 5 4 4 4 5


 (30)

The matrices LO, UL, and UO describe the relationships between failure causes and
end effects, component functions and end effects, and component functions and causes of
failures, respectively.

LO =




4 4 3 1 2
4 4 3 1 2

12 12 4 10 3
12 12 4 10 3


UL =




19 19 58 58
2 2 20 20
5 5 12 12


UO =




1544 1544 578 1198 424
496 496 172 404 128
328 328 126 250 92


 (31)

To evaluate the influence of defined failures on failure modes and prioritize failure,
we can classify failure modes in the following ways [42]:

1. Critical, the pump does not realize the intended function (no flow on the pump outlet):

• Symptom: no shaft rotation T1.
• Symptom: pump leakage T2.
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2. Major, pump malfunction:

• Symptom: noisy operation T3.
• Symptom: flow below rated T4.
• Symptom: pressure below rated T5.

3. Minor:

• Symptom: unusual heat level T6.
• Symptom: shaft leaks T7.

The tests vectors for the abovementioned symptoms are presented in (Table 1)

Table 1. Test vector values.

c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12

T1 1 0 1 1 1 0 1 0 0 0 0 0
T2 1 1 1 1 0 0 0 0 0 0 0 1
T3 0 0 1 1 1 1 1 0 0 1 0 0
T4 0 0 0 1 1 1 0 1 1 0 0 0
T5 0 0 0 1 1 1 0 0 0 0 0 0
T6 0 0 1 1 1 1 1 0 0 0 0 0
T7 0 0 1 0 0 0 0 0 1 0 0 0

Discussion.
The results presented in the above section allow for the classification of failures and

their causes depending on the user’s needs. Let us assume that, as in a typical FMEA, we
are interested in prioritizing failures. Using the matrix UF Equation (28), we can determine
the failures that occur most often for the functions performed by the pump components.
Taking into account the end effects, we can classify the failures as follows:

1. Brittle fracture ( f11), fatigue fracture ( f12), yielding ( f21).
2. Abrrasive wear ( f31), adhesive wear ( f32), particles erosion ( f41), cavitaion erosion

( f42), chemical attack ( f52).
3. Pitting ( f13).
4. Seizing ( f62).
5. Aging ( f71), hardening ( f72).

Analysis of the matrix OC in Equation (29) shows that the dominant causes of failures
are as follows:

1. Design (o1) for shaft (c3) and vane (c5).
2. Maintenance/Fluid (o4) for shaft (c3), vane (c5) and bearing (c7).
3. Material/Manufacturing (o2) for stator (c4), shaft (c3).
4. Assembly/Installation (o3) for fastener (c12).
5. Operation: Overload (o5) for housing (c1), cover (c2), shaft (c3), stator (c4), vane (c5),

pin (c10), and fastener (c12).

The matrix LC in Equation (30) indicates that, for given failures, the pump component
end effects are marginal (l3) and minor (l4).

We can use the matrix LC in Equation (31) prioritize causes of failures for given end
effects. For example for end effects: Catastrophic (l1) and Critical (l2), these causes are as
follows:

1. Design (o1), Material/Manufacturing (o2).
2. Assembly/Installation (o3).
3. Operation: Overload (o5).
4. Maintenance/Fluid (o4).

In the similar way, we can obtain causes of failures for end effects marginal (l3) and
minor (l4), which are

1. Design (o1), Material/Manufacturing (o2).
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2. Maintenance/Fluid (o4).
3. Assembly/Installation (o3).
4. Operation: Overload (o5).

Causes of failures for given component functions can be obtained from matrix UO in
Equation (31) and they are:

1. Design (o1), Material/Manufacturing (o2).
2. Maintenance/Fluid (o4).
3. Assembly/Installation (o3).
4. Operation: Overload (o5).

Matrix UL in Equation (31) indicates that potential failures make end effects marginal
(l3) and minor (l4) for components performing functions (u1), (u2), and (u3), but it has
to be added that the analyzed failures are the primary ones that can be an initiating
factor for other types of failures. The obtained results from Equation (29) agree with well-
known quality management rules that nearly 80% of failures are caused at the conceptual
and design stages. According to the presented method, maintenance/fluid is the major
cause of failures for vane pumps, which is also confirmed in practice [29]. An additional
confirmation factor is that the vane pumps are used as reference devices for standardized
validation tests [43–45] for evaluating the quality of working fluids.

The Jaccard similarity index (Table 2) shows the influence of individual failures on
failure modes. For critical failure modes, the dominant failures are brittle fracture ( f11),
fatigue fracture ( f12), yielding ( f21), abrasive wear ( f31), adhesive wear ( f32), particles ero-
sion ( f41), cavitation erosion ( f42), and chemical attack ( f52). For major failure modes, the
dominant failure are abrasive wear ( f31) and chemical attack ( f52), while for minor failure
modes, the following failures are dominant: yielding ( f21), abrasive wear ( f31), adhesive
wear ( f32), particles erosion ( f41), cavitation erosion ( f42), and chemical attack ( f52).

The obtained results agree with the empirical data included in [29], which is a com-
pendium of vane pump and motor failures and their causes. The main failures according
to [29] for pump components that perform main functions (shaft, stator, and rotor) are fatigue
rupture (shaft) and brittle rupture (rotor and stator). The Jaccard similarity index (Table 2)
indicates the same failures. It has to be mentioned that other failures presented in the table
such as abrasive wear, particle erosion, and cavitation erosion can also be initiators of fatigue
crack. The data from the table also agree with the results from UF in Equation (28), which
defines the failures for components performing main functions. Noisy pump operation
according to [29] is mainly caused by oil aeration and/or cavitation. This leads to wear of
port plates or vanes. The Jaccard similarity index (Table 2) for failure mode noisy operation
shows also abrasive wear as a dominant failure.

Table 2. The Jaccard similarity index for test vectors and failures.

f11 f12 f13 f21 f22 f31 f32 f41 f42 f51 f52 f61 f62 f71 f72

T1 0.33 0.42 0.33 0.33 0.00 0.42 0.42 0.42 0.42 0.00 0.42 0.00 0.25 0.00 0.00
T2 0.42 0.42 0.17 0.42 0.00 0.33 0.33 0.33 0.33 0.08 0.33 0.08 0.08 0.00 0.00
T3 0.33 0.42 0.33 0.33 0.00 0.50 0.42 0.42 0.42 0.00 0.50 0.00 0.33 0.00 0.00
T4 0.17 0.25 0.17 0.17 0.08 0.42 0.33 0.25 0.25 0.08 0.33 0.00 0.25 0.08 0.08
T5 0.17 0.25 0.17 0.17 0.00 0.25 0.25 0.25 0.25 0.00 0.25 0.00 0.17 0.00 0.00
T6 0.25 0.42 0.33 0.25 0.00 0.42 0.42 0.42 0.42 0.00 0.42 0.00 0.33 0.00 0.00
T7 0.08 0.08 0.08 0.08 0.08 0.17 0.08 0.08 0.08 0.00 0.08 0.00 0.08 0.08 0.08

4. Conclusions

The presented method uses the matrix analysis along with elements of statistics that
allows for the classification of potential failures and their causes in relation to the end
effects inducted by the failures and to component functions. It also allows for performing
select elements of RCA analysis. The proposed practical sheet allows for preparing data
and its initial classification before they are used at the analysis stage. This sheet can be
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extended and adapted to the existing needs. The application of a similarity index allows
for the identification of contribution to a specified pump failure mode. The presented
method allows for identification failures, which refers to critical, major, and minor failure
modes. The obtained results can be input data for further analysis aimed at searching
for root cause of failures and at defining preventative measures. The presented method
is simple for algorithmization and can be extended using elements of a statistical tool or
matrix analysis. The method can also be used to analyze hydraulics components as well as
full hydraulic systems.
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Abstract: This article presents the results of computational fluid dynamics (CFD) analysis of an
innovative directional control valve consisting of four poppet seat valves and two electromagnets
enclosed inside a single body. The valve has a unique design, allowing the use of any poppet valve
configuration. Both normally opened (NO) and normally closed (NC) seat valves can be applied.
The combination of four universal valve seats and two electromagnets gives a wide range of flow
path configurations. This significantly increases the possibility of practical applications. However,
due to the significant miniaturization of the valve body and the requirement to obtain necessary
connections between flow paths, multiple geometrically complex channels had to be made inside the
body. Hence, the main purpose of work was to shape the geometry of the flow channels in such a
way as to minimize pressure losses. During the CFD analyses velocity distribution in flow channels
and pressure distribution on the walls were determined. The results were used to obtain pressure loss
as a function of flow rate, which was then verified by means of laboratory experiments conducted on
a test bench.

Keywords: CFD analysis; directional control valve; poppet valve; flow resistance; pressure loss reduction

1. Introduction

Hydraulic drive and control systems are widely used in both stationary and mobile devices.
Most hydraulic drives implement a fixed work cycle, usually involves obtaining the required direction of
the cylinder or hydraulic motor movement. Hydraulic control valves are commonly used to set the proper
flow direction. They can be controlled in various ways, including the usage of a digital controller or a
computer in case when the valve is equipped with electromagnets. In the most commonly used spool
valves, the movable element in the form of a spool with appropriately made holes is displaced under
the electromagnet force inside a sleeve, thus opening or closing individual flow channels. A standard
one-solenoid spool valve provides two operating positions, the first one obtained by switching on the
electromagnet and the other by means of a return spring. Application of two electromagnets allows
three operating positions to be obtained. For example, cylinder movement in one direction, stop at the
fixed position and return movement. This is sufficient for most standard applications, such as control
of fluid flow direction in a system with a hydraulic cylinder or a hydraulic motor. However, in some
cases spool valves have also some disadvantages, such as impossibility to ensure complete tightness,
which requires the use of additional shut-off valves and relatively small number of possible flow paths,
which may be a serious problem in more advanced systems.

Simulation research on hydraulic control valves is usually carried out using CFD methods.
However, the efforts can be focused on various aspects, as flow force reduction, innovative design,
flow channel geometry optimization or metering edge formation. Simic and Herakovic [1] used CFD
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methods to reduce the axial flow force acting on the slider in a small seat valve by means of spool
and housing geometry optimization. Huovinen et al. [2] conducted both simulation and experimental
research on a choke valve in a turbulent flow using two turbulence models, k− ε and k−ω, respectively.
Improvement in characteristics of a proportional spool valve by means of geometrical modifications
of the spool was the subject of several works including Simic et al. [3], Amirante et al. [4], Park [5],
as well as Lisowski and Filo [6]. In all the mentioned cases the authors were mainly focused on design
or modification of a spool notch geometry. Similarly, Woldemariam et al. performed a CFD-driven
optimization of a micro turbine valve [7], while Gomez et al. carried out CFD analysis of a cartridge
poppet valve [8].

Studies on the orifice flow by means of CFD method were carried out by Zhou et al. [9] and
Pan et al. [10] based on a lumped parameter modelling technique. Zhou used a two-dimensional
approach on an axisymmetric fluid model, pointing out that it is widely utilized in the research related to
hydraulic applications due to its relatively low computational requirements and convenience to apply.
Similarly, Sapra et al. [11] used the CFD method to obtain flow characteristics of a large cone element,
Ferreira et al. studied a ball valve behaviour [12], Brunone and Morelli [13] tested automatic control
valves (ACV), while Liao et al. [14] carried out analysis of a large flow directional valve hysteresis.
Recent studies include In addition to the CFD method, analyzes of hydraulic spool valve characteristics
were also performed using different methods as particle image velocimetry [15] and various simulation
environments such as Matlab-Simulink [16–19], SimScape [20] and AMESim [21,22].

This article concerns the results of research on a poppet control valve in a seat housing.
Compared to the spool valves, the proposed solution is characterized by higher tightness and greater
possibility of flow paths configuring. This work is a continuation of previous research based on the
CFD method, including studies on proportional spool valves [23,24] as well as a poppet switching
valve [25]. The proposed seat valve system used in the considered solution allows four different
positions and four combinations of flow path connections to be obtained. It contains four universal
sockets designed for installation of seat valves and two electromagnets. The each electromagnet
controls two valve poppets. In addition, the valve housing has been adapted for mounting on a default
plate in the ISO 1440 standard [26]. Hence, it can be used interchangeably with any usual control
valves or even may be combined with other valves by means of a sandwich type arrangement.

2. Working Principle of the Valve

A general view of the tested valve is shown in Figure 1, while its cross-section is presented
in Figure 2.

Figure 1. General view of the valve; 1, 2—electromagnet connectors, P, T, A, B—hydraulic connectors.

Four two-position seat valves are installed inside the valve block. Two electromagnets are
mounted on both sides using (1) and (2) connecting ports (Figure 1). Thus, the each electromagnet
controls opening or closing of two valves simultaneously. There are standard connection ports arranged
in accordance with ISO 4401 at the inlet as well as at the outlet of the valve block. The individual
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connectors are designated as follows: P—supply port, A, B—flow lines, T—return port. The valve is
designed for a flow rate up to Q = 25 dm3 min−1 and a maximum operational pressure p = 35 MPa.
It can be used to control flow to the receiver directly or as a pilot valve.

Figure 2. Valve cross-section; 1—platen, 2—cover; sv1 . . . sv4—seat valve; P, A, B—hydraulic connectors.

In the default configuration, two normally opened (NO) poppet valves denoted sv1, sv2 and two
normally closed (NC) valves, sv3, sv4 have been installed inside the block. The sv1 and sv2 valves have
opened flow paths, when the e1 electromagnet is not powered. Switching on the e1 electromagnet
causes pressure of the platen (1) on valve poppets, displacement of the poppets and thus closing flow.
In contrast, the flow through sv3 and sv4 valves is cut-off and requires turning on power supply of e2

electromagnet to open it by the platen (2) pressing on the poppets of sv3 and sv4 valves. The tested
valve provides four positions as shown in the scheme (Figure 3).

Figure 3. Connection diagram of a configuration with two NO and two NC seat valves.

The connection ports are denoted P, A, B, T, respectively, while the state of the electromagnets
is described as follows: a—only left switched on, b—only right switched on, 0—both unpowered,
ab—both powered. Since the NO and NC seat valves have identical mounting dimensions, they can be
used interchangeably. This allows multiple different flow way configurations to be obtained. Table 1
shows several available arrangements with different numbers of NC and NO valves used.

Table 1. Available seat valve configurations.

Diagram Number of NC Number of NO

4 0

3 1

3 1

2 2
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Design of NO and NC seat valves is shown in Figures 4 and 5, respectively. Both types
consist of a body (1) in which a poppet (2) moves using the guide sleeve (3) under the force of an
electromagnet and a return spring (4). The angle of the poppet head inclination is 30 ◦, which ensures
the adequate tightness.

Figure 4. NO type seat valve; 1—body, 2—poppet, 3—sleeve, 4—spring.

Figure 5. NC type seat valve; 1—body, 2—poppet, 3—sleeve, 4—spring.

3. Flow Analysis by Means of CFD Method

The analysis includes generating fluid model which comprises all the flow paths, creating discrete
models, setting up parameters and carrying out simulations.

3.1. Geometrical Fluid Model

CFD analysis requires geometrical models of the fluid. The models correspond to geometry of
the individual flow paths. The paths are separated geometrically, hence the analyses can be carried
out independently of each other. The path models have been created in Creo Parametric system using
Boolean operations for all considered fixed positions of seat valves.

A general view of the obtained fluid models is shown in Figure 6. Based on the valve scheme
(Figure 3), the following flow paths can be distinguished: P − A, P − B, B − T (Figure 7), as well as
A − T and P − T (Figure 8). Each of the P − A, P − B and B − T paths contains one seat valve. In the
A − T path fluid flows through two seat valves, while in the case of the P − T path, the flow occurs
through all four seat valves in the parallel arrangement.

Figure 6. Fluid model (side view); P—supply channel, A, B—flow lines, T—return channel;
sv1 . . . sv4—seat valves.
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Figure 7. Fluid models of the flow lines: (a) P − A, (b) P − B, (c) B − T; sv1, sv2, sv3—seat valves.

Figure 8. Fluid models of the flow lines: (a) A − T, (b) P − T; sv1, . . . sv4—seat valves.

3.2. Discrete Model

The each created fluid model has one inlet surface and one outlet surface. Due to the complex
geometry, the models cannot be simplified using axes or planes of symmetry. Therefore, the fluid flow
should be treated as three-dimensional and turbulent.

All the models were meshed in the ANSYS/Fluent system using irregular elements, including
tetrahedrons in the bulk flow and three layers of prisms at the boundaries. Number of generated cells
varies from 250,000 for P − B flow path (Figure 9a) to over 2,900,000 for P − T (Figure 9b) due to its
complexity. A pressure-velocity coupling was done by the Pressure based solver with the Segregated

algorithm. Mesh parameters were adjusted on the base of the previous research results and according
to general recommendations provided by ANSYS/Fluent. The following quality criteria of the mesh
were achieved: minimal value of the orthogonal quality 0.70, skewness between 0.40 and 0.45 and
the maximum aspect ratio close to 4.50. The maximum allowable absolute values of both mass and
momentum residuals 10−3 were adopted as the convergence criteria.

Figure 9. Meshed models: (a) P − B line, (b) P − T line; sv1, . . . sv4—seat valves.
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3.3. CFD Model Parameters

In order to carry out CFD simulation, first the kind of flow has to be determined. The Reynolds
number calculated on the base of flow channel geometry, fluid viscosity and flow rate range varies
from 103 to 104. Hence, the turbulent flow pattern was used. ANSYS/Fluent provides a wide set of
turbulence models, including Standard k − ω, SST k − ω, Standard k − ε, RNG k − ε, Realizable k − ε

and others. Based on geometrical complexity of flow channels, relatively high Reynolds number value
and a general assumption that the flow is considered over the entire cross section of the channels,
the Standard k − ε model was used in the research. This model was also used in similar research on
the flow through control valves [8,14,23,27].

The main model parameters, including k—kinetic energy of the turbulence and ε—kinetic energy
dissipation factor, can be calculated based on the transport equations Equations (1) and (2). The nature
of turbulence is described using Intensity I and Length scale ℓ options, Equations (3) and (4), respectively.

∂(ρ k)

∂ t
+

∂(ρ k ui)

∂ xi
=

∂

∂ xj

[(
µ +

µt

σk

)
∂ k

∂ xj

]
+ Gk + Gb − ρ ε − YM + sk, (1)

∂(ρ ε)

∂ t
+

∂(ρ ε ui)

∂ xi
=

∂

∂ xj

[(
µ +

µt

σk

)
∂ ε

∂ xj

]
+ C1ε

ε

k
(Gk + C3ε Gb)− C2ε ρ

ε2

k
+ sε, (2)

I = 0.16 · Re−0.125, (3)

ℓ = 0.07 · DH , (4)

where Gk is the increase in kinetic energy of turbulence, which is caused by gradient of average
velocities, Gb and YM represent energy generated by the buoyancy phenomenon and the compressibility
of fluid, respectively, Re is Reynolds number and DH is relevant hydraulic diameter of the flow channel.
The dimensionless constants were assigned using recommended values [28]: sk = 1.00, sε = 1.30,
C1ε = 1.44, C2ε = 1.92, Cµ = 0.09. Turbulent viscosity was calculated based on k and ε values:

µt = ρ · Cµ · k2 · ε−1, (5)

where ρ is fluid density. The boundary conditions were defined using physical parameters of the
fluid: average velocity in the inlet channel and pressure at the outlet. The velocity magnitude was
set as normal to the boundary in the Boundary Conditions/Velocity Specification Method selection box.
The outlet pressure was defined as a Gauge Pressure of value 0.1 MPa using the Outlet condition option.
Table 2 summarizes physical parameters of the fluid and boundary conditions of the simulation model.

Table 2. Physical parameters and boundary conditions.

Fluid
Dynamic

Viscosity

Fluid
Density

Fluid
Temperature

Turbulence
Intensity

Length

Scale

Min
Inlet

Flowrate

Max
Inlet

Flowrate

Outlet
Pressure

32.2 870 40.0 5.1 0.42 5.0 25.0 0.1
mPa s kg m−3 oC % mm dm3 min−1 dm3 min−1 MPa

3.4. Results of CFD Simulations

Calculations were made for each of the distinguished flow paths (P − T, P − A, P − B, A − T and
B − T) with volumetric flow rate values Q = 5, 10, 15, 20, 25 dm3min−1. Since there are seat valves in
each flow path, and the valves are characterized by similar flow resistance values, the main differences
occur due to the various length and geometry of both inlet and outlet flow channels. As an example,
the results obtained for P − A and P − T flow paths in the form of velocity and pressure distributions
are shown in Figures 10 and 11, respectively.
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Figure 10. Simulation results obtained with the P − A flow path at a flow rate Q = 10 dm3min−1:
(a) pressure distribution, (b) velocity distribution.

Figure 11. Simulation results obtained with the P − T flow path at a flow rate Q = 20 dm3min−1:
(a) pressure distribution, (b) velocity distribution.

3.4.1. P − A and P − T Flow Paths

Pressure distribution on the walls of the P − A flow path for Q = 10 dm3min−1 is shown in
Figure 10a. The inlet pressure is near to 0.45 MPa, and the highest pressure drop can be observed in
the seat valve flow gaps, because of sudden step changes in cross-sectional areas of flow channels.
This causes swirling and deflection of the fluid stream, as illustrated in Figure 10b, by means of velocity
vectors. The maximum obtained fluid speed in the seat valve gap is 15.0 m s−1.

In the case of the P − T flow path, the result obtained for Q = 20 dm3min−1 is presented. In this
case, despite the twice higher flow rate, the inlet pressure is less than 0.75 MPa, due to the fact, that
pressure drop on two seat valves connected in series is compensated by two parallel flow paths.
The maximum obtained fluid speed is 17.4 m s−1.

3.4.2. Determination of Flow Characteristics

The CFD analysis allowed flow resistance in all considered paths to be determined. Figure 12
shows a graph of the obtained pressure drop against flow rate. As it arises from the figure, the largest
pressure drop occur in the A − T path, which results from the largest length of flow channels and a
serial flow through two seat valves. In contrast, the smallest drop occurs in the P − T path because of
a parallel flow through two pairs of seat valves.

The cross-sectional areas of the flow channels in the valve block are varied depending on the
considered location. At the entrance flow area is determined by diameter of the connection port,
then diameters of the channels and width of a throttling gap between the poppet and the seat valve
body. The highest resistance occurs in the gap, where flow area is significantly decreased. Flow through
the gap can be described by Equation (6):

Q = µg Ag

√
2 ∆p ρ−1. (6)
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With the known flow rate Q, fluid density ρ, gap area Ag and the determined value of discharge
coefficient µg, a local pressure drop in the gap ∆p can be calculated. However, in the case of the
considered system, apart from the seat valve itself, pressure drop also occur in the flow channels.
To estimate its influence, flow simulations of a singular seat valve were carried out. Figure 13 shows
pressure (a) and velocity (b) distribution obtained at a flow rate Q = 10 dm3min−1, respectively.
The results indicate that change in the flow direction and the division of the fluid stream may increase
value of the total pressure drop significantly.

Figure 12. Pressure drop in individual flow paths (CFD analysis).

Figure 13. Simulation results obtained for a single seat valve at a flow rate Q = 10 dm3min−1:
(a) pressure distribution, (b) velocity distribution.

3.4.3. Discussion of Simulation Results

As part of the analysis of simulation results, pressure drop on the seat valve was compared with
the one occurring in flow channels. Figure 14 shows the results obtained for considered flow paths with
one seat valve: P − A, P − B and B − T, respectively. As arises from the figure, the most significant
flow resistance occurs on the seat valve itself, while the share of flow channels is between 5% (P − B)
and 30% (P − A).

In contrast, Figure 15 presents the results obtained for A − T and P − T flow paths. The paths
contain two seat valves connected in series. In the A − T path, the share of flow resistance of the flow
channels does not exceed 20%. On the other hand, flow resistance of the P − T path is about 30% lower
comparing to a single seat valve due to the flow through two parallel channels.
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Figure 14. Comparison of pressure drop across a seat valve to P − A, P − B, B − T flow paths.

Figure 15. Comparison of pressure drop over the flow paths containing two seat valves connected in
series; A − T and P − T.

4. Laboratory Experiments

The results of CFD simulations were verified by means of laboratory experiments. The experiments
were performed on a test bench, which was made according to the scheme shown in Figure 16. First a
valve prototype was made (Figure 17a) and next the test bench was built (Figure 17b).

Figure 16. Test bench scheme: 1—pump, 2—relief valve, 3—tested 4/4UREZ6 valve, 4—throttle valve,
5—pressure transducers, 6—flow meter, 7—temperature gauge.

Figure 17. Laboratory equipment; (a) valve prototype, (b) test bench; 1—valve body, 2—electromagnet,
3—mounting plate, 4—power connectors, 5—power supply, 6—pressure transducers.
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The test bench contained a variable flow rate pump, a flow meter and three pressure sensors
with voltage transducers. A Kracht TM flow meter with a measuring range 0.1–80 dm3min−1 and
an accuracy class ±0.3% was used. Pressure sensors Trafag NAT100.0V had an accuracy class ±0.2%
and a range 0–10 MPa. The data was acquired using a 16-bit DAQ card at a sampling rate of 100 Hz.
The measurements were carried out for identical flow rates as CFD simulations, which allowed
comparison of the results to be made. Figure 18a shows comparison of flow characteristics obtained for
the P − A flow path, while Figure 18b provides the analogous graphs for the P − T line. The summary
of all the results is presented in Table 3.

Figure 18. Comparison of simulation and experimental results of pressure drop; (a) P − A flow path,
(b) P − T flow path; error bars—the measurement uncertainty.

Table 3. Comparison of simulation (S) and experimental (E) values of pressure drop ∆p MPa.

Path Parameter S/E
Q dm3min−1

Average Diff.%
5 10 15 20 25

P − A
∆p ( MPa)

S 0.21 0.47 0.89 1.46 2.24
4.71

E 0.19 0.44 0.87 1.40 2.20

P − B
∆p ( MPa)

S 0.19 0.39 0.75 1.15 1.72
6.26

E 0.18 0.37 0.70 1.20 1.85

B − T
∆p ( MPa)

S 0.20 0.42 0.76 1.23 1.82
5.13

E 0.18 0.38 0.74 1.20 1.80

A − T
∆p ( MPa)

S 0.27 0.65 1.35 2.38 3.66
5.00

E 0.25 0.60 1.35 2.30 3.40

P − T
∆p ( MPa)

S 0.16 0.29 0.48 0.73 1.05
5.04

E 0.15 0.28 0.44 0.70 1.10

It arises from the table, that the results obtained from CFD analysis do not differ from the
laboratory experiments by more than 6.5%.

5. Conclusions

The article presents results of both CFD simulations and laboratory experiments of an innovative
electromagnetically controlled hydraulic control valve adapted for installation in the ISO 4401 standard.
The proposed solution relies on replacing the commonly used spool with four miniature seat poppet
valves, two of which are normally closed and two normally opened in the default configuration.
This results in an increase in the number of operating position from three to four and provides
significantly higher tightness comparing to spool valves. Simulation model was built in ANSYS
environment with the Standard k − ε turbulence model applied. Simulations were made for the
volumetric flow rate in the range of 5–25 dm3 min−1. The simulation results showed that the maximum
pressure drop ∆p = 3.66 MPa occurred on the A − T flow path at the flow rate Q = 25 dm3 min−1.
It has also been shown that the largest share in the pressure drop have seat valves, from 70% to
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95% depending on the flow path. This proves that the flow channels are well profiled. Laboratory
experiments were made for the same flow rate values as simulations. The each experiment consisted
of setting a fixed flow rate value and measuring pressure drops at specific points of the flow paths.
This allowed pressure drops to be calculated. High compliance of simulation results and experiments
was obtained, the maximum difference did not exceed 6.5%. The following practical conclusions can
be drawn from the research:

• the available four operating positions is of significant practical importance, especially in the
context of energy saving. This is particularly important in systems where there is a need to cut
off the flow in one position of an actuator and open it in the another one. In case when the
actuator is locked in the working position under a pressure of p = 20 MPa and the flow rate
of the relieved pump is 20 dm3 min−1, the power consumption is instantaneously reduced by
approximately 5 kW;

• the use of poppet seat valves ensures full tightness between the flow paths, which is difficult
to achieve with spool valves. Assuming a typical operating pressure p = 32 MPa, the average
power consumption can be reduced by 60 W due to avoiding the leaks;

• although the proposed solution control valve contains more elements than a typical spool valve,
it is characterized by simpler geometry of flow channels and includes typical two-way cartridge
valves which are easy to mount or replace;

• application of CAD methods together with CFD analysis is a useful and convenient tool in
the search for new design solutions of hydraulic valves as well as introducing changes in the
operating characteristics.
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Nomenclature

Ag poppet gap area ( m2)
C1ε, C2ε, C3ε turbulence model constants (-)
DH hydraulic diameter ( mm)
Gk, Gb, YM energy components of turbulence model ( J)
I turbulence intensity (-)
k, ε specific kinetic energy of turbulence and kinetic energy dissipation ( m2 s−2, m2 s−3)
ℓ turbulence length scale ( mm)
p, ∆p pressure, pressure drop ( MPa)
Q volumetric flow rate ( dm3 min−1)
Re Reynolds number (-)
sk, sε Prandtl numbers (-)
ui fluid velocity component ( m s−1)
µ fluid dynamic viscosity ( Pa s)
µg poppet gap flow coefficient (-)
µt eddy viscosity (-)
ρ fluid density ( kg m−3)
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Abstract: The paper presents the concept of controlling the designed optoelectronic scanning and
tracking seeker. The above device is intended for the so-called passive guidance of short-range
anti-aircraft missiles to various types of air maneuvering targets. In the presented control method,
the modified linear-quadratic regulator (LQR) and the estimation of input signals using the extended
Kalman filter (EKF) were used. The LQR regulation utilizes linearization of the mathematical model
of the above-mentioned seeker by means of the so-called Jacobians. What is more, in order to improve
the stability of the seeker control, vector selection of signals received by the optoelectronic system
was used, which also utilized EKF. The results of the research are presented in a graphical form.
Numerical simulations were carried out on the basis of the author’s own program developed in the
programming language C++.

Keywords: simulation; mechatronics; control systems; guided missile; flight dynamics; LQR control;
Kalman filter

1. Introduction

One of the most important components of an anti-aircraft self-guiding infrared missile
is the optoelectronic self-guiding seeker. This type of device is still the subject of intensive
research in many scientific centers around the world [1–15]. The issue of this article refers
to the publications [16,17] and is a continuation of the research conducted on the designed
optoelectronic scanning and tracing seeker, presented in Figure 1.

The drive system of the designed scanning and tracking seeker is the rotor shown
in Figure 1a. It is suspended in two rotating housings forming the so-called Cardan joint
(Figure 1c). The rotor axis is the optical axis of the search and tracking system for a detected
target. By means of the motors mounted in the individual housings (Figure 1b), control
moments are applied to the rotating rotor, which makes it possible to change the position
of its axis in space and thus to control the seeker. Figure 1d shows a 3D visualization of the
complete seeker. Thanks to the 3D software, the mathematical and dynamics model and
problem of moving parts are easier to solve [18]. Figure 2 shows the seeker set in the first
operating mode in which the device scans the air space with the so called large angle of
scanning β = 1.92

◦
.

Figure 3 shows the area of the airspace scanned by the seeker set in the first operating
mode (the plane is scanned perpendicularly to the head axis).

Figure 4 shows the seeker set in the second operating mode, where the device scans
the air space with a so-called small scanning angle β = 0.28

◦
.

Figure 5 shows the area of air space scanned by the seeker set in the second operating
mode (the plane scanned is perpendicular to the seeker axis).
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92.1

Figure 1. 3D view of the designed scanning and tracking seeker, where: (a) gyro rotor of scanning
system; (b) sensors and control motors of the seeker; (c) spherically-shaped forming a cardan
arrangement; (d) complete scanning head.

 

28.0

Figure 2. Scanning and tracking seeker set in the first operating mode.
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28.0

Figure 3. The area of scanned airspace in the first operating mode of the seeker.

 

Figure 4. Scanning and tracking seeker set in the second operating mode.

The detailed principle of operation and innovation of the seeker is presented in [16,19].
At the present stage of research, a mathematical model of the dynamics of the presented
device has been developed, various algorithms of control of the seeker’s optical axis have
been analysed in [16,20–23], and optimal operating parameters of the seeker have been
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determined while maintaining the stability conditions specified by the so-called Lapunov
method [24]. In the course of the above-mentioned research, problems with precise control
of the device axis in the so-called second operating mode of the seeker (Figure 4), in
which the seeker tracks the previously detected air target with the small scanning angle
(Figure 5).It should be noted that this type of solution for detection (space scanning) and
tracking of the maneuvering air target is not described in the available literature. After a
deeper analysis of the problem, it turned out that it is caused by too many pulses from
infrared radiation emitted by the target that are received by the optoelectronic system. Too
many detection pulses cause unfavorable overdriving of the seeker axis. It was, therefore,
advisable to carry out additional filtering of signals received by the optoelectronic system.
For this purpose, the so-called vector selection of signals received by the optoelectronic
system was used, with a Kalman filter added [25–28]. Moreover, the so-called modified
LQR control method was used to increase the precision of the seeker axis control. The
results of this work are presented in subsequent points of this paper.

 

Figure 5. The area of scanned airspace in the second operating mode of the seeker.

2. Mathematical Model of the Scanning Seeker

Figure 6 shows the scanning seeker diagram together with the adopted coordinate
systems and markings of individual angles of rotation of the respective systems in relation
to each other. The origins of all coordinate systems are located at the intersection of the
axis of rotation of the outer housing with the axis of rotation of the inner housing of the
seeker. The movement of the seeker axis can be induced by moments of external forces MZ

and MW forces generated by control motors or by moments of friction forces MTW and
MTZ forces generated in the bearings of particular seeker housing as a result of angular
displacement of the missile deck.

Angular movements of a missile are treated as external disturbances and are deter-
mined by the angular ωxP

, ωyP
, ωzP

velocities that cause the missile to rotate around the
individual axes of the system xP yP zP at the appropriate angles αx αy αz. Angles ψ, ϑ
are measured with fiber optic sensors (Figure 4) and angle ϕ is measured with the rotor
position sensor (Figure 2).
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,,
    ϑψ ,

Figure 6. Seeker diagram with adopted coordinate systems.

The following coordinate systems have been introduced:

xK yK zK—a coordinate system associated with the reference direction established in space;
xR yR zR—a mobile coordinate system associated with the rotor;
xCW yCW zCW—a mobile coordinate system associated with the inner housing;
xCZ yCZ zCZ—a mobile coordinate system associated with the outer housing;
xP yP zP—a mobile coordinate system associated with a missile;

The following marking of the angles of rotation has been adopted:

ψ-angle of rotation xCZ yCZ zCZ relative to xK yK zK around axis zCZ;
ϑ-angle of rotation xCW yCW zCW relative to xK yK zK around axis xCW ;
ϕ-angle of rotation xR yR zR relative to xK yK zK around axis yR;
αx-angle of rotation xP yP zP relative to xK yK zK around axis xP;
αy-angle of rotation xP yP zP relative to xK yK zK around axis yP;
αz-angle of rotation xP yP zP relative to xK yK zK around axis zP;

The following were assumed as given values:

JxCZ
, JyCZ

, JzCZ
—moments of inertia of the complete outer housing,

JxCW
, JyCW

, JzCW
—moments of inertia of the complete inner housing;

JxR
, JyR

, JzR
—moments of inertia of the rotor;

→
MZ—the moment of forces of control motor’s action on the outer housing;
→
MW—the moment of forces of control motor’s action on the inner housing;
→
ωP

(
ωxP

, ωyP
, ωzP

)
—angular velocity of the missile;

n-rotational speed of the rotor;
→
MTW ,

→
MTZ—the moments of the friction forces in the bearings of the inner and outer

housing, hereby:
→
MTW = cw

.
ϑ,

→
MTZ = cz

.
ψ, here: cw is a coefficient of friction in the inner

bowl bearing and cz is a coefficient of friction in the outer bowl bearing.

Using the Lagrange II equation, the following gyroscope motion equations have been
derived [29]:

(JxCW
+ JxR)

..
ϑ + (JxCW

+ JxR)
.

ωxCZ
−
(

JyCW
− JzCW

− JzR

)
ωyCW

ωzCW
+

−JyR
nωzCW

= MW − MTW
(1)
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[
JzCZ

+ JzCW
+ JzR

+
(

JyCW
− JzCW

− JzR

)
sin2 ϑ

] .
ωzCZ

+

+ 1
2

(
JyCW

− JzCW
− JzR

)
sin 2ϑ

(
ωzCZ

.
ϑ +

.
ωyCZ

)
+

−
[

JzCW
+ JzR

+
(

JyCW
− JzCW

− JzR

)
sin2 ϑ

]
ωyCZ

.
ϑ − (JzCW

+ JzR)ωzCW
ωxCW

sin ϑ+
+JyCW

ωyCW
ωxCW

cos ϑ + JyR
nωxCW

cos ϑ −
(

JxCZ
− JyCZ

)
ωxCZ

ωyCZ
+

−(JxCW
+ JxR)ωxCW

ωyCZ
= MZ − MTZ

(2)

where the components of the angular velocity of the outer housing:

ωxCZ
= ωxP

cos ψ + ωyP
sin ψ

ωyCZ
= −ωxP

sin ψ + ωyP
cos ψ

ωzCZ
=

.
ψ + ωzP

and the components of the angular velocity of the inner housing:

ωxCW
= ωxCZ

+
.
ϑ

ωyCW
= ωyCZ

cos ϑ + ωzCZ
sin ϑ

ωzCW
= −ωyCZ

sin ϑ + ωzCZ
cos ϑ

Assuming that external kinematic impacts are negligible, we will obtain the following
system of equations of motion of the seeker:

(JxCW
+ JxR)

..
ϑ −

1
2

(
JyCW

− JzCW
− JzR

) .
ψ

2
sin 2ϑ − JyR

n
.
ψ cos ϑ + cw

.
ϑ = MW (3)

[
JzCZ

+ JzCW
+ JzR

+
(

JyCW
− JzCW

− JzR

)
sin2 ϑ

] ..
ψ +

(
JyCW

− JzCW
− JzR

) .
ψ

.
ϑ sin 2ϑ+

+JyR
n

.
ϑ cos ϑ + cz

.
ψ = MZ

(4)

3. LQR Control of the Scanning Seeker

In this article, the authors proposed to control the seeker axis by means of a modified
linear-quadratic regulator (LQR). This method can be used to determine such control that
minimizes the integral quality indicator, given by the formula:

J =

∞∫

0

[x TQx + uT Ru]dt (5)

where Q = matrix of state variable weights, R = matrix of control weights, x=state vector, u

= [MW − MTW ]T– control vector.
Q and R matrices are diagonal weight matrices that can be used to change the influence

of particular state variables and controls on the presented quality criterion. The advantage
of this method is that the entire state vector is the set point value, not just its selected values,
as is the case with other controllers (e.g., PID) [30–33].

LQR regulation requires linearization and discretisation of state equations. Jacob’s
matrix—a matrix of successive partial derivatives—was used in the process of linearization.

To Equations (3) and (4), we introduce the signs:

Js1 = JxCW
+ JxR

, Js2 = JyCW
− JzCW

− JzR
, Js3 = JzCZ

+ JzCW
+ JzR

x1 = ϑ, x2 =
.
ϑ, x3 = ψ, x4 =

.
ψ (6)

thanks to which we get a nonlinear system of equations:

.
x = f (x) (7)

where:
.
x =

[ .
x1

.
x2

.
x3

.
x4
]T
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.
x1.
x2.
x3.
x4


 =




x2
1
2

Js2
Js1

x2
4 sin 2x1 +

JyR
Js1

nx4 cos x1 −
cwx2

Js1
+ MW

Js1
x4

− Js2x4x2 sin 2x1
(Js3+Js2 sin2 x1)

−
JyR

nx2 cos x1

(Js3+Js2 sin2 x1)
− czx4

(Js3+Js2 sin2 x1)
+

+ MZ

(Js3+Js2 sin2 x1)




Then, in the above system, the components dependent on the so-called owndynamics
of the system (state variables) and the components dependent on external actions (control
moments) will be separated, as shown below:




.
x1.
x2.
x3.
x4


 =




f1
f2
f3
f4


+




z1
z2
z3
z4


 =

=




x2
1
2

Js2
Js1

x2
4 sin 2x1 +

JyR
Js1

nx4 cos x1

x4

− Js2x4x2 sin 2x1
(Js3+Js2 sin2 x1)

−
JyR

nx2 cos x1

(Js3+Js2 sin2 x1)



+

+




0
− cwx2

Js1
+ MW

Js1
0

− czx4
(Js3+Js2 sin2 x1)

+ MZ

(Js3+Js2 sin2 x1)




(8)

where:

fi = a component dependent on the own dynamics of the system,
zi = a component dependent on control and external interference:

The control law takes the form:

u = K(x Z − x) (9)

where xZ is the matrix of set state variables, while the matrix of amplification is calculated
from the dependency:

K = (R + BT PB)
−1

BTPA (10)

where P matrix is the solution to Riccati discrete equation [34,35]:

ATP + PA − PBR−1BTP = 0 (11)

Selection of LQR regulator settings consists in the determination of the Q and R

weights matrices. The LQR algorithm does not have a universal method for selecting the
above parameters and they are usually iteratively selected. In this paper, when selecting
the initial values of Q and R matrices, the authors used the Bryson [36] rule, which suggests
the selection of the following input parameters:

Qii =
1

x2
ii

(12)

Rii =
1

u2
ii

(13)

where i-means another element of the state vector; xii—these are the maximum values for
individual elements of the state vector x; uii—these are the maximum control moments.
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The maximum operating parameters of the seeker were determined using the Lapunov
method [24], and they are respectively:

u11 = u22 = 1.5 (N · m), x11 = 0.5(
◦

), x22 = 40 (
◦

/s), x33 = 0.5(
◦
), x44 = 40(

◦
/s)

Q and R weights matrices:

Q =




1
0.52 0 0 0
0 1

402 0 0
0 0 1

0.52 0
0 0 0 1

402




R =

[
1

1.52 0
0 1

1.52

]

The P matrix was determined by numerically solving Riccati discrete equations ac-
cording to the formula:

Pj−1 = Q + AT(P j − PjB(R + BT PB)−1BT P)A (14)

Matrix Pj−1, according to the above formula, is calculated iteratively from the back. Pj
= Q is assumed as the input value. Jacobians were used to determine the state matrix A

and control matrix B [37]. The individual elements of the matrix A are given according to
the dependency:

A =




∂ f1
∂x1

∂ f1
∂x2

∂ f1
∂x3

∂ f1
∂x4

∂ f2
∂x1

∂ f2
∂x2

∂ f2
∂x3

∂ f2
∂x4

∂ f3
∂x1

∂ f3
∂x2

∂ f3
∂x3

∂ f3
∂x4

∂ f4
∂x1

∂ f4
∂x2

∂ f4
∂x3

∂ f4
∂x4




(15)

After calculating the partial derivatives, further elements of the matrix A were deter-
mined, represented by the following equations:

∂ f1

∂x1
= 0,

∂ f1

∂x2
= 1,

∂ f1

∂x3
= 0,

∂ f1

∂x4
= 0 (15a)

∂ f2

∂x1
=

Js2x2
4 cos 2x1 − JyR

nx4 sin x1

Js1
,

∂ f2

∂x2
= 0,

∂ f2

∂x3
= 0 (15b)

∂ f2

∂x4
=

Js2x4 sin 2x1 + JyR
n cos x1

Js1
(15c)

∂ f3

∂x1
= 0,

∂ f3

∂x2
= 0,

∂ f3

∂x3
= 0,

∂ f3

∂x4
= 1 (15d)

∂ f4
∂x1

=
−2Js2x2x4 cos 2x1+JyR

nx2 sin x1

(Js3+Js2 sin2 x1)
+

+
J2
s2x2x42 sin x1 cos x1 sin 2x1+Js2 JyR

nx2 cos2 x12 sin x1

(Js3+Js2 sin2 x1)
2

(15e)

∂ f4

∂x2
=

−Js2x4 sin 2x1 − JyR
n cos x1

(Js3 + Js2 sin2 x1)
(15f)

∂ f4

∂x3
= 0 (15g)

∂ f4

∂x4
=

−Js2x2 sin 2x1

(Js3 + Js2 sin2 x1)
(15h)
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The individual elements of the matrix B are given according to the dependency:

B =




∂z1
∂u1

∂z1
∂u2

∂z1
∂u1

∂z1
∂u2

∂z1
∂u1

∂z1
∂u2

∂z1
∂u1

∂z1
∂u2




(16)

After calculating the partial derivatives, the individual elements of the control matrix
B were obtained, represented by the following equations:

∂z1

∂u1
= 0,

∂z1

∂u2
= 0, (16a)

∂z2

∂u1
= 0,

∂z2

∂u2
=

1
Js1

, (16b)

∂z3

∂u1
= 0,

∂z3

∂u2
= 0, (16c)

∂z4

∂u1
=

1
(Js3 + Js2 sin2 x1)

,
∂z4

∂u2
= 0. (16d)

4. Vector Filtration of Control Signals by Means of the Extended Kalman Filter

The accurate angle measurement of the detected object has a significant impact on the
accuracy of its tracking [38–42]. In order to correctly determine the angular position of the
detected object, it should be determined the law of airspace scanning by the optoelectronic
system.

The law of airspace scanning by the optoelectronic system of the seeker is presented in
the paper [19]. On its basis, linear equations describing the model of the scanning process
were derived:

βX(t) = a tan(tan(β(t)) · cos(a sin(zzp(t)/
√

xzp(t)
2 + zzp(t)

2)) (17)

βZ(t) = a tan(tan(β(t)) · sin(a sin(zzp(t)/
√

xzp(t)
2 + zzp(t)

2)) (18)

where:

βX(t), βZ(t)-angular coordinates of the detected target relative to the axis of the scanning
seeker;
β(t)-resultant angle of deflection of the light beam from the optical axis:
xzp , zzp-the components of the position of the light beam on the plane of the original
mirror.

Angular coordinates of the detected target βX , βZ are measured with respect to the
optical axis of the seeker. These coordinates are the position desired to control the axis of
the seeker so that it tracks the detected target.

Due to the high scanning density, especially in the second operating mode of the
seeker (see Figure 5), there is a large number of pulses received from the infrared detector,
which causes an unfavorable overdriving of the seeker axis. For the reasons mentioned
above, it was necessary to apply appropriate filtration. Although a large number of control
signals do not cause losing track of the target, it has a negative effect on the precision of the
control. The method of filtering signals received by the optoelectronic system of the seeker
presented in the paper is divided into two stages:

- selecting the maximum signal (pulse),
- performing additional filtration of the determined maximum signals using the EKF.

Figure 7 shows a diagram of filtering the signals received by the optoelectronic system
of the seeker.
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Figure 7. Diagram of filtering signals received by the optoelectronic system of the seeker. O, current
position of the seeker axis; A, infrared detector pulses; B, selected maximum pulses; C, currently set
angular position for controlling the seeker axis; D, status vectors (one of the Kalman filter criteria);
E, selection area (one of the Kalman filter criteria); F, next, set angle position for controlling the
seeker axis (result of filtration operation); G, target flight trajectory; H, set trajectory for seeker axis
movement; Ra, corrective lens system visual field radius; ∆β, variable coefficient depending on the
speed vector value of the detected VWC target.

Based on the series of pulses from the infrared detector, only those for which the
voltage value is the highest, i.e., theoretically the closest to the source of infrared radiation,
are taken into account. These are the so-called maximum pulses marked in Figure 7 with
the symbol B. At the next stage of selection, the Kalman filter was used, in which a variable
coefficient ∆β was adopted as one of the quality criteria (see Figure 7), depending on the
value of the VWC velocity vector. The coefficient ∆β varies from 1.5 Ra to 6 Ra, where
Ra is the radius of the visual field of the seeker corrective lens system. The algorithm
according to which the Kalman filter works is divided into two stages. The first stage is
called prediction and the second stage is called correction. During prediction, the velocity
vector of the detected target is estimated based on the previous coordinates of the detected
target [43–45].

Estimated values of the direction and orientation of the target velocity vector are
additional quality criteria for filtering those maximum signals whose vectors have the
opposite direction and orientation compared to the VWC vector. Vectors of measurement
signals are marked with the “ri” symbol in Figure 7.

The prediction of the direction and orientation values of the target velocity vector is
based on the matrix of coordinates of the detected target:

β =




βX(t0) βZ(t0)
βX(t1) βZ(t1)
βX(t2) βZ(t2)

. . . . . .
βX(ti) βZ(ti)




(19)

where i = number of target detection pulses.
Equations describing the estimated velocity vector of a detected air target:

νWC(t) =

√
(tg(βX(ti)− βX(ti − ∆t)))2 + (tg(βZ(ti)− βZ(ti − ∆t)))2

ti − ∆t
(20)
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γWC(t) =
arccos(tg(βXSR

)√
(tg(βXSR

− βX(ti)))
2 + (tg(βZSR

− βZK
(ti)))

2
(21)

βXSR
=

(
i

∑
1

βXi

)

i
(22)

βZSR
=

(
i

∑
1

βZi

)

i
(23)

where: νWC = estimated value of the target velocity vector, γWC = estimated direction of
the target velocity vector, ti = time of measurement of consecutive pulses from the infrared
detector, ∆t = reverse time interval (in numerical simulations, it is the time of about 10
detection pulses).

In the next stage of filtration, called correction, the final control signal is determined
(Figure 7, point E), for which the value of the determined “ri” vector is greater than or
equal to the quality ∆β coefficient. Signals selected in this way βX , βZ have been used to
control the seeker axis and thereby track the detected air target, as described in the next
chapter of the paper.

5. Results

The studies were carried out for different air situations. Numerical simulations were
carried out on the basis of the author’s own program developed in the C++ language.

5.1. Scanning Seeker Parameters

Moments of rotor inertia:

JxR
= 0.00114143 (kg · m2

)
; JyR

= 0.00157911 (kg · m2
)

; JzR
= 0.00158234 (kg · m2

)

Moments of inertia of the complete inner housing:

JxCW
= 0.0016663 (kg · m2

)
; JyCW

= 0.0011666 (kg · m2
)

; JzCW
= 0.0011463 (kg · m2)

Moments of inertia of the complete outer housing:

JxCZ
= 0.0003383 (kg · m2) ; JyCZ

= 0.0002213 (kg · m2
)

; JzCZ
= 0.0002583 (kg · m2)

Rotational speed of the rotor:

n = 600(rad/s) (The speed and torque of the motor depend on the strength of the magnetic
field generated by the energized windings of the motor, which depends on the current
through them-may slightly differ from the fixed value [46]).

The coefficient of friction in the inner housing bearing:

cw = 0.05 (N · m · s)

The coefficient of friction in the outer housing bearing:

cz = 0.05 (N · m · s)

5.2. Results of the Simulation

Figure 8 shows a computer simulation image of the tracking of an air target moving at
a speed of 350 m/s, located at a distance of 1600 m from the firing position, without the
use of a filtration of pulses received by the optoelectronic system of the seeker.

Figure 9 shows a computer simulation image of tracking the same air target but using
the signal filtering presented in Chapter 4. In both cases, the seeker axis is controlled by
the method described in Chapter 3, using a modified linear-quadratic regulator (LQR).
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Figure 8. Tracking of a detected air target without signal filtering.

Figure 9. Tracking a detected air target using signal filtering.

For a better comparison of the simulations shown above, Figure 10 shows the set
trajectory TZ and the trajectory TR pursued by the seeker axis when tracking a detected air
target without signal filtering.

Figure 11 shows the same trajectories after signal filtering.
Figure 12 shows a computer simulation image of the seeker axis control in the airspace

search phase and in the phase of tracking the detected target. Target speed: 250 m/s, target
distance from fire station: 1100 m.

Description of the markings used in Figures 12–14:
A, scanning lines; B, trajectory of seeker axis motion in the programmatic airspace

search phase; C, phase of seeker axis shifting to the detected target; D, tracking of the
detected target.

Figure 13 shows the differences between the set trajectory and the trajectory pursued
by the seeker axis when controlled with the use of the PID method, while Figure 14 shows
the differences between the set trajectory and the trajectory pursued by the seeker axis
when controlled with the use of modified LQR method.
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Figure 10. TZ set trajectory and pursued TR trajectory of the seeker axis without filtering the signals
received from the infrared detector.

Figure 11. TZ set trajectory and pursued TR trajectory of the seeker axis with the filtration of signals
received from the infrared detector.
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Figure 12. The process of modified LQR control of the seeker axis in the airspace search phase and in
the phase of tracking a detected target.

Figure 13. TZ set trajectory and pursued TR trajectory of the seeker axis in the airspace search phase
and in the detected target tracking phase–PID control.
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Figure 14. TZ set trajectory and pursued TR trajectory of the seeker axis in the airspace search phase
and in the detected target tracking phase–modifiedLQR control.

6. Conclusions

The paper presents the application ofmodified LQR control and the estimation of
input signals using Kalman filter for the process of detection and tracking of air targets.

LQR regulation uses linearization of the mathematical model of the tested scanning
seeker with the use of the so-called Jacobians, while in order to improve the stability of the
seeker’s operation, vector selection of signals received by the optoelectronic system, which
utilizes, among others, an extended Kalman filter, was used.

Computer simulations have shown that tracking of the maneuvering air target by
the seeker being studied, using a Jacobian in a closed-loop control, is more precise than
using the classical PID control method. The results also confirm the effectiveness of the
developed method of filtering the signals received by the optoelectronic system of the
presented seeker. After applying the vector selection of signals and Kalman’s linear filter,
we can clearly see a significant improvement in the stability of the trajectory of seeker
axis motion.

In further research, statistical results will be presented and analyzed, which will be
compared with the results obtained in this article. Moreover, in the future, it is planned to
conduct research on the use of a more powerful filter, the “unscented Kalman filter”, which
was widely discussed in articles [47–51].
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17. Gapiński, D.; Krzysztofik, I.; Koruba, Z. Multi-channel, passive short-range anti-aircraft defence system. Mech. Syst. Signal

Process. 2018, 98, 802–815. [CrossRef]
18. Łaski, P.; Takosoglu, J.; Błasiak, S. Design of a 3-DOF tripod electro-pneumatic parallel manipulator. Robot. Auton. Syst. 2015, 72,

59–70. [CrossRef]
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42. Bużantowicz, W.; Pietrasieński, J. Dual-control missile guidance: A simulation study. J. Theor. Appl. Mech. 2018, 56, 727–739.

[CrossRef]
43. Zhu, M.; Chen, H.; Xiong, G. A model predictive speed tracking control approach for autonomous ground vehicles. Mech. Syst.

Signal Process. 2017, 87, 138–152. [CrossRef]
44. Guo, H.; Cao, D.; Chen, H.; Sun, Z.; Hu, Y. Model predictive path following control for autonomous cars considering a measurable

disturbance: Implementation, testing, andverification. Mech. Syst. Signal Process. 2019, 118, 41–60. [CrossRef]
45. Zhang, Q.; Wang, Q.; Li, G. Nonlinear modeling and predictive functional control of Hammerstein system with application to the

turn table servo system. Mech. Syst. Signal Process. 2016, 72–73, 383–394. [CrossRef]
46. Sobczynski, D. A concept of a power electronic converter for a BLDC motor drive system in aviation. Aviation 2015, 19, 36–39.

[CrossRef]
47. Wei, Z.; Zhao, J.; He, H.; Ding, G.; Cui, H.; Liu, L. Future smart battery and management: Advanced sensing from external to

embedded multi-dimensional measurement. J. Power Sources 2021, 489, 229462. [CrossRef]
48. Wei, Z.; He, H.; Pou, J.; Tsui, K.-L.; Quan, Z.; Li, Y. Signal-Disturbance Interfacing Elimination for Unbiased Model Parameter

Identification of Lithium-Ion Battery. IEEE Trans. Ind. Inform. 2020, 1. [CrossRef]
49. Schimmack, M.; Haus, B.; Mercorelli, P. An Extended Kalman Filteras an Observer in a Control Structure for Health Monitoring

of a Metal-Polymer Hybrid Soft Actuator. IEEE/ASME Trans. Mechatron. 2018, 23, 1477–1487. [CrossRef]
50. Schimmack, M.; Mercorelli, P.; Maiwald, M. Combining Kalman filter and RLS-algorithm to improve a textile based sensor

system in the presence of linear time-varying parameters. In Proceedings of the 2015 17th International Conference on E-health
Networking, Application & Services (Health Com), Boston, MA, USA, 14–17 October 2015; pp. 507–510. [CrossRef]

51. Chen, L.; Mercorelli, P.; Liu, S. A Kalman estimator for detecting repetitive disturbances. In Proceedings of the American Control
Conference 3, Chicago, IL, USA, 1–3 July 2005; pp. 1631–1636. [CrossRef]

83





energies

Article

Exhaust Noise Reduction by Application of Expanded
Collecting System in Pneumatic Tools and Machines
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Abstract: In this paper, we demonstrate how to reduce the noise level of expanded air from
pneumatic tools. Instead of a muffler, we propose the expanded collecting system, where the air
expands through the pneumatic tube and expansion collector. We have elaborated a mathematical
model which illustrates the dynamics of the air flow, as well as the acoustic pressure at the end of the
tube. The computational results were compared with experimental data to check the air dynamics
and sound pressure. Moreover, the study presents the methodology of noise measurement generated
in a pneumatic screwdriver in a quiet back room and on a window-fitting stand in a production
hall. In addition, we have performed noise measurements for the pneumatic screwdriver and the
pneumatic screwdriver on an industrial scale. These measurements prove the noise reduction of
the pneumatic tools when the expanded collecting system is used. When the expanded collecting
system was applied to the screwdriver, the measured Sound Pressure Level (SPL) decreased from 87
to 80 dB(A).

Keywords: pneumatics; hybrid systems; fluid power; air expansion; noise reduction; SPL measurement

1. Introduction

Manufacturing plants very often use compressed air for production lines and ma-
chines. All pneumatic machines and tools tend to produce noise, which is related to the
discharge of high-pressure air through the exhaust port [1]. The unfavorable effect of
air leaks from the installation may also increase the noise level [2]. In addition to the
exhaust noise, mechanical noise, particularly from percussive tools, may also be present..
Aerodynamic noise from the turbulent air flow through the working elements is generally
the dominant noise source. The sudden exhaust process of the air expanding from the
typical gauge pressure of 6-8 bar to the level of atmospheric pressure generates transient
aerodynamic noise [3]. The unstable exhaust noise in the pneumatic system can be ad-
ditionally subdivided, based on the duration criterion, into intermittent (from a few to
several seconds) and impulse (from several dozen to several hundred milliseconds) [4].

The generated aerodynamic noise, resulting from the transient chocked air flow
with large pressure differences, is caused by the formation of air shock waves due to
the discontinuity at the source–tube interface [3,5]. The transient exhaust air expansion
can be divided into two regions—sonic and subsonic—with the boundary between them
expressed in the value of the critical pressure of the choked flow. The majority of exhaust
time is spent in the sonic region, which generates a high-amplitude roaring sound. The
transient sonic flow has a greater pressure difference and a greater flow rate [5]. According
to Lighthills’s theory of aerodynamic noise, the airflow through the throttle is made up of
acoustic monopoles induced by a change in the mass flow rate, dipoles showing the effect
of constant boundaries on the base field, and turbulence quadrupoles [6,7]. The generated
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impulse sound can be distinguished by an initial sudden increase due to the large pressure
difference and large flux [3], where the value can range from 96 to 120 dBA [8,9], or even
up to 130 dBA [10]. Then, there is a gentle decrease due to the smooth reduction in the jet
and the pressure difference.

The maximum noise level [id=R2, comment=Linguistic corrections] for an 8-h working
day should not exceed the threshold value of 85 dB, defined in Directive 2003/10/EC [11].
There is an additional concept of a threshold value of 80 dB, which is a specific alarm
signal of currents dangerously approaching the maximum permissible limit. Moreover,
the maximum A-sound level must not exceed 115 dBA and the peak C-sound level must
not exceed 135 dBC [11]. It is believed that work with exposure to noise exceeding 80 dBA
does not expose the employee to health damage if it is properly organized: frequent
breaks at work, limitations on working time, and the use of personal hearing protectors.
From the perspective of the technological process, frequent interruptions have negative
consequences, i.e., they reduce work efficiency. According to standard [12], when the noise
level during an 8-h working day is exceeded by 1 dB, the working time in this environment
is reduced by about 100 min. At the level of 90 dB, the employee should not work in such
an environment for more than 2.5 h. The impact of noise on human health and condition
can be analyzed in terms of direct impact—on the middle and inner ear—and indirect
impact—on the nervous system, psyche and internal organs. The harmful effects of noise on
the human body are manifested by temporary or permanent hearing impairment, increased
fatigability, decreased learning efficiency, difficulties focusing, disorientation, irritability,
decreased precision of movements, pain and dizziness, increased blood pressure, and
abnormal heart rhythms. The scale of these systemic changes depends on the duration,
frequency, intensity and nature of noise, as well as on the psychophysical condition of
a person.

The reduction in noise is essential, especially in pneumatics industries, since it con-
tributes to the comfort of the workplace and reduces environmental sound pollution. The
large number of sources of impulse noise in manufacturing plants significantly increases
the acoustic background. Generally, there are two different approaches to noise attenua-
tion: passive and control techniques [13–15]. Currently, the most popular method of noise
reduction in pneumatics is the use of various types of mufflers. The four main types of
mufflers are: expansion chamber, sintered bronze silencer, porous-diffusion and perforated
panel [16]. Commercial pneumatic silencers were tested by Daggerhart and Berger [17].
They showed a reduction in the muzzle noise down to 85–95 dB. The best noise suppression
was found with the porous plastic muffler, which reduced noise from 120 to 90 dBA at a
pressure of 8 bar [17]. Zhao et. al analysed the two-level exhaust process through expansion
chamber mufflers with sound-absorbing stainless steel fiber and a switch valve from pneu-
matic presses PFC/B [10]. The exhaust air is first expanded into the muffler chamber at a
pressure of 1.5–2 bar. With the decrease in the pressure difference, the noise generation was
reduced from 115 to 82 dB. [10]. However, expansion chamber mufflers with a switch valve
make the air exhaust process three times longer. Li et al. [5] focused on the sintered bronze
silencer based on porous materials. They presented a mathematical model of the exhaust
air process through porous materials based on Ergun’s equation. Moreover, they showed
that the sintered bronze silencer reduces the transient exhaust noise by 15 dBA at 1–10 kHz.
In contrast, in intermittent exhaust-noise perforated silencers reduce noise to levels below
85 dBA [16]. Another solution, apart from pneumatic silencers, are appropriately shaped
air outlet nozzles. Ivanov [9] achieved noise reductions of up to 82 dBA by appropriately
shaping the nozzle and increasing the orifice number. A completely different method is
presented by Li and Zhao [3]. The authors created a valve opening control algorithm,
which causes a linear variation in the pressure difference during the transient exhaust air
process. They managed to reduce the average noise emission by 2–4 dBA and the peak
noise emission by up to 11 dB. The methods described in the above-mentioned papers,
despite various attempts to reduce noise, fail to bring the noise level below 80 dB. They

86



Energies 2021, 14, 1592

also do not account for the fact that, in production plants, the sources of aerodynamic noise
are distributed and cause a high acoustic background.

In this paper, we present an alternative method that can reduce the noise of exhaust
air from pneumatic tools and devices. According to the original method [18] of collecting
the exhaust air from pneumatic tools and pneumatic machines with tubes, we are able
to soundproof and spread the sources of pneumatic noise. We named the technology the
expanded collecting system. To present this idea, a mathematical model of exhaust air
expansion, air flow through the tube and sound generation was created. Moreover, the
technology was tested on a technical and industrial scale on a pneumatic screwdriver,
where Sound Pressure Level (SPL) was measured in a plant’s production hall.

2. Mathematical Model

In order to illustrate the physical phenomena contributing to the generation of pneu-
matic noise, such as exhaust air expansion, air flow through tubes, and sound generation
from monopole and quadrapol sources, a mathematical model was created using the meth-
ods described in [10,19,20]. Figure 1 shows a discretized scheme of a tube with the air flow
from the source at point A to the outlet at point B. The tube of length l is divided into n
control volumes, each ∆x long, where the observables for each control volumes are the
mass flow and the pressure, with indices i and j, respectively.

Figure 1. 1-D pneumatic transmission line model [19].

Numerical meshes of the mass flow and the pressure are shifted relative to each other
so that pressure pj is recorded at the midpoint of the control volume, for which index j is
assigned, and mass flow ṁi at its edges, for which index i is assigned.

Using the method of line [19,20], we assume that every observable and parameter
is calculated in every space point as being dependent on time only. A pneumatic line of
length l is parted into n segments of length ∆x = l

n . Coordinate x is discretized by two
staggered grids for the pressure and the mass flow separately, respectively, the j and i
indexes. Therefore, control volumes for the pressure and the mass flow are shifted. For the
pressure grid for index j = 1, . . . , n the following parameters are defined

- position of pressure nodes:

xj =
∆x

2
+ (j − 1)∆x (1)

- pressure:
pj = p

(
t, xj

)
(2)

- mid cross section of each control volume:

Aj = A
(
xj

)
=

πd2
j

4
(3)
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- humid air density calculated on each control volume: Correction for comment 5
Reviewer 1. We unified format of formulas and figures

ρj = ρ
(
t, xj

)
=

pj

RaT

(
1 +

(
Ra

Rv
− 1
)

φ
ps

p0

)
(4)

where: air constant Ra, vapour constant Rv, temperature T, ambient pressure p0, relative
humidity φ, saturation pressure ps for humid air temperature. For φ = 1 the product
φps(T) equals the pressure of vapor contained in the humid air pv. For the mass flow grid
for i = 1, . . . , n − 1 the following parameters are defined

- Position of mass flow nodes
xi = i∆x (5)

- Mass flow
ṁi = ṁ(t, xi) (6)

- Cross-section of each control volume edge

Ai = A(xi) =
πd2

i

4
(7)

- Speed of sound: Correction for comment 5 Reviewer 1. We unified format of formulas
and figures

ai =

√
κ

pj + pj−1

ρj + ρj−1
(8)

- Air velocity: Correction for comment 5 Reviewer 1. We unified format of formulas
and figures

wi =
2ṁi

Ai(ρj + ρj−1)
(9)

2.1. The Dynamics of Air Expansion at the Boundaries

The process of air discharge from the chamber is associated with a change in mass over
time, due to the mass through the channel at different pressures. Due to the speed of the
exhaust air, expansion process and the small air flows, it was assumed that air expansion is
adiabatic [21].

dmi

dt
= ṁi for i = {A, B} (10)

The mass flow between the volume under pressure pj−1 and the volume under
pressure pj is defined by Equation (11) [22,23]. If the pressure ratio for the left side of

the tube
pj

pj−1
, for i = A, we have j − 1 = A and j = 1, is lower than ζ

( 2
κ+1

) κ
κ−1 the air

exhaust flow is sonic. On the other hand, if the pressure ratio on the right side
pj

pj−1
, for

i = B, we obtained j − 1 = n and j = B, is lower than ζ
( 2

κ+1

) κ
κ−1 the air exhaust flow is

also sonic. While the pressure ratio
pj

pj−1
is greater than ζ

( 2
κ+1

) κ
κ−1 , the air exhaust flow

is subsonic

ṁi =





A

√
2κ

κ−1 ρj−1 pj−1

((
pj

Zpj−1

) 2
κ
−
(

pj

Zpj−1

) κ+1
κ

)
for

pj

pj−1
> ζ

( 2
κ+1

) κ
κ−1

A

√
ρj−1 pj−1

( 2
κ+1

) κ+1
κ−1 for

pj

pj−1
≤ ζ( 2

κ+1 )
κ

κ−1

(11)

Equation (11) is simultaneously valid for boundaries i = A and i = B. Index j takes the
following values: j = 1, j − 1 = A for i = A and j = B, j − 1 = n for i = B. Moreover, the
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scaling factor Z and factor ζ caused by the non-ideal air mass flow due to the sharp-edged
orifice [23] is formed as

Z =
1 − ζ

1 − β2ζ

(
pj−1

pj

)2ζ

+
ζ − β2ζ

1 − β2ζ
(12)

2.2. Pneumatic Transmission Line Model

The 1-D pneumatic transmission line model (Figure 1) is given by way of a system of
ordinary differential equations (ODE) based on the continuity equation and the equation
of motion of air flow [21]

dpj

dt
= −

pj

ρj Aj

ṁi+1 − ṁi

∆x
(13)

dṁi

dt
= −Ai

pj−1 − pj

∆x
−

λi(
ρj−1 + ρj

)
Aidi

ṁi|ṁi| (14)

where pressure pj = p(t, xj) and mass flow ṁi = ṁ(t, xi) are dependent on time t and
coordinate x, calculated according to Figure 1, A is the pneumatic line cross-section, ρj

density of the moist air, ν dynamic viscosity and di the pneumatic line diameter. The
Darcy–Weisbach equation is used to model the friction phenomenon in air-flow through a
pneumatic line [19]. The Darcy friction factor λi, included in the Darcy–Weisbach equation,
is a function of Reynolds number Rei, kinematic viscosity ν, tube diameter di and tube
roughness ǫ. However, as claimed in [24,25], the error in determining the Darcy friction
factor λi for the compressible flow with the Mach number less than 0.6 (Ma = wi

ai
< 0.6) is

not greater than 3 % and can be used successfully in such an application. In the case of air
flows in a pneumatic, this condition is fulfilled [19]. The formulae proposed by [26] were
used to determine the Darcy friction factor λi

λi =

(
64
Rei

)b

i

(
0.75 ln

Rei

5.37

)2(bi−1)ci
(

0.88 ln 3.41
di

ǫ

)2(bi−1)(1−ci)

(15)

bi =
1

1 +
(

Rei
2712

)8.4 – semi-empirical constant (16)

ci =
1

1 +
(

Rei

150
di
ǫ

)1.8 – semi-empirical constant (17)

2.3. Acoustic Model

Due to the mass flow, the impulse noise is mainly composed of monopole and
quadrupole sources. The acoustic pressure i.e., the difference between the instantaneous
pressure at a certain point in the disturbed medium and its average value under equilibrium
conditions, from a monopole source at distance s from this source, is [10]

p
′
=

1
4πs

dṁB

dt
(18)

where ṁB is the outlet air flow at the end of the pneumatic line (see Figure 1 and Equation (11)).
Furthermore, the acoustic pressure from the quadrapole source at distance s from the

pneumatic line end is [10]

p
′′
=

dB(pn − pB)
2

s

√
K

p2
n + (pn − pB)

2 (19)
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where: proportional constant K = 8 × 10−6, exhaust line diameter dB, pressure at the end
of the pneumatic line pn, ambient pressure pB (see Figure 1). Sound Pressure Levels (SPL)
from the monopole L

p
′ and quadrapole L

p
′′ sources [10] are

L
p
′ = 20 log

p
′

pre f
and L

p
′′ = 20 log

p
′′

pre f
(20)

respectively, where the reference pressure pre f = 20 µPa. Total Sound Pressure Level (SPL)
Lp [8] combined from the monopole and quadrapole source is

Lp = 10 log

(
10

Lp
′

10 + 10
Lp

′′

10

)
(21)

Depending on the mass flow velocity and frequency, one of the above-mentioned
sources of noise may dominate. The complete acoustic model represents a practical tool to
calculate the pneumatic noise generation from the expansion of exhaust air. The mathe-
matical model was implemented in the MATLAB environment and the ODE system was
solved using the Runge Kutty Felhberg procedure. The following assumptions were made
for the mathematical model: air is treated as an ideal gas, the flow is isothermal and the
flow velocity is less than 0.6 Ma, which allows for the application of the Darcy–Weisbach
formula for air and, based on the 1-D flow model, the average air velocity in the tube
profile is considered.

3. Experimental Setup

The idea of the expanded collecting (EC) system is to capture exhaust air from dis-
persed outlets of pneumatic tools and machines in production area and throw it outside
the working environment(see Figure 2) [18].

Figure 2. Outline of the expanded collecting system.

The existing pneumatic mufflers mounted at the outlet of pneumatic tools and ma-
chines are replaced by the pneumatic tubes, with cross-section areas no smaller than the
cross-sectional areas of the exhaust air outlets, and non-return valves. The other ends of
the pneumatic tubes are connected to the expanded collector with a volume defined by
the formula

V =
psp

pc

1

∑
Nk
k=1 tk

Nk

∑
k=1

(
V̇kt2

k

)
(22)
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where supply pressure pp, pressure in expansion collector pc, volume flow from pneumatic
tool or machine V̇k, operating time tk, number of collector inlet Nk and index of collector
inlets k.Then, through one outlet pneumatic tube with the cross-sectional area, no smaller
than the sum of the cross-sectional areas of the inlet pneumatic tubes to the expansion
collector, the exhaust air is thrown outside the working environment; for example, outside
the room, building, etc. Proper selection of the cross-sectional areas of the pneumatic tubes
and the volume of the expanded collector is crucial in order not to disturb the operation
of pneumatic tools and machines. The solution reduces the pneumatic noise generated
during the dispersed expansion of the air through pneumatic mufflers. Then, the noise
from part of or the entire production hall is collected in one place (expansion collector),
which makes it easier to neutralize.

In order to determine the sound pressure level (SPL) to which the technical operator is
exposed, two tests were performed in a partial isolated workshop adjacent to the office of
the maintenance department and on window-fitting stand (Figure 3) Measurements of the
sound pressure level were made using Svan 959 Class 1 sound-level meter by SVANTEK,
with a preamplifier by SVANTEK, type SV12L and a microphone by G.R.A.S, type 40AE.
Before the start of the measurements and after the completion of the measurements, the
meter was calibrated using a Brüel & Kjær type 4231 calibrator. The measurements were
made in the broadband range, taking into account the correction characteristics (A and Z).
The sound spectrum in one-third octave bands and the following basic acoustic parameters
were recorded

- LZeq (dB)—the equivalent sound pressure level;
- LAeq

(dBA)—the equivalent A-weighted sound pressure levell

Figure 3. Schematic diagram of the measurement procedure for an acoustic test. Measurement was carried out for the
following sound sources: * The hand-held pneumatic screwdriver with standard factory configuration (with muffler), with
modified outlet port and with the expanded collecting system. ** The hand-held pneumatic screwdriver with standard
factory configuration (with muffler) and with the expanded collecting system.

A hand-held pneumatic screwdriver SHINANO SI-1166-8A was used for both tests,
whose parameters are presented in Table 1. The screwdriver was supplied with compressed
air directly from the plant’s compressed air supply system, with an operating gauge
pressure of approximately 8.5–9.0 bar.

Table 1. Technical parameters of the hand-held pneumatic screwdriver SHINANO SI-1166-8A.

Parameter Value

Maximum rotational speed 2000 rpm
Maximum torque 9 Nm

Supply gauge pressure 8.5–9.0 bar
Air volume flow 200 dm3/min

Supply inlet diameter 1/4’
Exhaust outlet diameter 3/8’
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The first test was to measure the noise level generated by a hand-held pneumatic
screwdriver in a partial isolated workshop adjacent to the office of the maintenance de-
partment in order to reduce the impact of high acoustic background in the production
hall (Figure 3a). The measurement was performed for the pneumatic screwdriver in three
variants of its outlet, as shown in Figure 4.

Figure 4. The hand-held pneumatic screwdriver used for measurements: (a) at standard factory
configuration(with pneumatic muffler); (b) with self-modified outlet port (c) with the expanded
collecting system.

The first variant, shown in Figure 4a, is a standard factory configuration of the hand-
held pneumatic screwdriver with the outlet equipped with perforated pneumatic muffler
in the form of air exhaust channels on the circumference of the inlet nozzle (photo in
Figure 4a). Then, in variant 2, the outlet from the pneumatic screwdriver was modified to
a separate outlet port, as shown in Figure 4b. In the last variant (Figure 4c), a pneumatic
tube from the expanded collecting system was connected to the modified outlet port of
the hand-held pneumatic screwdriver from variant 2. The pneumatic tube with an outlet
diameter d = 12 mm and length l = 10 m was used, while the other end of it was placed
outside the workshop. In all three variants, the in situ measurements were made at a
distance of one meter from the screwdriver in a direction perpendicular to the direction of
the air outlet.

Then, the test of the technical scale was performed on the production hall in the section
of window fitting stands, Section 2, stand no. 1 (see Figure 5a).
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Figure 5. The outline of: (a) general production hall; (b) the window fitting stand no 1, Section 2;
(c) the window-fitting stand no 1, Section 2 with the expanded collecting system.

Figure 5b shows an outline of the window-fitting stand, where noise level measure-
ments took place. The technical operator has three pneumatic tools at his disposal: table
pneumatic screwdriver, hand-held pneumatic drill and hand-held pneumatic screwdriver.
During his work, he is exposed to noise coming directly from those three used devices,
stands in the immediate vicinity in the subsection and the acoustic background of the
entire plant. Moreover, the SPL measurements were carried out at the window-fitting stand
equipped with the hand-held pneumatic screwdriver in two variants: standard factory
configuration (with the pneumatic muffler) and with the expanded collecting system. The
EC system was used by the attaching pneumatic tube (d = 12 mm, l = 8 m) to the outlet
port of the hand-held pneumatic screwdriver and connected to the expanded collector with
volume V = 15 dm3. The pneumatic tube from the expanded collector was placed out of
the subsection, according to the outline shown in Figure 5c. The noise level measurement
was carried out on the basis of standard PN-EN ISO 9612:2011.

4. Results

4.1. Mathematical Model Validation

Therefore, to confirm the usefulness of the mathematical model, this should be vali-
dated. For this purpose, the results of a computer simulation in the MATLAB of the model
of the exhaust air flow through a pneumatic tube, given by Equation (11), were compared
with experimental data from the literature [19] (Figure 6). Next, a full validation of the
mathematical model of air expansion, tube airflow, and sound generation was performed
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with the results of our own experimental results. The validation of the transmission line
model (see Equation (11)) was performed by comparing the pressure values at the be-
ginning of the tube p1 and at the end pn (see Figure 1). For this purpose, the conditions
of the experiment presented in [19] were used. A pneumatic tube of length l = 5 m and
inner diameter d = 5.7 mm was connected to a compressed air supply of gauge pressure
pA = 6 bar. The other end of the tube was connected to a closed air tank of volume 0.1 l.
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Figure 6. Validation of the mathematical model of the pneumatic transmission line with experimental
data included in [19].

High compliance of the mathematical model with experimental data [19] was obtained
as a result. The maximum error between the results of the simulation and the experiment
is 4.5% for pressure p1 and 3.6% for pressure pn. The non-linear nature of the air flow may
be observed on the pressure curve p1. This results from the propagation of the shock wave
due to the discontinuity at the source–tube interface at the initial moment t0 through the
sharp-edged orifice.

Then, the entire mathematical model was validated, taking the formulas responsible
for sound generation into account, as in Equations (18)–(21), with the data obtained in
the experimental measurements. The experiment on the laboratory-scale was carried out
in the workshop, with background noise levels of 49 dB. The measurements consisted of
measuring the sound generated by the hand-held pneumatic screwdriver, with parameters
included in Table 1, with a free air outflow through the outlet (according to Figure 4b).
The sound-level pressure was measured during idle operation of the tool for 20 s at a
distance of 1 m. For the first 10 s, the tool worked in the intermittent mode with a interval
of 2 s and duty cycle 50%, while the remaining time was in the continuous mode. The
resulting time domain signal was then transformed into the frequency domain using the
Fast Fourier Transformate (FFT) and 1/3 octave-band filter. As the experimental results are
included in the range of 1/3 octave frequencies band from 100 Hz to 16 kHz, the results
from the computer simulation are also limited to the same frequency range. Then, the
signal processed in this way was compared with the sound pressure levels obtained in
the experimental measurements using the Z filter (see Section 3). The Figure 7 shows a
comparison of the pneumatic noise generated by the free flow of air through the outlet.

94



Energies 2021, 14, 1592

Figure 7. Comparison of the 1/3 octave band equivalent of A-weighted sound-pressure-level average
spectrum of the noise of a hand-held pneumatic screwdriver obtained from the computer simulation
and the experiment.

A high convergence of the computer simulation data values with the measurement
data is obtained for the one-third octave frequency bands from 1 to 16 kHz, for which
most of the differences ranged from 1 to 2.4 dB. The maximum difference was 2.9 dB
for the frequency 1600 Hz. Similar values of the computer simulation data, juxtaposed
with the measurement data, were also obtained for frequencies 100 and 200 Hz. In the
frequency range from 315 to 630 Hz, the model begins to diverge from the measured
data. The discrepancy of the mathematical model for low frequencies may result from
unidentified acoustic sources in the real system and not the smooth combination of two
sound-generation formulas.

4.2. Industrial Test

The developed theoretical models were verified for two operating modes of the device:
for an idle mode in the workshop adjacent to the office of the maintenance department,
and for standard operations on the window-fitting stand in the production hall. The in situ
measurements were carried out to determine the background sound-pressure level and the
sound-pressure level for a screwdriver damped with a factory pneumatic muffler and a
tube collector. The background noise level in the office of the maintenance department was
49 dBA (Table 2).

Table 2. The acoustic background level of the production hall.

No. of Measurement LAeq (dBA) LZeq (dB)

1 49.3 80.9
2 48.7 80.1
3 49.9 81.4

A-weighted equivalent sound-pressure level LAeq
of the idle device was determined

by twenty-second measurements at a distance of 1 meter. As already mentioned, two cases
of screwdriver operation were considered: standard factory configuration (see Figure 4a)
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and that with an expansion collecting system (see Figure 4c). A-weighted equivalent sound
level LAeq

for the first case was 96 dBA and for the second case it was 78 dB (Figure 8).

Figure 8. The 1/3 octave band equivalent of A-weighted sound-pressure level average spectrum of the noise of a hand-
held pneumatic screwdriver: (a) at standard factory configuration(with pneumatic muffler); (b) with the expanded
collecting system.

It is worth noting that the distance between the measured signals (LAeq
of screwdriver

operation and the background level) is 47 and 29 dBA, respectively. Such a large difference
between the measured acoustic signals makes it possible to observe the actual decrease
in the noise level generated by the screwdriver. The reduction of the noise level of the
screwdriver was about 18 dBA, i.e., the acoustic pressure at a distance of 1 meter from the
device decreased by eight times. This means that the modification of pneumatic devices at
all positions in the production hall, consisting of the expanded collecting system, should
significantly reduce the overall noise level at workplaces.

The second part of the experimental research was conducted at the window-fitting
work station in the production hall. In the first stage, the background sound-pressure level
measurement was performed over short intervals between production cycles at the test
stand. The average SPL in the production hall was calculated based on three measurements,
and was 77.9 dBA (Table 3). Such a high level of acoustic background results from the fact
that normal work was carried out on the neighbouring stands during the in situ tests.

Table 3. The acoustic background level of the production hall.

No. of Measurement LAeq (dBA) LZeq (dB)

1 78.0 80.4
2 78.6 80.8
3 77.2 79.6

Measurements were made for production cycles lasting from 3 to 5 min. Two cases of
screwdriver operation were considered: at standard factory configuration(with pneumatic
muffler) and with expanded collecting system. The equivalent sound level LAeq

for the first
production cycle (see Figure 5b) is 82.8 dBA, and (see Figure 5c) is 81.1 dB for the second
production cycle. The time-frequency characteristics of the A-weighted sound-pressure
level of one production cycle of the window fitting are shown in Figure 9.
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Figure 9. Spectrogram of a sample window fitting cycle: (a) at standard factory configuration(with pneumatic muffler);
(b) with the expanded collecting system.

A comparison between Figure 9a and Figure 9b shows that the highest sound levels
are recorded for frequencies above 1 kHz, with the maximum values occurring for one-
third octave bands with center frequencies from 2.5 to 12 kHz. In that frequency range,
the greatest decrease in the sound-pressure level can also be observed after the use of the
expanded collecting system. On the spectrogram shown in Figure 9b, we can also observe
an example from a fragment of the process for which no significant decrease in the noise
level was noticed (just before 10:59). This is the moment when an unmuted pneumatic drill
works—the new solution was not used.

The 1/3 octave band equivalents of A-weighted sound-pressure level spectrum of the
noise of a pneumatic device standard factory configuration and with expansion collecting
system are shown on Figure 10, respectively.

Figure 10. The 1/3 octave band equivalent of A-weighted sound pressure level spectrum of the noise of a hand–held
pneumatic screwdriver: (a) at standard factory configuration(with pneumatic muffler); (b) with expanded collecting system.

Sound spectrum (Figure 10b) shows a significant decrease in the sound pressure level,
especially for high frequencies. Based on the analysis of the presented measurement results,
it can be seen that the total A SPL value for the situation with the expanded collecting
system is 79.9 dBA, while at standard factory configuration(with pneumatic muffler), it is
87.3 dBA. After the expanded collecting system was used, the noise generated on the stand
while the operator used a hand-held pneumatic screwdriver was almost reduced to the
background noise level in the production hall. Therefore, it was not possible to achieve a
lower value.
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The results of the tests showed that the noise level at the workplace is very high,
almost 90 dBA, despite the use of factory-made pneumatic mufflers. The measurements
confirmed the high potential of the proposed solution, which reduces noise level from
pneumatic tools and machines in production hall. However, due to the high acoustic
background of the hall and the noise generated directly from the neighboring stands, the
average noise level at the stand was reduced from 82.8 to 81.1 dBA. It is worth noting
that a 1 dBA change in noise level is just a noticeable difference. Therefore, the expanded
collection system should be applied to at least one subsection of window-fitting stands to
achieve a significant noticeable difference.

Figure 11 shows the proposed design of the expanded collecting system for one
subsection in the production hall. At each stand, there is a local expansion collector to
which all tools are connected through a pneumatic tube. The local expansion collector
is then linked to the main expansion collector. It should be noted that, at a given time,
only one pneumatic tool is used at a given stand; therefore, the diameters of the tubes to
and from local collectors may have the same internal diameter—in this case, d = 12 mm.
According to the Equation (22), the minimum volumes of local and main collectors are:
15 dm3 and 60 dm3, respectively. As such, the expanded collecting system will remove the
pneumatic noise in the showed subsection, leaving only noise coming from other sections
of the production hall.

Figure 11. Proposed modification of the subsection no 2 of window-fitting stands by applied the
EC system.
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5. Conclusions

The article presents a new, consistent method of reducing pneumatic noise from
machines and tools in production halls. The expanded collecting system captures exhaust
air from pneumatic tools and machines outlets scattered throughout the production hall
in one main collector. Then, the collected exhaust air in one place can be neutralized or
thrown outside the production hall and reducing the noise generated as a result of air
expansion in the working environment.This solution has been tested on the industrial scale.

To illustrate how our approach works, we built a mathematical model of the entire
process of sound generation during the exhaust air expansion. The pneumatic line model
is necessary for assessment of the dynamics of expanding air. We obtain changes in mass
flow and pressure over time and at the end of pipes. Such observables are sensitive to the
line topology (i.e., the diameter and length of pipes) and variables of initial conditions,
such as, for example, pressure in expansion collector. Finally, through the use the acoustic
theory and observables determined above, one may assess the noise level over time.Then,
the model is validated with the measurement results of a pneumatic screwdriver without a
muffler. The analytical results show a very good correlation with the measurement data
at a high-frequency sound, from 1 to 16 kHz, and also for low frequencies of 100 and
200 Hz. The discrepancy of the mathematical model for low frequencies from 200 Hz to
1 kHz may result from unidentified acoustic sources in the real system, and the not-smooth
combination of two sound generation formulas.

Then, measurement of the noise reduction in the hand-held pneumatic screwdriver
in a partially insulated workshop was carried out. The results showed an approximately
8-fold reduction in the SPL (from 96 do 78 dBA) of the pneumatic screwdriver with the
expanded collecting system compared to a standard configuration with a factory muffler.
The expanded collecting system is able to reduce noise by from 1.5 to even 4 times compared
to current solutions, which are capable of reducing pneumatic noise to 82–90 dBA. It should
be emphasized that the tests were conducted in a separate workshop, but still located in
the production hall.

Then, the industrial test was carried out in the production hall (see Figure 5) at a
very high background noise of 77.9 dBA, caused by the large number of machines and
pneumatic tools. Moreover, at one window-fitting stand, the operator is exposed to an
average noise level of 82.8 dBA, temporarily exceeding 91.8 dBA. Thus, the noise level at
the window-fitting stand exceeded 80 dBA, which, according to the Occupational Safety
and Health Administration, is considered dangerous to human health. On the other hand,
when the operator used a pneumatic screwdriver with the expanded collecting system,
the noise level was reduced to 79.9 dBA, which was almost the background noise level.
Because it is impossible to separate the background noise from the stand in the production
hall, further noise reduction is presented. It would be necessary to apply the solution to
subsequent tools and stands, as shown in Figure 11, to obtained further noise reduction.Due
to the measured, very high level of acoustic background in the hall, of 77.9 dBA, noise
measurements were carried out on one window-fitting stand. The aim was to apply the
EC system to one pneumatic screwdriver and determine the effect on noise generated at
the stand. The conducted noise measurements of the hand-held pneumatic screwdriver
in an industrial environment confirm the possibility of reducing the pneumatic noise at
a workplace on a full technical scale. When the expansion-collecting system is applied
to the screwdriver, the measured SPL decreases from 87 to 80 dBA. It should be noted
that the EC system was installed for only one pneumatic tool, so the implementation of
the proposed system for the entire subsection would radically change the conditions of a
working environment. Further, the EC system can also be used for other subsections or for
other pneumatic machines in production hall.
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Abstract: This paper investigates the sensitivity (resistance) of a quadcopter on-board gyroscope
system for the observation and tracking of a moving ground target to changing parameters of its
regulator under interference conditions. It was shown that the gain in matrix elements is most
sensitive, and even their slightest deviation from optimal values can lead to reduced target tracking
efficiency and even loss of control system stability. Furthermore, the authors studied the energy
expenditure at various gyroscope system control parameter values, while homing a quadcopter onto
a ground target. A Matlab/Simulink environment was used to conduct simulations of the controlled
gyroscope system dynamics. Selected test results are shown in graphic form.

Keywords: gyroscope system; sensitivity; optimal regulator; quadcopter

1. Introduction

Currently, one of the most important elements in the equipment of a quadcopter
unmanned aerial vehicle (QUAV) is its observation and tracking head. It is used to
automatically search and track ground targets, both moving and stationary. Its objective
is to determine the position of target line of sight (TLOS) [1,2]. A Gyroscope System (GS)
was suggested as a device to control and stabilize TLOS. A relevant issue in terms of such
devices is their control under conditions of disturbance induced by the QUAV maneuvering
deck.

Previous studies on the dynamics of unmanned aerial vehicles, including a quad-
copter, indicated that external disturbance acting on them led to significant errors in the
tracking, laser illumination and homing onto both a moving and stationary target [3,4]. In
particular, the control system onboard the aforementioned aerial vehicles, did not provide
sufficient resistance to vibrations [5–7]. A head with controlled gyroscope (its drive) pa-
rameters selected optimally for homing precision, should be chosen in order to minimize
the aforementioned error.

Such parameters can change in the course of gyroscopic system operation, and the
system’s sensitivity to their modification should be tested. This is mainly about determining
the scope of change within which the tracking and illumination of a ground target is still
sufficiently accurate.

This paper discusses an example of a quadcopter equipped with an EFP (Explosively
Formed Projectile) shaped charge that can attack tanks or armored vehicles from the upper
ceiling, i.e., from an altitude of several dozen meters, in which an observation and tracking
head scans the surface of the Earth from onboard the drone, searching for an object emitting
infrared radiation. Upon detecting a target, the QUAV enters the self-homing phase using
the proportional navigation method. The target can be simultaneously illuminated with a
laser beam enabling it to be attacked, with other external means of precise striking (antitank
missile or a bomb homing onto a reflected laser beam). It is also possible for an ultralight
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drone to land directly on a tank in order to emit signals that can be intercepted by the heads
of other means of attack, e.g., rocket missiles on ground launchers or fixed under the wings
of flying vehicles (helicopters, aircraft or unmanned aerial vehicles).

In the source literature, there are many examples of the widespread use of drones in
various areas of today’s life, such as in [8,9]. It should be noted that the proposed system
in this paper differs significantly from the above-mentioned works and the those discussed
in [10,11], mainly due to the use of an original gyro guidance head. Also, many algorithms
and onboard systems have already been developed for quadcopter stabilization and motion
control. Most of them use sensors to measure the position of the copter, such as gyroscopes,
accelerometers or IMU/MEMS units [12,13] but lack information on conducted studies
involving the use of a mechatronic controller gyroscope onboard a quadcopter. It should be
stressed that one of the major advantages of such a gyroscope is its resistance to vibrations
and random interference, including noise. Furthermore, the authors propose gyroscope
system controls, optimal in terms of precision and energy expenditure, ensuring the most
stable and effective homing of the drone onto a target.

The parts of this publication have been organized as follows: Section 2 discusses
a method for the determination of optimal parameters for the controlled GS. Section 3
includes the results of an analysis covering the simulation tests of the gyroscope system
sensitivity to changing its regulator parameters under the conditions of interference, when
illuminating a ground target with a QUAV onboard laser. It also contains the results of
simulation tests regarding GS control energy expenditure within the process of homing a
quadcopter onto a moving ground target. Section 4 summarizes the study and presents the
final conclusions.

2. Determining Optimal Parameters for a Controlled Gyroscope System

A linearized model of a controlled gyroscope system is expressed in the following
form [14–16]:

dxg

dt
= Agxg − Bgug, (1)

where:

xg =
[

ϑg

.
ϑg ψg

.
ψg

]T
—state vector, ug =

[
Mb Mc

]T—control vector,

Ag =




0 1 0 0
0 −bb 0 −1
0 0 0 1
0 1 0 −bc


—state matrix, Bg =




0 0
cb 0
0 0
0 cc


—control matrix,

bb = ηb
JgkΩ

, bc =
ηc

JgkΩ
, cb = cc =

1
JgkΩ2 , Ω =

Jgong

Jgk
,

ϑg, ψg—angles defining the position of the GS axis in space,
Mb, Mc—control moments,
ηb, ηc—damping coefficients in GS frame suspension bearings,
Jgo—moment of inertia of a GS rotor relative to the longitudinal axis,
Jgk—moment of inertia of a GS rotor relative to the transverse axis,
ng—rotary speed of the GS rotor.

In order to provide the controlled gyroscope, described by Equation (1), with the
stability and shortest decay time of transition to a set value, let us introduce optimal control
in the form:

ug = −Kgxg, (2)

where:

Kg =

[
k11 k12 k13 k14
k21 k22 k23 k24

]
—gain matrix.
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After taking into account the above assumptions using the LQR method and analytical
solution of the Riccati equation, individual elements of the gain matrix Kg for the analysed
gyroscope system satisfy the following relationship [14]:

k11 = k23 = kb, k12 = k14 = k22 = k24 = hg, k21 = −k13 = kc. (3)

After substituting gain coefficient (3) to (2), correction controls will be expressed in
the following form:

Mb = −kbϑg + kcψg − hg
dϑg

dt
, (4)

Mc = −kcϑg − kbψg − hg
dψg

dt
, (5)

where:

kb =
kb

JgkΩ2 , kc =
kc

JgkΩ2 , hg =
hg

JgkΩ
. (6)

Therefore, the open-system gyroscope system (1), taking into account (4), i.e., after
substituting Mb and Mc in the control vector ug, is reduced to a new form (closed-system):

dxg

dt
= A∗

gxg, (7)

where:

A∗
g =




0 1 0 0
−kb −hg − bb +kc 1

0 0 0 1
−kc −1 −kb −hg − bc


.

Further, let us assume that friction in the gyroscope suspension bearings is negligible
i.e., bb = bc = 0. For such a described gyroscope system, let us additionally look for such
parameters and inter-relations, which guarantee the shortest transient process damping
time. In this case let us also use a modified method of the Golubientsev optimization
method, which consists in ensuring the fastest disappearance of transient processes that
appear after switching on the control, or a sudden operation of a disturbance. The algorithm
of this method is presented in [14].

Using the Hurwitz stability criterion and the modified Golubientsev optimization
method [14,17], we obtain the following system of equations and inequalities:

kb > 0, kc > 0, hg > 0, (8)

2kb −
1
2

h
2
g + 1 > 0, (9)

kc =
1
2

hg, (10)

1
16

h
4
g +

1
4

h
2
g −

1
2

h
2
gkb − hgkc + k

2
b + k

2
c > 0. (11)

Taking into account the maximization condition for the absolute trace value of matrix
A∗

g ∣∣∣TrA∗
g

∣∣∣→ max, (12)

Using inequality (9) we obtain the following value of the damping coefficient:

hg =

√
2 + 4kb. (13)
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Substituting (13) to the Equation (10) we get:

kc =
1
2

√
2 + 4kb. (14)

Whereas, after taking into account (6) we get:

hg =
√

2J2
gon2

g + 4Jgkkb , (15)

kc =
1
2

J2
gon2

g

Jgk

√
2J2

gon2
g + 4Jgkkb. (16)

Thus, coefficients hg and kc are explicitly defined as the gyroscope parameter functions
Jgo, Jgk and ng of the coefficient kb, which should satisfy the stability criteria as well as the
technical restrictions arising from the strength of the gyroscope structure itself.

The obtained relationships can be used for controlling the gyroscope under conditions
of changing specific rotation angular velocity (e.g., in certain drones with a limited and
unstable power source). In such a case, one should measure the ng(t) values on an
ongoing basis and updated the hg and kc regulator coefficient values in accordance with
the relationships (15) and (16). Coefficient kb is set through software. This enables adaptive
gyroscope control. The adaptive control algorithm described in [14] should be used for
cases of numerous other parameters of the gyroscope changing over time. Figures 1 and 2
graphically characterize the relationships between individual parameters of the gyroscope
and its regulator. In order to obtain the aforementioned relationships, it was assumed that
Jgk = Jgo/2.

Figure 1. Graph of optimal inter-relations between the regulator damping coefficient hg, angular
velocity ng and the gain coefficient kb.

Figure 2. Graph of optimal inter-relations between the regulator gain coefficient kc, angular velocity
ng and the gain coefficient kb.
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Therefore, if the system of terms (8)–(11) is satisfied, the gyroscope system transient
process induced by external disturbance (1) is damped first.

3. Test Results

This section presents the results and analysis of the tests covering the dynamics of the
controlled gyroscope system with the following parameters [2,18]:

Jx1 = 2.5·10−5 kgm2, Jy1 = Jx1 , Jz1 = Jx1 ,

Jx2 = 5·10−5 kgm2, Jy2 = Jx2 , Jz2 = Jx2 ,

Jx3 = Jgo = 5·10−4 kgm2, Jy3 = Jgk = 2.5·10−4 kgm2,

Jz3 = Jx3 , m2 = 0.1 kg, m3 = 0.14 kg, mg = m2 + m3,

ng = 600 rad/s; ηb = ηc = 0.05 Nm/s.

The kinematic excitations acting on the gyroscope system were assumed to be har-
monic forms with an amplitude equal to 0.5 rad/s and frequency equal to 15 rad/s.

The simulation testing was conducted in the Matlab/Simulink environment (Version
R2020a, MathWorks, Natick, MA, USA), with an integration step of dt = 0.00001 s [19].

3.1. Test Results Regarding the Sensitivity of a Gyroscope System during Tracking and Laser
Illumination of a Ground Target

Let us assume that the initial conditions do not match set conditions:

ψgo 6= ψgzo, ϑgo 6= ϑgzo,
.
ψgo 6=

.
ψgzo,

.
ϑgo 6=

.
ϑgzo,

and are equal:
ψgo = 5 deg, ϑgo = −5 deg,

.
ψgo = 0,

.
ϑgo = 0.

Control moments were adopted in the following form:

Mb = −kbeϑ + kceψ − hg
.
eϑ, Mc = −kceϑ − kbeψ − hg

.
eψ,

where:
eϑ = ϑg − ϑgz,

.
eϑ =

.
ϑg −

.
ϑgz, eψ = ψg − ψgz,

.
eψ =

.
ψg −

.
ψgz.

It was also assumed that the task of gyroscope system control was displacement over a
minimum time and maintaining the gyroscope axis in a position consistent with the target
line of sight position, with an error below 0.5 degrees, i.e., 0.0087 rad. After satisfying this
condition, it activates only the laser system to illuminate the target. The target should be
steadily illuminated, with preset precision, regardless of the drone maneuvers, vibrations of
its deck and other external disturbances, such as wind gusts [20,21] or projectile explosion.
Such disturbances appeared within the simulation in question, in the period between 15 to
20 s.

Figures 3–6 contain simulation results for nonoptimal regulator coefficients:

kb = 10, kc = 100, hg = 100.

The simulation results presented in Figures 3–6 clearly show that the controller pa-
rameters are chosen incorrectly. There are significant deviations of the actual values of the
position angles of the GS axis ψg, ϑg from the pre-set values ψgz, ϑgz (Figures 3 and 4).
Consequently, the control error reaches large values (Figure 6). The kinematic excitations
occurring after 15 s of motion have a very negative effect on the motion of the gyroscope
system, which can also be seen in Figure 5.
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Figure 3. Real and set angle of gyroscope system (GS) deflection and inclination as a function of time.

Figure 4. Real and desired motion trajectory.

Figure 5. Control moments as a function of time.

Figure 6. Total error as a function of time.
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Figures 7–10 show simulation results for other nonoptimal values of regulator coeffi-
cients of

kb = 10, kc = 10, hg = 10.

Figure 7. Real and set angle of GS deflection and inclination as a function of time.

Figure 8. Real and desired motion trajectory.

Figure 9. Control moments as a function of time.
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Figure 10. Total error as a function of time.

From the simulation results shown in Figures 7–10, it can be seen that the motion of
the gyroscope system is more stable. The deviations from the set values are smaller than
for the case shown in Figures 3–6. However, the control error is still too large, whereas
Figures 11–14 contain test results for a regulator coefficient of kb = 10, while kc and hg are
determined based on relationships (13)–(14) (i.e., optimal).

Figure 11. Real and set angle of GS deflection and inclination as a function of time.

Figure 12. Real and desired motion trajectory.
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Figure 13. Control moments as a function of time.

Figure 14. Total error as a function of time.

The results presented in Figures 11–14 show that the controller with the optimal
parameters work properly. The trajectory of the actual motion almost coincides with the
desired trajectory. The total control error for the steady-state motion oscillates around a
value equal to 1 degree.

Figures 15–18 shows the test results for optimal regulator coefficients of kb = 348 and
kc and hg determined based on relationships (13)–(14).

Figure 15. Real and set angle of GS deflection and inclination as a function of time.
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Figure 16. Real and desired motion trajectory.

Figure 17. Control moments as a function of time.

Figure 18. Total error as a function of time.

Such a selection of control coefficients causes the changes over time of the actual
angles of GS axis position and the set angles to coincide almost perfectly, which can also be
seen in Figure 16. The influence of kinematic excitations on GS motion is imperceptible.
The total control error is close to zero.
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Some selected test results shown in Figures 3–18 indicate that the most important
regulator parameter is the kb coefficient, which was ultimately selected so that the control
moments did not exceed the permissible absolute values of 0.5 Nm on one hand, and the
total error between the set and implemented gyroscope axis position was below 0.5 degrees
(0.0087 rad) on the other. Other coefficients were determined based on the relationships
(7)–(15). Numerous tests involving gyroscope system sensitivity indicated that with an
optimally selected kb coefficients, other coefficients, namely kc and hg, varying within
30% of the optimum values, did not cause significant errors in maintaining the gyroscope
axis in accordance with the target line of sight. Errors exceeding permissible values,
i.e., axis deviation from the set value higher than 0.0087 rad appeared after leaving the
aforementioned change range of the coefficients. At the same time, the control moments
reached unacceptable values.

3.2. Simulation Studies Involving the Control over an Optimum Gyroscope System for Homing
onto a Ground Target from Onboard a Quadcopter

In order to test the operating effectiveness of a gyroscope system with optimally
selected parameters when homing a quadcopter onto a moving ground target under
conditions of external disturbance, the following controls, quality indicators and initial
conditions of drone and target motion were adopted.

GS axis control moments:

Mb = −kbeϑ + kceψ − hg
.
eϑ, Mc = −kceϑ − kbeψ − hg

.
eψ

where:
eϑ = ϑg − ε;

.
eϑ =

.
ϑg −

.
ε; eψ = ψg − σ;

.
eψ =

.
ψg −

.
σ

ε, σ—deflection and inclination angles of the target line of sight, determined from homing
kinematics equations.

In terms of selecting the optimum parameters for the gyroscope system in question,
the following two quality indicators were adopted:

1. IAE (Integral Absolute Error) quality indicator:

IAE =

∞∫

0

|ec|dt

where:

ec =
√

e2
ϑ + e2

ψ—total error.

2. ISSC (Integral Square State and Control) quality indicator:

ISSC =

∞∫

0

(
xTx

)
dt +

∞∫

0

(
uTu

)
dt

where:
x =

[
ϑg ψg

.
ϑg

.
ψg

]
, u =

[
Mb Mc

]
.

Initial positions and angular velocities of gyroscope system axis position:

ψg = σ + 0.2 rad, ϑg = ε + 0.2 rad,
.
ψg = 0;

.
ϑg = 0.

Initial ground target movement conditions:

xc = 150 m, yc = 50 m, zc = 0.

Vc = 25 m/s, γc = 0, χc = 0.
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Initial drone flight parameters:

xs = 0, ys = 0, zs = 500 m.

Vs = 75
m
s

, γs = ε, χs = σ.

Coefficient kb is selected heuristically, while the optimum PD regulator gain coeffi-
cients is calculated from relationships (13)–(14).

The analysis involved six variants with two GS control parameter values.
The test results shown in Figures 19–48 and determined quality indicator values in

Table 1 indicate that effective control over a gyroscope system when homing a quadcopter
onto a moving ground target under external disturbance conditions requires the application
of optimum regulator parameters, with values from a range determined based on the tests
discussed in Section 3.1.

Table 1. Quality indicators.

Variant Regulator Parameters ISSC IAE

1 kb = 10, kc = 10, hg = 10 9.2403 × 108 5.3726 × 103

2 kb = 10, kc = 100, hg = 100 9.6861 × 108 7.2331 × 103

3 kb = 10, kc, hg − optimum 1.1070 × 109 4.3352 × 103

4 kb = 348, kc, hg − optimum 1.6691 × 109 1.7290 × 103

5 kb = 348, kc, hg = 0.7 ∗ optimum 1.6845 × 109 1.8137 × 103

6 kb = 348, kc, hg = 1.3 ∗ optimum 1.6263 × 109 1.9237 × 103

The tests also indicated that with an optimally selected coefficient kb, the values of
coefficients kc and hg can change over a broad range but cannot exceed 30% of the optimum
values. Figures 36 and 46 clearly show that a gyroscope system in variant 6 was faster in
“entering” the set trajectory but the IAE indicator reached a much higher value relative to
variant 4, with comparable values of the ISSC indicator for both variants.

A similar situation applies to variant 5. The value of coefficients kc and hg were
30% lower than the optimum values, which significantly increased the gyroscope system
homing error. This is particularly visible when comparing Figures 36 and 41.

In conclusion, it should be stated that the assumed homing accuracy is achieved for
optimum gyroscope control system regulator values adopted in variant 4.

Variant 1.
kb = 10; kc = 10; hg = 10.

Figure 19. Trajectories of unmanned aerial vehicle (UAV) and target flight.
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Figure 20. Changes of realizing and pre-set deflection and inclination angles of GS as a time function.

Figure 21. Trajectories of the real and desired motion.

Figure 22. Control moments as a function of time.
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Figure 23. Total error as a function of time.

Variant 2.
kb = 10; kc = 100; hg = 100.

Figure 24. Trajectories of UAV and target flight.

Figure 25. Changes of realizing and pre-set deflection and inclination angles of GS as a time function.
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Figure 26. Trajectories of the real and desired motion.

Figure 27. Control moments as a function of time.

Figure 28. Total error as a function of time.

Variant 3.
kb = 10, whereas kc, hg are adopted optimum values.
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Figure 29. Trajectories of UAV and target flight.

Figure 30. Changes of realizing and pre-set deflection and inclination angles of GS as a time function.

Figure 31. Trajectories of the real and desired motion.
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Figure 32. Control moments as a function of time.

Figure 33. Total error as a function of time.

Variant 4.
kb = 348, whereas kc, hg adopted optimum values.

Figure 34. Trajectories of UAV and target flight.
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Figure 35. Changes of realizing and preset deflection and inclination angles of GS as a time function.

Figure 36. Trajectories of the real and desired motion.

Figure 37. Control moments as a function of time.
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Figure 38. Total error as a function of time.

Variant 5.
kb = 348, whereas kc, hg are adopted values 30% lower than optimum.

Figure 39. Trajectories of UAV and target flight.

Figure 40. Changes of realizing and pre-set deflection and inclination angles of GS as a time function.
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Figure 41. Trajectories of the real and desired motion.

Figure 42. Control moments as a function of time.

Figure 43. Total error as a function of time.

Variant 6.
kb = 348, whereas kc, hg are adopted values 30% higher than optimum.
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Figure 44. Trajectories of UAV and target flight.

Figure 45. Changes of realizing and preset deflection and inclination angles of GS as a time function.

Figure 46. Trajectories of the real and desired motion.
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Figure 47. Control moments as a function of time.

Figure 48. Total error as a function of time.

Table 1 shows the values of determined quality indicators.
The data presented in Table 1 show that the IAE indicator is the decisive criterion

for the selection of regulator parameters. The ISSC does not give unambiguous answers.
The lowest value of the IAE indicator was achieved for variant 4. The parameters of the
regulator determined in this variant made it possible to obtain the highest accuracy of
guiding the quadcopter to the moving target.

4. Conclusions

The optimum parameters for controlling the gyroscope axis position presented herein
minimize the error between the set and desired movements to acceptable values and reduce
the impact of kinematic excitation of the QUAV base and external disturbance acting on
the drone. The authors studied sensitivity and determined the optimum parameter change
ranges for stable, precise tracking, laser illumination and homing onto a moving ground
target from onboard a drone.

Due to a minimum offset between the set and implemented gyroscope axis position,
a specific optimum coefficient kb was determined for the controlled gyroscope system in
question. The GS is very sensitive to changes in this coefficient. Other coefficients, kc and
hg, are functions of kb and the GS is not really sensitive to changes in their values, since they
can vary by up to 30% of optimum values without a significant impact on the precision of
ground target tracking and laser illumination.
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Summing up, it can be concluded that the application of a gyroscope system with
optimally selected parameters ensures stable and precise QUAV homing onto a moving
ground target under external disturbance.

The next stage of the research will be the application of the optimal parameters set out
in this paper for the experimental verification of the operation of the gyro system guiding
the quadcopter onto a moving ground target to prove ground conditions.
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Abstract: The small modular dual fluid reactor is a novel variant of the Generation IV molten salt
reactor and liquid metal fast reactor. In the primary circuit, molten salt or liquid eutectic metal
(U-Pu-Cr) is employed as fuel, and liquid lead works as the coolant in the secondary circuit. To
design the control system of such an advanced reactor, the uncertainties of the employed computer
model and the physicochemical properties of the materials must be considered. In this paper, a
one-dimensional model of a core is established based on the equivalent parameters achieved via the
coupled three-dimensional model, taking into account delayed neutron precursor drifting, and a
power control system is developed. The performance of the designed controllers is assessed, taking
into account the model and property uncertainties. The achieved results show that the designed
control system is able to maintain the stability of the system and regulate the power as expected.
Among the considered uncertain parameters, the reactivity coefficients of fuel temperature have the
largest influence on the performance of the control system. The most optimized configuration of
the control system is delivered based on the characteristics of uncertainty propagation by using the
particle swarm optimization method.

Keywords: small module dual fluid reactor; delayed neutron precursor drifting; load regulation;
uncertainty-based optimization; particle swarm optimization; uncertainty and sensitivity analysis

1. Introduction

The dual fluid reactor, which adopts molten salt or liquid eutectic metal (U-Pu-Cr)
as fuel and liquid lead as a coolant, has a considerable number of advantages over con-
ventional reactors. It is a novel variant of the Generation IV molten salt reactor and liquid
metal fast reactor. A relevant study can be traced back to 1966, when a two-fluid molten salt
breeder reactor (MSBR) was designed at Oak Ridge National Laboratory [1]. The proposed
MSBR was investigated for its load-following capability under various ramp rates of the
power demand without a controller [2], and its enlarged version of 2 GW thermal output
was proposed by Taube et al. in 1974 [3]. Later, a new design of the two-fluid molten salt
reactor, named the dual fluid reactor (DFR), was proposed by researchers at the Institue for
Solid-State Nuclear Physics (IFK) [4]. By using liquid lead, the dual fluid reactor has a high
capability to transfer heat produced in the core and can be operated at a considerably high
power density without any safety issues. The characteristics of the steady-state physics of
the dual fluid reactor concept were investigated [5,6], and a comparative study of the two
fuel options was conducted [7]. The distribution zone of the dual fluid reactor concept has
been designed and analyzed from the perspective of thermal hydraulics [8,9]. According to
previous studies, the dual fluid reactor concept has a unique feature. Based on this fact, spe-
cial attention has to be paid to the design and optimization of its control system to ensure
that the reactor is able to follow the load as desired and has little overshoot/fluctuation as
possible. However, to date, research on the control system of the dual fluid reactor concept
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has not been conducted, and the strategy for optimization of the controller is unknown.
Moreover, the uncertainties introduced during the modeling process must be considered
to ensure that the optimized control system is always reliable in spite of the deviations
between the numerical model and reality.

In this work, a one-dimensional model of the core of the small modular dual fluid
reactor (SMDFR) is built based on the equivalent parameters achieved by the coupled three-
dimentional model, taking into account delayed neutron precursor (DNP) drifting, and a
power control system is developed. Then, the most representative uncertain parameters
of this model are chosen based on the experience of a previous study [10], and their
influences on the numerical model are quantified. Finally, the technique of particle swarm
optimization (PSO) is implemented to optimize the controller of the core considering
its uncertainties.

2. Description of SMDFR and Control System

2.1. Small Modular Dual Fluid Reactor

Unlike the original dual fluid reactor design, the nominal power of the small modular
dual fluid reactor was reduced to: P0 = 0.1 GW = 100 MW , which is much lower compared
to the original designed thermal power of 3 GW. The schematic of the SMDFR is shown
in Figure 1. There are three circuits in the schematic: the primary circuit of molten salt as
fuel is depicted in deep red; the secondary circuit of liquid lead as the primary coolant
is depicted in yellow; and the tertiary circuit of liquid lead as the secondary coolant is
depicted in blue. The mass flow rate of the molten salt in the primary circuit is notably
low and is intended solely for online fuel processing instead of heat removal. The heat
produced by fission in the core is majorly taken by the liquid lead as the primary coolant in
the secondary circuit and then transferred to the secondary coolant in the tertiary circuit
for utilization, such as hydrogen production, electricity generation, and water desalination
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PPU

Secondary

Coolant

Secondary

Coolant

Reflector Reflector

Primary

Coolant

Distribution Zone

(Lower part)

Collection Zone

(Upper part)

Core Zone

Figure 1. Schematic of the small modular dual fluid reactor.

In this work, the core of the SMDFR is chosen as the research object, which is made
of three parts: the distribution zone, core zone, and collection zone. Starting from the
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bottom part of the core, the fuel (molten salt) goes into the distribution zone, flows through
the core zone, and then leaves the collection zone. The coolant (liquid lead) flows in
the same direction and takes heat generated by the fission reaction taking place in the
molten salt. Since this work focuses on the one-dimensional model of the core, a detailed
description of the geometry is beyond the scope of this paper, and the reader is referred to
the literature [9].

The major design parameters are listed in Table 1. In this work, the molten salt, which
is a mixture of uranium tetrachloride and plutonium tetrachloride, is selected as fuel, and
silicon carbide is employed as the pipe wall.

Table 1. SMDFR design parameters.

Parameters Values

Core zone D × H (m) 0.95 × 2.0
Distribution zone D × H (m) 0.95 × 0.2
Collection zone D × H (m) 0.95 × 0.2

Height of core (m) 2.4
Outer reflector diameter (m) 1.25

Tank D × H (m) 1.65 × 3.4
Number of fuel tubes 1027

Fuel pin pitch (m) 0.025
Outer/interior fuel tube diameter (m) 0.008/0.007

Outer/interior coolant tube diameter (m) 0.005/0.004
Mean linear power density (W/cm) 609

Fuel inlet/outlet temperature (K) 1300/1300
Coolant inlet/outlet temperature (K) 973/1100

Fuel inlet/in-core velocity (m/s) 3/0.5225
Coolant inlet/in-core velocity (m/s) 5/1.3488

2.2. Uncertainty-Based Particle Swarm Optimization of the Control System

A control system is designed for the control of power of the SMDFR. Its working
principle is shown in Figure 2. The desired power is determined based on the load demand
and then compared with the measured power. Their difference is sent to the PI controller
to adjust the value of reactivity to be introduced. It can be observed that a limiter of
±15 pcm/s is applied to limit the introduction rate of reactivity, considering the criticality
safety of the core and engineering feasibility [11]. The reactivity is assumed to be introduced
by the control rod and applied uniformly to the whole core. As initial values, Kp is set to
200 and Ki is set to 50. Firstly, the feasibility of the designed control system is investigated,
and then optimization of the examined control system is conducted.
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Figure 2. Working principle of the power control system.

To achieve the best performance, the particle swarm optimization technique is em-
ployed to settle the PI parameters for the control system. The uncertainties of the model and
property have to be quantified to ensure that the optimization is always valid. The structure
of the uncertainty-based PSO optimization of the PI controller is shown in Figure 3.
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Figure 3. Structure of the uncertainty-based particle swarm optimization of the control system.

3. Methodology

In this work, a one-dimensional model of the SMDFR core is established based on
the equivalent parameters achieved by the coupled three-dimensional model, taking into
account the delayed neutron precursor drifting by modifying the point kinetic model.
The reactivity feedback, resulting from the temperature and density change in the two
fluids, is considered by a linearized correlation of the introduced reactivity and the changed
temperatures. After finishing the core model, a PI controller is added to control the power
via the introduction of positive or negative reactivity based on the difference between the set
value and the measured value of core power. Finally, the uncertainty-based control system
is designed and optimized using the PSO technique considering the uncertainty quantifica-
tion.

3.1. Reactor Core Modeling

In order to obtain basic data for the establishment of the one-dimensional model of the
SMDFR core, the parameters needed for the neutronic and thermodynamic equations are
acquired from the coupled three-dimensional model. In addition, the point kinetic model
has to be modified to accurately describe the process of delayed neutron precursor drifting.
The thermodynamic model is built based on the assumption that the fuel, the piping
wall, and the coolant in the core are divided into 12 parts and each part has lumped
properties. The point kinetic model and the thermodynamic model are then linked by the
reactivity feedback.

3.1.1. Data Used for Analysis

For the simulation, two types of data are required, the neutronics data (Table 2) and
the thermodynamics data (Table 3). The neutronics data are obtained by using Serpent
2.1.31 with the ENDF/B-VII nuclear data library, applying the calculated temperature and
density distributions of the fuel and coolant. The thermodynamics data are calculated
using the fully resolved CFD model via COMSOL Multiphysics version 5.6 [12] together
with its CFD module [13] and heat transfer module [14].
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Table 2. Neutronics data for the point kinetic model.

Parameters Value

Λ (s) 1.05 × 10−6

βi (−)
(7.91 × 10−5 7.03 × 10−4 5.04 × 10−4

1.17 × 10−3 4.57 × 10−4 1.10 × 10−4 )
β (−) 3.02 × 10−3

λ (1/s) (1.27 × 10−2 3.00 × 10−2 1.10 × 10−1 3.19 × 10−1 1.18 7.02)
φtot (1/(m2 · s)) 3.61 × 1021

1
v (s/m) 4.16 × 10−9

N0 (1/m3) 1.50 × 1013

Pi (W)
(1.58 × 10−1 6.42 × 10−2 6.98 × 10−2 7.10 × 10−2

7.14 × 10−2 7.12 × 10−2 7.07 × 10−2 7.00 × 10−2

6.91 × 10−2 6.76 × 10−2 6.49 × 10−2 1.52 × 10−1)
P0 (W) 1.00 × 108

τc (s) 5.43
τe (s) 10.0
λc (1/s) 0.184
λe (1/s) 0.1
α f (1/K) −2.08 × 10−4

αc (1/K) −8.28 × 10−6

ρ0 ($) 1.11 × 10−3

Ci,0 (1/m3)
(4.29 × 1014 4.15 × 1015 3.83 × 1015

1.16 × 1016 5.70 × 1015 1.53 × 1015)

Cei,0 (1/m3)
(7.01 × 1014 5.88 × 1015 3.36 × 1015

5.09 × 1015 8.20 × 1014 3.96 × 1013)

Table 3. Thermodynamics data.

Parameters Distribution Zone Core Zone (1 from 10 Nodes) Collection Zone

Fuel pipes (#) - - 1027
Coolant pipes (#) 2166 2166 -
A f w (m2) 13.6 9.0 13.6
Awc (m2) 10.9 10.3 10.9
ṁ f (kg/s) 327.7 327.7 327.7
ṁc (kg/s) 5550.5 5550.5 5550.5
M f (kg) 307.7 116.4 307.7
Mw (kg) 39.3 31.1 39.3
Mc (kg) 219.9 770.5 219.9
cp, f (J/(kg · K)) 400 400 400
cp,w (J/(kg · K)) 690 690 690
cp,c (J/(kg · K)) 140.2 140.2 140.2
Heat taken by coolant (J) 18,744,000 5,970,000 16,956,000
h f w (W/(K · m2)) 6546.0 4305.1 7629.5
hwc (W/(K · m2)) 27,405.4 13,833.4 32,177.3
Tin

f (K) 1300.0 - -

Tin
c (K) 973.0 - -

3.1.2. Modified Point Kinetic Model

In order to accurately capture the neutronic behavior of the SMDFR, the point ki-
netic model [15] with 6 delayed neutron groups (i = 1, ..., 6) is adopted and modified.
Although the fuel outside of the core is kept subcritical, the decay process of delayed
neutron precursors has to be considered to describe its influence on neutron distribution
in the core. Traditionally, the effect of the delayed neutrons due to the flowing fuel is
described by two additional terms [16]: the precursor loss when the fuel leaves the core,
and the precursor gain when the fuel re-enters the core, which are the 3rd and the 4th terms
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on the right side of the delayed neutron precursors equations, respectively, as shown in
Equation (1). However, the time delay term introduces some complexities to the modeling
process, and some special treatments have to be applied to solve this kind of equation.
To eliminate this time delay term, the concentrations of the six groups of delayed neutron
precursors outside of the core, Cei, are defined, and then the balance of delayed neutron
precursors can be described as shown in Figure 4. The concentrations of the six group
delayed neutron precursors inside the core can be given by Equation (2). Since six depend
variables are introduced, an additional six equations (Equation (3)) describing the evo-
lution of the DNP concentrations outside of the core, together with the equation of the
neutron density (Equation (4)), have to be added to close the set of equations for the point
kinetic model.

Outside of 
the core:

Inside the core:
Decay: Decay:

Exchange rate of the delayed 
neutron precursors:

Exchange rate of the delayed 
neutron precursors:

Figure 4. Schematic of the balance of delayed neutron precursors.

dCi(t)

dt
=

βi

Λ
· N(t)− λiCi(t)− λcCi(t) + λcCi(t − τe) · e−λiτe (1)

dCi(t)

dt
=

βi

Λ
· N(t)− λiCi(t)− λcCi(t) + λeCei(t) (2)

dCei(t)

dt
= −λiCei(t)− λeCei(t) + λcCi(t) (3)

dN(t)

dt
=

(ρ(t)− β)

Λ
· N(t) +

6

∑
i=1

λiCi(t) (4)

The initial value of ρ, Ci and Cei can be calculated by solving the governing equations
Equations (2)–(4), applying a stationary state condition by making the time derivative
terms equal to zero, as shown in Equations (5)–(7).

ρ0 = β −
6

∑
i=1

βi · (λi + λe)

λi + λe + λc
(5)
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Ci,0 =
βi

Λ
· N0 ·

λi + λe

(λi + λe + λc) · λi
(6)

Cei,0 = Ci,0 ·
λc

λi + λe
(7)

3.1.3. Thermodynamic Model

Considering the geometry structure of the core, 12 nodes are defined: Node 1 for
the distribution zone, Node 2–11 for the core zone, and Node 12 for the collection zone,
as shown in Figure 5. Each node has a height of 0.2 m. The energy balance of Node 1 is
described by Equations (8)–(10). For the remaining nodes (Node 2–12, i = 2, ..., 12), the heat
transfer process is governed by Equations (11)–(13). As shown in Figure 5, the heat gener-
ated by the nuclear fission is transferred from the fuel to the piping wall and then to the
primary coolant. Finally, the fission energy is taken by the primary coolant and transferred
to the secondary coolant for utilization. The power is assumed to be proportional to the
neutron density, as shown in Equation (14).

Node 1

Node 2Node 2

Node 4

Node 3

Node 5

Node 7

Node 6

Node 12

Node 10

Node 9

Node 8

Node 12

Node 1
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Node 10
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Node 3
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Figure 5. Schematic of nodalization and energy balance.

M1
f · c1

p, f ·
dT1

f (t)

dt
= P1(t) + ṁ f · c1

p, f · (T
in
f − Te

f (1))− h1
f w · A1

f w · (T1
f − T1

w) (8)

M1
w · c1

p,w ·
dT1

w(t)

dt
= h1

f w · A1
f w · (T1

f − T1
w)− h1

wc · A1
wc · (T

1
w − T1

c ) (9)
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M1
c · c1

p,c ·
dT1

c (t)

dt
= ṁc · c1

p,c · (T
in
c − Te

c (1)) + h1
wc · A1

wc · (T
1
w − T1

c ) (10)

Mi
f · ci

p, f ·
dTi

f (t)

dt
= Pi(t) + ṁ f · ci

p, f · (T
e
f (i − 1)− Te

f (i))− hi
f w · Ai

f w · (Ti
f − Ti

w) (11)

Mi
w · ci

p,w ·
dTi

w(t)

dt
= hi

f w · Ai
f w · (Ti

f − Ti
w)− hi

wc · Ai
wc · (T

i
w − Ti

c) (12)

Mi
c · ci

p,c ·
dTi

c(t)

dt
= ṁc · ci

p,c · (T
e
c (i − 1)− Te

c (i)) + hi
wc · Ai

wc · (T
i
w − Ti

c) (13)

P(t) = P0 ·
N(t)

N0
(14)

3.1.4. Reactivity Feedback

The change in temperatures of the fuel or coolant introduces additional reactivity,
which is called reactivity feedback, and it has an important impact on the operation of the
reactor. The reactivity ρ(t) consists of the initial reactivity, the reactivity introduced by the
variation in temperatures of the fuel and coolant, and the externally inserted reactivity
from control rods or other sources, as shown by Equation (15):

ρ(t) = ρ0 + α f (T f (t)− T f ,0) + αc(Tc(t)− Tc,0) + ρinsert, (15)

where α f is the temperature feedback coefficient of fuel; αc is the temperature feedback
coefficient of the coolant; T f ,0 and Tc,0 are the initial mean temperatures of the fuel and
coolant, respectively; and T f (t) and Tc(t) denote the real time mean temperatures.

3.2. PI Controller

In this work, the PI controller is adopted for the control system. As a variation of
proportional integral derivative (PID) control, only the proportional and integral terms are
used in proportional integral (PI) control. The difference between the set value and the
real (measured) value, e(t), is given to the PI controller as the feedback error, and then the
value of the controller output u(t) is calculated in the time domain from the feedback error
by Equation (17) and then fed into the system as the manipulated variable input. It is clear
that the two parameters Kp and Ki have a significant influence on the system response and,
thus, should be optimized for the best control performance.

e(t) = Pset − Preal (16)

u(t) = Kpe(t) + Ki

∫ t

0
e(t)dt (17)

3.3. Uncertainty Quantification

In order to quantify the system uncertainties, the input uncertainties of the system
must be identified, and their ranges and probability densities function must be determined.
Several methods are available for the quantification of uncertainty, but the nondestructive
technique, tolerance limits [17], is selected in this work considering its reduced consump-
tion of computational resources. The Monte-Carlo method, which is much more computa-
tionally expensive, is used to verify the performance of the delivered control system.

3.3.1. Input Uncertainties of the Numerical Model

Regardless of the accuracy that the numerical model can achieve, since approxima-
tions and assumptions are essential in the modeling and calculation process, a degree of
uncertainty is always expected and has to be well quantified to deliver reliable results with
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adequate assurance. However, since not all of the uncertain parameters can be considered
due to the limited computational resources and the limited knowledge, only the most
representative uncertain parameters are taken into account based on the experience of a
previous study [10]. Their influences on the numerical model have to be quantified and
considered during the design and optimization of the control system.

The selected uncertain parameters, which are considered as the input of the uncertainty
quantification procedure, were assumed to be uniformly distributed in their ranges and are
given in Table 4. The ranges are determined in the following manner:

• Thermal power, mass flow rates, and inlet temperatures are specified with reference
to the reported experimental uncertainty in the literature [18].

• The heat capacity of liquid lead (coolant) is specified according to the uncertainty
bounds found in [19].

• The heat capacity of molten salt (fuel) is specified referring to the value of liquid
lead. Since no data are available for the molten salt, and there is a heat transfer
process between the two fluids, a consistent uncertainty range is applied to both
of them in order to achieve a conservative assumption for the heat transfer process.
In the future, its value will be adapted when experimental data of the molten salt are
generated/available.

• Temperature feedback coefficients and heat transfer coefficients are taken with a ±10%
uncertainty range from the default value. Since no data are available, this assumption
is considered to be sufficiently conservative. When more data are obtained, their
ranges will be updated accordingly.

Table 4. Uncertain parameters.

# Parameters Probability Density Function Min. Max.

1 Thermal power (factor) Uniform 0.98 1.02
2 Temperature feedback coefficient of fuel (factor) Uniform 0.9 1.1
3 Temperature feedback coefficient of coolant (factor) Uniform 0.9 1.1
4 Mass flow rate of fuel (factor) Uniform 0.95 1.05
5 Mass flow rate of coolant (factor) Uniform 0.95 1.05
6 Heat capacity of fuel (factor) Uniform 0.95 1.05
7 Heat capacity of coolant (factor) Uniform 0.95 1.05
8 Heat transfer coefficient between fuel and wall (factor) Uniform 0.9 1.1
9 Heat transfer coefficient between wall and coolant (factor) Uniform 0.9 1.1

10 Fuel inlet temperature (additive) Uniform –2.2 2.2
11 Coolant inlet temperature (additive) Uniform –2.2 2.2

3.3.2. Tolerance Limits

The idea of applying tolerance limits for uncertainty quantification was proposed
by Glaeser [17]. By employing this technique, the required sample size, which is the
required runs of the computer model, is reduced, while the resulting statistical interval
binds with confidence (usually 95%). According to the definition made by Krishnamoorthy
and Mathew [20], two types of tolerance limits can be achieved: one-sided tolerance limits
and two-sided tolerance limits.

The upper/lower tolerance limit can be explained as follows: the 1 − α upper/lower
confidence limit can be granted for at least the (100 × p)th percentile of the population.
A 100 × p percentage of the population would be bounded by the upper/lower tolerance
limit with a confidence of 1 − α.

The two-sided tolerance limits can be explained as follows: The 1 − α two-sided
confidence limits can be granted for at least the (100 × p)th percentile of the population.
A 100 × p percentage of the population would be bounded by the two-sided tolerance
limits with a confidence of 1 − α.
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The confidence level α can be calculated by [21]

α ≤
r+s−1

∑
k=0

(
N

k

)
(1 − p)k pN−k (18)

When a one-sided upper/lower tolerance limit is considered, r/s has to be set to 0.
When two-sided tolerance limits are expected, normally, r is set to be equal to s to ensure a
consistent grade of upper and lower limits. Given r, s, p (population proportion of interest)
and α, the required sample size (N) is given by Equation (18).

In this work, 59 runs were performed to obtain the one-sided upper tolerance limit
based on the 1D computer model. Making the confidence level equal to 0.95, the population
proportion of interest p would be 0.95 according to Equation (18).

3.3.3. Sensitivity Quantification

The effect of the sensitivity of input uncertainty on the system output can be inves-
tigated by the following four types of methods: graphical methods, screening analysis,
regression-based analysis, and variance-based analysis. The sensitivity is quantitatively
analyzed by the latter two methods in this paper, as the former two methods are qualitative.

Regression-based techniques are often used to quantitatively analyze sensitivity when
the system has a linear response between the input and output. The computational
cost is lower than that of the variance-based technique. In this work, the standardized
regression coefficient (SRC), which is given by Person’s ordinary correlation coefficients
(Equation (19)) based on standardized variables (Equation (20)), is selected as the index
to quantify the importance of input variables. The squared value of SRC is considered to
be the fraction of the output variance linearly explained by the input [22]. The coefficient
of multiple determination [23] (Equation (21)) is used to examine the linearity of this
relationship. Only when it is larger than 0.6 (cut-off value) can a high enough fraction of the
output variability be explained by the input variability under a linear relation. The closer
its value to 1.0, the more significant the linear relationship.

r(Xj, Y) =
∑

N
i=1(yi − Ȳ)(xi,j − X̄j)

[
∑

N
i=1(xi,j − X̄j)2 ∑

N
i=1(yi − Ȳ)2

] 1
2

(19)

Z̃ =
Z − E(Z)

σ(Z)
(20)

R2 = (r(Y, X1), ..., r(Y, Xk))[Corr(X)]−1(r(Y, X1), ..., r(Y, Xk))
T (21)

The variance-based technique (Sobol indices) was proposed by Ilya M. Sobol [24,25].
The output variance is decomposed, and the contribution of each input variable to output
variance is identified by a certain percentage. This technique can quantify the global sensi-
tivity regardless of whether or not the system is linear, while the interaction between input
variables properly occurs. The major drawback of this method is the high computational
cost: (k + 2) · N, where k denotes the amount of input variables and N denotes the sample
size, with a value typically larger than 1000. By defining two commonly used Monte-Carlo
estimators, S1 and ST, the first-order sensitivity index and the total effect index [25,26],
the sensitivity can be quantified taking into account the linear and non-linear relationships.
A detailed discussion of the Sobol method is beyond the scope of this paper; more details
on its algorithm and estimators can be found in the literature [10].

3.4. PSO Optimization with Uncertainties

Particle swarm optimization is a technique used to optimize a problem [27]. By moving
the candidate particles in the search space according to the defined formula, the particles
are guided toward the best positions based on a given criterion. Finally, the best position
will be found as the optimal solution. Since this paper focuses on the uncertainty-based
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design and optimization of the control system, a more detailed discussion of the algorithm
of particle swarm optimization and its development is beyond the scope of this work.
Further details can be found in the literature [27–29]. In this work, the Matlab toolbox,
Constrained Particle Swarm Optimization version 1.31.4 [30], is used for the PSO algorithm.

The process of the PSO algorithm with uncertainties of the control system is shown in
Figure 6. Firstly, the input parameters are sampled based on the given distributions shown
in Table 4, and then the initial conditions of the computer models are set. After setting the
controller parameters, the system uncertainty is quantified, and then the performance of
the given control system is assessed. By continuously adjusting controller parameters using
the PSO algorithm, the optimized control system considering the existence of uncertainty
will be achieved. Notably, not only can this working flow be applied to the design of the
control system of the nuclear system, but it can also be used for the control system of any
other energy systems subjected to uncertainties.

Start
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parameters Kp, Ki

Set initial conditions

Determination of 

uncertain parameters & 

Sampling

Uncertainty propagation

Quantified performance 

of the control system with 

uncertainty 
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Figure 6. Flowchart of the design of the uncertainty-based control system.

4. Results and Discussion

The Results and Discussion Section is divided into four parts: verification, feasibility
of the control system, optimization, and performance assessment.

4.1. Verification

Since the SMDFR is a new concept, and no experimental data are available at this
stage, the 1D Matlab model has to be verified against the high-fidelity 3D COMSOL
model. A comparison is shown in Figure 7, where asterisks represent the temperature
of fuel, the downward-pointing triangle represents the temperature of piping wall, and
the cross represents the temperature of the coolant. The results from COMSOL model are
depicted in red and those from the Matlab model in black. Taking the COMSOL model as
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a reference, it can be seen that the shapes of temperature distributions of fuel, the piping
wall, and the coolant are generally well captured by the Matlab model. Besides Node 12,
the temperature differences in all of the other nodes are within ±20◦C. Matlab model was
demonstrated to have sufficient capacity to capture the system behaviors and correctly
predict the temperature distributions, which means that this 1D Matlab model can be used
for the design and investigation of the control system.

1 2 3 4 5 6 7 8 9 10 11 12

960

1000

1040

1080

1120

1160

1200

1240

1280

1320

1360

Figure 7. Verification of the 1D Matlab model against the 3D COMSOL model.

4.2. Feasibility of the Control System

In order to investigate the feasibility of the control system, three transients, with and
without the control system, are calculated: ±100 pcm insertion of reactivity, ±20 ◦C
variation in the inlet temperature, and ±10% variation in the coolant mass flow rate.

The results of the system response for ±100 pcm insertion of reactivity are shown in
Figure 8. The power evolution of the system without a control system is depicted in red
and that with a control system in black. Without a control system, as shown in Figure 8a,
100 pcm reactivity is inserted into the core at t = 10 s, causing the power to increase by
around 6%. Since more power is generated to heat the fuel and coolant, their temperatures
are increased. Due to the negative reactivity feedback of the fuel and coolant, a negative
reactivity is introduced, and, thus, the power returns to 102.5% of its nominal power and
stays constant at this level. However, the power level changes due to this perturbation,
which is not preferred during the normal operation when an unchanged power level is
expected despite perturbation. With the control system, the power goes back to its nominal
value after several oscillations, and the peak value of the power is 1% lower than that
without a control system. For the transient with –100 pcm reactivity insertion (Figure 8b),
the system with a control system is also capable of retaining the nominal power after
perturbation. For both cases, the time needed for the system to go back to its original state
is within 150 s.

The results of the system response for ±20 ◦C variation in the inlet temperature are
shown in Figure 9. Without a control system, as shown in Figure 9a, the coolant inlet
temperature increases by 20 ◦C at t = 10 s, causing the power to decrease by around 8%
due to the negative reactivity feedback of the coolant. The decreased power results in a
decrease in fuel temperature. Thus, the negative reactivity introduced by the coolant is
countered by the positive reactivity introduced by the decrease in fuel temperature. Finally,
the power stays constant at the level of 92.5% of its nominal power. With a control system,
the power returns to its nominal value after several oscillations, and the peak value of the
power is 1% lower than that without a control system. For the transient with the decrease of
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20 ◦C (Figure 9b), the system with a control system is also capable of retaining the nominal
power after perturbation. For both cases, the time needed for the system to return to its
original state is 150 s.
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Figure 8. System response of the insertion of reactivity: (a) insertion of reactivity at 100 pcm; (b) Insertion of reactivity at –100 pcm.
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Figure 9. System response of variation in inlet temperature: (a) inlet temperature increased by 20 ◦C; (b) inlet temperature
decreased by 20 ◦C.

The results of the system response for ±10% variation in the coolant mass flow rate are
shown in Figure 10. Without a control system, as shown in Figure 10a, the coolant mass flow
rate increases by 10% at t = 10 s, causing the power to increase by around 4%. As soon as the
coolant mass flow rate increases, the heat transfer between the fuel and coolant enhances,
and their temperatures thus decrease, resulting in an introduction of positive reactivity due
to the negative reactivity feedback. Once the power increases, the temperatures of fuel and
coolant increase, and, then, the introduced positive reactivity is countered by the negative
reactivity introduced due to the temperature increase in the fuel and coolant. Finally, the
power stays constant at the level of 100.4% of its nominal power. With a control system,
the power returns to its nominal value after several oscillations, and the peak value of the
power is 1% lower than that without a control system. For the transient with the decrease
in the coolant mass flow rate (Figure 10b), the system with a control system is also capable
of retaining the nominal power after perturbation. For both cases, the time needed for the
system to return to its original state is 150 s.
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Figure 10. System response of the variation in the coolant mass flow rate: (a) coolant mass flow rate increased by 10%;
(b) coolant mass flow rate decreased by 10%.

4.3. Optimization

Although the control system is proved to be capable of handling various transients, its
parameters have to be optimized to achieve the best performance. For the optimization of
the control system, two scenarios are selected as benchmark cases: step load change: 100%
FP to 90% FP; linear load change: 100% FP to 50% FP to 100% FP, as shown in Figure 11.

The integral time-weighted absolute error (ITAE), as defined by Equation (22), is
selected as the criterion of performance of the control system for the case of step load
change, since the errors that exist after a long time have to be weighted much more heavily
than those at the start of the transient. For linear load change, the integral absolute error
(IAE), as defined by Equation (23), is chosen as the criterion of performance, since the
error should not be time weighted in this case any more. For both cases, the uncertain
parameters in Table 4 are used to calculate the one-sided upper tolerance limit of the ITAE,
which is chosen as the output of the fitness function of the PSO process. The achieved
optimized solution has the following meaning: under the given uncertainty parameter
ranges, at least 95% of the possible system states would have a better performance than
that of the final optimized value achieved from the PSO process, with a probability of
95%. By applying the optimized parameters, the control system has a probability of 95% to
deliver an optimized performance for more than 95% of the system states.

ITAE =
∫ tmax

0
t|e(t)|dt, (22)

IAE =
∫ tmax

0
|e(t)|dt, (23)

where e(t) is the error between the measured value of the controlled variable and its
desired value.
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Figure 11. Two benchmark cases: (a) step load change: 100% FP to 90% FP; (b) linear load change: 100% FP to 50% FP to 100% FP.
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4.3.1. Step Load Change

The major parameters for the PSO process are shown in Table 5. After 232 generations,
the average cumulative change in the value of the fitness function over 50 generations is
less than 1 × 10−6, and the final best point is: Kp = 7723.2, Ki = 872.29, with a fitness value
of 70.78. The evolution of fitness value during the PSO process is shown in Figure 12, where
the maximum and minimum values of the particles in each generation are depicted by the
error bar. For the first 60 generations, large variations can be observed, as the particles were
going through the entire domain to identify the best point (Figure 13). Then, they started
to focus on a smaller region, where the best point can be found. After 130 generations,
all particles were close to the final best point, and the optimization process finished after
232 generations.

Table 5. Major parameters for the PSO process of step load change.

Parameters Value

Fitness function
∫ tmax

0 t|e(t)|dt
Number of variables 2
Constraints none
Kp 10~10,000
Ki 10~1000
Population size 20
Generations 300
Social attraction 1.25
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Figure 12. Evolution of fitness value for the case of step load change.
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Figure 13. Evolution of parameters for the case of step load change: (a) Kp; (b) Ki.
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4.3.2. Linear Load Change

The major parameters for the PSO process are kept the same as those for the step load
change, as shown in Table 5. After 66 generations, the average cumulative change in the
value of the fitness function over 50 generations is less than 1× 10−6, and the final best point
is: Kp = 10,000.0, Ki = 1000.0, with a fitness value of 0.014. The evolution of fitness value
during the PSO process is shown in Figure 14, where the maximum and minimum values of
the generation are depicted by the error bar. Unlike the step load change, the particles found
the location of the best point after only 20 generations (Figure 15), and the optimization
process was terminated after 66 generations. The amount of generation needed to identify
the best point is much lower, since it is not so challenging for the control system to follow
the load for the linear load change. Without the preset limits, Kp and Ki would obtain
other values since they already reached their limits. However, the integral absolute error
considering the limits lies below 0.015, which means that a well-optimized control system
is obtained and no further optimization is necessary.

0 10 20 30 40 50 60 70
0

0.05

0.1

0.15

0.2

0.25

0.3

Figure 14. Evolution of fitness value for the case of linear load change.
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Figure 15. Evolution of parameters for the case of linear load change: (a) Kp; (b) Ki.

4.4. Performance Assessment

The performance of the optimized control system must be assessed considering its
uncertainty and compared with its performance before optimization. Unlike the tolerance
limits technique used in the optimization process, a Monte-Carlo method is adopted to
assess the performance before and after optimization: 1000 uncertain runs are performed,
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and their confidence intervals (95% confidence) for quantiles 95% and 5% are chosen as the
upper and lower boundaries, respectively.

For step load change, the control system-introduced reactivity during the transient is
shown in Figure 16, and the system responses before and after optimization are shown in
Figure 17. The desired value is depicted in red; the median value of the real power (system
response) is depicted in black; the blue and green lines depict the upper (95%) and lower
(5%) uncertain boundaries of the system response, respectively.

The evolution of the introduced reactivity after optimization can be found in Figure 16.
In the first stage of the transient (from t = 10 s to t = 60 s), the introduced reactivity reached
its lower limit (–15 pcm/s), as the PI controller tried to eliminate the error introduced by
the step signal as much as possible and thus made the output value equal to its lower limit
to decrease the power. In the second stage (from t = 60 s to t = 90 s), since the reactor power
was decreased by the introduced negative reactivity in the first stage, the fuel and coolant
temperatures were lower than their original values. Due to the negative reactivity feedback
coefficient of both fluids (Table 2), an additional positive reactivity was introduced and
thus made the power higher than the set value. In order to counteract this effect, the PI
controller switched its output from the lower limit to the upper limit (15 pcm/s) to reduce
the reactor power. Finally, the power reached its set value at a new steady-state, and then
the output signal of the PI controller returned to zero.

It is clear that the system response cannot be presented by a single fixed curve in time
but by a region that is bounded by the upper and lower uncertain boundaries, which means
that the system performance cannot be assessed by a simple curve but can be achieved
based on the results of statistics with a certain confidence. However, after optimization,
the performance of the control system is largely improved, as shown in Figure 17b, despite
the existence of uncertainty, as it has a lower overshoot, less oscillation, and less time
consumed to reach the new steady state.

The integral time-weighted absolute errors before and after optimization are shown in
Figure 18. Before optimization, the upper boundary, the largest value that the system could
deliver taking into account the existence of uncertainty with a confidence of 95%, is around
252.6 s2, and its value is reduce to 70.5 s2 after optimization, which is consistent with the
results presented in Section 4.3. Considering the uncertainties of the computer model and
the physicochemical properties, the integral time-weighted absolute error of the optimized
system has a probability of 95% to stay below 71 s2 with a confidence of 95%.
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Figure 16. Introduced reactivity of the case of step load change.
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Figure 17. System responses of the case of step load change: (a) before optimization; (b) after optimization.
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Figure 18. Integral time-weighted absolute error of the case of step load change: (a) before optimization; (b) after
optimization.

The system responses and IAE of the second case: linear load changes are shown in
Figures 19 and 20. It can be seen that the system response matches the desired power very
well, and there is almost no discrepancy between the curves, which means that the control
system can adjust the power according to the linear load change without any significant
deviations or oscillations. However, before optimization, minor oscillations are observed
right after the power ramps, which are eliminated after optimization.

The upper boundary of IAE is reduced from 0.7 s to 0.014 s through optimization.
Considering the uncertainties, the integral absolute error of the optimized system has a
probability of 95% to stay below 0.014 s with a confidence of 95%.
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Figure 19. System responses of the case of linear load change: (a) before optimization; (b) after optimization.
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Figure 20. Integral absolute error of the case of linear load change: (a) before optimization; (b) after optimization.

4.5. Sensitivity Analysis

As shown in Figure 21, parameter 2, the temperature feedback coefficient of fuel,
has a major influence on the performance of the control system. The reason is that this
feedback on reactivity plays an important role in adjusting neutron flux, and, thus, the
power changes. Moreover, since its value is several times larger than that of other reactor
concepts due to the large expansion rate of molten salt, its impact on power is significant,
and determining its value should be prioritized to deliver a reliable model with less
uncertainty. Moreover, parameter 8, the heat transfer coefficient between fuel and wall,
has a non-negligible influence on output power. Careful calibration of the heat transfer
coefficient has to be conducted in order to reduce the output uncertainty introduced by the
heat transfer process. Since the coefficient of multiple determination R2 is fairly close to
1.0, the system response can be assumed to be totally linear. This means that the results
delivered by the regression-based technique have the same high quality as those from the
variance-based technique. However, this does not imply that the system model is linear.
This linear relationship can be only applied between the input variables and the selected
system response: performance of the control system. From Figure 21b it can be observed
that for parameter 2 and 8, the total effect indices, ST, are slightly higher than the first-order
sensitivity indices, S1, which means these two parameters have certain co-effects on the
system response together with other parameters, and these effects are captured by the
total-effect indices.

Another option to reduce uncertainty is the application of a high-fidelity model,
such as the CFD model or Monte-Carlo model. However, this will considerably increase
the computational cost and, thus, is not suitable for the design and optimization of the
control system under the given computational resources. A compromise between model
accuracy and its computational cost is the employment of a fast model together with the
corresponding uncertainty quantification, which could perfectly envelop the introduced
error by uncertainty boundaries.
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Figure 21. Sensitivity analysis: (a) regression-based: SRC; (b) variance-based S1/ST.
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5. Conclusions

A one-dimensional model of the SMDFR core was established based on the equivalent
parameters achieved by the coupled three-dimensional model, taking into account delayed
neutron precursor drifting, and its accuracy was verified against the high-fidelity 3D
COMSOL model. It was demonstrated that the built one-dimensional model in Matlab
had sufficient capacity to capture and predict the system responses. A control system was
designed, and its feasibility was verified under various scenarios.

The methodology of uncertainty based optimization of the control system was pro-
posed and conducted for two cases, namely, step load change and linear load change,
during which uncertainty was quantified by the tolerance limits technique, and its influ-
ence was quantitatively considered during the optimization process. The performances
before and after optimization were assessed and compared with the uncertainty quantified
by the Monte-Carlo method. Through the usage of different uncertainty propagation
methods, namely, the tolerance limits and Monte-Carlo methods, the validity of the un-
certainty quantification process in this work was cross-validated. It must be noted that
the developed methodology of uncertainty-based optimization is not only suitable for
the design of control systems of nuclear systems, but it is also applicable to the design of
control systems of other energy systems subjected to uncertainties.

The achieved results showed that the designed control system was able to maintain the
stability of the system and regulate the power as expected. By applying the methodology
of uncertainty-based optimization, the delivered control system was optimal and demon-
strated to have the best performance, demonstrating lower overshoot, less oscillation,
and less time needed to reach the new steady state after optimization.

By performing quantitative sensitivity analysis, two key parameters were identified.
A reference for the dimension reduction was delivered, and more efforts in this area must
to be made in future modeling to effectively reduce the overall uncertainty of the system.
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Abbreviations

The following abbreviations are used in this manuscript:

SMDFR Small modular dual fluid reactor
PSO Particle swarm optimization
DNP Delayed neutron precursors
FP Full power
IAE Integral absolute error
ITAE Integral time-weighted absolute error
CFD Computational fluid dynamics
SRC Standardized regression coefficient
S1 First-order sensitivity index
ST Total effect index
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All of the quantities in this work are expressed according to the International System of Units (SI)
and to the nomenclature listed below:

Λ Mean neutron generation time
βi Fraction of the i-th DNP group
β Overall fraction of the DNP groups
λ Decay constant
φtot Total neutron flux
1
v Inverse of the neutron velocity
N0 Initial neutron density
P0 Nominal power
τc Transit time inside the core
τe Transit time outside of the core
λc Drifting-induced decay constant inside the core
λe Drifting-induced decay constant outside of the core
α f Reactivity feedback coefficient of fuel
αc Reactivity feedback coefficient of coolant
ρ0 Initial reactivity
Ci,0 Initial concentration of the i-th DNP group inside the core
Cei,0 Initial concentration of the i-th DNP group outside of the core
A f w Heat transfer area between fuel and pipe wall
Awc Heat transfer area between coolant and pipe wall
ṁ f Mass flow rate of fuel
ṁc Mass flow rate of coolant
M f Mass of fuel
Mw Mass of pipe wall
Mc Mass of coolant
cp, f Heat capacity of fuel
cp,w Heat capacity of pipe wall
cp,c Heat capacity of coolant
h f w Heat transfer coefficient between fuel and pipe wall
hwc Heat transfer coefficient between coolant and pipe wall
Tf Fuel temperature
Tw Pipe wall temperature
Tc Coolant temperature
Tin

f Fuel inlet temperature

Tin
c Coolant inlet temperature

e(t) Difference between the set value and the real (measured) value
Kp Proportional gain
Ki Integral gain
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Abstract: A molten salt reactor (MSR) has unique safety and economic advantages due to the liquid
fluoride salt adopted as the reactor fuel and heat carrier fluid. The operation scheme and control
strategy of the MSR plant are significantly different from those of traditional solid-fuel reactors
because of the delayed neutron precursors drift with the liquid-fuel flow. In this paper, a simulation
platform of the MSR plant is developed to study the control characteristics under normal and accident
conditions. A nonlinear dynamic model of the whole system is built in the platform consisting of a
liquid-fuel reactor with a graphite moderator, an intermediate heat exchanger and a steam generator.
A new control strategy is presented based on a feed-forward and feedback combined scheme, a
power control system and a steam temperature control system are designed to regulate load changes
of the plant. Three different types of operation conditions are simulated with the control systems,
including transients of normal load-follow operation, a reactivity insertion accident and a loss of
flow accident. The simulation results show that the developed control system not only has a fast
load-follow capability during normal operation, but also has a good control performance under
accident conditions.

Keywords: molten salt reactor plant; nonlinear dynamic model; control system design; transient
characteristics analysis; normal and accident conditions

1. Introduction

The initial concept design of the molten salt reactor (MSR) was developed by the Oak
Ridge National Laboratory (ORNL) for the purpose of driving a nuclear powered aircraft,
which adopted liquid uranium fluoride as both reactor fuel and coolant [1]. A test loop of
the aircraft reactor was developed to explore the preliminary feasibility of molten fluoride
fuel at ORNL [2]. By the 1960s, the eighth MW Molten Salt Reactor Experiment (MSRE)
was built and underwent critical operation. Based on the experience with the MSRE’s
technology, more conceptual designs of MSRs were presented, with single-fluid and two-
fluid circuits, thermal-spectrum and fast-spectrum reactors [3,4]. Due to high melting
point and high viscosity of the fuel salt, its long-term operation may cause irradiation and
corrosion of structural materials. Another difficulty is that the liquid fuel flowing from the
reactor core needs to be purified quickly, which poses a challenge to the chemical treatment
of nuclear fuel [5]. However, the on-line fuel supply and reprocessing systems of the
MSR bring a low excess reactivity to the reactor, in which the liquid fuel is separated from
the fission products and the highly radioactive waste can be removed from the primary
loop. In particular, the overheated nuclear fuel can be automatically discharged into the
safety storage tanks under severe accident conditions [5]. The boiling point of the fuel salt
is high and the operating pressure of the reactor vessel is close to atmospheric pressure.
Furthermore, the fluoride fuel has a higher heat capacity than the traditional reactor coolant,
which means that the molten liquid fuel could enhance core power density and make the
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reactor system more compact [6]. Because of its great safety and economic advantages
compared with solid-fuel reactors, the MSR was chosen as one of the six reactor types by
the international forum of Generation IV nuclear energy systems [7].

In recent years, there has been a rapid development of the design, simulation and
operation of the MSR all over the world. A high-temperature coated particle fuel with a
salt-coolant reactor (FHRs) was presented by US researchers, both preliminary conceptual
design of the reactor core, and an experimental test facility of liquid fluoride-salt were
completed [8,9]. In Europe, the EURATOM framework programs were carried out to
develop two fast-spectrum MSR concepts for fuel breeding and nuclear waste burning,
including a Molten Salt Actinide Recycler and Transmuter (MOSART) and a Molten Salt
Fast Reactor (MSFR) [10,11]. The SPHINX project in the Czech Republic was performed
for the technologies of thorium–uranium fuel cycle, in which the reactor physics and
fuel chemistry, on-line reprocessing technology, and structural material were studied by
theoretical and experimental methods [12]. Huke et al. [13] proposed a Dual Fluid Reactor
(DFR) at the Institute for Solid-State Nuclear Physics (IFK), which adopts two-fluid molten
salt fuel and liquid lead coolant in the core. The reactor neutronics/thermal-hydraulics
of the DFR was simulated and analyzed in [14,15], and Liu et al. [16] presented a Small
Modular Dual Fluid Reactor (SMDFR) based on the DFR concept. A combined MSR
system was designed by Furukawa et al. [17] in Japan, in which the power is generated
by molten-salt reactors (FUJI) and the nuclide 233U is produced by a spallation reaction in
Accelerator Molten-Salt Breeders (AMSB). A Thorium Molten Salt Reactor (TMSR) project
was implemented by the Chinese Academy of Sciences for the utilization of thorium
resources and hydrogen production [18]. For the developed MSR concepts worldwide,
the safety operation and stable control of the reactors play a key role in their technology
roadmap and engineering implementation.

The dynamic characteristics and control strategy of the MSR are significantly different
from those of traditional solid-fuel reactors because of delayed neutron drift caused by the
liquid-fuel flow in the primary loop. Therefore, it is necessary to develop a real-time and ac-
curate dynamic model for the control system design and simulation of the MSR. Simplified
dynamic models and control systems for MSR concepts have been developed by several
researchers. Sides Jr. [19] carried out a preliminary investigation of the dynamics and con-
trol for a single-fluid Molten-Salt Breeder Reactor (MSBR) based on a lumped-parameter
system model. Tripodo et al. [20] developed a control-oriented power plant simulator for
the molten salt fast reactor, in which a one-dimensional flow model of a liquid fuel with a
neutron point-kinetics model was built for the reactor taking into account the drift of the
delayed neutron precursors along the fuel circuit and the consequent reactivity insertion.
A point reactor kinetics model and heat transfer nodal model of the MSBR core were built
for the controller design of the fuel temperature [21]. A non-linear dynamic model of the
MSR core was developed by Zarei [22] and a power control scheme with the classic PID
controller has also been proposed. Zeng et al. [23] presented a fuzzy-PID composite control
approach based on a linear model of the MSBR core, and the Internal Model Control (IMC)
method was used for the improvement of the PID controller performance for the reactor
power control [24]. However, these simplified lumped parameter models, especially the
linearized models, could not describe the real-time spatial distribution of the reactor param-
eters during transient operation, thereby affecting the control performance and regulation
precision of the designed controller. These studies mainly focused on the power control of
the MSR core without a simulation platform of the whole-plant system; thus, the control
system could not reflect the coupling effects between the various subsystems in the actual
operation of the plant. In addition, the designs of these controllers do not take into account
the input saturation and dead zone of the control mechanism, which are necessary for its
engineering realization.

The objective of this study is to develop a simulation platform of the entire system to
study the control characteristics of the MSR plant under normal and accident conditions.
The 2250 MW MSR concept presented by Robertson [25] was chosen as the reference
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configuration for the system modeling and controller design. A non-linear distributed
parameter model of the whole system was built in the platform consisting of a liquid-fuel
reactor with a graphite moderator, an intermediate heat exchanger and a steam generator.
A new control strategy is presented based on a feed-forward and feedback combined
scheme, in which the reactor power control system and steam temperature control system,
considering the input saturation and dead zone, are designed to adjust load changes of
the plant. In order to investigate the operation and control characteristics of the MSR
plant, three different transients have been simulated with the new simulation platform,
which include normal load-follow operation, reactivity insertion accident and loss of
flow accident.

2. MSR Plant Description

A conceptual design of 2250 MW MSR plant was presented by ORNL, in which a
liquid salt of Uranium and Thorium (U–Th) fluoride was adopted as the reactor fuel and
heat carrier fluid [25]. This thermal-spectrum reactor concept was chosen as the reference
configuration to study the transient operation and control characteristics of the MSR plant
in this work. The flow diagram of the whole system is shown in Figure 1.
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Figure 1. Whole system diagram of the MSR plant.

The MSR plant was composed of a thermal-spectrum molten salt reactor with graphite
moderator, 4 tubular heat exchangers (IHX) and 16 steam generators (SG). The reactor
core was divided into two zones: a central zone and an outer zone. The mass flow rate
fractions of the primary fuel salt in the central zone and outer zone were 81.4% and
18.6%, respectively, which were determined by the heat generation rate in each zone to
keep the temperature rise equal. The on-line fuel processing system resulted in a low
excess reactivity in the reactor, in which the fission products and the minor actinides could
be separated from the liquid fuel salt in the primary loop. In particular, under severe
accident conditions, the overheated nuclear fuel would be automatically discharged into
the emergency dump tanks so that the reactor could be shut down safely. The control rod
could move up and down in the reactor core through the drive mechanism to introduce
reactivity in order to adjust the core power. The primary fuel salt flowed upward from the
bottom of the core through the graphite-moderated region, and then entered the tube side
of heat exchangers. The design point temperature of the fuel salt entering the core was
838.7 K and that at the core outlet was 977.6 K. The fission energy generated by the reactor
core was transferred from the primary fuel salt of the tube side to the counter-current
secondary salt of the shell side in the heat exchangers. The cold-leg temperature of the
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secondary salt at the design point was 727.6 K, and the hot-leg temperature was 894.3 K.
The temperature of secondary salt could be regulated by changing the pump speed under
various operating power points. This salt flowed in each heat exchanger to form a closed
secondary loop, and each loop supplied heat to four steam generators. Thus, there was a
total of 16 steam generators in the plant. The high-temperature secondary salt flowed into
the shell side of horizontal supercritical steam generators to heat the feedwater, in which
the pressure of water/steam was close to 25 MPa in the tube side of steam generators.
The feedwater entered the U-tube of steam generators and became superheated steam after
being heated by the secondary salt, and finally flowed into the turbine to generate electricity.
The feedwater pump was used to adjust the flow rate to keep the outlet temperature of
the steam at the design value of 810.9 K under steady-state conditions and maintain
fluctuations as small as possible during transient operations, thereby providing a stable
steam quality to the turbine. The pressure in the SG-tube side and the inlet temperature
of the feedwater were also held constant during transient operations. The main design
parameters used in this work are summarized in Table 1.

Table 1. Main design parameters of the MSR plant [25].

Parameters Values

Total thermal power (MW) 2250
Core height (m) 3.96

Central zone/Outer zone diameters (m) 4.39/5.15
Total delayed neutron fraction (pcm) 264

Core transit time of fuel salt τc (s) 3.57
External loop transit time of fuel salt τL (s) 6.05

Reactivity coefficient of fuel (1/K) −2.4 × 10−5

Reactivity coefficient of graphite (1/K) 1.9 × 10−5

Primary fuel salt LiF-BeF2-ThF4-UF4
Core inlet temperature (K) 838.7

Core outlet temperature (K) 977.6
Fuel salt flow rate (kg/s) 11945

Secondary salt NaBF4-NaF
Secondary salt cold-leg temperature (K) 727.6
Secondary salt hot-leg temperature (K) 894.3

Secondary salt flow rate (kg/s) 8971
Feed water inlet temperature (K) 644.3

Steam outlet temperature (K) 810.9
Steam flow rate (kg/s) 1487
Steam pressure (MPa) 24.82

3. Development of the MSR Plant Simulation Platform

In this section, the nonlinear distributed parameter model of the whole system, the re-
actor power control system and the steam temperature control system for the MSR plant
developed in the simulation platform are described.

3.1. Whole System Nonlinear Model

In order to avoid the simplifications and approximations introduced in the process of
model linearization, this paper directly solves the nonlinear and time-varying system model
of the MSR plant, which can more accurately reflect the dynamic behavior and the coupling
effects between the various subsystems in the actual operation of the plant. The nonlinear
distributed parameter model consists of a molten salt reactor model, a heat exchanger
model and a steam generator model. A schematic diagram of the model node division is
shown in Figure 2. In order to obtain the temperature distribution of the liquid fuel and
the graphite, the core is divided into N nodes in the axial direction and two zones in the
radial direction. The heat transfer coefficient of the primary fuel salt and secondary salt in
the nonlinear model change with the mass flow rate and the salt temperatures. The molten
salt fuel, tube wall and secondary salt in the heat exchanger are also divided into N nodes

152



Energies 2021, 14, 5279

in the axial direction, and the node division of the steam generator is determined in a
similar manner. In the process of numerical calculation, the spatial term of the differential
equations of the whole system is first discretized, and then, the time-dependent term
of the differential equations is calculated by a backward differentiation formulas (BDFs)
method [26].
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Figure 2. System nodalization of the nonlinear distributed parameter model.

3.1.1. Molten Salt Reactor

The neutron kinetics model of the reactor is built by using the point-reactor kinetics
equations with the drift of delayed neutron precursors and temperature reactivity feedbacks
of the liquid fuel and the graphite. The equations are as follows:

dN(t)

dt
=

ρ(t)− β

Λ
N(t) +

2

∑
j=1

λjCj(t) (1)

dCj(t)

dt
=

β j

Λ
N(t)− λjCj(t)−

Cj(t)

τc
+

Cj(t − τL)

τc
e−λjτL ; j = 1, 2 (2)

where N is the neutron density, t is the time, β is the total delayed neutron fraction, β j is
the delayed neutron fraction of group j, Λ is the neutron generation time, Cj and λj are the
delayed neutron precursor concentration and decay constant of group j, respectively, τc

denotes the transit time of liquid fuel through the core, τL denotes the transit time of liquid
fuel through the external loop. The values of the transit time (τc and τL) are presented
in Table 1 [27]. Taking into account temperature reactivity feedbacks of the fuel and the
graphite and the reactivity variation introduced by the control rod, the reactivity model
ρ(t) could be written as:

ρ(t) = ρ0 + α f (T f (t)− T f (0)) + αg(Tg(t)− Tg(0)) + ρrod (3)

where α f and αg are temperature reactivity coefficients of the molten salt fuel and the
graphite, respectively, T f and Tg are the average temperatures of the fuel and the graphite
in the core, respectively, ρrod denotes the reactivity variation of the control rod movement.
Calculating Equations (1) and (2) in steady state, the initial reactivity ρ0 could be derived
by the following formula:

ρ0 = β −
2

∑
j=1

λjβ j

λj + (1/τc)(1 − e−λjτL)
(4)
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The magnitude of the total thermal power is proportional to the neutron density in
Equation (1), and the axial distribution of the power in the core is approximately a cosine
distribution with a 2.4 m extrapolation distance [28]. The fraction of energy generated in
the liquid fuel and in the graphite moderator are 91.9% and 8.1%, respectively.

The energy released by the fission reactions in the core is removed by the flowing
molten-salt fuel. In order to obtain the spatial distribution of temperatures in the fuel and
in the graphite, the core is divided into N nodes in the axial direction and two zones in the
radial direction, as shown in Figure 2. According to the conservation principle of mass and
energy, the heat transfer equation for the molten salt fuel in the central zone is as follows:

M f ,iC f ,i
dTf ,i

dt
= wczC f ,i(Tf ,i−1 − Tf ,i) + h f g A f g,i(Tg,i − Tf ,i) + k f ,iPt (5)

where M f ,i, C f ,i and Tf ,i are the mass, specific heat and temperature of the fuel in the axial
node i, respectively, wcz denotes the mass flow rate in the central zone, h f g is the heat
transfer coefficient between the fuel and the graphite, A f g,i is the heat transfer area of node
i, k f ,i is the fraction of fission heat generated in fuel node i, Pt is the total thermal power of
the reactor.

For the graphite, the heat transfer equation is described as:

Mg,iCg,i
dTg,i

dt
= h f g A f g,i(Tf ,i − Tg,i) + kg,iPt (6)

where Mg,i, Cg,i and Tg,i are the mass, specific heat and temperature of the graphite in the
axial node i, respectively, kg,i is the fraction of heat generation in graphite node i.

The heat transfer equations of the fuel and the graphite in the outer zone is derived in
the same way. The molten salt fuel from the two zones of the core is mixed in the reactor
upper plenum, the outlet temperature Tf ,out is given by:

Tf ,out = frTf ,cz + (1 − fr)Tf ,oz (7)

where fr is the fraction of mass flow rate of the fuel in the central zone, Tf ,cz and Tf ,oz are
the fuel temperatures at the node N of the central zone and the outer zone, respectively.

3.1.2. Heat Exchanger

The heat exchanger adopts a shell-and-tube structure in which the primary fuel salt
flows downwards in the tube side and the secondary salt flows upwards in the shell side.
The node divisions of primary fuel salt, tube wall and secondary salt in the heat exchanger
are shown in Figure 2. The heat transfer model of the primary fuel salt is as follows:

Mp,iCp,i
dTp,i

dt
= wpCp,i(Tp,i−1 − Tp,i) + hpt Apt,i(Tt,i − Tp,i) (8)

where Mp,i, Cp,i and Tp,i are the mass, specific heat and temperature of the primary fuel
salt in the axial node i respectively, wp denotes the mass flow rate in the tube side, hpt is the
heat transfer coefficient between the primary fuel salt and the tube wall, Apt,i is the heat
transfer area of node i.

For the tube wall:

Mt,iCt,i
dTt,i

dt
= hpt Apt,i(Tp,i − Tt,i) + hst Ast,i(Ts,i − Tt,i) (9)

where Mt,i, Ct,i and Tt,i are the mass, specific heat and temperature of the tube wall in the
axial node i, respectively.

For the secondary salt:

Ms,iCs,i
dTs,i

dt
= wsCs,i(Ts,i−1 − Ts,i) + hst Ast,i(Tt,i − Ts,i) (10)

154



Energies 2021, 14, 5279

where Ms,i, Cs,i and Ts,i are the mass, specific heat and temperature of the secondary salt in
the axial node i, respectively, ws denotes the mass flow rate in the shell side, hst is the heat
transfer coefficient between the secondary salt and the tube wall, Ast,i is the heat transfer
area of node i.

3.1.3. Steam Generator

The steam generator is a U-tube counter-current exchanger, with the high-temperature
secondary salt flowing into the shell side and the feedwater entering the U-tube side, which
becomes overheated steam after being heated by the secondary salt. The heat transfer
model of the secondary salt is written as:

Mss,iCss,i
dTss,i

dt
= wssCss,i(Tss,i−1 − Tss,i) + hsu Asu,i(Tu,i − Tsu,i) (11)

where Mss,i, Css,i and Tss,i are the mass, specific heat and temperature of the secondary
salt in the axial node i of steam generators, respectively, wss denotes the mass flow rate in
the shell side, hsu and Asu,i denote the heat transfer coefficient and the heat transfer area
between the secondary salt and the U-tube wall.

For the U-tube wall:

Mu,iCu,i
dTu,i

dt
= hsu Asu,i(Tsu,i − Tu,i) + hwu Awu,i(Tw,i − Tu,i) (12)

where Mu,i, Cu,i and Tu,i are the mass, specific heat and temperature of the U-tube wall in
the axial node i, respectively.

The water and steam are in a supercritical state due to their high temperature and
pressure in the U-tube of the steam generator. Thus, the water/steam mixture is a single-
phase fluid, and the heat transfer model of the water/steam could be described as:

Mw,iCw,i
dTw,i

dt
= wwCw,i(Tw,i−1 − Tw,i) + hwu Awu,i(Tu,i − Tw,i) (13)

where Mw,i, Cw,i and Tw,i are the mass, specific heat and temperature of the water/steam in
the axial node i, respectively, ww denotes the mass flow rate in the tube side, hwu is the heat
transfer coefficient between the water/steam and the tube wall, Awu,i is the heat transfer
area of node i.

The thermophysical properties of materials in Equations (5)–(13) were inserted into
the thermal-hydraulic model based on the experimental data and empirical correlation
in the design report [25], which are presented in Table 2. The relation of heat transfer
coefficients to mass flow rate is shown in Figure 3 obtained from the empirical formula in
the literature [28].

Table 2. Thermophysical Properties of Fuel Salt, Graphite, Secondary salt, Tube Wall and Water/Steam.

Parameters Values

Fuel salt density (kg·m−3) 3752 − 0.668(T − 273)
Fuel salt specific heat ( J·kg−1·K−1) 1357

Graphite density (kg·m−3) 1843
Graphite specific heat (J·kg−1·K−1) 1760

Fuel-graphite heat transfer coefficient ( W·m−2· K−1) 6047
Secondary salt density (kg·m−3) 2252 − 0.711(T − 273)

Secondary salt specific heat (J·kg−1·K−1) 1507
Tube wall density (kg·m−3) 8671

Tube wall specific heat (J·kg−1·K−1) 569
IHX fuel salt-wall heat transfer coefficient (W·m−2· K−1) 13,786

IHX secondary salt-wall heat transfer coefficient (W·m−2 · K−1) 9533
Supercritical water/steam density (kg·m−3) 2.144 × 10−2T2 − 33T + 12,748
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Table 2. Cont.

Parameters Values

Supercritical water/steam specific heat (J·kg−1·K−1) 1.797T2 − 2802T + 1.095 × 106

SG secondary salt-wall heat transfer coefficient (W·m−2·K−1) 4860
SG water inlet-wall heat transfer coefficient (W·m−2·K−1) 10,055

SG steam outlet-wall heat transfer coefficient ( W·m−2·K−1) 8265
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Figure 3. Variation of heat transfer coefficients with mass flow rate in the reactor core, heat exchanger
(IHX) and steam generator (SG).

3.1.4. Transport Delays between Various Subsystems

Taking into account the transit time of the fluid flow in the pipes connecting the
various subsystems, transport delay equations of the primary fuel salt between the reactor
core and the heat exchanger are used in the dynamic simulation platform of the MSR plant:

Tp,in(t) = Tf ,out(t − τd1) (14)

Tf ,in(t) = Tp,out(t − τd2) (15)

where Tf ,in and Tf ,out are the inlet and outlet temperatures of the primary fuel salt in the
core, respectively, Tp,in and Tp,out are the inlet and outlet temperatures of the primary fuel
salt in the heat exchanger, respectively, the values of delay times τd1 and τd2 are 2 s and
2.3 s, respectively.

For the secondary-salt loop, the transport delays in the hot and cold legs can be
written as:

Tss,in(t) = Ts,out(t − τd3) (16)

Ts,in(t) = Tss,out(t − τd4) (17)

where Ts and Tss are the secondary-salt temperatures in the heat exchanger and the steam
generator, respectively, the values of delay times τd3 and τd4 are 14.5 s and 11.9 s, respec-
tively [28].

3.2. Plant Control System

Before designing the control system, the operation parameters should be obtained by
a series of steady state calculations at different plant loads. Figure 4 shows the results for
the temperature as a function of the plant load. To protect the turbine blades, the steam
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outlet temperature remains constant at 810.9 K. Thermal cycle efficiency and control (such
as turbine model, condenser model, etc.) are not discussed in this work; thus, a simplified
assumption is adopted that the feedwater temperature maintains a constant value of 644.3 K
during different operation transients. The variation of the core outlet temperature is a
linear function of the load demand. The reactor inlet temperature remains constant when
the load is below 50% full power (FP) and linearly changes from 810.9 K to 838.7 K for loads
above 50% FP. The cold-leg and hot-leg temperatures of the secondary salt are determined
by the steady-state heat balance points, in which the minimum operation temperature is
higher than its melting point.
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Figure 4. The operation temperature as a function of load.

A new control strategy was proposed to realize the desired operation conditions, which
mainly includes two control modules for load tracking: the power control system and the
steam temperature control system. The objective of the power control system in this work
is to make the total thermal power follow the variation of the load demand as quickly as
possible. The steam temperature control system is designed to keep the outlet temperature
of the steam at the design value of 810.9 K under steady-state conditions and maintain the
fluctuations as small as possible during transient operations, thereby providing a stable
steam quality to the turbine. A schematic diagram of the plant control system is shown in
Figure 5. The measured values of neutron flux and reactor outlet temperature are compared
with those of set-values for the plant load demand. The deviations of neutron flux and outlet
temperature (∆Nr and ∆Tf o) are fed back to the control rod servo for suitable reactivity
adjustments. In order to avoid neutronic fluctuations due to the drift of the delayed neutron
precursors, the drift times (τc and τL) are kept constant during transient operations, which
means the mass flow of the primary pump is always maintained at the 100% FP value.
At the same time, a feed-forward control scheme is adopted to match the secondary salt
temperature to its set-point by regulating the secondary pump, in which the feed-forward
tuning parameter of the pump is programmed as a function of the load demand. The steam
temperature control system is designed to adjust the mass flow rate of the feedwater pump
when the measured steam outlet temperature deviates from its set-point.
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Figure 5. Control strategy of the MSR plant.

3.2.1. Reactor Power Control System

The reactor power control system is a three input and single output nonlinear con-
troller, the block diagram of the control principle is shown in Figure 6.
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Figure 6. The block diagram of power control system.

According to the demand of the electric grid load, the desired power could be deter-
mined and converted to the set-value of the neutron flux. The deviation signal between
this set-value and the measured value is sent to the PID controller. After the error signal
is processed by the PID controller, the adjustment signal is transmitted to the rod speed
controller for calculating the rod movement speed and direction. When we are designing
a PID controller for a given system, we follow the steps shown below to obtain a desired
response. The first step is to obtain an open-loop response and determine what needs to
be improved. The second step is to add a proportional control parameter (KP) to improve
the rise time. The third step is to add a derivative control parameter (KI) to reduce the
overshoot, and then add an integral control (KD) to reduce the steady-state error. Finally,
adjust each of the gains KP, KI and KD until we obtain a desired overall response. The de-
signed values of PID parameters are 0.025, 0.0079 and 0.0028, respectively. Considering the
criticality safety of the reactor and the engineering feasibility of the control rod mechanism,
the change rate of the controlled reactivity is limited to ±10 pcm/s. In addition, the power
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control system includes a dead zone block of outlet temperature to avoid frequent actions
of the control mechanism caused by signal noise and by extremely small deviations. When
the error of the measured outlet temperature and its set-value is below the threshold in the
dead zone, a lock signal will be sent to the control rod mechanism to prevent unnecessary
actions of the rod drive mechanism in order to extend its service life.

The feed-forward controller is designed to match the secondary salt temperature to
its set-point, in which the tuning parameter of the secondary pump is programmed as a
function of the load demand. The block diagram of the controller is shown in Figure 7.
The mass flow rate of the secondary salt is a nonlinear fitting function ψ(P) based on
solutions of the steady state equations for the entire system at different power levels,
as shown in Figure 8.
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Figure 7. The block diagram of the secondary salt temperature control.
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Figure 8. Feedforward tuning function of the mass flow rate of the secondary salt corresponding to
the desired power.

3.2.2. Steam Temperature Control System

In the process of the plant load variation, the steam temperature deviates from its set
value due to the energy imbalance between the various subsystems, thereby generating
a temperature error signal. After the deviation signal is processed by the proportional
controller, it is transmitted to a limiter of the feedwater flow rate to avoid the temperature
oscillation caused by the sharp changes of the pump valve position. The value of Kp is 0.006
and the change rate of the mass flow rate is limited to ±0.5%/s. Meanwhile, the feedback
signal of steam temperature will produce a hysteresis effect due to the system thermal
inertia. Thus, a lead-lag controller is designed to compensate for the thermal inertia which
could improve the response speed of the steam temperature control. The parameter values
of the lead-lag controller τ5 and τ6 are 20 and 1, respectively. The final output signal is sent
to the flow-control valve for the adjustment of the feedwater flow rate to keep the steam
outlet temperature constant, as shown in Figure 9.
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Figure 9. The block diagram of steam temperature control system.

3.3. Implementation of the Plant Nonlinear Model and Control System

The Matlab/Simulink program has been widely applied to the field of system transient
simulation and controller design due to its powerful capabilities for model calculation and
numerous toolboxes for simulation analysis. The nonlinear distributed parameter model,
the reactor power control system and the steam temperature control system for the MSR
plant were developed in the Matlab/Simulink environment. The developed simulation
platform is presented in Figure 10, which mainly consists of five parts: the molten salt
reactor system, the heat exchanger system, the steam generator system, the power control
system, and the steam temperature control system. Based on the developed platform,
the nonlinear dynamic model of the whole system could be applied under different tran-
sient conditions. With the designed reactor power and steam temperature controllers,
the feed-forward and feedback combined control strategy can realize the load tracking of
the MSR plant under normal and accident conditions.

Figure 10. Simulation platform for the MSR plant nonliear model and control system in the Matlab/Simulink environment.

4. Results and Discussions

Based on the established dynamic model of the whole system, the reactor power
control system and the steam temperature control system were designed in the simulation
platform. Three different transients were simulated to investigate the operation and
control characteristics of the MSR plant, namely normal load-follow operation, a reactivity
insertion accident and a loss-of-flow accident. The following four criteria are often used
to quantitatively assess the performance of control systems under different operating
conditions [29]:
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(i) Integral time absolute error (ITAE) is defined as:

ITAE =
∫ tmax

0
t|e(t)|dt (18)

where e(t) is the error between the measured value of the controlled variable and its
desired value;

(ii) Mean square error (MSE) is defined as:

MSE =
1

tmax

∫ tmax

0
e2(t)dt ; (19)

(iii) Maximum percentage deviation (MPD) is defined as:

MPD = max
∣∣∣∣
Vm(t)− Vd(t)

Vd(t)

∣∣∣∣× 100% (20)

where Vm and Vd denote the measured value and the desired value of the controlled
variable, respectively;

(iv) Settling time (ST) is the total time required for the response curve to reach and
stay within a small range of the final value.

4.1. Load-Follow Operation

A linear load change transient is investigated to test the load-follow capability of the
control system, in which the load demand decreases from 100% FP to 40% FP at a speed of
10% FP/min after the steady-state operation for 100 s, and then, the load demand returns
to 100% FP at the same rate after equilibrium has been established at 40% FP. The transient
responses of the system parameters are presented in Figure 11.

The load demand signal is transmitted into the power control system, as shown in
Figure 5. The error signals between the desired values and the measured values of the neu-
tron flux and the fuel outlet temperature (∆Nr and ∆Tf o) drive the control rod movement
into the core to adjust the reactor power. As shown in Figure 11a,g, the reactivity insertion
of the control rod makes the actual power quickly follow the desired power. The actual
operating value of the reactor power is almost consistent with the load demand, and the
maximum relative deviation does not exceed 1%, as presented in Table 3. Meanwhile,
the mass flow rate of the secondary salt serves as a feed-forward tuning parameter which
is programmed as a function of the demand load, as shown in Figure 11h. The reactor
outlet temperature decreases with the reduction of the reactor power, and the reactor inlet
temperature gradually decreases after a slight increase because less heat is transferred into
the secondary salt with the reduction of its flow rate in the heat exchanger, as shown in
Figure 11c,d.

Table 3. Quantitative evaluation results of the control performance.

Parameters Load Follow Transient

Reactivity Insertion Transients Loss of Flow Transients

Rod Ejection
Accident

Rod Drop
Accident

Primary Fuel
Pump Trip

Secondary Salt
Pump Trip

IATEP 6.13 133.87 101.94 39.32 2.07
IATET 178.01 1.52 0.78 37.32 93.69
MSEP 7.29 × 10−8 1.16 × 10−3 7.03 × 10−4 2.44 × 10−4 3.15 × 10−7

MSET 4.07 × 10−8 2.12 × 10−8 4.93 × 10−9 1.81 × 10−5 8.89 × 10−5

MPDP(%) 0.78 29.07 20.51 12.49 1.13
MPDT(%) 0.04 0.09 0.04 1.93 3.86

STP(s) − 25 21 16 19
STT(s) − 63 62 105 112
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Figure 11. Transient responses of the system parameters during a load–follow change from 100% FP to 40% FP and,
then, return at a speed of 10% FP/min. (a) Relative power; (b) Steam outlet temperature; (c) Reactor inlet temperature;
(d) Reactor outlet temperature; (e) Secondary salt cold–leg temperature; (f) Secondary salt hot–leg temperature; (g) Control
rod reactivity; (h) Relative flowrate.

The load demand signal is also sent to the steam temperature control system to adjust
the feedwater flow rate, as shown in Figure 11b,h. With the rapid decrease of reactor power,
the heat transferred to the steam generator reduces rapidly, so that the steam temperature
drops. Then, the actual value of the steam temperature is compared with its desired value,
and the error signal transmitted into the feedwater pump to reduce the mass flow rate in
the steam generator. It can be seen from Figure 11b,h that the steam temperature decreases
slightly with the drop of reactor power and then increases gradually with the reduction
of the feedwater flow rate before reaching a steady-state point around its desired value,
and the range of steam temperature variation does not exceed 1 K during the transient.
The cold-leg temperature of the secondary salt decreases with the reduction of the reactor
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power, and the hot-leg temperature of the secondary salt gradually decreases after a small
rise with the rapid reduction of the secondary salt flow rate, as shown in Figure 11e,f.

Based on this control scheme, the 40% load condition is followed quickly for this tran-
sient and the system parameters stabilize quickly at a new steady-state point. The reactor
power and the steam temperature are well controlled during the process of the load increase
from 40% FP to 100% FP, as shown in Table 3, where the subscript P of the performance
parameters represents the reactor power and T represents the steam outlet temperature.
The simulation results show that the designed control system for the MSR plant has a
good load-follow capability, which can quickly adjust the reactor power and the steam
temperature with satisfactory accuracy.

4.2. Reactivity Insertion Accident

During the operation of a nuclear power plant, due to the failure of mechanical devices
or the actions of the operators, partially inserted shutdown rods can accidentally eject from
the reactor or fall into the reactor, and then, positive or negative reactivity is introduced,
causing the reactor power to deviate from normal operating conditions. In this work,
accident transients caused by both rod ejection (60 pcm positive reactivity) and rod drop
(60 pcm negative reactivity) are investigated to test the control system performance.

4.2.1. Rod Ejection Accident

Figure 12 shows the comparative results of the rod ejection transient with and without
the plant control system. A step of positive reactivity of 60 pcm is suddenly introduced
into the reactor at 50 s, and the load demand maintained at 100% FP level. The transient
responses of the system parameters with the control system are compared with those of
the case that the control system is inactive under the rod ejection accident.

For the controlled case, the reactor power rapidly increases by 29% when the step
positive reactivity of 60 pcm is suddenly introduced into the reactor at 50 s, as shown in
Figure 12a. The sudden rise of the reactor power leads to the reactor outlet temperature
to increase rapidly from its initial steady-state value. The other temperature parameters
also ascend with the increase of the reactor power. Because the load demand signal is
kept at l00% FP level, the steam outlet temperature set-point is maintained at 810.9 K.
Thus, the load deviation signal is sent to the power control system, and the control rod
begins to insert negative reactivity into the reactor to reduce the power until it returns
to the l00% FP level. The mass flow rate of the secondary pump is constant since the
load demand remains 100% FP. At the same time, the increasing reactor temperature
causes an increase of the steam temperature, which is delayed due to the transit time
of the heat between different subsystems. The error signal of the steam temperature
is transmitted to the control system to adjust the feedwater flow rate. It can be seen
from Figure 12b that the steam outlet temperature quickly reaches the steady-state point
around its desired value. The performance parameters of the control system during this
transient are summarized in Table 3. The simulation results show that the developed
control system could effectively deal with the rod ejection accident, thereby maintaining
the stable operation of the MSR plant.

For the uncontrolled case, it can be seen from Figure 12 that the power increases by
about 51% after 60 pcm positive reactivity is introduced into the reactor, and then, the power
decreases gradually due to the negative reactivity introduced by the fuel Doppler feedback
effect and the graphite temperature feedback effect, and finally reaches a new equilibrium
value of 135% FP. Meanwhile, the temperatures of the primary fuel, the secondary salt
and the steam also ascend with the power increase and then gradually stabilize to a new
equilibrium point. The results show that the reactor power and steam temperature could
not be restored to their desired values without the control system.

163



Energies 2021, 14, 5279

0 50 100 150 200 250 300 350

Time [s]

(a)

40

60

80

100

120

140

160

180
R

el
at

iv
e 

p
o

w
er

 [
%

]

Controlled value

Desired value

Uncontrolled value

0 50 100 150 200 250 300 350

Time [s]

(b)

800

810

820

830

840

850

860

870

880

S
te

am
 o

u
tl

et

te
m

p
er

at
u

re
 [

K
]

Controlled value

Desired value

Uncontrolled value

0 50 100 150 200 250 300 350

Time [s]

(c)

820

830

840

850

860

870

880

890

900

910

920

R
ea

ct
o

r 
in

le
t

te
m

p
er

at
u

re
 [

K
]

Controlled value

Uncontrolled value

0 50 100 150 200 250 300 350

Time [s]

(d)

940

960

980

1000

1020

1040

1060

1080

1100

1120

R
ea

ct
o

r 
o

u
tl

et

te
m

p
er

at
u

re
 [

K
]

Controlled value

Uncontrolled value

0 50 100 150 200 250 300 350

Time [s]

(e)

720

725

730

735

740

745

750

755

760

765

S
ec

o
n

d
ar

y
 s

al
t 

co
ld
–l

eg
 t

em
p

er
at

u
re

 [
K

]

Controlled value

Uncontrolled value

0 50 100 150 200 250 300 350

Time [s]

(f)

870

890

910

930

950

970

990

S
ec

o
n

d
ar

y
 s

al
t 

h
o

t–
le

g
 t

em
p

er
at

u
re

 [
K

]

Controlled value

Uncontrolled value

0 50 100 150 200 250 300 350

Time [s]

(g)

-120

-100

-80

-60

-40

-20

0

20

C
o

n
tr

o
l 

ro
d

 r
ea

ct
iv

it
y

 [
p

cm
]

0 50 100 150 200 250 300 350

Time [s]

(h)

98

99

100

101

102

103

104

R
el

at
iv

e 
fl

o
w

ra
te

 [
%

]

Feedwater pump

Secondary pump

65 70 75 80 85 90
808
809
810
811
812
813
814
815

Figure 12. Transient responses of the system parameters under rod ejection accident. (a) Relative power; (b) Steam
outlet temperature; (c) Reactor inlet temperature; (d) Reactor outlet temperature; (e) Secondary salt cold–leg temperature;
(f) Secondary salt hot–leg temperature; (g) Control rod reactivity; (h) Relative flowrate.

4.2.2. Rod Drop Accident

The simulation results of the rod drop transient with and without the control system
are shown in Figure 13. A step negative reactivity of 60 pcm is suddenly introduced into the
reactor at 50 s, and the load demand maintained at 100% FP level. The transient responses
of the system parameters with the control system are compared with those of the case that
the control system is inactive under rod drop accident.
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Figure 13. Transient responses of the system parameters under rod drop accident. (a) Relative power; (b) Steam outlet
temperature; (c) Reactor inlet temperature; (d) Reactor outlet temperature; (e) Secondary salt cold–leg temperature;
(f) Secondary salt hot–leg temperature; (g) Control rod reactivity; (h) Relative flowrate.

As shown in Figure 13a, the reactor power decreases rapidly to about 79.5% FP level
after a step insertion of 60 pcm negative reactivity with the control system. Since the load
demand signal keeps at l00% FP, and the setting value of the steam outlet temperature
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remains at 810.9 K. The power error signal causes the control rod to add reactivity into the
reactor at its maximum speed of 10 pcm/s. The sudden reduction of the reactor power also
causes a rapid decrease of the reactor outlet temperature.

After a few seconds delay, the reactor inlet temperature reduces with the temperature
decrease of the primary fuel. When the reactor inlet and outlet temperatures return
to the initial values, the positive reactivity added by the control rod and the negative
reactivity introduced by the temperature feedback effects make the reactor power rise
by about 121%. Thus, the error signal of the reactor power changes at 59 s, and the
control rod starts to introduce negative reactivity to the reactor until the actual power
approaches 100% FP, as shown in Figure 13g. Meanwhile, the effect of the reduction in the
primary fuel temperature leads to a slight decrease of the steam temperature. The steam
temperature controller reduces the feedwater flow rate to return the steam temperature
to the desired value. The performance parameters of the control system during this
transient are summarized in Table 3, which indicate that both the reactor power and steam
temperature are well controlled to their desired values under rod drop accident.

For the uncontrolled case, it can be seen from Figure 13 that the power decreases by
about 42% after 60 pcm negative reactivity is inserted into the reactor, and then, the power
increases gradually due to the reactivity feedback effects of the fuel and graphite tempera-
tures, finally reaching a new equilibrium value of 66% FP. Meanwhile, the temperatures
of the primary fuel, the secondary salt and the steam also decrease with the power drop
and then gradually stabilize at a new equilibrium point. The final reactor power and steam
temperature are far from the desired values without the control system.

4.3. Loss of Flow Accident

The loss of flow accidents occurring in the primary loop and secondary loop, in which
the mass flow rate in the loop drops due to the pump trip, are simulated with the developed
simulation platform.

4.3.1. Primary Fuel Pump Trip

A sudden loss of one of the four primary fuel pumps at 50 s is simulated with and
without the control system, as shown in Figure 14. During this transient, the reduction
of load from 100% FP to 75% FP is initiated after a quarter of the primary pumps fail.
The main purpose of this simulation is to test the safety characteristics of the control system
to avoid overheating of the primary fuel salt.

As shown in Figure 14a, the load demand of the plant is reduced from 100% FP to 75%
FP when the loss of flow accident occurs. The error signal between the set-value of the load
and its measured value drives the control rod downwards into the reactor for the power
adjustment. As the mass flow rate of the primary fuel decreases, both the inlet temperature
and outlet temperature rise rapidly. Meanwhile, the mass flow of the secondary salt serves
as a feed-forward tuning parameter and it is reduced with the decrease of the demand
load. With the rapid decrease of reactor power, the heat transferred to the steam generator
reduces rapidly, so that the steam temperature drops. Then, the deviation signal of the
steam temperature is transmitted to the feedwater pump in order to reduce the flow rate.
In the final steady-state, the reactor power and the steam temperature reach their desired
values, as shown in Figure 14a,b. Although there is a short-term large deviation of the steam
temperature, which is mainly caused by the simultaneous superposition of the two effects
(primary pump trip and load demand reduction). However, this maximum deviation is
still within the acceptable range, and the steam temperature quickly returns to the desired
value due to the effective adjustment of the control system. The performance parameters of
the control system during this transient are summarized in Table 3. The simulation results
show that the developed control system not only makes the reactor continue to operate
stably under a loss-of-flow accident, but also can produce a rapid adjustment of the reactor
power and the steam temperature according to the load demand.
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Figure 14. Transient responses of the system parameters under primary fuel pump trip. (a) Relative power; (b) Steam
outlet temperature; (c) Reactor inlet temperature; (d) Reactor outlet temperature; (e) Secondary salt cold–leg temperature;
(f) Secondary salt hot–leg temperature; (g) Control rod reactivity; (h) Relative flowrate.

The results of evolution of the system parameters without the control system are also
shown in Figure 14. The reactor output power is nearly proportional to the primary-fuel
flow rate when the temperature difference remains constant between the reactor outlet and
the reactor inlet. Therefore, the uncontrolled actual power automatically drops to about
75% with the step reduction of the primary-fuel flow rate. Meanwhile, the temperatures
of the primary fuel, the secondary salt and the steam rise slightly with the decrease of
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the primary-fuel flow rate and then gradually drop to a new equilibrium point. However,
the final values of the reactor power and the steam temperature deviate from their desired
values without the control system.

4.3.2. Secondary Salt Pump Trip

In this transient, half of the secondary molten salt pumps are assumed to fail, resulting
in a rapid decrease of the mass flow rate to 50% of the steady-state value. The load
demand is maintained constant at l00% FP level. Both controlled and uncontrolled cases
are simulated and the response results of the system parameters are shown in Figure 15.
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Figure 15. Transient responses of the system parameters under secondary salt pump trip. (a) Relative power; (b) Steam
outlet temperature; (c) Reactor inlet temperature; (d) Reactor outlet temperature; (e) Secondary salt cold–leg temperature;
(f) Secondary salt hot–leg temperature; (g) Control rod reactivity; (h) Relative flowrate.
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For the controlled case, since half of the secondary pumps stop running, the mass
flow rate of the secondary salt drops rapidly in the heat exchanger and steam generator.
The flow rate reduction of the secondary salt in the IHX causes that the heat produced
by fission reaction in the fuel cannot be taken out in time, and then, the primary fuel
temperature increases rapidly from its initial steady-state value, as shown in Figure 15c,d.
The reactor power drops due to the negative reactivity introduced by the Doppler effect
and the fuel temperature effect with the fuel temperature rising. Because the load demand
remains at l00% FP level, the power deviation signal is sent to the control system, and the
control rod begins to insert positive reactivity into the reactor to raise the power until it
returns to the l00% FP level. The rapid response of the control system makes the maximum
power deviation reach only 1.13%. During this transient, the hot-leg temperature of the
secondary-salt initially tends to rise and the cold-leg temperature to fall. At the same
time, the heat transferred from the secondary salt to the water/steam in the SG is reduced
with the rapid decrease of secondary salt flow rate, so that the steam temperature drops
rapidly. The error signal between the actual value of the steam temperature and its
desired value is transmitted into the feedwater flow-rate controller. It can be seen from
Figure 15b that the steam outlet temperature quickly reaches the set-point at 810.9 K.
The performance parameters of the control system during this transient are presented in
Table 3. The simulation results show that the developed control system could respond
quickly to keep the reactor power and the steam temperature at their target values.

For the uncontrolled case, because the mass flow rate of the secondary salt drops
rapidly after the loss-of-flow accident occurs, the heat of the primary circuit loop cannot be
removed in time. It can be seen from Figure 15c,d that the fuel temperatures of the reactor
inlet and outlet rise rapidly. Due to the negative feedback effect of reactivity, the reactor
power quickly decreased from 100% FP to about 80% FP, and then stabilizes to a new
equilibrium point. Meanwhile, the steam temperature decreases with the power drop and
then rises gradually to a new equilibrium point. The final values of the reactor power and
the steam temperature deviate from the desired values when the plant control system is
not activated.

5. Conclusions

In this study, a simulation platform of the MSR plant was developed to study the
control characteristics under normal and accident conditions. The nonlinear dynamic model
of the whole system that was built in the platform consisted of a liquid-fuel reactor with a
graphite moderator, an intermediate heat exchanger and a steam generator. A new control
strategy was presented based on a feed-forward and feedback combined scheme, in which
the reactor power control system and steam temperature control system, considering the
input saturation and dead zone, were designed to adjust load changes of the plant. In order
to investigate the operation and control characteristics of the MSR plant, three different
transients were simulated with the developed simulation platform, which include normal
load-follow operation, reactivity insertion accident and loss of flow accident. During the
load-follow operation, the actual operating value of the reactor power is almost consistent
with the desired load, and the range of steam temperature variation does not exceed 1K
during the transient. These results show that the designed control system of the MSR
plant has a fast load-follow capability and satisfactory control accuracy. For the reactivity
insertion transients, the simulation results indicate that the control system could effectively
deal with the rod ejection accident, thereby maintaining the stable operation of the MSR
plant. In addition, both the reactor power and steam temperature are well controlled to
their desired values under rod drop accident. For the loss of flow transients, the simulation
results show that the developed control system not only makes the reactor continue to
operate stably after one of the four primary fuel pumps fails suddenly, but also could
achieve rapid adjustment of the reactor power and steam temperature according to the
load demand. Furthermore, the control system could respond quickly to keep the reactor
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power and the steam temperature at their target values during the transient of secondary
salt pump coastdown.
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Abstract: The electronic oxygen regulator (EOR) is a new type of aviation oxygen equipment which
uses electronic servo control technology to control breathing gas pressure. In this paper, the control
method of EOR was studied, and the dynamic model of the aviation oxygen system was established.
A disturbance-observer-based controller (DOBC) was designed by the backstepping method to
achieve the goal of stable and fast breath pressure control. The sensitivity function was proposed
to describe the effect of inspiratory flow on breath pressure. Combined with the frequency domain
analysis of the input sensitivity function, the parameters of the DOBC were analyzed and designed.
Simulation and experiment studies were carried out to examine the control performance of DOBC in
respiratory resistance and positive pressurization process under the influence of noise and time delay
in the discrete electronic control system, which could meet the aviation physiology requirements.
The research results not only verified the rationality of the application of DOBC in the breath control
of EOR, but also proved the effectiveness of the control parameters design method according to the
frequency domain analysis, which provided an important design basis for the subsequent study
of EOR.

Keywords: electronic oxygen regulator (EOR); pressure control; disturbance observer; sensitivity
function; frequency domain analysis

1. Introduction

Fighter pilots need to be equipped with an aviation oxygen system to avoid the
damage caused by low air pressure and oxygen deprivation at high altitude. Oxygen
system consists of oxygen source, oxygen regulator, and individual equipment [1–3].
Oxygen regulator is the core component, and its main function is to control the oxygen
supply pressure to meet the physiological and protective requirements. Physiological
requirement refers to supplying oxygen according to the pilot’s breathing demand to
reduce respiratory resistance and improve breathing comfort. Protective requirement refers
to pressurizing the supply oxygen to prevent pilot from the harsh environment [4,5].

The mechanical oxygen regulator is the traditional type of oxygen regulator, which
uses diaphragms for breath control [6]. With the development of microelectronic con-
trol technology, the concept of electronic oxygen regulator using sensor and motor was
proposed to simplify the structure, improve the pilot’s breathing comfort, and provide
monitoring capabilities [7]. The French company Airliquide launched the first electronic
oxygen regulator for the F-35 which is the only product known to be in use [8]. In the
research of civil emergency oxygen regulator, several attempts to combine mechanical con-
trol with electronic control have been made. Siska [9] retained the mechanically controlled
valve but changed the valve seat from a fixed state to electronically adjustable. Therefore,
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this electromechanical oxygen regulator could work in two states: with electricity or no
electricity. Frederic [10] designed a new kind of electromechanical oxygen regulator by
parallel control of mechanical and electronic valves. In general, the aviation oxygen reg-
ulator is in the stage of transition from mechanical to electronic. Therefore, it is of great
significance to carry out the research on the electronic oxygen regulator (EOR).

The difficulties in breath pressure control were analyzed in references [3,6,11]. Based
on these studies and the particularity of pilot breath process, we summarize the following
three points about breath pressure control. Firstly, the pilot’s breathing demand and the
target pressure of control would change with the task load and physiological state, which
has strong randomness and uncertainty. Secondly, the breath cycle is very short and the
breath flow rate changes fast. In the normal state, the breath cycle is about 6 s, and the peak
breath flow rate is about 30 L/min. During flight, the breath cycle may be shortened to
about 1 s, and the peak breath flow rate may reach 180 L/min. Thirdly, due to the limitation
of space, the volume of the breath chamber is small, so the breath pressure is very easy to
change largely. Combined with the above characteristics, EOR needs to have fast response
speed, high sensitivity, as well as a stable and robust control law [12].

So far, several studies have been conducted on EORs to improve the control perfor-
mance of breath pressure. Yu et al. [13] designed an EOR driven by stepping motor and
controlled by switch method. Sun et al. [14] improved research in [13] by adjusting the
motor speed with fuzzy control theory. Li et al. [15] developed expert PID control for the
EOR driven by voice coil motor, which solved the deficiency of fixed parameters. Jiang
et al. uses a commercial flow servo valve as the executive structure of EOR to and apply
generalized predictive control [16], active disturbance rejection control [17], and adaptive
control [18] into breath pressure control. The results show that the intelligent control has
better robustness than PID control. All the above studies were exploratory studies on
control law schemes of EOR for physiological requirement, but the key to design control
parameters did not be pointed out clearly. In addition, only a few of these researches took
consideration into protective requirement, so the control of positive pressurization process
is still to be studied.

Disturbance-observer-based control (DOBC) is a kind of control method which com-
prehensively estimates the external disturbance and internal model uncertainty according
to the mathematical model and control input, and introduces equivalent compensation
in the control to realize the complete control of disturbance. The disturbance observer is
extended from the state observer in modern control in which disturbance is extended as a
part of the system state. If the estimation error of the disturbance could converge gradually,
the system will obtain the ability to compensate the disturbance in time with the estimation
value of disturbance, and the control law can achieve great ability of disturbance rejection.
DOBC has been usually adapted to supplement the commonly used method of feedback
control, making the model-based control design to be applied better to the actual system
and improving the robustness of the control system [19–21].

In this paper, a basic structure of EOR driven by hybrid stepping motor was presented,
and the mathematical model of breath pressure control was established. The DOBC theory
was applied to the breath pressure control of the EOR, and the external load of the pilot’s
breath flow and the internal model error could be estimated and compensated. The
sensitivity function of the input disturbance was used to describe the effect of pilot’s breath
flow on breath pressure and analyzed in frequency domain, and the control parameters
were determined by magnitude-frequency characteristics. Simulation and experiments
were carried out to verify the control performance of DOBC on respiratory resistance and
positive pressurization.

2. System Principle and Mathematical Model

2.1. System Description

The new type of aviation oxygen system mainly includes four parts: oxygen supply
source, electronic oxygen regulator, oxygen mask, and active servo lung, as shown in
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Figure 1. High pressure oxygen flow provided from oxygen supply source is adjusted
by the EOR so that breath pressure could be keep stable around the target pressure. The
oxygen mask has two check valves, one for inhalation and the other for exhalation. During
breathing, the two check valves open alternately, not only saving oxygen supply, but also
relief the exhaled air out of the mask. It is ensured that pilots would not repeatedly inhale
the exhaled air with low oxygen concentration. Active servo lung was designed to simulate
human lungs, which could intermittently inhale and exhale gas [22].

 

’

≤0 ≤0
≤0 ≤0

Figure 1. The structure and working principle of aviation oxygen system.

The electronic oxygen regulator mainly includes inlet pressure sensor, flow control
valve, breath chamber, breath pressure sensor, and controller. The desired breath pressure
was set in accordance with the cockpit height and vertical acceleration signal from external
sensors, to achieve the purpose of positive breath pressure for high altitude and anti-G.
When the pilot inhales, the check valve for inhalation on mask opens. Gas in the breath
chamber would be breathed into the mask, and the breath pressure would drop below the
desired pressure. The controller drives the flow control valve open to provide sufficient
oxygen flow to the pilot to maintain breath pressure stable. When the pilot exhales, the
check valve for inhalation on mask turns to close and the check valve for exhalation opens,
the controller closes the flow control valve immediately to avoid excessive gas supply,
affecting the pilot’s exhalation process. Relief hole on the breath chamber is used to relief
excessive breath pressure.

The pressure difference between the breath pressure and the desired pressure is
usually used to describe the working performance of EOR. The negative pressure difference
indicates the inspiratory resistance, and the positive pressure difference indicates the
expiratory resistance. In order to avoid the phenomenon of breathing fatigue, the pressure
difference under control of the EOR should keep within the respiratory resistance threshold
in Table 1. The control accuracy of breath pressure in positive pressurization process should
reach ± 0.1 kPa in the pressurized range of 0~10 kPa to accurately realize the protective
effect of pressurized oxygen supply.

Table 1. Respiratory resistance threshold under different pulmonary ventilation volumes.

Pulmonary Ventilation
Volume (L/min)

Inspiratory Resistance (kPa) Expiratory Resistance (kPa)

10 ≤0.49 ≤0.25
20 ≤0.64 ≤0.39
30 ≤0.78 ≤0.59
45 ≤0.88 ≤1.08

2.2. Mathematical Model

According to the characteristics of the thermal process, the following reasonable
assumptions were made to simplify the model:
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(1) The gas could be descried with the ideal gas state equation and the thermal process
of gas in each chamber accords with the polytropic thermal process;

(2) The gas distribution in each chamber is even and pressure could be expressed by a
uniform value;

(3) The flow of gas through the hole and valves was considered as the one-dimensional
steady adiabatic flow.

During the working process, there will be continuous flow into and out of the breath
chamber, and the exchange of mass, heat, and work exists between the system and the
outside world. Therefore, the breath chamber was modeled as an open system. The control
volume was selected according to the edge of the chamber, and the mathematical model of
the state parameters such as pressure, temperature, and gas mass in the breath chamber
were established with the mass conservation equation and the polytropic thermal process
equation. According to the law of mass conservation, the mass increment in the control
volume is equal to the difference between the mass into and out of the control volume. The
differential form is written as

dm = δmin − δmout, (1)

where dm represents the gas mass increment in the breath chamber, δmin and δmout are the
mass entering and leaving the system. Based on the ideal gas state equation pV = mRT,
the gas mass increment could be written as

dm

m
=

dp

p
+

dV

V
−

dT

T
, (2)

where m, p, ρ, and T represent the mass, pressure, density, and temperature of the gas
in the breath chamber, respectively; V is volume of breath chamber; and R is the gas
constant. Since the volume of the breath chamber is fixed, the volume differential in the
mass equation above can be ignored. According to the polytropic thermal process equation
p/ρn = const, relation between temperature and pressure could be descried as

dT

T
=

n − 1
n

dp

p
, (3)

where n is the polytropic index, which was chosen as 1.35, because the polytropic process in
the breath chamber is close to the adiabatic process. Combined with the Equations (1)–(3),
the differential function of breath pressure could be given by

dp

dt
=

nRT

V

(
δmin

dt
−

δmout

dt

)
. (4)

According to the relationship between the downstream and upstream pressure ratio
and the critical pressure ratio, the mass flow through the flow control valve and relief hole
can be divided into critical flow and subcritical flow. The mass flow rate of the critical flow
is only determined by the upstream pressure, while the mass flow rate of the subcritical
flow is affected by both upstream and downstream pressure. The mass flow model is
as follows: {

qm = µApin

√
2k

(k−1)RTin

(
ε2/k − ε(k+1)/k

)

ε = max(pout/pin, εcr)
, (5)

where qm is the mass flow rate, kg/s; µ is the flow coefficient; A is the flow area, m2; pin

and pout indicate upstream and downstream pressure, Pa; k is the adiabatic constant, with
the value of 1.4. ε Refers to the pressure ratio, and εcr refers to the critical pressure ratio,
with the value of 0.528. According to the condition of upstream and downstream pressure,
the mass flow of the flow control valve should be calculated as critical flow, and the mass
flow of the relief hole should be calculated as subcritical flow.
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The human lung is innervated by the nervous system and periodically expands and
contracts by the respiratory muscles. It is generally believed that the instantaneous breath
flow is close to the sinusoidal process, which can be expressed as

QB(t) = πVtNsin

(
2π

60/N
t

)
, (6)

where QB is the instantaneous volume flow of breath, L/min. Tidal volume Vt is the
amount of air inhaled or exhaled in each breath cycle, with the value of 1 L for pilots. The
respiratory rate N is the number of breath cycle completed per minute. The product of
tidal volume Vt and respiratory rate N becomes pulmonary ventilation volume, L/min.

Due to the presence of two check valves on the mask, only the inspiratory flow would
affect the pressure in the breath chamber. Therefore, the mass flow of breath is given by

qm,B(t) =

{ ρ
60 × QB(t) during inhalation
0 during exhalation

, (7)

where qm,B is the instantaneous mass flow of breath from the breath chamber, g/s.
According to the above model, the mass flow variations in the breathing chamber in-

clude: control input—oxygen supply flow of the flow control valve, load disturbance—mass
flow of respiration, state variable—leakage flow through the relief hole. The mathematical
model of breath pressure control is

dp

dt
=

nRT

V

(
qm,in(A(t), pin)− qm,leakage(p)− qm,B(t)

)
. (8)

3. DOBC Design

In order to maintain the control stability and achieve better control accuracy of breath
pressure, a disturbance-observer-based controller was designed to quickly adjust the
oxygen supply flow and accurately compensate the inspiration flow and leakage.

3.1. Design of Feedback Control

Let b = nRT/V, and according to the definition of mass flow variation, the differential
function of breath pressure can be written as

.
p = b(u − f (p)− d(t)), (9)

where f(p) represents the leakage of the system, u and d indicate input flow and inspiration
flow, respectively. There may be some uncertainties in the system, such as parameter
error between the model and the actual system. The input flow may also be not equal to
the expected flow. Considering these uncertainties, the differential equation of the actual
breath pressure is given by

.
p = (b + ∆b)(u + ∆u − f (p)− ∆ f (p)− d(t)), (10)

where ∆b reflects the influence of temperature variation and the uncertainty of chamber
volume and polytropic index. ∆u represents the uncertainty of the input flow, which
may be caused by the flow control error of the flow control valve. ∆f(p) represents the
uncertainty of the leakage, which may be caused by the inaccurate leakage area or the
variational flow coefficient. Let Di represent the disturbance caused by internal model
uncertainty, Do represent the disturbance caused by external load, and D represent the total
disturbance of the system. These disturbances could be given by





Di = (b + ∆b)(∆u − ∆ f (p))
Do = (b + ∆b)d(t)

D = Di − Do

. (11)
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The differential equation of breath pressure with uncertainty is rewritten as follows:

.
p = b(u − f (p)) + D. (12)

Let pd represent the desired breath pressure, which is set according to the cockpit
height and vertical acceleration. For control system, the target is to make breath pressure
stable around the desired breath pressure and the control error was expected to the 0. The
control error of the system e and its change rate is

{
e = pd − p

.
e =

.
pd −

.
p =

.
pd − b(u − f (p))− D

. (13)

Define the Lyapunov function V1 as V1 = e2/2, then the derivative of V1 is

.
V1 = e

.
e = e

( .
pd − b(u − f (p))− D

)
. (14)

The control input is design by back-stepping method as follows:

u =
1
b

( .
pd − D + k1e

)
+ f (p), (15)

where k1 is the state feedback gain. Then the derivative of Lyapunov function V1 can be
rewritten as

.
V1 = −k1e2. According to Lyapunov stability criterion, if Lyapunov function

satisfies the conditions below:




V(e) > 0
.

V(e) ≤ 0
e 6= 0,

.
V(e) 6= 0

, (16)

the system has Lyapunov stability and the control error tends to 0. Therefore, under this
feedback control law, the control stability of breath pressure could be guaranteed. The
convergence speed of control error is related to the state feedback gain k1. The control
error converged faster with larger k1, but it also might cause overshoot of the system.
There is disturbance term of the system in the control input of the feedback control, so the
second part is going to design an appropriate disturbance observer and use the estimated
disturbance to calculate control input.

3.2. Design of Disturbance Observer

In the high frequency control system, the uncertainty of the system parameters and
the external low frequency disturbance caused by the inspiratory flow can be regarded
as a slow time-varying process, so it can be assumed that D(t) ≈ const,

.
D(t) ≈ const. Let

D̂ represent the disturbance estimated by the disturbance observe, and the disturbance
estimation error D̃ is D̃ = D − D̂, the derivative of disturbance estimation error is

.
D̃ =

.
D −

.
D̂ ≈ −

.
D̂. (17)

Define Lyapunov function V2 as V2 = e2/2 + D̃
2/2γ, where γ is the disturbance

estimation coefficient. The derivative of V2 is
.

V2 = e
.
e + D̃

.
D̃/γ. By substituting the control

input into the derivative of V2, we can get:

.
V2 = −k1e2 − D̃(

.
D̂/γ + e). (18)

Let the estimation function of the disturbance observer be
.

D̂ = −γe, then the deriva-
tive of V2 can be rewritten as

.
V2 = −k1e2. According to Lyapunov stability criterion, the
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system controlled by state feedback and disturbance observer has Lyapunov stability. The
control input of DOBC can be expressed as

{
D̂ =

∫ t
0 −γe(τ)dτ

u = 1
b

( .
pd − D + k1e

)
+ f (p)

. (19)

3.3. Design of Anti-Windup Mechanism

Since the input flow rate is always positive, the disturbance observer may appear
integral saturation. In order to reduce its influence, a clamping anti-windup mechanism
was added into DOBC. After each completion of the control input calculation, the clamping
anti-windup mechanism will examine whether the calculated control input has reached
the limitation. If the control input exceeds the limitation and the sign of the total input
is the same as the control error, the disturbance observer will stop working. Under any
other condition, the disturbance observer would work normally. The DOBC with clamping
anti-windup mechanism is as follows:

D̂(k) = D̂(k)− α × γe(k)× Ts, (20)

where Ts is the sampling period and α is the anti-windup coefficient:

α =

{
0 i f {u(k − 1) /∈ [umin, umax] ‖ u(k − 1)× e(k) ≥ 0}

1 else
. (21)

The block diagram of DOBC with clamping anti-windup mechanism is shown
in Figure 2.

{ �̂� = ∫ −𝛾𝑒(𝜏)𝑑𝜏𝑡0𝑢 = 1𝑏 (𝑝�̇� − 𝐷 + 𝑘1𝑒) + 𝑓(𝑝)

�̂�(𝑘) = �̂�(𝑘) − 𝛼 × 𝛾𝑒(𝑘) × 𝑇𝑠,
α𝛼 = {0𝑖𝑓{𝑢(𝑘 − 1) ∉ [𝑢𝑚𝑖𝑛 , 𝑢𝑚𝑎𝑥] ∥ 𝑢(𝑘 − 1) × 𝑒(𝑘) ≥ 0}1𝑒𝑙𝑠𝑒 .

 

𝑈(𝑠) = 1𝑏 (𝑠𝑃𝑑(𝑠) + 𝛾 𝐸(𝑠)𝑠 + 𝑘1𝐸(𝑠)) + 𝑓(𝑃(𝑠))
𝐶(𝑠) = 𝑈(𝑠) 𝐸(𝑠) =⁄ 1𝑏 (𝑘1 + 𝛾𝑠) 𝐺(𝑠) = 𝑏 𝑠⁄

𝑆𝑖(𝑠) = 𝐺(𝑠)1+𝐺(𝑠)𝐶(𝑠) = 𝑏𝑠𝑠2+𝑘1𝑠+𝛾

Figure 2. The block diagram of DOBC with clamping anti-windup mechanism.

3.4. Design of Control Parameters

Laplace transform is applied to the DOBC in normal working mode to obtain the
transfer function of the control input:

U(s) =
1
b

(
sPd(s) + γ

E(s)

s
+ k1E(s)

)
+ f (P(s)). (22)

Assuming that the desired pressure remains constant, the leakage is relatively small
compared to the inspiratory flow and the supply flow. The transfer function of control
law can be simplified as C(s) = U(s)/E(s) = 1

b

(
k1 +

γ
s

)
. Similarly, the transfer function

of breath pressure could be obtained by Laplace transform, G(s) = b/s. According to the
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transfer function of control law and the plant, the influence of the inspiratory flow on the
breath pressure can be expressed by the input sensitivity function:

Si(s) =
G(s)

1 + G(s)C(s)
=

bs

s2 + k1s + γ
. (23)

Let the feedback gain and disturbance observer coefficient as k1 = 2ξωn, γ = ωn
2. Then,

the characteristic equation of the close-loop system can be expressed with the natural fre-
quency ωn and damping coefficient ξ in the standard form of the second-order system. The
magnitude-frequency characteristics of the input sensitivity function can be expressed as

M(ω) =

∣∣∣∣
bjω

−ω2 + 2ξωns + ωn
2

∣∣∣∣ =
b/ωn√

(2ξ)2 +
(

ωn
ω − ω

ωn

)2
. (24)

It can be analyzed that the magnitude-frequency characteristic decreases monoton-
ically with the increase of damping coefficient. When natural frequency ωn is greater
than input disturbance frequency ω, the magnitude-frequency characteristic decreases
monotonically with the increase of natural frequency, and increases monotonically with
the increase of input disturbance frequency.

In order to make the respiratory resistance within the threshold in Table 1 it is nec-
essary to limit the magnitude-frequency characteristics of the input sensitivity function
under different input disturbance frequencies. Combined with the sinusoidal formula
of inspiratory flow, the design objective of magnitude-frequency characteristics could be
given by

When ω = 2π f =
2π

60/N
, M(ω) ≤

bjω

−ω2 + 2ξωns + ωn
2 . (25)

According to the above equitation, the respiratory resistance threshold in Table 1 could
be converted into the desired magnitude-frequency characteristic in Table 2.

Table 2. Desired magnitude-frequency characteristics of the input sensitivity function.

Pulmonary
Ventilation Volume

(L/min)

Input Disturbance
Frequency (Hz)

Maximum of
Inspiratory Flow (g/s)

Inspiratory Resistance
Threshold (kPa)

Desired
Magnitude-Frequency

Characteristics

10 1/6 0.65 ≤0.49 ≤0.754
20 1/3 1.3 ≤0.64 ≤0.492
30 1/2 1.95 ≤0.78 ≤0.4
45 3/4 2.9 ≤0.88 ≤0.303

Combined with the monotonically relationship analyzed above, it can be concluded
from the Table 2 that if the magnitude-frequency characteristic of the input sensitivity
function drops below 0.303 when the input disturbance frequency is 3/4 Hz, the control
performance of DOBC could meet the inspiratory resistance threshold. The volume of
breath chamber was set as 0.3 L, and the temperature was set as 293.15 K, so the coefficient
b was calculated as 378.6 kPa/(g/s). The damping coefficient was selected as 0.707, and the
natural frequencies were set as 10 Hz, 15 Hz, and 20 Hz, respectively. The Bode diagram
of input sensitivity function was drawn in frequency range less than 1 Hz, as shown in
Figure 3.

It can be seen from the magnitude-frequency characteristic diagram (upper panel) of
the Bode diagram that when the natural frequency reaches 15 Hz, the magnitude-frequency
characteristic can be maintained below the desired magnitude-frequency characteristic.
At this time, the respiratory resistance control can theoretically achieve the control target.
On the other hand, it can be seen from the phase-frequency characteristic diagram (lower
panel) of Bode Diagram that the phase lag is between 80◦ and 90◦ at each natural frequency,
which means that the response of breath pressure is ahead of the inspiratory flow in phase.
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Because of the sinusoidal wave of the inspiratory flow, the phase lead feature makes the
peak of the inspiratory resistance appear at the beginning of the inhalation. Moreover, at
the end of the inhalation, pressure error will become positive, which may lead to a higher
expiratory resistance.

 

•

Figure 3. The Bode diagram of input sensitivity function, upper panel: magnitude-frequency
characteristic, lower panel: phase-frequency characteristic.

4. Results and Discussion

4.1. Simulation Research

Simulation Researches were carried out to simulate the breath pressure during the
whole breath process. Simulation parameters and conditions were set as follows. The
natural frequency was set as 15 Hz and the damping coefficient was set as 0.707. Therefore,
the state feedback gain k1 was calculated as 133, and disturbance observer coefficient was
calculated as 8883. In order to simulate the discrete characteristics in the electronic control
system, the sampling period of the controller Ts was set as 1 ms, and the time delay of
system Td was set as 3 ms. White noise signal with the standard deviation of 0.005 kPa was
added to the feedback loop to simulate the measurement noise of breath pressure signal.

• Simulation of normal breath

The desired pressure was set as 0 kPa to simulate the normal breath process. Figure 4
shows the dynamic curves of breath pressure under the control of DOBC for four different
pulmonary ventilation rates of 10 L/min, 20 L/min, 30 L/min, and 45 L/min, respectively.

It can be seen from the simulation results that DOBC can provide appropriate supply
flow according to the feedback breath pressure to meet the control target of respiratory
resistance. In the stage of inhalation, when the pulmonary ventilation volume is small,
the control process was affected significantly by the measurement noise, and the pressure
fluctuates frequently near the desired pressure; when the pulmonary ventilation volume
gets larger, the influence of measurement noise reduced gradually, and the phase response
of breath pressure is basically consistent with the phase frequency characteristics in the-
oretical analysis, with the peak of inspiratory resistance at the initial of inhalation, and
positive pressure at the end of inhalation. During exhalation, the breath pressure maintains
a positive pressure of 0.1 kPa, result in a small expiratory resistance. This phenomenon
is caused by the influence of measurement noise on control input of DOBC, making the
supply flow fluctuate in a very small range.
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(a) 10 L/min (b) 20 L/min 

  
(c) 30 L/min (d) 45 L/min 

•

Figure 4. Simulation results of breath pressure during breath under different pulmonary ventilation volume, (a) 10 L/min,
(b) 20 L/min, (c) 30 L/min, and (d) 45 L/min.

• Simulation of positive pressurization

The desired pressure was increased from 0 kPa to 10 kPa in a step process of 1 kPa to
simulate the positive pressurization process. The curve of controlled breath pressure and
the control error of DOBC were shown in Figure 5. In order to compare with the accuracy
requirement, the control error was also amplified in part.

The simulation results show that the DOBC can reduce the control error in a very short
time after the step of desired pressure signal and the overshoot could be limited to about
0.4 kPa. The control system has good ability of reference following and small overshoot
characteristic. Furthermore, DOBC can achieve pressure control stably in the small breath
chamber, and the steady-state error of control is basically maintained in the range of
±0.1 kPa, which basically meets the control accuracy requirement. According to the
characteristics of the sensitivity function, the small input sensitivity function means that the
complementary sensitivity function is close to 1. Therefore, the large control parameters in
DOBC make close-loop system have good reference following performance and disturbance
rejection at the same time. As a sacrifice, the negative effect of measurement noise was
inevitably amplified. It can be deduced that the frequent fluctuation of control error is
caused by measurement noise.
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(a) Breath Pressure (b) Control error (amplification in lower panel) 

’

Figure 5. Simulation results of breath pressure and control error under DOBC during positive pressurization process: (a)
breath pressure curve; (b) control error curve and its amplification in lower panel.

4.2. Experimental Research

The experimental platform of EOR is shown in Figure 6. The function of the host
computer is to communicate with the FPGA controller, setting the desired pressure and
record experimental data. Active servo lung can simulate breathing movements of a variety
of pulmonary ventilation volume. The pressure of oxygen supply source is adjusted in
the range of 0.08 MPa~0.6 MPa working pressure in advance. When the breath pressure
is 10 kPa, the leakage flow rate of the relief hole has been calibrated as 0.062 g/s, which
is equivalent to the volume flow rate of 3 L/min. The mask pressure sensor was added
to evaluate the pilot’s breath comfort. The YM-6 pressurized oxygen mask was selected
as the mask. The NI-9146 chassis with onboard FPGA chip is selected as the controller,
and the acquisition and control functions of the controller are realized by NI-9205 and
NI-9403, respectively. The operating frequency of the controller was set at 1 kHz. The
control parameters of DOBC used in the experiment were set in accordance with the theory
analysis, which has been used in the simulation. The flow control valve is driven by a
high-precision, linear motion hybrid stepping motor. The flow curves under different
inlet pressures are shown in Figure 7. Although the flow control valve has a hysteresis
characteristic, the flow rate is generally linear with the output step. The output step of the
flow control valve is adjusted according to the required flow calculated by DOBC, inlet
pressure signal, and flow characteristic curve.

• Experiment of normal breath

The normal breathing processes of four pulmonary ventilation volume were simulated
by using the active servo lung. The recorded experimental results of breath pressure and
mask pressure were shown in Figure 8. In addition, the maximum values of inspiratory
resistance (IR) and expiratory resistance (ER) obtained from simulation and experiment
were compared in Figure 9 with the thresholds in Table 1. It could be found that the
control parameters of DOBC designed based on the frequency domain analysis could make
the respiratory resistance under each pulmonary ventilation volume meet the threshold
requirements of IR and ER. Combined with the mask pressure curve in Figure 8, the breath
pressure was kept relatively stable and the pressure variation in mask was mainly affected
by the flow resistance of the check valve on mask. This indicates that the pilot will have a
good breath experience and not suffer from breathing fatigue.
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•

Figure 6. Experimental platform.

 

•

Figure 7. Characteristics of flow control valve under different inlet pressure.

• Experiment of positive pressurization

The desired pressure in experiment of positive pressurization process was set as same
as the simulation condition. The curve of controlled breath pressure and the control error
were shown in Figure 10.

The experimental results also verified the breath pressure control performance of
DOBC in positive pressurization of the EOR. When the desired pressure was increased
in the step of 1 kPa, the rise time of breath pressure was about 0.2 s, without significant
overshoot. The steady-state error was kept within the control accuracy requirements of
±0.1 kPa, and only exceeded the requirements at few time points, which is acceptable in
practical use. The continuous fluctuation of pressure was caused by the measurement noise
amplified by large control parameters, and the reason has been explained in the discussion
of simulation results.
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(a) 10 L/min (b) 20 L/min 

 
 

 

(c) 30 L/min (d) 45 L/min 

Figure 8. Experiment results of breath pressure during breath under different pulmonary ventilation volume, (a) 10 L/min,
(b) 20 L/min, (c) 30 L/min, and (d) 45 L/min.

 

Figure 9. Comparison of respiratory resistance between the threshold values in Table 1, simulation
results, and experiment results.
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•

 

Figure 10. Experiment results of breath pressure under DOBC during positive pressurization process
in upper panel and control error in lower panel.

Comparing the simulation results with the experimental results, it was found that
the simulation research can nearly reflect the actual DOBC control performance. The
experimental results are slightly better than the simulation results. The error between
simulation and experiment might come from model errors and parameter uncertainties.
First, the actual physical processes were simplified in mathematical model. Furthermore,
the simulated white noise signal could not be identical to the measurement noise in
experiment. Secondly, although some physical parameters can be measured directly, some
other parameters might not be set accurately, such as standard deviation of noise and
delay time of system. In addition, hysteresis characteristics and the fitting of linear gain
of flow control valve will also cause errors between simulation and experiment. Overall,
the simulation accuracy is acceptable and the mathematical model could be use in further
study about the EOR.

5. Conclusions and Perspectives

In this paper, the mathematical model of the electronic oxygen regulator was estab-
lished, and the main factors affecting the breath pressure control were analyzed. Based on
the Lyapunov stability and backstepping design method, the DOBC with better stability
and robustness has been designed, which can compensate the model error and the pa-
rameter uncertainty in the system. To avoid integral saturation, the clapping anti-windup
mechanism was designed and adopted. The influence of the inspiratory flow on the breath
pressure was described by the input sensitivity function, and the frequency domain analy-
sis was applied to design the control parameter of DOBC for the first time, which could
provide important theoretical guidance for the design of controller and control parameters
of EOR.

The study shows that when the natural frequency of the close-loop control system
reaches 15 Hz, the inspiratory resistance can meet the threshold requirements in theory.
Through simulation and experimental researches, performance of the respiratory resistance
and positive pressurization of the EOR under DOBC were obtained, which meets the
physiological and protective requirements. It can be concluded that the application of
DOBC in breath pressure control of EOR was reasonable and effective. However, it was
found that although larger control parameters could reduce the respiratory resistance
range, it will inevitably lead to the amplification of measurement noise, so that the control
steady-state error cannot be completely eliminated and the pressure fluctuate continually.
Further studies will be conducted to solve the contradiction.
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Although there are certain errors between simulation and experiment, the main trend
and approximate range of breath pressure can still be estimated by simulation, which
proved the validity of the proposed model and provides a basis for further research on
breath pressure control of EOR through simulation technology.

In the future study, the design method of control parameter based on frequency
domain analysis will be applied to some other control laws. Then, we could compare the
advantages and disadvantages of various control methods in the breath pressure control
of EOR fairly. It is also possible to conduct physiological experiments in low-pressure-
chamber to simulate performance of EOR during flight more realistically.
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Abstract: In this article, the second method of determination of the theoretical and actual working
volume of a hydraulic motor is described. The proposed new method is based on the characteristics
of effective absorbency of the motor. The effective absorbency has been defined as the ratio of flow
rate in a motor to the rotational speed of the motor’s shaft. It has been shown that the effective
absorbency is a nonlinear function of the rotational speed and nonlinear function of the pressure
drop in the motor’s working chambers. Furthermore, it has been proven that the actual working
volume of a motor is a function of a third degree of pressure drop in the motor’s working chamber.
The actual working volume should be taken to assess the mechanical and volumetric energy losses
in the motor. Furthermore, the influence of the flowmeter location in the measurement system and
the compressibility of liquid on the result of the theoretical and actual working volume calculation
was also taken into account and is described in this article. The differences in the assessment of the
volumetric efficiency assuming the theoretical and actual working volume was also shown.

Keywords: hydraulic motor; effective absorbency; theoretical working volume; actual working
volume; volumetric efficiency; mechanical efficiency

1. Introduction

For users and designers of a hydraulic system, the volumetric and pressure-mechanical
efficiency of the hydraulic positive displacement machine (motor or pump) is very impor-
tant [1–6]. So far, these efficiencies are calculated based on the theoretical working volume
qt. The theoretical working volume qt is a parameter that corresponds to the volume of
liquid flowing without energy losses through the positive displacement machine during
one full rotation of the shaft. The qt is determined from experimental data. The value of
qt is constant in the whole range of the rotational speed n and the pressure drop ∆p in a
positive displacement machine [7–14].

It happens that the geometric working volume qg is used instead of the qt to calculate
the energy losses in positive displacement machines. The qg is calculated from geometrical
dimensions of the working mechanism using special mathematical formulas which are
different for various types of positive displacement machines [15]. The theoretical working
volume qt does not have to be equal to the geometrical working volume qg and is usually
not equal. The differences can be up to several percent [7,8,15]. The main reasons for these
differences are:

• Looseness in the working mechanism,
• errors in the manufacturing of the components,
• assembly errors,
• changes in ambient temperature,
• changes in working liquid temperature, etc.

If the qt corresponds to the volume of liquid flowing without energy losses through
the motor during one full revolution of the motor shaft, then the qt should be determined
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by taking into consideration the pressure drop ∆pi in the working mechanism and the
liquid compressibility β. If the liquid compressibility β is taken into account, then the
location of a flow meter in the measuring system is of great important [12]. However, in
practice, it is assumed that the pressure drop ∆p in a motor is equal to the pressure drop ∆pi

in the motor working chambers, and the liquid compressibility β is neglected [7,8,13,14].
In a loaded hydraulic motor, the working chambers are resiliently deformed (due

to the pressure difference ∆pi). The working chamber under the pressure will have a
bigger volume. Then, the working volume can differ from the geometric working volume
qg [8,12]. The working volume under the pressure difference ∆pi was called the actual
working volume qr [12]. Therefore, qr is a function of the pressure drop ∆pi. It will be better
to assume qr instead of qt and qg to assess the losses in a hydraulic motor. Furthermore,
in [12], it was shown that qt and qr should be determined by taking into account the
liquid compressibility β. The precision determination qr allows us to more precisely assess
energetic losses and more precisely assess the clearances in the hydraulic motor working
mechanism.

So far, there have been only a few publications on the methodology of determination
of the theoretical working volume qt of a displacement machine. The first method was
described by Wilson in 1950 [16] and Schlosser and Hilbrands in 1963 [9–11]. This method
was corrected and described by Toet in 1970 [13] and in 2019 [14], and also by Balawender
in 1974 [8]. These authors described in their publications the method of determining the
qt based on the characteristics (Q = f (n)∆p=const.) of flow rate Q in a motor as a function of
rotational speed n at constant pressure drop ∆p in this motor. The Toet and Balawender
method have been referred in literature, like in [17–20].

The latest article on the methodology of determination the theoretical working volume
was published in 2020 [12]. In this publication, the influence of liquid compressibility β and
the influence of pressure drop ∆pich in the motor internal channels on the qt are described.

The second method of determining the qt was proposed by Balawender [8]. This
method is based on the characteristics qe = f (n−1)∆p=const. of effective absorbency qe as a
function of rotational speed n at constant pressure drop ∆p in the motor. Thus, the influence
of pressure drop in the motor internal channel and liquid compressibility β were neglected.

According to ISO 8426, the theoretical working volume qt is defined as a ratio of flow
rate increment ∆Q to the corresponding rotational speed increment ∆n [21]. The method
according to ISO standard is the simplest of all the known methods and gives an inaccurate
result.

There were also attempts to calculate the qt by analyzing the flow rate for a single
pump chamber [22]. However, this method becomes problematic to use in practice.

For this purpose, in the following sections are described:

(a). Known methods for determining the theoretical working volume qt;
(b). the proposed new method of determining the theoretical qt and actual working

volume qr based on the characteristics qe = f (n)∆pi=const. (taking into account the
compressibility β of liquid and the pressure drop ∆pich in the internal channel of a
motor);

(c). the practical implementation of the proposed method;
(d). the experimental tests of the hydraulic satellite motor for confirming the correctness

of the proposed new method;
(e). comparing the result of new method with the result of Balawender’s method.

2. The Analysis of Flow Rate in a Hydraulic Motor

In order to determine the theoretical working volume qt of the motor, it is necessary to
measure and analyze the flow rate in this motor. Balawender recommends using two flow
meters for this—one located in the inflow line of the motor and second in the outflow line
(Figure 1) [7,8], whereas Toet indicates only one flowmeter located in the inflow line of the
motor [13,14].
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Figure 1. Parameters measured in a hydraulic motor: Q1, Q2 and QL—flowrate, p1 and p2—pressure
in the inflow and outflow port, respectively, pH and pL—pressure in the high-pressure and low-
pressure working chamber respectively, M—load (torque), n—rotational speed, T1—temperature,
∆p—pressure drop in the motor, ∆pi—pressure drop in the motor working chambers.

2.1. Balawender’s Model

The flow rate in a hydraulic motor is described by the following formulas [7,8]:

Q1 = Qg + Qu + Qk + QC1 + QLi − QLe1︸ ︷︷ ︸
QL1

(1)

Q2 = Qg + Qu + Qk + QC2 + QLi − QLe2︸ ︷︷ ︸
QL2

(2)

where [7,8,12]:

• Qg, Qu, Qk, QC—the components of the flow rate Q lineary dependent on the geometric
volume qg, the pressure drop ∆p, and rotational speed n;

• QLi—the internal leakage (from the high-pressure working chambers to the low-
pressure working chambers):

• QLe—the external leakage linearly dependent on the theoretical working volume qt

and the pressure drop ∆p (leakage from the working chambers on the outside of the
motor—leakage from the motor body by the third hose):

QLe1 + QLe2 = QLe (3)

QLe1 ≈ QLe2 ≈ 0.5·QLe (4)

2.2. Sliwinski’s Model

The Balawender’s model of flow rate in a hydraulic motor is a general model. This
model does not take into account the construction parameters of the motor. In this way, this
model can try to adapt to any type of hydraulic motor, which is his advantage. On the other
hand, the small accuracy is a disadvantage of this model. However, Sliwinski recommends
using the model of flow rate in the motor based on analysis of construction and analysis of
phenomena in the motor. Therefore, the type of motor and its construction is important. In
this way, the basis for development of the model of flow rate in the motor is development
of the model of volumetric losses in this motor. The mathematical model of volumetric
losses, dedicated to the satellite motor (described in Section 6.1), is following [23,24]:

QL = ∆QL + QL f g + QC + QLe (5)

where:

• QLfg—flow rate in flat clearances of working mechanism [24,25]:

QL f g = A1·m
(

1−β
2−β )·

(
1
ν

)(
β

2−β )

·

(
2·h3

K·A2·ρ

)( 1
2−β )

·∆pi
( 1

2−β ) (6)

• QC—the flow rate in commutation unit clearances [24,26]:
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QC = C1·(Do·hs)
C2 ·

(
1

ρ·νC3

)γ

·∆pi
γ (7)

• ∆QL—the component of volumetric losses depends on the pressure drop ∆pi in the
working chambers and rotational speed n of the motor [23,24]:

∆QL = ∆qL·n (8)

where:

∆qL =

(
Cq·∆pi +

Cid

n0.5

)
·m2·H (9)

• QLe—external leakage;
• C1, C2, C3, Cq, Cid, A1, A2, K, and γ—coefficients;
• β—the degree of laminarity of the flow;
• ν—kinematic viscosity of liquid;
• m—teeth module;
• h—equivalent axial clearances of the rotor and satellites;
• hS—axial clearance of the satellites;
• H—height of the working mechanism (equal to height of curvature);
• DO—the diameter of inlet and outlet holes in the commutation plate.

The flow rate Q in the motor is:

Q = Qt + QL (10)

where Qt is the theoretical flow rate in the motor:

Qt = qt·n (11)

If the influence of liquid compressibility β on the flow rate measurement result is
omitted, then:

Q = Q1 = Q2 + QLe (12)

If QLe = 0 then:
Q = Q1 = Q2 (13)

3. The Pressure Drop in the Motor Working Chambers

The pressure difference ∆pi in the motor working chambers has an influence on the
volumetric losses in the motor—as indicated above. This ∆pi is also taken into account
during the determination of the theoretical working volume qt of a motor. However,
direct measurements of this pressure are very difficult or impossible. It is much easier to
determine the ∆pi by measuring the pressure drop in ∆pich in the internal channel of the
motor. Then [12,24,27]:

∆pi = ∆p − ∆pich (14)

In most hydraulic motors, the inflow and outflow internal channels have the same
shape and dimensions. Then the pressure drop ∆pich can be calculated according to the
formula [12,24,27]:

∆pich = 2·(p1 − pH) (15)

The methodology of determination of the pressure drop ∆pich in the internal channel
of a motor is widely described in [24,27].
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4. Known Method to Determine the Theoretical Working Volume

4.1. Balawender’s and Toet’s Method—Based on Characteristics Q = f(n)

Balawender and Toet claim that the flow rate Q (Q1 or Q2) in a hydraulic motor is
described by a linear function [7,8,12,14]:

Qi,(∆pi=const) = Ai·n + Bi (16)

where:

Ai = lim
∆pi→0

(
∂Qi

∂n

)

(∆pi)
≈ lim

∆p→0

(
∂Qi

∂n

)

(∆p)
(17)

Bi(∆pi=const) = QLi,i + QLe,i (18)

Balawender suggests testing the motor in the range of speed nmax ≤ 3nmin. The nmin is
the minimum speed at which the motor can work stably. The nmax is the maximum speed
for which the assumption ∆pi ≈ ∆p is true [7,8,12]. If ∆pi ≈ ∆p, then Equations (16) and
(17) take the form:

Qi,(∆p=const) = Ai·n + Bi (19)

Bi(∆p=const) = QLi,i + QLe,i (20)

The flow rate characteristics Q1 = f (n)∆p=const. are shown in 0 (Figure 2).
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Figure 2. Flow rate Q1 vs. rotational speed n [7,8,12,14]. Similar characteristics are obtained for Q2.

According to Balawender, between A and ∆p is the following relationship (Figure 3) [7,8]:

A = a·∆p + qa (21)

Similarly between B and ∆p is (Figure 3) [7,8]:

B = qLe = b·∆p + qLe,0 (22)

The theoretical working volume is described as [7,8,12]:

qt1 = lim
∆p→0

A1(∆p) −
1
2
· lim
∆p→0

qLe(∆p) (23)

and
qt2 = lim

∆p→0
A2(∆p) +

1
2
· lim
∆p→0

qLe(∆p) (24)

In practice, only one flowmeter is applied in measuring system. Then qt = qt1 or
qt = qt2.
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Figure 3. Linear relationship between working volume A and leakage qLe and pressure difference
∆p [7,8,12].

4.2. The Influence of Working Pressure on Working Volume

According to Balawender and Toet, the geometric working volume qg is a linear
function of pressure [7,8,14]:

qg(∆pi)
= qg(∆pi=0)·(1 ± K6·∆pi) (25)

This is a simplification, of course. Similarly, Sliwinski assumed that the increase in
the positive displacement machine’s working volume is a function of pressure drop in the
motor working chambers and can be described by the Formula (9).

The influence of working pressure on the working volume was also noticed by Osiecki
during the test of prototype of axial piston pump with cam-driven unit [6]. With increasing
the load of the pump, the working volume of the pump also increased. Thus, it can be seen
that the adoption of the theoretical working volume qt can introduce a significant error in
the evaluation of the losses in displacement machines. Therefore, in [12], it has been shown
that is not advisable to assume qt for the assessment of losses in the motor in the whole
range of its load. However, it is better and more precise to use the actual working volume
qr defined as [12]:

qr = qg(∆pi=0)± f
(

∆pi
3
)
± f

(
∆pi

2
)
± f (∆pi)

︸ ︷︷ ︸
∆qg(∆pi)

(26)

4.3. Balawender’s Method—Based on Characteristics qe = f(n)∆p=const.

The effective absorbency qe of the motor is defined as [7,8]:

qe =
Q

n
(27)

In relations to the flowmeters Q1 and Q2 (Figure 1):

qe1 =
Q1

n
(28)

qe2 =
Q2

n
(29)

In his considerations, Balawender omits the pressure drop ∆pich in internal channels
of the motor and assumes: ∆pi ≈ ∆p.
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Therefore, taking into consideration the Formulas (1) and (2) [7,8]:

qe1 = qg + qu + qk + qC1︸ ︷︷ ︸
qw1

+
QL1

n︸︷︷︸
qLe1

(30)

qe2 = qg + qu + qk + qC2︸ ︷︷ ︸
qw2

+
QL2

n︸︷︷︸
qLe2

(31)

According to Balawender, the qe is the linear function of 1/n (Figure 4).
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Figure 4. Linear interrelationship between qe1 and 1/n for different constant ∆p in the motor for
flowmeter Q1 (Figure 1) [8].

If the rotational speed n increases, then the leakage QL has a smaller share in the
effective flow rate in the motor. In effect [8]:

lim
n→∞

(qe1)(∆p) = (qw1 + qLe1)(∆p) ≈ (qw1)(∆p) − 0.5·qLe1 = D1 (32)

lim
n→∞

(qe2)(∆p) = (qw2 − qLe2)(∆p) ≈ (qw2)(∆p) + 0.5·qLe2 = D2 (33)

According to Balawender, the qw1 and qw2 are the linear function of ∆p (Figure 5).

 
 

 

 

 
 Figure 5. Linear relationship between working volume qw and leakage qLe and pressure drop [7,8].
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Similarly, if the ∆p decreases, then the leakages QL also decreases. Then the qt is
calculated from the following formulas [6,8]:

lim
∆p→0

(D1) = qg + qu − 0.5·qLe0 = qt1 (34)

lim
∆p→0

(D2) = qg + qu + 0.5·qLe0 = qt2 (35)

In practice, only one flowmeter is applied in the measuring system. Then qt = qt1 or
qt = qt2.

4.4. The Influence of the Flow Meter Location in the Measurement System on the Flow Rate in the
Hydraulic Motor

4.4.1. Toet’s Method

Toet recommends placing a flow meter in the inlet line to a hydraulic motor. Then the
flow meter measures total flow rate, including the external leakage. However, if the flow
meter is located in the low-pressure line, the influence of the liquid compressibility on the
flow rate should be taken into account. Then [14]:

Q(p1)
= Q2 + qg(∆p=0,T1)

·K3·∆p − K4·(∆p)2 + K5·(∆p)3·n
︸ ︷︷ ︸

QC

(36)

where K1, K2, K3, K4, K5 are constants. That is, the effect of liquid compressibility is related
to the geometric working volume qg. Furthermore, the influence of liquid compressibility
on the leakage QL is neglected. Therefore, this assumption introduces some error in
calculations of the theoretical working volume qt.

4.4.2. Balawender’s Method

Balawender recommends locating the flow meter in two places of hydraulic circuit.
The first place is the high-pressure line of the motor. Then Q(p1) ≈ Q1 [8]. The second place
is the low-pressure line of the motor. For this location of flow meter [8]:

Q(p1)
= κ·Q2 (37)

where κ is the correction coefficient. For oil, for t = 40 ◦C, the value of the coefficient is [8]:

κ = 0.97 − 75·10−5·∆p (38)

and ∆p is expressed in [MPa].
Finally, in a practical approach to determine the theoretical working volume, both

Toet and Balawender simplify the problem, and the effect of the flow meter location in the
measuring system is finally neglected.

4.4.3. Sliwinski’s Method

The flow rate Q(pH) related to the pressure pH in the high-pressure working chamber
is possible to calculate depending on the location of a flow meter in measuring system.
Thus:

(a). For the flow meter located in the high-pressure line to the motor (Figure 1), the flow
rate is [12]:

Q1(pH) = Q1·

(
1 +

∫ p1

pH

1
KZ(p)

·∂p

)
(39)

(b). For the flow meter located in the low-pressure line to the motor (Figure 1), the flow
rate is:

Q2(pH) = Q2·

(
1 −

∫ pH

p2

1
KZ(p)

·∂p

)
(40)
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where:

• KZ(p)—the tangential isentropic bulk modulus [28]:

KZ(p) =
e(

po−p
K )·

⌊
1 + m· p−po

K

⌋(− 1
m )

+ Xo
1−Xo

·
(

po
p

)( 1
n )

e
(

po−p
K )

K ·
⌊

1 + m· p−po
K

⌋( 1−m
m )

+ Xo
n·po ·(1−Xo)

·
(

po
p

)( 1+n
n )

(41)

• K—the bulk modulus of non-aerated oil at atmospheric pressure po;
• Xo—the amount of non-dissolved air in the oil at atmospheric pressure po;
• p—the absolute pressure;
• n—the polytrophic exponent;
• m—the coefficient of the influence of pressure p on the bulk modulus K.

5. New Method of Determining the Theoretical and Actual Working Volume Based on
the Characteristics of Effective Absorbency of the Motor

In the above described Balawender’s method of determining theoretical working
volume, it is assumed that ∆pi = ∆p. That is, the pressure drop ∆pich in internal channels of
a motor is omitted. This simplification can have the influence on the value of theoretical
working volume qt of the motor. Furthermore, Balawender assumed that the volumetric
losses QL in a motor are linear function of rotational speed n (Section 2.1). Whereas, the
analysis of volumetric losses in the motor, carried out by Sliwinski, show that these losses
are a nonlinear function of speed n (Formula (9)). Furthermore, various researchers argue
that the increase in working volume of a motor is a linear function of pressure drop in the
motor (Formulas (9) and (25)) [7,8,13,14]. This is a simplification, of course. In fact, the
motor’s working chamber is a spatial element, and each of its dimensions changes linearly
under the influence of pressure. Therefore, the change in working volume of a motor is a
nonlinear function of the pressure drop ∆pich in its working chamber.

In the below described new method of determining the theoretical working volume qt,

it is assumed:

• ∆pi instead ∆p;
• nonlinear dependence of volumetric losses QL on rotational speed n;
• nonlinear dependence of increasing in working volume ∆q on pressure drop ∆pi;
• the compressibility β of the liquid, that is the measured flow rate is compensated to

the pressure in the filled chamber of the motor (the location of flowmeter in the test
stand is included).

5.1. The Increase in Working Volume

In publications [7,8,23,24] and in Section 2.2, it is written that the rotational speed n has
an influence on the increase in volumetric losses ∆q (Formulas (8) and (9)). This is because
of the movement of working mechanism elements within the slack. This movement causes
an additional increase in working volume. In effect, additional volumetric loss is created
depending on the speed. Furthermore, the increase in working volume ∆q is a nonlinear
function of pressure drop ∆pi [23,24]. So, the increase in working volume ∆qg caused by the
pressure drop ∆pi in the working chamber cannot be the reason of the volumetric losses in
a motor. Therefore, Formula (9) is inaccurate, and instead of it, the following is proposed:

∆q = ∆qg + ∆qL (42)

where:
∆qg = m2·H·

(
Cq1·∆pi + Cq2·∆pi

2 + Cq3·∆pi
3
)

(43)

∆qL =
Cid

n0,5 ·m
2·H (44)
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5.2. The Actual Working Volume of a Loaded Motor

In [12], it was shown that with a change in pressure drop ∆pi in working chambers
the working volume also is in change according to formula:

qr = qt +
(

Cq1·∆pi + Cq2·∆pi
2 + Cq3·∆pi

3
)
·m2·H

︸ ︷︷ ︸
∆qg

(45)

The qr was called the actual working volume. For ∆pi = 0 is qr = qt. The value of qr is
obtained experimentally. The determination of qr is possible only when the component of
flow rate QC (caused by liquid compressibility) is eliminated (see Section 4.4).

5.3. Flow Rate in a Motor

Taking into account Formula (45), the flow rate in a motor should be described by:

Q = qr·n︸︷︷︸
Qr

+ ∆qL·n + QL f g + QC + QLe︸ ︷︷ ︸
QL

(46)

where ∆qL is described by Formula (44).
It can be assumed that the flow rate Q is a linear function of rotational speed n of a

motor. The flow rate Q is measured by flowmeter and in this way Formulas (12) and (13)
are applied.

5.4. The Effective Absorbency

The effective absorbency qe of the motor should be calculated according to the follow-
ing formulas:

qe1 =
Q1(pH)

n
(47)

qe2 =
Q2(pH)

n
(48)

Thus, after substitution (5), (8), (9), and (10) into (47) and (48), respectively, the
following are obtained:

qe1 = qt +
(

Cq1·∆pi + Cq2·∆pi
2 + Cq3·∆pi

3
)
·m2·H +

Cid

n0.5 ·m
2·H +

QL f g + QC + QLe

n
(49)

qe2 = qt +
(

Cq1·∆pi + Cq2·∆pi
2 + Cq3·∆pi

3
)
·m2·H +

Cid

n0.5 ·m
2·H +

QL f g + QC

n
(50)

Therefore, the effective absorbency qe is a linear function of ∆pi and nonlinear function
of the inverse of rotational speed n of the motor. That is:

qe1(or qe2) = f
(

∆pi, n−0.5
)

(51)

In addition, it is worth noting that in the case of flow meter located in the motor
outflow line the component QLe is omitted (because is not measured).

5.5. Theoretical Working Volume

If rotational speed n of a motor increases, then the share of leakages QL in the general
balance of flow rate Q in the motor decreases. Therefore, the value of qe, described by
Formulas (49) and (50), strives to a certain value qr, namely:

lim
n→∞

(qe1)(∆pi)
= qr1 = qt1 + ∆qg1 (52)

lim
n→∞

(qe2)(∆pi)
= qr2 = qt2 + ∆qg2 (53)
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If ∆pi = 0, then ∆qg = 0. Thus, the theoretical working volume can be defined as
follows:

lim
∆pi→0

(qr1) = qt1 (54)

lim
∆pi→0

(qr2) = qt2 (55)

If the measurement of flow rate Q1 and Q2 are made using flow meters of the same
type and class and the compressibility of liquid is taken into account, then the theoretical
working volumes (expressed by Formulas (54) and (55)) should have the same value:

qt1 = qt2 = qt (56)

In practice, only one flowmeter is applied in measuring system. Then qt = qt1 or
qt = qt2.

5.6. Practical Implementation of the New Method

The practical implementation of the methodology of determining the theoretical
working volume qt based on the characteristics of Q = f (n)∆pi=const. were described in [12].
In this place it is worth once again present this implementation and adjust it to the proposed
new method. So, in order to determine the theoretical qt and actual working volume qr it is
necessary [12]:

(a). To measure the flow Q1 or Q2 at a constant inlet temperature T1 and a constant
pressure drop ∆p for several values of n (no less than five). The measurement has to
be taken once again using at least five different pressure drops ∆p;

(b). to determine the pressure drop ∆pich in the internal channel of the motor;
(c). to calculate the pressure drop ∆pi in the working chamber of the motor for data from

item (a) and item (b);
(d). if the flow meter is located in the low-pressure line, the influence of the liquid com-

pressibility should be taken into account, and the flow rate Q(pH) corresponding to
the value of high-pressure pH in the working chamber should be calculated;

(e). to plot the characteristics of qe = f (1/n)∆pi=const. and calculate the qr according to
Formulas (52) or (53) for each ∆pi;

(f). to plot the characteristics of qr = f (∆pi) and calculate the trend line of qr with equation
(equation in the form (45)). Finally, from the obtained the theoretical working volume
qt should be read.

6. Results of Experimental Research

6.1. Tested Motor

A prototype of a hydraulics satellite motor was selected for experimental tests. The
construction of this motor is presented in Figure 6. The working mechanism of the satellite
motor consists of internally toothed curvature C, externally toothed rotor R, and satellites
S (Figure 7). The principle of operation of this working mechanism was widely described
in other author’s publications, especially in [23–27,29,30].
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Figure 6. Hydraulic satellite motor [12,24]: C—curvature (stator); S—satellite; R—rotor; 1—shaft;
2—case; 3 and 4—inflow and outflow manifolds; 5—rear body; 6 and 7—distribution (compensation)
plates.
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Figure 7. Satellite mechanism of type II [12,23–27,30]: C—curvature, R—rotor, S—satellite, 1÷10—
working chambers, HPC—high pressure chambers, LPC—low pressure chambers, Vk-min—working
chamber with minimum volume (dead chamber) and with minimum area Amin, Vk-max—working
chamber with maximum volume and with maximum area Amax.

The number of filling and emptying cycles of the working chambers per one rotation
of the shaft is the product of the number nR of humps of the rotor and the number nC of
humps of the stator. Thus, 24 cycles correspond to one shaft revolution [12,24].

The geometric working volume qg of the satellite mechanism depends on the number
nR of humps of the rotor and the number nC of humps of the stator and is calculated
according to the following formula [12,24]:

qg = nC·nR·H·(Amax − Amin) (57)

The following geometrical parameters characterized the satellite motor [12]:

• The height of the working mechanism H = 25 mm;
• the minimum area of the working chamber Amin = 26.11 mm2;
• the maximum area of the working chamber Amax = 83.51 mm2.

Thus, the geometric working volume of the satellite mechanism is qg = 34.44 cm3/rev.

6.2. The Test Stand and Measuring Apparatus

The satellite motor was tested on a test stand with power recuperation. The diagram
of the measurement system of this test stand is shown in Figure 8.
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Figure 8. Diagram of the test stand measurement system [12,29]: P—pump, M—tested hydraulic
motor, PN—pump for filling leaks in P and M, IP—impeller pump (pre-supply pomp), SV—safety
valve, F—filter, T—reservoir, IAG—intersecting axis gear, E1 and E2—electric motors with frequency
converters, T1, TT—temperature sensors, Q2—flowmeter, QLe—leakage measurement, FT—force
transducer (torque measurement), n—inductive sensor (rotational speed measurement).

Parameters of the motor measured during the test were summarized in Table 1.

Table 1. Parameters of the tested motor.

Parameter Device Range Class

Pressure p1
(in the inflow port)

Strain gauge pressure transducer 0–10 MPa and 0–40 MPa 0.3

Pressure p2
(in the outflow port)

Strain gauge pressure transducer 0–2.5 MPa 0.3

Flow rate Q
(motor absorption)

Piston flowmeter (the flowmeter chamber
volume 0.63 dm3)

0–200 L/min 0.2

Torque M
Strain gauge force transducer mounted

on the arm 0.5 m
0–100 N 0.1

Rotational speed n inductive sensor Accuracy of measurement ±0.01 rpm
temperature T1

(in the inflow port)
RTD temperature sensor Max. meas. error 0.5 ◦C A

In order to determine the working volume of the motor with the smallest possible
error, it is important to maintain the setting of speed n, pressure drop ∆p, and liquid
temperature T1 with the least possible deviation. Thus [12]:

• For rotational speed n the deviation was ±0.1 rpm;
• for the pressure drop ∆p the deviation was ±0.05 MPa;
• for the temperature in inflow port T1 the deviation was ±1.0 ◦C.

6.3. Working Liquid Parameters

The oil Total Azolla 46 was the working liquid during the satellite motor tests. The
temperature in the inflow port of the motor was T1 = 43 ◦C which corresponds to the
kinematic viscosity ν = 40 cSt and oil density ρ = 873 kg/m3.

The characteristic of tangential isentropic bulk modulus KZ(p) of Total Azolla 46 oil
is shown in Figure 9. The KZ(p) was calculated according to the Formula (41) for the data
given in Table 2.
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Figure 9. Characteristic KZ(p) = f (p) of oil Total Azolla 46 [12,28].

Table 2. Liquid parameters for calculation the KZ(p) [12,30].

Parameter Value

K 1775 MPa
Xo 0.01
n 1.4
m 9.19
po 0.1 MPa

6.4. Pressure Drop in Motor Internal Channels

Refs. [24,27] precisely described the method of determining the pressure drop ∆pich

in a motor’s internal channels. For the tested motor, the ∆pich can be described by the
following empirical formula [12]:

∆pich = 0.003224·Q2
2 + 0.02183·Q2 (58)

where Q2 in [L/min] and ∆pich in [MPa].

6.5. Motor Output Flow Rate Characteristics

The satellite motor was tested in the range of rotational speed n = 50 ÷ 1500 rpm and
in this speed range the characteristics Q2 = f (n) at ∆p = const. were determined (Figure 10).
In order to maintain the clarity of the graphs the characteristics are shown only for two
extreme pressure drops in the motor, that is, for ∆p = 2 MPa and ∆p = 32 MPa.
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Figure 10. Characteristics of motor output flow rate Q2 as a function of rotational speed n at
∆p = const. [12].
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The results of the experiment show that the characteristics of flow rate Q2 (at ∆p =
const.) are a linear function of rotational speed n, and they are compatible with theoretical
characteristics presented in Figure 2. Therefore, the characteristics of Q2 can be described
by Equation (19), as shown in Figure 10.

The value of external leakage QLe in the tested motor is no more than 0.06 L/min in
the whole range of the motor load [12]. Due to a very small value, the leakage QLe was
omitted.

In Figure 11, the characteristics of output flow rate Q2 at constant pressure drop ∆pi in
working chambers (for ∆pi = 2 MPa and ∆pi = 32 MPa) are shown. The ∆pi was calculated
according to Formulas (14) and (58) (that is was taken into account the pressure drop ∆pich

in the internal channels of the motor). The influence of liquid compressibility was omitted.
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Figure 11. Characteristics of motor output flow rate Q2 as a function of rotational speed n at ∆pi =

const. The influence of liquid compressibility is omitted [12].

The flow rate Q(pH) related to the pressure pH in the high-pressure chamber of the
motor was calculated (using the method described in Section 4.4.3—that is the liquid
compressibility was taken into account) and shown in Figure 12 (for ∆pi = 2 MPa and
∆pi = 32 MPa).
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Figure 12. Characteristics of Q(pH) = f (n) at ∆pi = const. related to the pressure in the high-pressure
working chamber [12].

6.6. Theoretical Working Volume According to Balawender’s Method

The characteristics of qe = f (n−1) determined according to Balawender’s method are
shown in Figure 13.
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Figure 13. Characteristics of qe = f (n−1) at ∆p=const.—according to Balawender’s method.

According to the Balawender method, the theoretical working volume qt of the satellite
motor is qt = 33.312 cm3/rev. (Figure 14).
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Figure 14. Characteristics of D = f (∆p) (Balawender’s method).

6.7. Motor Theoretical Working Volume According to Proposed New Method

The characteristics of qe = f (n−0.5) determined according to the proposed new method
are shown in Figure 15.
 

 

 

Figure 15. Characteristics qe = f (n−0.5) at ∆p = const.—according to the new method.
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According to the new method, the theoretical working volume of the satellite motor is
qt = 32.559 cm3/rev. (Figure 16).

 

 

 

 

 

𝑞 = 32.5595 + 0.179759 ∙ ∆𝑝 − 0.0071783 ∙ ∆𝑝 + 0.0001009 ∙ ∆𝑝∆

Figure 16. Characteristics of working volume qr as a function of pressure drop ∆pi in the motor
working chambers (according to the new method).

7. Discussion

The theoretical analysis indicates that the flow rate in a hydraulic motor is a linear
function of rotational speed (see Equations (10), (11), and (46)). All experimental data
(see characteristics Q2 = f (n)∆p=const. in Figure 10, Q2 = f (n)∆pi=const. in Figure 11, and the
characteristics of Q(pH) = f (n)∆pi=const. in Figure 12) were described by a linear trend line. In
all trend line the correlation coefficient R2 between flow rate and rotational speed is close
to one. A very high value of the correlation coefficient R2 is an effect of maintaining very
precise parameters during the tests (described in Section 6.2). Furthermore the use of piston
flow meter also contributed to the small scatter of the measurement results (the piston
flow meter measured the average flow rate corresponding to more than 18 revolutions
of the motor shaft). Thus, the results of the experimental research confirm the theoretical
consideration and the flow rate in a hydraulic motor can be described by a linear function
of rotational speed of a motor.

The value of the geometric working volume qg of the motor (34.44 cm3/rev) is greater
than the theoretical working volume qt (32.5595 cm3/rev—calculated according to the
proposed new method) by 1.8805 cm3/rev. That is, the qg is as much as 5.5% larger than the
qt calculated according to the new method. The main reason of the difference between the
qt and qg is technology of manufacturing of working mechanism elements. These elements
are electrically cutting with wire with a certain allowance for finishing treatment (lapping).
In this way, the qg is definitely smaller than qt.

The results of the experimental research confirm that:

(a). It is possible to determine the pressure drop ∆pich in internal channels and to calculate
the pressure drop ∆pi in working chambers;

(b). the effective absorbency qe is a linear function of ∆pi and non-linear function of the
inverse of rotational speed n of the motor (formula (51) and Figure 15);

(c). the rotational speed n of a hydraulic motor has no influence on the theoretical working
volume qt;

(d). the actual working volume qr is a third order polynomial function of pressure drop
∆pi in working chambers of the motor (Figure 16). That is, Formula (45) is true. In the
tested satellite motor is:

qr = 32.5595︸ ︷︷ ︸
qt

+ 0.179759·∆pi − 0.0071783·∆pi
2 + 0.0001009·∆pi

3
︸ ︷︷ ︸

∆qg

(59)
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Furthermore it has been shown that is possible to determine the qr and qt including
the influence of oil compressibility β.

The results of the experimental research show some difference (about 2.2%) in the
theoretical working volume qt calculated using the new method (qt = 32.5595 cm3/rev.)
and calculated using Balawender’s method (qt = 33.312 cm3/rev.). As the final result
of the theoretical working volume should be adopted qt = 32.5595 cm3/rev. calculated
according to the proposed new method. This decision can be justified by the fact that
the Balawender method is a simplified method (adopted simplification: ∆pi ≈ ∆p, linear
relationship between qe and 1/n (Figure 13) and linear relationship between D and ∆p
(Figure 14)). For users of hydraulic motor, the difference of 2.2% is not large and is usually
imperceptible. However, for researchers of positive displacement machines, this difference
can be significant because it directly influences on assessment of energetic losses in the
motor.

Due to the fact the working volume increases under the pressure (Figure 16), the values
of qr according to Formula (45) should be taken into account to calculate the volumetric
and mechanical losses in a hydraulic motor.

In the publicly available literature, the volumetric efficiency in a hydraulic motor is
defined as:

ηv =
qt·n

qt·n + QL
(60)

For theoretical working volume calculated according to a simplified Balawender’s
method, the volumetric efficiency ηv of the motor for ∆p < 2 MPa (calculated according
to the above formula) is larger than one (ηv > 1) (Figure 17). It has no physical sense, of
course.

𝜂 = 𝑞 ∙ 𝑛𝑞 ∙ 𝑛 + Q
η
η

 
 
 η
 η

𝑄 = 𝑞 ∙ 𝑛
𝜂 = 𝑞 ∙ 𝑛𝑞 ∙ 𝑛 + ∆q ∙ 𝑛 + 𝑄 + 𝑄 + 𝑄

 

ηFigure 17. Volumetric efficiency ηv = f (∆pi) of satellite motor at n = 1500 rpm for qr and qt calculated
according to the Balawender’s method and the new method.

The theoretical working volume qt in all range of pressure drop ∆p in a motor is
adopted for calculation of losses in this motor and its efficiencies. In this way:

• The volumetric losses are overestimated;
• the mechanical losses are underestimated;
• the volumetric efficiency ηv is underestimated (Figure 17);
• the mechanical efficiency ηm is overestimated.

In the context of the aforementioned theoretical qt and actual working volume qr,
instead of the theoretical flow rate Qt in a hydraulic motor, the actual flow rate Qr should
be used, defined as:

Qr = qr·n (61)
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where for ∆pi = 0 is qr = qt and Qr = Qt. Whereas the volumetric efficiency for any ∆pi is:

ηv =
qr·n

qr·n + ∆qL·n + QL f g + QC + QLe
(62)

An example of the volumetric efficiency characteristics of the satellite motor for
n = 1500 rpm, calculated according to Formulas (60) and (62), is shown in Figure 17.

Thus, it is necessary to take the actual working volume qr (as a function of pressure
drop ∆pi in working chambers) to calculate the losses in the hydraulic motor.

8. Summary

The above article presents a new methodology for determining the theoretical qt and
actual qr working volume of a hydraulic motor. The proposed new method takes into
account the pressure drop ∆pich in the motor’s internal channels and the liquid compress-
ibility (the location of the flow meter in the measurement system). The actual working
volume qr is a non-linear function of the pressure drop ∆pi in the working chambers.
Therefore, the actual working volume qr should be taken to calculate the volumetric and
mechanical losses, and also the volumetric and mechanical efficiency of the motor. In the
tested satellite motor, the qr is changing about 3% in all range of ∆pi. Is it a lot or a little?
It is difficult to assess. Therefore, in order to be convinced of this, a satellite motor with
a greater stiffness of the working mechanism should be built. The greater stiffness of the
working mechanism is possible to obtain in two ways (separately or together):

• Mainly by increasing the diameter of the bypass,
• by changing the construction of the teeth in working mechanism elements.

The geometrical working volume of a satellite motor is definitely bigger than the
theoretical working volume (about 5.5%). To explain this difference, it would be worthwhile
to test the motor with reduced tip clearances and backlash clearances in the satellite
mechanism. In this way, it will reduce the volume between the mating teeth of the satellite
mechanism. This volume also has an impact on the process of pumping liquid through
the working mechanism. The smaller this volume, the smaller the volumetric losses? The
smaller an influence of rotational speed on the volumetric losses in a hydraulic motor?
This thesis would require proof.
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26. Śliwiński, P. Influence of water and mineral oil on the leaks in satellite motor commutation unit clearances. Pol. Marit. Res. 2017,

24, 58–67. [CrossRef]
27. Sliwinski, P.; Patrosz, P. The influence of water and mineral oil on pressure losses in hydraulic motor. In Lecture Notes in Mechanical

Engineering; Cavas-Martínez, F., Chaari, F., Gherardini, F., Haddar, M., Ivanov, V., Kwon, Y.W., Trojanowska, J., di Mare, F., Eds.;
Springer International Publishing: Geneva, Switzerland, 2020; pp. 112–122.
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Abstract: In this paper, new methods for determining the pressure drop in internal channels of a
hydraulic motor are proposed and described. Mathematical models of pressure losses in internal
channels have also been described. Experimental tests of the satellite motor were carried out
according to one of the proposed methods. The tests were carried out for two liquids, i.e., water
and mineral oil. Experimental studies have shown that at a high flow rate in the motor supplied
with water the pressure losses are a dozen or so percent greater than in the motor supplied with
oil. However, at low flow rates is the inverse, that is, the pressure losses in the motor supplied with
water are about ten percent lower than in the motor supplied with oil. The CFD calculation of the
pressure drop in the internal channel of the motor was also conducted. It was assumed that holes in
the commutation unit plate are placed face to face and that the liquid did not cause changes in the
working chambers’ volume. In this way, it has been proven that those simplified assumptions can
have up to a 50% difference in relation to the experimental tests.

Keywords: k pressure losses; satellite motor; water; oil; CFD calculation; internal channels in motor;
pressure efficiency

1. Introduction

The task of a hydraulic motor is to convert hydraulic energy into mechanical energy.
Liquid is an energy carrier in the hydraulic system. Currently, mineral oil is the most
commonly used liquid in hydraulic systems [1]. However, in some industrial sectors, a
liquid that is non-flammable (mining, steel mills, etc.) or non-toxic for the environment
and human health (food industry) is required [2].

Water is a liquid which is non-flammable, non-toxic and certainly suitable for energy
transfer in hydraulic systems. Furthermore, water is generally available as a working
liquid. There is a growing trend throughout the world towards researching and developing
components and hydraulic systems that are supplied with water [1–4]. The development of
water hydraulics is important for various industrial sectors, e.g., for the food industry, the
mining industry and marine technology [5]. In comparison to mineral oil, water has a very
low viscosity and low lubricating properties [6]. These features adversely influence the
efficiency of energy conversion in hydraulic systems [7]. Despite this, attempts are being
made to develop innovative components and hydraulic systems supplied with water [2].

Each hydraulic element (pump, motor and valves) is recommended to a specific type
of working liquid. For example, a hydraulic motor recommended to oil circuits should not
be used in water systems. In other cases, this motor has very little durability and a low
efficiency [7]. Both the pump and the hydraulic motor are components of the hydraulic
system that have large energy losses, including volumetric, mechanical and pressure
losses [1,7–16].

The main sources of volumetric losses in hydraulic motors are the leakage in the clear-
ances of the working mechanism, the leakage in the clearances of the commutation unit and
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the compressibility of liquid in the death chamber of the working mechanism [7–11,17–25].
However, the main sources of mechanical losses are friction between moving parts of the
working mechanism and friction in bearings and seals [22,25]. In the case of pressure
losses in hydraulic motors, this pressure loss results from internal channels in the motor.
The internal channels are defined as channels inside the motor body. Their task is to
supply liquid from the motor inflow port to the working chambers (inflow channels) and
remove the liquid from the working chambers to the outflow port (outflow channels).
The pressure drop in internal channels of the motor mainly depends on the geometric
dimensions of those channels, the liquid parameters (viscosity and density) and the flow
rate of the liquid. The pressure drop in internal channels of the motor has a significant
impact on the energy conversion efficiency in the motor and on the parameters of hydraulic
systems [8,11,17,22,26–28].

The results of this research proved that all of the above-mentioned types of losses were
influenced by the type of liquid. In general, a motor supplied with a low viscosity liquid
generates larger energy losses than a motor supplied with oil [20–23]. Thus far, there are
no research results comparing the influence of water and mineral oil on the pressure losses
in hydraulic motors. There is also no specific information about the designs of motors
that can be supplied with both water and mineral oil. There is a rich literature on flows
in orifices and other simple openings; however, there are not any prominent studies in
the literature that compare the influence of the type of liquid on the flow characteristics in
these internal channels.

Therefore, from the scientific and cognitive point of view, researching and describing
the influence of water and mineral oil on pressure losses in a hydraulic motor is appropriate
and justified. The issue of the influence of the type of liquid on the pressure losses in the
hydraulic motor is a new issue, represents an important scientific problem and is the subject
of this article. Consequently, the following objectives have been defined for this article:

(a) Describe a mathematical model of the pressure losses;
(b) Results of experimental tests of pressure in working chambers and pressure losses in

motor supplied with mineral oil and water and their comparison;
(c) Results of CFD calculations of pressure losses in motor supplied with mineral oil and

water and their comparison;
(d) Compare the results of experimental research with CFD calculations.

The experimental research on the influence of the type of liquid on pressure losses
was carried out using a prototype of a hydraulic satellite motor presented in Section 6. The
satellite motor was chosen to test because the authors of this publication are the co-creators
of this motor and have conducted extensive research on the development of this motor.
This motor is already produced but not yet widely known in the world.

2. Pressure Drop in the Internal Channels of the Hydraulic Motor

In the hydraulic motor the pressure drop ∆pich in internal channels increases the value
of the pressure drop ∆p. The pressure drop ∆p is measured in motor ports (Figure 1),
according to the formula [29]:

∆p = ∆pi + ∆pich (1)
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Figure 1. Pressure drop in hydraulic motor [23]: ∆pic1—pressure drop in inflow internal channel,
∆pic2—pressure drop in outflow internal channel, pHPC—pressure in high-pressure working chamber,
pLPC—pressure in low-pressure working chamber, p1—pressure in inflow motor port, p2—pressure
in outflow motor port.

Pressure drop ∆pich in internal channels is the following sum [29]:

∆pich = ∆pic1 + ∆pic2 (2)

where:

• ∆pic1—the pressure drop in inflow internal channel;
• ∆pic2—the pressure drop in outflow internal channel.

In a hydraulic motor with variable shaft rotation directions, if the inflow and outflow
internal channels in a hydraulic motor have the same shape and dimensions then is only
necessary to measure ∆pic1 and the ∆pich is calculated according to the formula:

∆pich = 2·∆pic1 (3)

3. Known Method for Measuring the Pressure Drop in Internal Channels—Method 1

The measurement of pressure drop in internal channels of hydraulic motor during his
normal work is problematic. The main problem is the pressure measurement in working
chambers; it is technologically difficult to implement or sometimes impossible. Therefore,
it is easier to determine the pressure drop in internal channels of a hydraulic motor if this
motor works as a pump.

In known method the test stand is equipped with a drive motor DM with constant
speed and does not include an electronic measurement data recording system (Figure 2).
Changes in the setting of the throttle valve TV in a low-pressure line are made and the
pressure p1 in the low-pressure port of motor (suction port—motor works as a pump) is
measured. The flow rate Q is measured at the moment of cavitation in the motor. Then,
during cavitation, a certain value of pressure pLPC in the low-pressure working chambers
of the motor should be assumed. Usually, for simplicity, a vacuum of 1 bar is assumed
(pLPC = –1 bar) [9,15,17].

Figure 2. Scheme of the hydraulic circuit of the test stand for the measurement of the pressure drop in
the internal channel of the hydraulic motor [23]: TM—tested motor; DM—drive motor; TV—throttle
valve; Q—flow meter; p1—manometer.

The experiment execution time is relatively short. The appearance of cavitation in the
engine’s working chambers does not cause damage in such a short time.
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4. Proposed Methods for Measuring the Pressure Drop in Internal Channels

The disadvantages of method 1 are:

• The difficulty to catch the beginning of cavitation;
• The constant speed of motor DM (Figure 2) prevents the full characteristics of the

pressure drop in the internal channel from being obtained;
• Unknown values of pressure in working chambers. Thus, the value of −1 bar in

low-pressure working chamber was assumed.

Therefore, new methods that avoid this inconvenience are proposed below.

4.1. Method 2

Method 2 is the experimental method. In this method, similar to method 1, the
hydraulic motor 1 works as a pump and is driven by an electric motor DM (Figure 3).
The speed n of electric motor DM and machine 1 is set via a frequency converter. The
displacement machine 1 is supplied by a pump 3 through throttle valve TV. At a particular
setting of the valve 4, the speed n is increased from its minimum value. A recording data
system collects the values of the speed n, delivery Q and pressure p1. In this way, the
characteristics of Q = f (n) and p1 = f (n) are created (Figure 4). After some characteristic
point 1 (Figure 4), the delivery Q does not change despite the increase in the rotational
speed n. Point 1 is necessary to register the flow rate Q1 and the pressure p1-1. In the next
step, the rotational speed n is decreased to its minimum, the setting of valve TV is changed,
and, at the end, the speed n is increased again and the values of n, Q and p1 are registered.
In this way, the point 2 (parameters Q2 and p1-2) are obtained. In order to obtain the full
characteristics of the pressure drop in the internal channel of the motor, this procedure
should be carried out several times with different settings of valve TV.

Figure 3. Scheme of hydraulic circuit of the test stand for the measurement of the pressure drop in the
internal channel of the hydraulic motor according to method 2: TM—tested motor, DM—drive motor,
PU—pump unit, TV—throttle valve, SV—safety valve, Q—flow meter, p1—manometer (pressure in
inflow port of motor), n—rotational speed.

 
 

 

 

Δ

Figure 4. Delivery Q of motor 1 working as a pump and the pressure p1 in the suction port of motor
1 for two different settings of throttle valve TV—according to the scheme in Figure 3 [23].
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For points 1,2, . . . ,n (Figure 4) in the suction working chambers of tested motor TM,
there exists pressure pLPC close to the vacuum. Therefore, the pressure drop ∆pic1 in the
internal channel (from the inflow (suction) port of the motor, which is p1, to the suction
working chambers) is:

∆pic1 = p1 − pLPC (4)

For a hydraulic motor with the same internal channels on the inflow and the outflow
side, the total pressure drop ∆pich is calculated according to formula (3). Theoretical
characteristics ∆pich = f (Q) are shown in Figure 5.

Figure 5. Theoretical characteristics of ∆pich = f (Q) [23].

4.2. Method 3

Method 3 is the experimental method. In this method, similar to methods 1 and 2, the
hydraulic motor TM works as a pump and is driven by an electric motor DM. The speed n
of the electric motor DM and tested motor TM is set via a frequency converter (Figure 6).
In this method, a measurement data acquisition system at the same time records:

(a) The pressure p1 and p2 in motor ports;
(b) The pressure pLPC and pHPC in motor working chambers;
(c) The delivery Q;
(d) The rotational speed n of the motor shaft.

Figure 6. Hydraulic circuit of the test stand for the measurement of the pressure drop in the internal
channel of the hydraulic motor according to method 3: D—diameter of suction tube, L—length of
suction tube, TM—tested motor, DM—electric motor (controlled by frequency converter), Q—flow
meter, n—rotational speed, pHPC—pressure in high-pressure working chamber, pHPC—pressure
in low-pressure working chamber, p1—pressure in inflow motor port, p2—pressure in outflow
motor port.

If cavitation occurs in the low-pressure working chamber, then the increase in rota-
tional speed n of the tested motor does not increase the flow rate Q in this motor. This
is because the pressure drop between the tank and low-pressure chamber is constant (in
tank is zero and in the low-pressure chamber during full cavitation the pressure is also
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constant). If the pressure drop is constant, then the flow rate Q also must to be constant.
Therefore, for Q = const. is incomplete filling of the working chamber.

In all described methods the flow meter was located in the outflow hose of the
motor. This flow meter creates considerable resistance to flow (the pressure p2 in the
drain connection is greater than zero). So, a throttle valve to increase pressure p2 was not
needed and the cavitation in the low-pressure working chamber has no influence on the
measurement of flow rate Q.

At the stage of theoretical considerations, it can be assumed that the pressure drop
in the internal channels of the motor depends on the type of overlap in the commutation
unit of the working mechanism. Therefore, in a motor with the negative overlap in the
commutation unit (especially on the high-pressure side) there is no additional pressure
increase caused by liquid compression in the closed working chamber. Then, the pressure
drop is calculated according to Formula (1) considering (Figure 7):

∆pic1 = p1 − pLPC (5)

∆pic2 = pHPC − p2 (6)

Figure 7. The progress of pressure in a hydraulic motor (working as a pump) including the increase
of pressure ∆pHPC in a high-pressure working chamber.

However, in a motor with the positive overlap or zero overlap in the closed working
chamber additional increase in pressure is created. Furthermore, the higher the rotational
speed of the shaft, the higher the pHPC in the working chamber. Therefore, the pressure
drop is calculated as (Figure 9):

∆pich = ∆pic1 + ∆pic2−L (7)

where:
∆pic2−L = p2−L − pHPC−L (8)

• p2-L—the pressure in port B measured for the opposite direction of the shaft rotation
(rotation to the left);

• pHPC-L—the pressure in the suction chamber measured for the opposite direction of
the shaft rotation (rotation to the left).

In order to be abundantly clear, the suction working chamber with pressure pLPC

becomes a high-pressure working chamber with pressure pLPC-L after changing the direction
of rotation. However, a high-pressure working chamber with pressure pHPC becomes a low-
pressure working chamber with pressure pHPC-L after changing the direction of rotation.

Theoretical characteristics of the pressure drop in internal channels of a hydraulic
motor are represented exactly as Figure 5 shows.

An increase of pressure ∆pHPC in a high-pressure working chamber caused by com-
pression of liquid is:

∆pHPC = ∆pic2 − ∆pic2−L (9)

Thus, the change of pressure in the hydraulic motor should progress as in Figure 7.
The increase of pressure ∆pHPC has a direct influence on the mechanical losses in the
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working mechanism. Therefore, the ∆pHPC is not the component of the pressure losses in
the internal channels of the motor [23,29].

In a hydraulic motor with a variable direction of shaft rotation the internal channels
on the supply side and on the outflow side have the same dimensions. Then, the total
pressure drop ∆pich can be calculated according to Formula (3).

4.3. Method 4

Method 4 is also the experimental method. Is this method, the pressure drop is
measured in a loaded hydraulic motor equipped with pressure sensors like in Figure 1. In
this method, the test stand must be able to set the motor speed. The measurement data
recording system is not required.

Due to the fact that method 4 is analogous to methods 2 and 3, it will not be described.

4.4. Practical Aspects of Applying the Methods 2 and 3

From the practical point of view the biggest disadvantages of method 3 is necessity of
measurement of the pressure in the working chamber of the tested machine. Therefore, this
method rather will not be used in some types of positive displacement machines, like in
an axial piston pump or motor. However, in other displacement machines (like in satellite
displacement machines) the possibility of measurement of the pressure in the working
chamber is a very important advantage because it is easy to obtain the characteristics of
pressure drop ∆pic1 and ∆pic2 in internal channels. The measurement of pressure p1 and
pHPC (and similarly p2 and pLPC) gives higher accuracy of the characteristic ∆pic1 = f (Q) (or
∆pic2 = f (Q)) in all ranges of Q. This is not possible in method 2, where the pressure pLPC

has to be assumed.
Method 2 requires a more advanced test stand (additional pump and throttle valve)

and larger number of measurement series than method 3. Furthermore, method 3 makes it
possible to designate an increase of pressure ∆pHPC in a high-pressure working chamber
caused by compression of liquid.

5. Mathematical Models of the Pressure Drop in the Internal Channels of the
Hydraulic Motor

The pressure drop ∆pich in the internal channels of the hydraulic motor is energetic
losses and is commonly called “pressure losses”. The geometry of the internal channels
(shape and dimensions) has influence on the value of the pressure drop. Any changes
in the channel geometry has a large influence on the direction of the liquid flow and on
the average liquid flow speed c. In this way, the pressure drop ∆pich is treated as a local
pressure loss. The local pressure loss is described by the well-known formula:

∆pich = ξ·ρ·
c2

2
(10)

where:

• ξ—the coefficient of pressure loss;
• ρ—the density of liquid.

In the case of hydraulic machines, the coefficient of pressure loss is expressed by the
formula [17]:

ξ =
C1

Re
+ C2 (11)

where C1 and C2 are constants.
In a hydraulic motor, the internal channels are short and have irregular geometry, so

it is not possible to calculate Reynolds number Re and the average speed c in this way.
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However, it is known that Re = f (c) and c = f (Q). Therefore, the pressure losses in internal
channels of the motor can described by:

∆pich = Ct·ρ·Q
2

︸ ︷︷ ︸
turbulent f low component

+ Cl ·ν·ρ·Q︸ ︷︷ ︸
laminar f low component

(12)

where:

• Ct—the constant of turbulent flow component;
• Cl—the constant of laminar flow component;
• ν—the kinematic viscosity.

The advantages of the above model are [29]:

(a) The geometry of the motor’s internal channels is omitted;
(b) The pressure losses are expressed as a function of density and viscosity of the liquid

and the liquid flow rate (these are the parameters having a direct impact on the
pressure losses);

(c) The values of constants Ct and Cl can be calculated based on the equation of the trend
line of the characteristic shown in Figure 5.

In the literature, the pressure losses ∆pich are also described by the following for-
mula [17,27]:

∆pich = Cich·ρ·ω
2·

3

√(
Vt

2·π

)2

(13)

where:

• ω—the angular speed of the motor shaft;
• Vt—the theoretical displacement;
• Cich—the coefficient.

The disadvantages of the above model are as follows:

(a) The angular speed ω has an indirect influence on the pressure drop ∆pich in the internal
channels because angular speed is a function of theoretical absorbency Qt of the motor
and a function of volumetric losses Qvl in the motor. Thus, only the absorbency Q
(flow rate consumed by the motor) has influence on ∆pich. The absorbency Q is
defined as:

Q = Qt + Qvl (14)

(b) Theoretical displacement Vt has influence only on the theoretical absorbency Qt;
(c) Does not take into account the influence of liquid viscosity on the pressure drop. The

flow in internal channels is assumed as turbulent flow only.

Z. Paszota describes the pressure losses in the internal channels of the motor in the
following way [11]:

∆pich = k8·pn·

(
Q

Qpt

)aQp

·

(
v

vn

)avp

(15)

where:

• k8—the coefficient determining the pressure loss in the internal channels and in the
commutation unit of the motor;

• aQp—the exponent of the influence of the liquid flow rate in the internal channels on
pressure losses;

• avp—the exponent of the influence of liquid viscosity on pressure losses;
• pn—the nominal pressure of the pump;
• QPt—the theoretical delivery of the pump;
• νn—the reference viscosity of the liquid.
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The inconvenience of the above model is the dependence of the pressure drop ∆pich
on the parameters of the pump supplying the motor. Furthermore, it is necessary to assume
the reference viscosity νn of the liquid. Therefore, the exponents aQp and avp and the
coefficient k8 depend on the parameters of the pump and on the reference viscosity of
the liquid.

6. Tested Motor

The experimental research was carried out with the use of the prototype of a satellite
motor (Figures 8 and 9). The working mechanism of this motor is a satellite mechanism
(Figure 10). On both sides of this mechanism are distribution plates (Figures 9 and 11). The
principle of operation of this mechanism and principle of operation of a satellite motor are
widely described in many publications, such as in [8,20–23,29–32].

Figure 8. General view of hydraulic satellite motor (SM type) [30].

Figure 9. Construction of satellite motor and pressure drops in internal channels: C—curvature
(stator), S—satellite, R—rotor, 1—shaft, 2—casing, 3 and 4—inflow and outflow manifolds, 5—rear
plate, 6 and 7—distribution plates.
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Figure 10. The cross section of the motor through the working mechanism and the location of
pressure sensors pLPC and pHPC [23,32]: C—curvature (stator), R—rotor, S—satellite, CA—casing,
LPC—low-pressure working chamber, HPC—high-pressure working chamber, IC—inflow hole,
OC—outflow hole.

Figure 11. Distribution plate: IC/OC—inflow/outflow hole [23].

The toothed unit, shown in Figure 10, is the satellite working mechanism of the motor.
It consists of a toothed rotor R (4 humps), toothed stator C (6 humps) and ten wheels S
(satellite).

The principle of operation of satellite motor was widely described in [20–23].
The satellite motor used for the test had the following geometrical parameters [30,31]:

• The theoretical displacement qt = 32.94 cm3/rev.;
• The teeth module m = 0.75 mm;
• The height of working mechanism H = 25 mm.

7. Results of the Research on the Pressure Drop in the Internal Channels of the Motor

In Section 4 it was written that method 3 makes it possible, besides the pressure
drop ∆pich, to designate an increase of pressure ∆pHPC caused by compression of liquid
in a high-pressure working chamber. Therefore, the research on the pressure drop in the
internal channels of the satellite motor was carried out according to method 3.

During the experiment the following parameters were recorded:

(a) p1 and p2—pressures in motor ports;
(b) pLPC and pHPC—pressures in motor working chambers;
(c) Q—liquid stream feeding the motor;
(d) n—the rotational speed of the motor shaft.

All pressures were measured by a strain gauge pressure transducer with range −1÷3
bar and class 0.3. The flow rate Q was measured by mass flow meter with range 33 lpm
and class 0.1 and the rotational speed n was measured using the inductive sensor.

During the test the temperature of the liquid in the test stand was kept constant. The
temperature of liquid in the inflow port of motor was controlled. In this way viscosity of
the liquid was controlled. This temperature was not registered.
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7.1. Working Liquids

Laboratory research on the pressure drop in the internal channels of the satellite motor
was carried out using the following liquids:

(a) Tap water (ν = 0.9 cSt and ρ = 999.8 kg/m3);
(b) Mineral oil (ν = 40 cSt and ρ = 862.0 kg/m3).

7.2. Experimental Data—Motor Supplied with Water

In the tested motor (Figures 8 and 9), the internal channels on the supply side have
the same dimensions as the internal channels on the outflow side. Therefore, it is enough
to measure only ∆pic1. Then, the total pressure drop ∆pich in the internal channels of the
motor can be calculated according to Formula (3).

The recorded results of pressure p1, p2, pHPC, pLPC and flow rate Q in the motor as
a function of the shaft speed n are shown in Figure 12. In addition, characteristics ∆pic1
and ∆pic2, whose values were calculated according to Formulas (5) and (6), are shown in
Figure 13. Cavitation occurs (the flow rate Q = const.) at rotational speeds above 630 rpm.
In Figure 14, characteristics ∆pic1 and ∆pic2 are shown at speeds up to 630 rpm—cavitation
does not occur at these speeds.

Figure 12. Characteristics of p1 = f (n), p2 = f (n), pHPC = f (n), pLPC = f (n) and Q = f (n) over the entire
range of the motor shaft speed n—motor supplied with water [22,23].

Figure 13. Characteristics of pressure drop ∆pic1 = f (n) and ∆pic2 = f (n) in the internal channels of
the motor over the entire range of the motor shaft speed n—motor supplied with water [23].
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Figure 14. Characteristics of the pressure drop ∆pic1 = f (Q) and ∆pic2 = f (Q) in internal channels of
the motor supplied with water (no cavitation) [23].

The results of the research on the motor supplied with water show (Figure 12) that in
a low-pressure working chamber LPC (Figure 10), during cavitation, the minimum value
of the pressure pLPC was –0.85 bar.

7.3. Experimental Data—Motor Supplied with Oil

The recorded results of pressure p1, p2, pHPC, pLPC and flow rate Q of oil in the motor
as a function of the shaft speed n are shown in Figure 15. Characteristics ∆pic1 and ∆pic2,
whose values were calculated according to Formulas (5) and (6) are shown in Figure 16. At
rotational speeds above 550 rpm, cavitation occurs (the flow rate Q = const.). In Figure 17,
characteristics ∆pic1 and ∆pic2 are shown at speeds up to 580 rpm—cavitation does not
occur at these speeds.

Figure 15. Characteristics of p1 = f (n), p2 = f (n), pHPC = f (n), pLPC = f (n) and Q = f (n) over the entire
range of the motor shaft speed n—motor supplied with oil [23].
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Figure 16. Characteristics of pressure drop ∆pic1 = f (n) and ∆pic2 = f (n) in the internal channels of
the motor over the entire range of the motor shaft speed, n—motor supplied with oil [23].

Figure 17. Characteristics of the pressure drop ∆pic1 = f (Q) and ∆pic2 = f (Q) in internal channel of
the motor (no cavitation)—motor supplied with oil [23].

The results of the research on the motor supplied with oil shows (Figure 15) that in
a low low-pressure working chamber LPC (Figure 10), during cavitation, the minimum
value of the pressure pLPC was –0.75 bar.

7.4. Compression of Liquid in Working Chamber

Experimental data (Figures 12 and 17) show that, in a motor with zero overlap in
the commutation units, for one direction of the flow rate (from port A to port B), ∆pic1 6=
∆pic2. Therefore, there is a pressure increase ∆pHPC caused by the compression of liquid
in a closed working chamber. Characteristics of ∆pHPC = f (n) in the motor supplied with
water and supplied with oil are shown in Figure 18. These characteristics are proposed to
describe by the empirical formula in the form:

• For water:

∆pHPC = 0.635·10−4·n1.3 (16)

• For oil:

∆pHPC = 1.1·10−4·n1.14 (17)

Therefore, the assumption described by Formula (7) is not true.

221



Energies 2021, 14, 5669

Figure 18. Characteristics of the pressure increase ∆pHPC = f (n) calculated according to Formula (9)
—motor supplied with oil and water.

7.5. Pressure Drop in Internal Channel

Characteristic of ∆pich = f (Q) in the motor supplied with water is shown in Figure 19,
and in the motor supplied with oil is shown in Figure 20.

Figure 19. Characteristics of the total pressure drop ∆pich = f (Q) in the motor and the pressure drop
∆pic1 = f (Q) in one internal channel of the motor—motor supplied with water [23].

Figure 20. Characteristics of the total pressure drop ∆pich = f (Q) in the motor and the pressure drop
∆pic1 = f (Q) in one internal channel of the motor—motor supplied with oil [23].

Characteristics of ∆pic1 = f (Q), shown in Figures 19 and 20, can be described by
Equation (13). The value of constants Ct and Cl are:

(a) For water: Ct = 7.88 × 108 and Cl = 409.8 × 108;
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(b) For oil: Ct = 6.73 × 108 and Cl = 19.2 × 108.

Whereas the total pressure drop in the motor, according to Formulas (13) and (3), is:

(a) For water:

∆pich = 1576·ρ·Q2 + 81960·ν·ρ·Q MPa (18)

(b) For oil:

∆pich = 1346·ρ·Q2 + 3840·ν·ρ·Q MPa (19)

The ratio ∆pich,W/∆pich,O is shown in Figure 21 (∆pich,W and ∆pich,O—pressure drop in
the internal channels of the motor supplied with water an oil, respectively).

Figure 21. Characteristics of the ratio of pressure drops ∆pich,W/∆pich,O = f (Q)—result of experiment.

In the range of a low flow rate Q (up to 8 L/min) a smaller pressure drop ∆pich in the
motor supplied with water was observed. However, in the range of a high flow rate, a
smaller pressure drop was in the motor supplied with oil. This difference can be explained
as follows. At a low flow rate, the share of the laminar flow component is larger than at a
high flow rate. Because the viscosity of water is about 40 times lower than the viscosity of
oil, a lower pressure drop in the motor supplied with water is at a low flow rate. However,
at a high flow rate, the share of the laminar flow component is very small and the turbulent
component is dominant. The biggest influence on the pressure drop during turbulent flow
is the density of the liquid. Therefore, at a high flow rate, the pressure drop in the internal
channels is smaller in the motor supplied with oil [29].

8. CFD Calculations

8.1. Method of Calculations

Numerical calculations of the liquid flow in the motor were carried out using the
ANSYS Workbench program. The calculation module CFX and calculation model SST
(Shear Stress Transport) were used. Some researchers, such as [33–38], applied the k-ε
model to the calculation of the flow in hydraulic elements. However, the SST model
contains features of the k-ε model and the k-ω model. Furthermore, the SST model ensures
a faster convergence of results. For issues such as calculating the flow in the internal
channels of a hydraulic motor, the SST model is sufficient.

8.2. The Geometry of Liquid in the Motor and Simplifying the Calculation Model

The geometry of liquid in a hydraulic motor is the geometry of the internal channels
in the motor and the geometry of the working chambers. The following simplifications
concerning models of the geometry of liquid in a satellite motor are used:

(a) The commutation plate (6) (Figures 9 and 11) is rotated relative to plate (7) by 30◦. In
this way, the OC holes (Figure 11) in the commutation plate (6) are opposite the OC
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holes in the commutation plate (7). Then, there is a free flow of liquid through the
working mechanism and this mechanism does not rotate (is stationary);

(b) All of the calculations were carried out for one casual position of the working mecha-
nism;

(c) Six working chambers were omitted—in these chambers the flow of liquid does not
occur. Only four OC holes in the commutation plate allowed liquid flow by the
working chambers (Figure 10);

(d) A leak in the gaps of the working mechanism was omitted;
(e) Tooth profiles in satellites, the curvature and the rotor were omitted. The satellites

have been replaced by cylinders with diameters equal to the pith diameter of the
satellite. In the rotor and curvature, the tooth profiles were replaced by a smooth
profile according to the pitch line of tooth (Figure 22);

Figure 22. Simplified satellite working mechanism [28].

(f) An outline of the threads was omitted and replaced by cylinders with diameters equal
to pith diameters of threads;

(g) Necks in the body and in the collectors were removed—there is no liquid flow in
these elements and these elements have no significant influence on the pressure drop;

(h) The roughness of the walls was omitted.

The simplified calculation model of the satellite motor is shown in Figure 23.

Figure 23. Simplified model of liquid volume in the motor [28].

8.3. The Mesh

In order to obtain reliable results from the simulation, it is necessary to create the best
elements mesh. The uneven division into finite elements is a common issue. In areas where
the wanted function changes rapidly, there is a denser mesh of elements. In contrast, in
areas where the function changes slowly, there is a less dense mesh. The size of the mesh
elements was selected by comparing the results of calculations with different sizes of finite
elements. Finally, a mesh was chosen that gave an error of less than 5% in relation to the
denser mesh.

The following discretization parameters were used to create the mesh:
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• General size of finite elements is 0.6 mm;
• On the edges (like at changes in the diameter of the channel) more dense mesh is

applied (the size of a single element is 0.25 mm).

Furthermore, a boundary layer was defined on all channel walls. The thickness of this
layer depends on the dimensions of the channel. For channels with a smaller diameter, a
layer with a smaller thickness was assigned. Therefore, in OC holes in the commutation
plates (Figure 11) and in holes in low- and high-pressure manifolds (3) and (4) (Figure 9),
ten boundary layers with a thickness of 0.2 mm were defined (increment coefficient 1.2). In
the other channels, 18 boundary layers with a thickness of 0.3 mm were defined (increment
coefficient also 1.2).

In this way, the mesh of elements was obtained (Figure 24). This mesh consisted of
3,992,282 finite elements and 1,367,996 nodes.

Figure 24. The mesh of elements of liquid in the internal channels of the motor [28].

8.4. Boundary Conditions

The boundary conditions are as follows:

• Defining the inflow (Figure 25a)—the wall that simulates inflow of the working liquid.
As a kind of boundary condition, “Mass Inlet” was selected;

• Defining the outflow (Figure 25b)—the wall that simulates outflow of the working
liquid. The value of the pressure on the outflow wall was assumed to be 0 bar
(p = 0 bar);

• Defining the walls in contact with the liquid (Figure 25c)—the other walls of the model
that define the shape and boundaries of the liquid. They were assigned a boundary
condition in the form of “wall” with a slip limitation.

Figure 25. Cont.
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Figure 25. Defined boundary conditions in a model of the liquid [28]: (a) inflow, (b) outflow, (c) wall.

In order to determine the characteristics of the pressure drop in the internal channels
of the motor, the calculations were carried out in several steps for different values of the
flow rate (Table 1). All calculations were conducted in one calculation series.

Table 1. Calculation steps and the corresponding flow rate.

No. of Step 1 2 3 4 5 6 7 8 9 10

[L/min] 2.0 4.0 6.0 8.0 10.0 12.0 14.0 16.0 18.0 20.0

[kg/s] 0.033 0.066 0.100 0.133 0.166 0.200 0.233 0.266 0.300 0.333

8.5. Parameters of the Liquids

Defining the parameters of water is limited to loading these parameters from the
database offered by Ansys and determining the water temperature. Therefore, for water:

• The density ρ = 999.8 kg/m3;
• The kinematic viscosity ν = 0.89 cSt;
• The temperature T = 25 ◦C.

Ansys does not have oil parameters in its database. Therefore, it is necessary to define
the parameters for oil. In the calculations, it was assumed:

• The density ρ = 862 kg/m3;
• The kinematic viscosity ν = 40 cSt;
• The temperature T = 43 ◦C.

It was assumed that water and oil are incompressible and their properties are constant.

8.6. The Conditions of the Simulations

The target value for the convergence of results has been defined—the residual value
was set to 0.0001.

It was assumed that the simulation is stationery.
Before starting the calculations, it was necessary to define the number of processors

that were used to perform computer calculations. In the described case, eight processors
were used.

8.7. Results of the Calculations

In a later part of this article, an example of the velocity distribution and the pressure
drop in the internal channels of the motor for a water and oil flow rate equal to 10 L/min
are presented.

The distribution of water and oil velocity in the internal channels of the motor are
shown in Figures 26–28, but the pressure distribution is shown in Figures 29 and 30.
respectively.

226



Energies 2021, 14, 5669

Figure 26. Distribution of water velocity in the internal channels of the motor (flow rate
Q = 10 L/min) [28].

Figure 27. Distribution of oil velocity in the internal channels of the motor (flow rate
Q = 10 L/min) [28].

Figure 28. Distribution of water velocity (left figure) and oil velocity (right figure) in hole OC in
commutation plate [28].
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Figure 29. Distribution of water pressure in the internal channels of the motor (flow rate
Q = 10 L/min) [28].

Figure 30. Distribution of oil pressure in the internal channels of the motor (flow rate
Q = 10 L/min) [28].

The liquid flow area is the smallest in the holes of the commutation unit plates.
Therefore, the highest pressure drop and the highest liquid flow velocities can be found in
these holes (Figures 31 and 32).

Figure 31. Distribution of water velocity (left figure) and distribution of water pressure (right figure)
in the commutation holes OC and in the working chamber of the motor (flow rate Q = 10 L/min).
The holes OC in the commutation plates are partially obscured by the satellite [28].
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Figure 32. Distribution of oil velocity (left figure) and distribution of oil pressure (right figure) in
the commutation holes OC and in the working chamber of the motor (flow rate Q = 10 L/min). The
holes OC in the commutation plates are partially obscured by the satellite [28].

In order to determine the characteristics of the pressure drop as a function of the flow
path in the internal channels of the motor, a line was defined as in Figure 33 (by the inflow
and outflow ports, the inflow and outflow manifolds, the holes in the commutation unit
plate and the working chamber). It should be noted that the holes in the commutation unit
plate are completely open.

Figure 33. The course of “Line I” helping to determine the characteristic of the pressure drop in the
internal channels of the motor [28].

Characteristics of the average liquid flow velocity and the average pressure in the
internal channel of the motor are shown in Figures 34 and 35. These characteristics show
that the largest pressure differences were between the hole of the commutation unit plate
and the working chamber.
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Figure 34. Characteristics of the average water flow velocity v and water pressure p in the internal
channels of the motor as a function of the path “z” (the “z” path coincides with the axis of the motor
shaft). Results of CFD calculation for the flow rate Q = 10 L/min. The OC holes in the commutation
unit plates are completely open.

Figure 35. Characteristics of the average oil flow velocity v and oil pressure p in the internal channels
of the motor as a function of the path “z” (the “z” path coincides with the axis of the motor shaft).
Results of CFD calculation for the flow rate Q = 10 L/min. The OC holes in the commutation unit
plates are completely open.

8.8. Pressure Drop in the Internal Channel of the Motor

It was assumed that the OC holes in commutation plate 6 (according to Figure 9)
are opposite the OC holes in commutation plate 7. This caused some of the holes in
commutation plates to be obscured by the satellite (each hole to a different degree). Thus,
the fluid flow fields in holes of the commutation plates were different. As a result, the flow
velocities and pressure drop in these holes were also different. Therefore, the pressure in
the working chambers were also different. Thus, the statement that the pressure drop in
the internal channel should be understood as the pressure difference in the motor ports
and in any given working chamber gives an incorrect result. For confirmation, the pressure
drop ∆pic1-!! in internal low-pressure channels, the pressure drop ∆pic2-!! in internal high-
pressure channels and the total pressure drop ∆pich-!! along line 1 (from Figure 33) were
calculated (Figures 36 and 37).
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Figure 36. Characteristics of the pressure drop ∆pic1-!! = f (Q). ∆pic2-!! = f (Q) and ∆pich-!! = f (Q) in the
internal channels of the motor supplied with water—results of CFD calculations.

Figure 37. Characteristics of the pressure drop ∆pic1-!! = f (Q), ∆pic2-!! = f (Q) and ∆pich-!! = f (Q) in the
internal channels of the motor supplied with oil—results of CFD calculations.

The ratio of the pressure drops ∆pich,W/∆pich,O in the internal channels of the motor
supplied with water and supplied with oil is shown in Figure 38.

Figure 38. Characteristic of ∆pich,W/∆pich,O = f (Q). ∆pich,W and ∆pich,O—pressure drop in the internal
channels of the motor supplied with water and supplied with oil. Result of simulation.

In contrast to the results of experiment, the results of the CFD calculations showed that
in all ranges of flow rate the pressure drop in the internal channels of the motor supplied
with water is smaller than that supplied with oil. This is a significant difference in results
of simulation compared to the results of the experiment. Most likely, this difference is
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the result of the adopted simplifications in the model—mainly by stopping the satellite
mechanism and setting the holes in commutation plates opposite each other.

9. Conclusions

The results of the experimental research showed that:

(a) The type of liquid and the parameters of the liquid (kinematic viscosity and density)
have a big influence on the pressure drop in the internal channels of the hydraulic
motor;

(b) The flow in the internal channels of the motor is not a fully developed turbulent flow.
This applies to both water and mineral oil;

(c) Low flow rate in the motor (up to 8 L/min) for water is a lower pressure drop than
for oil, but regarding high flow rate oil is a lower pressure drop;

(d) The value of the pressure pLPC in the suction chamber (low-pressure chamber (LPC))
(Figure 10) of the satellite motor depends on the type of liquid (in the motor supplied
with oil the pressure pLPC is −0.75 bar, but in the motor supplied with water the pLPC

is −0.85 bar);
(e) It is possible to test the pressure drop in internal channels of a hydraulic motor

according to the proposed method without measuring the pressure in the working
chambers. Then, the presented above values of pressure pLPC should be taken instead
of value pLPC = −1 bar;

(f) The pressure drop in both the internal low-pressure channels (inflow channels) and
in the internal high-pressure channels (outflow channels) in the hydraulic motor can
be described with Formula (13);

(g) If the volume of the working chamber tends to the minimum, then in this chamber
additional increase of pressure ∆pHPC occurs. This pressure depends on the overlap
in the commutation unit and also depends on the rotational speed of the motor.
Therefore, the ∆pHPC is not the component of pressure losses in the internal channels
of the motor. The ∆pHPC has influence only on mechanical losses in the working
mechanism of the motor.

The results of the CFD calculation have shown that it is possible to carry out the
numerical calculation of flow in the internal channel of the motor but only with substantial
assumptions and simplifications. This simplification does not fully reflect the phenomena
occurring in the motor.

The CFD calculation showed that the biggest pressure drop is in the holes of the
commutation unit plates, regardless of the type of liquid.

The values of the pressure drop in the internal channels of the motor obtained from
the experiment (Figures 19 and 20) differ from the results obtained by CFD calculations
(Figures 36 and 37). The differences are shown in Figure 39.

The main reasons for the differences are:

(a) The simplifying of the calculation model by stopping the satellite mechanism and
setting the holes in commutation plates opposite each other;

(b) The impossibility of simulating the pressure difference in the working chambers for a
rotating satellite mechanism;

(c) Difficultly of researching dynamic phenomena that occur in the working chambers
during the operation of the satellite mechanism.

As the final conclusions, it should be stated that:

(a) The CFD calculation can only estimate the pressure drop in the internal channels of
the motor. The underestimation can be up to 50%;

(b) The CFD method has some advantages over the experimental method. Namely, it
allows the velocity and pressure distribution in the internal channels with an irregular,
complicated shape to be determined.
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Figure 39. Characteristics of ∆pich-sym/∆pich-exp = f (Q). ∆pich-sym—pressure drop in the internal
channels calculated numerically (CFD); ∆pich-exp—pressure drop in the internal channels obtained
experimentally. Motor supplied with water and with oil.

In the future, it should be attempted to simulate flow in a satellite motor without
major simplification, i.e., with a working (rotating) satellite mechanism.
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Abstract: Driver behavior is one of the most relevant factors affecting road safety. Many traffic situations
require a driver to be able to recognize possible danger. In numerous works, aggressive driving is
understood as unsafe and as a hazard entailing the risk of potential crashes. However, traffic safety
is not the only thing affected by a vehicle operator’s driving style. A driver’s behavior also impacts
the operating costs of a vehicle and the emission of environmental air pollutants. This is confirmed
by numerous works devoted to the examination of the effect of driving style on fuel economy and
air pollution. The objective of this study was to investigate the influence of aggressive driving
on fuel consumption and emission of air pollutants. The simulation was carried out based on
real velocity profiles collected in real-world tests under urban and motorway driving conditions.
The results of simulations confirm that an aggressive driving style causes a significant increase in
both fuel consumption and emission of air pollutants. This is particularly apparent in urban test
cycles, where an aggressive driving style results in higher average fuel consumption and in pollutant
emissions as much as 30% to 40% above the average compared to calm driving.

Keywords: aggressive driving; hybrid electric vehicle; driver behavior

1. Introduction

A driver’s experience, skills, powers of observation, and ability to recognize potential hazards
allow a driver to avoid possible traffic incidents. Driver behavior has been a focus of investigations
since the late 1940s; the earliest research described the relationship between a driver’s personality and
road safety [1]. Driving style, according to [2], can be characterized by three aspects:

1. The individual manner of driving, differing among individuals;
2. A regular way of driving, reflecting regular behavior while driving;
3. A reflection of conscious choices made by a driver.

Many authors differentiate drivers based on driving style. Drivers are classified based on vehicle
kinematic parameters, including acceleration, speed, lane crossing, steering angle, and positions of the
accelerator and brake pedals [3–6]. Methods based on visual features are also used to differentiate
driving styles. Some researchers monitored and analyzed the driver’s head position, facial expression,
ocular state (e.g., how long the driver’s eyes are open or closed, and their eye blink rate), and mouth
using cameras or smartphones [7–9]. Previous studies have also been devoted to the physical or mental
factors that impact a driver’s style and cause unusual driving behavior. Examples of these studies can
be found in [10–12], among others.

Most classifications of driver behavior distinguish the aggressive driving style among other types.
Aggressive driving refers to speeding, rapid acceleration, late braking, frequent lane changes, tailgating,
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and driving through red lights [13,14]. Such factors influence road safety. Many works have shown the
relationship between aggressive driving and the risk of traffic hazards [15,16]. Aggressive driving
also influences vehicle parameters such as fuel and energy consumption, and air-pollutant emissions.
The results presented in studies [17–19] confirmed the increase in fuel consumption and air-pollutant
emissions during aggressive driving.

In one study [17], the authors distinguished four types of drivers: aggressive, conservative,
professional, and beginner. The driver classification was based on 23 personal factors, including gender,
age, experience, and acceleration and deceleration values at low and high speeds during real-world
tests in urban conditions. The impact of driver behavior on fuel consumption and air-pollutant
emissions was then estimated. A similar method was presented [18], in which city bus drivers were
tested in urban, suburban, and motorway driving conditions. The driver type was classified using two
methods, the first based on speed profile characteristics such as vehicle speed, acceleration, standard
deviation of speed, and longitudinal jerk; and the second based on characteristics of vehicle operation
such as number, average, and standard deviations of accelerator pedal depression, steering wheel angle,
and time of gear shift. The second part of the study showed the impact of driving style on fuel
consumption, using a model-based analysis method and a statistical analysis method, based on real
driving data.

Research [19] reported the extended car-following model with respect to the driver’s bounded
rationality. The test was conducted for two different traffic situations. The results of numerical tests
were used to explore the impact of the driver’s bounded rationality on air-pollutant emissions and fuel
consumption. The driver’s bounded rationality has positive effects on driving behavior, and reduces
total fuel consumption and CO, HC, and NOx emissions.

According to another study [20], fuel consumption can vary from 78.5% to 137.3% for gasoline
vehicles, and from 116.3% to 128.3% for diesel vehicles, comparing aggressive driving to calm driving.
Results [21] demonstrated that aggressive driving influences fuel consumption regardless of the
road grade. During aggressive driving in urban areas, the air-pollutant emissions were as much as 40%
higher than during calm driving [22,23].

Hybrid electric vehicles (HEVs) are perceived as an alternative to conventional-drive
vehicles. A hybrid powertrain system combines conventional-drive components with electric-drive
elements [24,25]. The electric drive alone may be engaged when idling or driving at low speed.
This solution can significantly lower air-pollutant emissions and fuel consumption, especially in urban
areas, where traffic congestion is common. Hybrid powertrains can employ regenerative braking,
in which kinetic energy generated during braking is converted into electrical energy that is stored
in the battery pack until needed. In this process, the electric traction motor works as a generator
to recover energy that would otherwise be lost to the brake discs in the form of heat. Hybrid-drive
vehicles provide a driving range comparable to that of conventional-drive vehicles, but without the
additional infrastructure typical of conventional-drive vehicles. Numerous studies have shown that
the use of hybrid electric vehicles reduces fuel consumption and emissions. Supporting examples can
be found in [26–28], among others.

The literature features many definitions and methods to describe an aggressive driving style. In the
observation method, driver characteristics are developed based on the observation of a driver’s behavior
by researchers, who determine what behavior they consider is aggressive. For example, in one study [29],
the behaviors used to distinguish an aggressive driver were short honking, cutting in front of another
vehicle while passing, and passing one or more vehicles by driving on the shoulder and then cutting in
front of the vehicles. The results demonstrated a relationship among aggressive driving, congestion,
and different time periods of driving. Increases in congestion contribute to more aggressive driving,
while aggressive driving diminishes during the weekend and non-rush hours.

Research on aggressive driving behavior was also described [30], presenting an observational study
of aggressive driving during certain traffic events. The tests were conducted using a driving simulator.
Another study [31] presented the impact of aggressive and nonaggressive driving behavior on crash
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injuries in traffic accidents. The model indicated that many key indicators characteristic of aggressive
drivers correlated with a wide variety of factors related to the crash, including severity of driver injury,
vehicle type, driver profile, spatial and temporal characteristics, roadway attributes, and traffic volume.

Another method to identify an aggressive driver is through a questionnaire designed to identify
the respondent’s aggressive road behavior, including verbal and physical aggression, and violations of
highway codes [32,33]. According to [34], violations of traffic regulations (speeding, not stopping at
red lights, driving while under the influence of alcohol) are perceived as more aggressive than racing,
voicing insults, cutting off other drivers, flashing headlights, shouting, tailgating, and making
rude gestures.

Another method of identifying a driving style is based on vehicle-motion parameters.
Motion sensors, such as accelerometers and gyroscopes, are used to record a vehicle’s motion parameters,
allowing for the collection of data, including the vehicle’s speed; its lateral, longitudinal, and vertical
accelerations; and its instantaneous positions [35]. In many studies, a driving style is determined by
the speed profile and the lateral and longitudinal acceleration values. For example, one study [36]
applied an online approach to monitoring a vehicle’s running state and identifying aggressive driving
under normal driving conditions using kinematic parameters collected by a recorder mounted in
the vehicle. A value of longitudinal acceleration above or below 3.5 m/s2 was adopted as the indicator
of aggressive driving. Another study [37] presented a method for discovering unsafe driving behavior
using acceleration analysis. The definition of the proper range of kinematic parameters was based on
recorded readings of speeds and acceleration rates. Speed and acceleration values not within the range
of the aforesaid parameters were considered as unsafe driving behavior.

According to [38], aggressive drivers can be identified based on their vehicle’s longitudinal jerk
(the change rate of acceleration with respect to time). The authors reported that jerk analysis seems to
perform well in identifying aggressive drivers. Issues related to defining aggressive driver behavior
based on vehicle motion parameters have also been described [39,40].

Compared to the previously presented studies, in which the research was based on multiple
measurement runs for many drivers, in our study, one driver was involved. The driver navigated
the same test route twice, the first time driving calmly and the second time driving aggressively.
The method of driving was not imposed—the driver chose what they considered to be either calm
or aggressive driving. To assess how the driver would subjectively change their driving behavior,
the driver was not limited by any quantitative parameters. The method of driving, and its possible
change, resulted only from the willingness of the driver and the traffic situations.

In this study, we aimed to examine the impact of aggressive driving on fuel consumption and
air-pollutant emissions. The analysis was conducted based on velocity profiles collected in real-world
tests in urban and motorway driving conditions. Collected speed profiles were used in simulation
tests. The presented tests are preliminary tests to determine the types of driver behavior based on
vehicle motion parameters collected in real-world tests.

2. Materials and Methods

2.1. Data Collection

The test vehicle was an Audi A6 passenger vehicle (A6, Audi, Ingolstadt, Germany) (Figure 1a).
During the experiment, the mass of the car was 1920 kg; according to the manufacturer, the gross
vehicle weight is 2475 kg. The vehicle was powered by a 92 kW diesel engine with a capacity of
2967 cm3.
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Figure 1. Measurement equipment used in real-world conditions test: (a) test vehicle,
(b) optoelectronic sensor, (c) data acquisition system, and (d) three-axis linear acceleration sensor.

The vehicle movement parameters were collected using measurement equipment consisting of:

• An S-350 Aqua Datron® optoelectronic sensor for measuring longitudinal speed (Figure 1b);
• A uEEP-12 Datron® Data Acquisition Station (Figure 1c) with ARMS® data acquisition and

analysis software; and
• A three-axis linear acceleration sensor (TAA Datron® and Navigation Sensor Modules),

combining a solid-state, three-axis gyro with a three-axis linear accelerometer TANS Datron® for
measuring longitudinal and lateral accelerations (Figure 1d).

The equipment allowed for the collection of the following comprehensive vehicle-movement data:
drive time, distance traveled, instantaneous speed, instantaneous acceleration, and instantaneous
localization. Movement parameters were recorded during test drives on a motorway and in urban
traffic in Kraków, Poland.

As mentioned above, the driver was given no requirements or instructions on how to drive.
What might be either calm or aggressive driving was left to the discretion of the driver. The driving tactic
they adopted resulted from their individual experience and subjective assessment. The recorded velocity
and acceleration profiles in both runs were then used in computer simulations. The impact of driving
style on fuel consumption and air-pollutant emissions were assessed based on the simulation results.

2.2. Test Cycles

The test cycles, based on the real-world vehicle movement parameters, were conducted during
test drives on a working day under two driving conditions: motorway and urban area. Driver behavior
was also considered. The tests were conducted for aggressive and calm driving styles. The speed
profiles recorded during real driving tests on a motorway and in urban driving conditions are shown
in Figure 2.
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Figure 2. Velocity profiles of test cycles on a motorway and in urban driving condition (red line marks
the average speed). (a) urban calm driving; (b) motorway calm driving; (c) urban aggressive driving
(d) motorway aggressive driving.

A calm driving style is understood as unhurried and patient driving behavior, moderate
acceleration, anticipatory braking, and obedience of speed limits and traffic signs. An aggressive
driving style is characterized by abrupt movements of the pedals and steering wheel, quick gear
changes and acceleration, braking at the last possible moment, and frequent lane changes. Figure 3
shows the percentage distribution of velocity in examined test cycles.

 
(a) (b) 

Figure 3. Percentage distribution of velocity during the test cycles. (a) urban driving; (b) motorway driving.

As shown in Figure 3, during the motorway test, cycles reflecting aggressive driving at speeds in
excess of the speed limit constituted more than 40% of the total driving. In the urban test cycle, 23% of
the total driving was in excess of the speed limit. The longitudinal acceleration profiles of the test
cycles are presented in Figure 4.
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Figure 4. Longitudinal acceleration profiles of the test cycles. (a) urban driving; (b) motorway driving.

The average speed and acceleration values obtained for motorway driving conditions were similar,
regardless of whether the driving behavior was calm or aggressive. The aggressive driving style
on the motorway included speeding, frequent lane changes, abrupt braking, and rapid acceleration.
Figure 3 shows the percentage distribution of acceleration during the test routes. Calm driving consisted
of slight fluctuations in longitudinal acceleration values. In calm driving, the longitudinal acceleration
values that ranged from −1 to 1 m/s2-constituted 86% of the total acceleration values (Figure 5).
Aggressive driving behavior on the test route was characterized by a maximum longitudinal acceleration
of 4.21 m/s2 and a maximum longitudinal deceleration of 1.51 m/s2. The longitudinal acceleration values
that ranged from −1 to 1 m/s2 constituted 44% of the total acceleration values for aggressive driving.

−

−

(a) (b) 

−
−

Figure 5. Percentage distribution of longitudinal acceleration profiles over the test cycles. (a) urban
driving; (b) motorway driving.

Driving in the urban area included obeying the corresponding speed limits, and frequent
acceleration and braking. The short distance between traffic lights prevented the driver from
maintaining a constant speed. Aggressive driving was identified by sudden movements when
accelerating from a stop, abrupt braking when traffic lights changed, speeding, and crossing through
an intersection against the red light. The test cycle for calm driving estimated the longitudinal
acceleration values at −2.42–3.35 m/s2. In aggressive driving, the longitudinal acceleration showed
a wider range (−2.58 to 4.78m/s2).

2.3. Simulation Test

The simulation tests were conducted using the ADVISOR (ADvanced Vehicle SImulatOR)
(2003, National Renewable Energy Laboratory, Golden, CO, USA) program, which is widely
employed to simulate vehicles of various drive configurations, including conventional, hybrid, electric,
and hydrogen-cell drive. ADVISOR operates as part of MATLAB/Simulink (2015a, MathWorks,
Natick, MA, USA) software. The vehicle model is built by selecting parameters from a complex
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database that contains various vehicle types and drive systems, as well as the particular elements
of a given drive. In creating a vehicle model, the user can implement models of new vehicles
and their components, then select a drive cycle. Using the assumed drive unit configuration and
specified drive cycle, the program estimates the energy consumption and performance of the analyzed
drive train. Figure 6 shows a parallel hybrid vehicle model developed in ADVISOR (2015a, MathWorks,
Natick, MA, USA).

 

Figure 6. Model of parallel hybrid vehicle in ADVISOR.

The vehicle models available in ADVISOR were modified, and passenger car models with
conventional and parallel hybrid electric (HEV) drive were developed. Two types of engine
were considered: diesel and gasoline-powered internal combustion engines. The front area of the
analyzed vehicles was 2.66 m2, the rolling resistance coefficient was 0.009, and the aerodynamic resistance
coefficient was 0.44. For all simulation cases, the curb weight was 1200 kg plus a load of 150 kg. For the
hybrid vehicle, the weight was further increased by the battery weight. The selected parameters of the
vehicles used in the simulation are presented in Table 1.

Table 1. Parameters of vehicles used in simulation tests.

Conventional Hybrid

Diesel Gasoline HEV Diesel HEV Gasoline

Engine power (kW) 95 95 65 65

Electric machine power (kW) – – 75 75

Battery capacity (kWh) – – 4.6 4.6

Weight (kg) – – 64 64

In the case of hybrid electric vehicles, the simulation was conducted for various capacities of
energy storage. The battery’s initial state of charge before any trip was 70%.

3. Simulation Results

The results of the experiment showed that driving style has a major effect on fuel economy.
The simulation results showed that aggressive driving has an incremental impact on average fuel
consumption in urban driving conditions. Figure 7 shows the effect of driving style on average fuel
consumption and percentage differences for various route types.

In urban conditions, aggressive driving of both conventional and hybrid-drive vehicles
demonstrated an average fuel consumption approximately 30% higher than for calm driving.
In motorway driving conditions, calm driving resulted in a 3% reduction in fuel consumption.
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(c) (d) 

Figure 7. Average fuel consumption during test cycles (a) in urban conditions, (b) in motorway,
and percentage difference (c) urban test cycles, (d) motorway test cycles.

The hybrid vehicle containing a gasoline engine experienced higher fuel consumption during
aggressive driving compared to calm driving. Consumption was 26% higher in urban testing and 4%
higher in motorway testing. The hybrid vehicle equipped with a diesel engine also showed higher fuel
consumption during aggressive driving, with 19% higher average fuel consumption in urban testing
and 3% higher average fuel consumption in motorway testing.

The hybrid vehicles showed an average fuel consumption in the urban tests of 10–28% less than
diesel- and gasoline-powered vehicles. However, in the motorway tests, these differences were smaller,
amounting to 3–7%. Figures 8 and 9 show the instantaneous fuel consumption and its percentage
distribution for conventional-drive vehicles during the tests.

 
(a) (b) 

 

(c) (d) 

Figure 8. Instantaneous fuel consumption (a) in urban conditions, (b) in motorway, and its percentage
distribution for the gasoline vehicle in (c) urban test cycles, (d) motorway test cycles.
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(c) (d) 

Figure 9. Instantaneous fuel consumption (a) in urban conditions, (b) in motorway, and its percentage
distribution for the diesel vehicle in (c) in urban conditions, (d) in motorway.

In the instantaneous fuel-consumption profiles presented in Figure 6, fuel-consumption profiles
differ for aggressive and calm driving styles. Rapid accelerations during aggressive driving caused
a visible rise in fuel consumption. The rise in fuel consumption is particularly evident in the
instantaneous fuel-consumption profiles of aggressive driving during urban testing. In some instances,
the fuel-consumption rate showed peaks in excess of 4 g/s. Motorway tests resulted in a wider
range of instantaneous fuel consumption compared to tests in the urban area, in an estimated range
of 0.2–7.33 g/s for conventional vehicles and 0–4.86 g/s for hybrids. This is due to the high-speed
operation of the engine. Figures 10 and 11 show the instantaneous fuel consumption and its percentage
distribution for hybrid-drive vehicles during the tests.

 

(a) (b) 

  
(c) (d) 

Figure 10. Fuel consumption rate estimated for HEV gasoline (a) in urban conditions, (b) in motorway;
for HEV diesel (c) in urban conditions; (d) in motorway.
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(a) (b) 

  
(c) (d) 

Figure 11. Fuel consumption rate estimated for HEV gasoline (a) in urban conditions, (b) in motorway;
for HEV diesel (c) in urban conditions; (d) in motorway.

Hybrid-drive vehicles provide an option to switch off their combustion engine when it is not needed.
This ability may reduce fuel consumption and pollutant emissions. However, during routes requiring
higher energy demand, the internal combustion engine works to meet the traction requirements and
directs part of the energy supply to recharge the batteries. Figure 12 presents the battery state of charge
(SOC) of the hybrid-drive vehicles for both test cycles.

 
(a) (b) 

(c) (d) 

Figure 12. State of charge (SOC) estimated for HEV gasoline (a) in urban conditions, (b) in motorway;
for HEV diesel (c) in urban conditions; (d) in motorway.
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State of charge is the level of charge of an electrochemical battery in relation to its capacity.
The units of SOC are expressed in percentage points: 0% = empty; 100% = fully charged. In the
present study, the initial battery state of charge was 70%. Rapid acceleration during aggressive driving
imposed a relatively high energy demand. As shown in Figure 12, the battery energy level decreased
significantly in sudden acceleration movements.

The hybrid powered by the gasoline engine showed a minor change in SOC during the urban
test cycles (1%). Larger temporary drops in the battery SOC were recorded during the motorway
driving cycles (up to as much as 13%). The SOCs of HEV gasoline and HEV diesel batteries were
almost identical during calm driving, whereas during aggressive driving, the energy level of the HEV
diesel battery dropped by as much as 19%. Neither the gasoline nor the diesel hybrid showed rapid
decreases in battery energy level during calm driving. However, more aggressive driving produced
sudden temporary drops, related mainly to rapid acceleration.

Figure 13 shows the effect of driving style on average emissions of carbon oxides (COx), nitrogen
oxides (NOx), particulate matter (PMx), and hydrocarbons (HC) for various route types. The results
presented in Figure 13 show that aggressive driving in urban conditions causes a notable increase in
the emission of pollutants.

  

 

 

  

Figure 13. Emissions during the test cycles.
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In urban conditions, aggressive driving contributed significantly to an increase in emissions.
Compared to calm driving, during aggressive driving, the examined vehicles noted higher
COx emissions (39–46%), NOx emissions (29–41%), HC emissions (39–43%), and PMx emissions
(approximately 33%) (Table 2). The driving style had a lesser impact on air-pollutant emissions
in motorway driving conditions. Compared to calm driving, aggressive driving produced 3–9%
higher COx emissions, 2–14% higher NOx emissions, 5–18% HC higher emissions, and 30% higher
PMx emissions. Figure 14 shows the effect of driving style on total pollutant emissions for various
route types.

Table 2. Percentage increase in air-pollutant emissions caused by the aggressive driving style.

Urban Motorway

COx NOx PMx HC COx NOx PMx HC

Diesel 43% 46% 29% 32% 13% 3% 0% 0%

Gasoline 40% 40% 46% – 18% 9% 10% –

HEV diesel 35% 45% 28% 33% 4% 0% 14% 29%

HEV gasoline 39% 39% 31% – 5% 3% 2% –

 
(a) (b) 

Figure 14. Total average emissions during the test cycles in (a) urban conditions; (b) motorway.

Calm driving in the urban area resulted in a reduction in average emissions of 40–42% for
conventional-drive vehicles and 38% for hybrids. The pollutant-emission values estimated for tests
conducted on the motorway did not differ widely from the emissions estimates for the urban tests.
The results showed that for aggressive driving, average pollutant emissions were 2–14% higher
than during calm driving. Hybrids were shown to have pollutant emissions lower than those of
conventional-drive vehicles. In urban tests, the conventional-drive vehicles recorded emissions that
were 9–14% higher than those of the hybrids. In motorway driving conditions, the conventional-drive
vehicles showed average pollutant emissions that were 2–13% higher than those for hybrids.

4. Conclusions

The literature features many definitions of aggressive driving; however, there is no
standard definition. Typically, aggressive driving is defined as behavior that includes verbal and
physical aggression, abrupt maneuvers, and violations of highway codes. In the presented study,
the aggressive driving style was understood to be a subjective feeling for the driver. The driver decided
what maneuvers and behavior were to be considered as aggressive and dangerous. The calm and
aggressive driving speed profiles recorded during the real-world tests served as input data for the
simulation tests of fuel consumption and emissions. The aim of this study was to investigate the
influence of aggressive driving style on fuel consumption and emissions of hybrid and conventional
passenger vehicles with drive systems.
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The presented results demonstrated that aggressive driving caused a significant increase in fuel
consumption and pollutant emissions. This was particularly evident for urban driving conditions,
during which the average fuel consumption for aggressive driving was up to 30% higher than during
calm driving. Notably, the driver, thanks to the onboard computer, was aware of the increases in
instantaneous fuel consumption during aggressive driving.

Similarly, compared to calm driving, aggressive driving caused an increase in average pollutant
emissions of approximately 40%. Driving calmly in an urban area could reduce air-pollutant emissions
by 40–42% for conventional-drive vehicles and 38% for hybrids. In motorway tests, the differences
in fuel consumption and pollutant emission were not as significant as they are in the urban area.
The results showed that aggressive driving resulted in higher average fuel consumption of up to 4%,
with 14% higher average pollutant emissions.

During aggressive urban driving, the increase in COx emission was as high as 46%, and during
motorway driving, the increase was up to 9%. Similarly, compared to calm driving, the NOx
emissions for aggressive driving were 46% higher than in urban driving, and up to 14% higher than in
motorway driving. During aggressive driving in urban driving conditions, the HC and PMx emissions
were 35–43% and 33% higher, respectively.

Replacing the conventional-drive vehicles with hybrids resulted in a considerable reduction in
fuel consumption and pollutant emissions. The presented analysis indicated that hybrid-drive vehicles
record lower emissions, and their use could improve fuel economy in both urban and motorway
driving conditions.

This paper presented a preliminary analysis of driving-style research as part of a research
project examining driver behavior. In subsequent studies, a larger group of drivers will be tested in
different traffic conditions and in different vehicles. The classification of driver behavior allows for the
determination of aggressive driving, which, if lessened, may result in a reduction in vehicle operating
costs and harmful exhaust emissions.
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