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This thesis utilizes wireless sensor network systems to learn of changes in wireless network

performance and environment, establishing power efficient systems that are low cost and are

able to perform large scale monitoring. The proposed system was built at the University of

Maine’s Wireless Sensor Networks (WiSe-Net) laboratory in collaboration with University

of New Hampshire and University of Vermont researchers. The system was configured to

perform soil moisture measurement with provision to include other sensor types at later

stages in collaboration with Alabama A & M University.

In the research associated with this thesis, a general relay energy assisted scenario is

considered, where a transmitter is powered by an energy source through both direct and

relay links. An energy efficient scheduling method is proposed for the system model to

determine whether to transmit data or stay silent based on the stored energy level and

channel state. An analytical expression has been derived to approximate outage probability

of the system in terms of energy and data thresholds.

In addition, we propose a model for evaluating the outage probability of a solar powered

base station, equipped with a selected photo voltaic panel size and battery configuration.

The energy harvesting environment location has been selected as the state of Maine, during

a variety of weather conditions, considering base station loading during different days of the



week. Simulation results shows the required photo-voltaic panel size and number of batteries

for specific tolerable outage probability of the system.

The fundamental contribution of this work is in development of hardware and software

based on new methodologies to optimize network longevity using AI/ML. One of the most

important metrics to define longevity and reliability is the outage probability of a network.

We have derived equations for the outage probability, based upon power configuration panel

size, battery capacity and the environmental factors, meteorological and diurnal. This will

impact the observed cost function which is outage probability. The system models proposed

in this thesis result in much more energy efficient systems with less outage probabilities

compared to the current systems.

Keywords: Wireless Sensors Networks, Forest Models, Soil Moisture, Spectrum Sharing,

Wireless Energy Transfer, Energy Harvesting, Relay-Assisted Communications, Harsh Environments,

Green Communication, Cellular base station, Photo-Voltaic Panel, Battery, Markov Process,

Outage Probability.
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CHAPTER 1

INTRODUCTION

Measuring forest ecosystem properties and processes has become increasingly complex,

involving a variety of data collection systems, software, and computing environments. Intelligent

management of power and spectrum is the most important ingredient in wireless communications

and in creating wireless sensor networks (WSN) [3, 4]. Sensor nodes, or small affordable

devices with limited computational power and memory [5], may enable high-resolution

forest ecosystem monitoring if they are integrated into a network that minimizes power

consumption.

The problem of designing low cost wireless soil moisture sensor networks and sharing

wireless spectrum in the forest ecosystem is considered in chapter 2. Chapter 3 is focused

on relay-assisted wireless energy transfer scenarios for efficient spectrum sharing in harsh

environments and forest areas. Then in chapter 4 of this thesis, we focus on outage probability

optimization for solar powered cellular BSs, based on the number of batteries and PV panel

size. Concluding remarks and future extensions of this work is provided in chapter 5.

A WSN to monitor soil moisture, which has been increasingly recognized as an important

ecosystem property in forested and agricultural systems alike [6, 7, 8, 9, 10], inspiring the

establishment of both soil moisture monitoring networks [11, 12, 13, 14] and large, freely

available soil moisture databases [14] is very popular research topic [15, 16]. Despite the

importance of measuring soil moisture and its distribution across the landscape [17], the

cost of commercial soil moisture sensors remains prohibitive.

Wirelessly powered communication networks have been proposed as a new method which

takes advantage of both information and energy carried by radio signals [18]. Wireless Energy

Transfer (WET) for powering sensor nodes in the WSN, especially under extreme conditions,

such as space applications and high temperature environments, has been attracting more and

more interests recently from academics and industry [19, 20]. This involves the transmission
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of electrical energy without wires using time-varying electric, magnetic, or electromagnetic

fields and has been demonstrated as a viable option for various communication systems

[21, 22].

5G is the fifth generation of cellular technology and everything is new in this technology

such as new spectrum frequencies, new radio and new core network. 5G networks and

their applications will be deployed in stages over the next several years to accommodate

the increasing reliance on mobile and internet-enabled devices [23, 24, 25]. Simultaneous

wireless information and power transfer have been introduced as a sustainable solution for

5G wireless communications [26, 27, 28].

Energy Harvesting (EH) has been recently developed as an efficient technique to minimize

maintenance costs and extend lifetime of wireless networks. It can help to have more efficient

wireless networks where network nodes periodically harvest energy from energy sources in

their surrounding environment [29]. Recent advances in WET and its possibility of sharing

energy leads to the concept of energy cooperation [30].

Relay-assisted communication techniques have drawn tremendous research interest in

recent decades [31, 32, 33, 34]. This kind of communication is an efficient method for reliable

data transmission, helps the severe propagation loss of wireless links and extends network

coverage particularly in scenarios where source and destination are located far apart from

one another. Their basic idea is allowing single-antenna devices to share their antennas

and work collaboratively such that they construct a virtual Multiple Input Multiple Output

(MIMO) system and create space diversity. As a result, the overall communication quality,

including energy efficiency can be dramatically improved. The same concept applies to

WET scenarios. The cooperation for energy transfer can be implemented to overcome the

propagation attenuation caused by path-loss and channel fading. Energy-constrained relay

node equipped with an energy harvesting device can harvest energy through the received

Radio Frequency (RF) signal from the source.
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The performance of cooperative networks aided by EH relay nodes in terms of outage

behavior in slow fading scenario was investigated in [35]. The outage probability and the

throughput of an Amplify-and-Forward (AF) relaying system using energy harvesting are

analyzed in [36, 37]. Several power allocation strategies to optimize the outage probability

in a Decode-and-Forward (DF) cooperative network where multiple source-destination pairs

communicate via a shared energy harvesting relay is proposed in [38]. In [39], a harvest then

cooperate protocol was proposed in a cooperative network where a source and AF based

relay harvest energy from a hybrid access point in the Downlink (DL) and cooperate in the

Uplink (UL) for the source information transmission. The approximate expression of the

average throughput was derived for Rayleigh fading channels.

Currently available off the shelf equipment provide continuous or periodic pulsed energy

and data transmission which is not an ideal scheme due to the stochastic nature of wireless

channels. Recently, a novel stochastic model for two separate data and energy channels

and a new transmission scheduling were proposed in [40]. However, there is no work which

studies outage probability performance of relay-assisted energy transmission scenario which

in addition to direct link, EH relay helps energy source to power a transmitter which is

attempting to send data to a destination based on energy efficient transmission scheduling.

In this thesis, we model fading wireless channels for power and data separately and

transmit energy and data randomly based on two separate stochastic models for data and

energy channels [41]. We investigate the effects of energy efficient scheduling methods on

wireless sensor outage. This method can determine when to transmit data based on the

stored energy level in the sensor and the noise levels on the data channel. If the sensor has

a low level of energy and the data channel has a high level of noise it would be best to wait

until either the sensor has more energy or the channel has less noise in order to avoid wasting

energy and losing data. We consider Additive White Gaussian Noise (AWGN), Rayleigh and

Rician channel models for static or mobile system nodes. We will set a threshold on required

transmission energy and channel quality to decide whether the transmission is beneficial or
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risky and calculate the outage probability of the system. Outage probability of a system

including sensor energy and data outage and its relationship with energy and data threshold

will be derived analytically and verified by simulations.

Developing countries currently contribute to the bulk of the worldwide growth in cellular

networks [42]. In many such countries, reliable grid power is not available and many of the

cellular Base Stations (BS) are operated by on-site fossil fuel (e.g. diesel) based generators

[43]. In addition to increasing the pollution levels, they are also susceptible to variations

in energy costs. In such scenarios, solar powered cellular BSs are a viable and attractive

alternative. In addition, solar powered BSs may also be used in places where reliable grid

power is available in order to reduce the energy costs and the carbon footprint of cellular

networks.

Cellular BSs are important parts of WSN that need to be considered in our work. The

number of cellular BSs and cellular subscribers has been increasing rapidly which results

in high amount of energy consumption and carbon footprint cased by such a systems [44].

There are 43000 solar powered BSs around the globe based on a report in 2014 consuming

great amount of energy in cellular networks [45, 46]. Solar powered BSs are very popular

since they extend the cellular coverage and decrease the Carbon footprint by using renewable

energy [47]. These kind of BSs harvest solar energy during the day by using Photo-Voltaic

(PV) panels for their operations. The excess power will be stored in their batteries for their

night time operations and bad weather days.

In this thesis, we address the problem of designing and provisioning solar powered cellular

nodes in terms of the required battery capacity and PV panel size, with the objective of

decreasing the power outage probability and minimizing the system cost by considering

the tolerable outage probability of the system. Solar powered BSs are currently under

development and deployment by a number of operators. For example, Orange has multiple

deployments in the Middle East and Africa, while NTT DOCOMO in Japan and Grameenphone

in Bangladesh are in various stages of deployment [48, 49]. While the initial experimental
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deployments serve as a proof of concept, a number of open problems still remain before “zero

energy networks” become a reality [48]. The most fundamental of these problems include

the dimensioning of solar powered BSs in terms of their EH and storage, design of routing

and data transmission strategies, and strategies to guarantee uninterrupted service while

minimizing energy consumption. While existing literature has investigated some aspects

of this problem, the problem of resource dimensioning remains open. In [48] the authors

obtain the minimum required PV wattage and battery sizes for solar powered BSs by using

the historical data of solar radiation in the Typical Meteorological Year (TMY) for a given

location. In particular, the TMY data for the worst month is chosen to determine the PV

wattage and number of batteries. Such an approach is not necessarily cost optimal. Also,

due to seasonal variations over the years, TMY data is not very reliable when it comes to

dimensioning a PV system. In other works [50], the authors model solar powered BSs, but

do not use the long term weather data. Furthermore, the model presented only provides

an estimate of the PV panel and battery dimension, and does not provide the cost optimal

solution for a given outage probability.

The PV panel size and number of batteries are always the challenging part of designing

these BSs since appropriate design results in significantly decreasing the cost of the system.

Using large panel size and more batteries makes the system of course more reliable but on

the other side much more expensive. The small panel size and fewer batteries results in more

system outage and less system reliability as well. System outage occurs when BS does not

have enough energy for its operation. Frequent system outage causes bad Quality of Service

(QOS) for customers and results in wasting of resources.

Finding the optimal PV panel size and number of batteries to keep the system outage

more than a specific tolerable threshold is a challenging part of designing such cellular

systems. The optimal configuration is a configuration with the least cost that satisfies

operator power outage considerations of the system [47]. In order to solve this problem,
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outage of the system should be calculated in terms of the PV panel size and number of

batteries.

In recent literature, the problem of power outage probability in terms of different system

parameters such as BS battery level is considered. Battery level at the BS is modeled by a

discrete time Markov chain. A closed term expression for outage probability is derived for

different states in the considered model. Dimensioning guidelines are important aspects of

such a systems and are considered in [51, 52, 53, 54, 55, 56, 57, 58]. Authors in [59, 60]

used long term solar irradiation data for resource cost optimal dimensioning in cellular

BSs. Some literature considered simulation based approaches using commercial software but

these methods are very time consuming from computation aspects and do not provide the

performance of the system for design purposes [61].

Authors in [62] modeled energy storage in BS with Markov chain and solar irradiation

exhibiting exponential distribution. Modeling the solar energy in solar powered BSs as a

Markov process has been used to great extent in the recent literature [63, 64]. Markov

models are used in [65] for modeling solar energy collection PV panel size and number of

batteries required are determined in a cost optimal way.

To the best of our knowledge, there is no work that considers the problem of outage

probability calculations of solar powered BS in terms of BS load, battery level and harvested

solar energy in the U.S. state of Maine. In the last chapter of this thesis, we propose a

model for evaluating the outage probability of solar powered BS based on the PV panel size

and number of batteries for harvested solar energy by BS in the U.S. state of Maine during

different weather conditions and BS load during different days of the week. We evaluate

the performance and accuracy of the proposed system in different conditions by simulation

and find the required PV panel size and number of batteries for specific tolerable outage

probability of the system.

6



CHAPTER 2

SHARING WIRELESS SPECTRUM IN THE FOREST ECOSYSTEM

2.1 Background

Measuring forest ecosystem properties and processes has become increasingly complex,

involving a variety of data collection systems, software, and computing environments. Intelligent

management of power and spectrum is the most important ingredient in wireless communications

and in creating WSNs with high reliability and longevity. The main application under

study in this chapter is accurate monitoring of forest ecosystems using high spatio-temporal

resolution. The high cost of current systems and their power consumption limits wide spread

use of these systems limiting the accuracy of current models.

A sensor network is a group of sensors where each sensor monitors data in a different

location and sends that data to a central location for storage, viewing, and analysis. Sensors

do communicate with each other using network level protocols to avoid interference and

unnecessary spectrum pollution, and to adjust their power level. They also act as relays for

sensors not reachable by the BS. That is why we call them networks. We have deployed a

wireless sensor network to monitor physical or environmental conditions such as soil moisture

at this phase and air temperature, relative humidity and soil temperature in the future

phases. These sensors will cooperatively pass data through the network to a centralized

processing location or act on the information in a distributed manner. A wireless soil

moisture sensor network refers to a WSN that is comprised of a network of soil moisture

sensors. These networks are bidirectional and also allow control of sensor sampling rate and

transmit/sleep state.

We focus on producing power efficient systems that are low cost to enable large scale soil

moisture monitoring. The proposed system was built at the University of Maine’s Wireless

Sensor Networks (WiSe-Net) laboratory in collaboration with University of New Hampshire
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Figure 2.1. System Block Diagram

and University of Vermont researchers to perform soil moisture measurement with provision

to include other sensor types at later stages.

2.2 System Model

Figure 2.1 shows the system block diagram of the proposed soil moisture sensing system.

Each block is explained in the following subsections.

A. Soil Moisture Sensor

One important factor affecting the growth rate of forests is the available moisture in the

soil [9]. In addition to the availability of water for the plants themselves, the level water

in the soil affects the usage of nitrogen uptake by the roots and the oxygen level at the

roots [66].

The standard way to determine soil moisture is the thermogravimetric method which is

introduced in [67]. In this method, the weight loss of soil is measured after oven drying of
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soil with known mass at 105◦ C. The main issues with this method are that they are very

time consuming and they can not be repeated because they are destructive measurements.

Over the past several decades, these destructive methods have been replaced by electronic

devices such as capacitance, impedance, dielectric and time domain reflectrometry sensors

[68]. Different soil moisture measurement techniques have been proposed in the literature

[69, 70, 71]. For instance in [71], the authors proposed a way for measuring soil moisture

content by monitoring electromagnetic radiation of soil, which depends on sensitivity of

microwaves to soil moisture. Impedance soil moisture sensing technology involves inserting

separate rods into the soil and changing conductivity by altering water content [72]. This

method is based on changing the soil conductivity by changing the water content of the soil.

Frequency domain sensors has been proposed in [73]. These kinds of soil moisture sensors

measure soil impedance changes because of the water content variations. These sensors

are available as single and multi sensor probes which offer different measuring techniques

[74, 75]. Other methods include fiber optic sensors [76, 77], dye doped plastic fibers [78],

ceramic sensors [79], and neutron scattering method [80].

There are two types of soil moisture sensors, contact-based and contact-free. In the

contact-based method, the detection area of the sensor needs to be touched directly with the

detection media, i.e., the soil. Contact-based soil moisture sensors have various methods

based on detection parameters such as capacitive soil moisture sensors [81], heat pulse

sensors, and fiber optic sensors [82]. With contact-free soil moisture sensors, there is no need

to contact the detection media that is being detected. Contact-free soil moisture sensors

include passive microwave radiometers, synthetic aperture radars, and thermal methods

[83, 84]. Contact-free soil moisture sensors are more expensive and more complicated

compared to contact-based soil moisture sensors.

In this thesis, we are using the DFRobot SKU:SEN0193 which measures soil moisture

levels by capacitive sensing rather than resistive sensing, which is more durable, stable, and

most importantly employs low power. It is made of corrosion resistant material and includes
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an on-board voltage regulator with an operating voltage range of 3.3–5.5 V enabling easy

connection to a low voltage microprocessor with support for both 3.3 V and 5 V. This was

selected over the Adafruit STEMMA I2C Capacitive Moisture Sensor capacitive soil moisture

sensor and the Grove Capacitive Soil Moisture Sensor based on the criteria outlined above.

B. Analog to Digital Converter (ADC)

Since the selected sensors are analog devices, it is necessary to convert the sensor output

to digital format, readable by the microprocessor that can only accept digital inputs.

We need to make judicious decisions in measurement scheduling, i.e., when is the best

time to take a measurement, so as to minimize the total amount of time the node needs to

be active in actuating the moisture probes and in data transmission, while still satisfying

the monitoring objective, i.e., achieving a desired level of accuracy (as determined by the

ecological models) in the estimated soil moisture evolution using the measurement data

collected.

The output values of soil moisture sensor varies from 0 to 100 representing the lowest and

highest soil moisture, respectively. The Texas Instruments Launchpads has 12-bit ADC and

its sampling rate is 200 ksamples/s. It means the resolution or the number of intervals of this

ADC is equal to 4096 and the dynamic range is 72dB. The least significant bit (LSB) can

be calculated as full scale range of the sensor output voltage divided by number of intervals

which is 4096. Since the sensor output values vary between 0 and 100, the LSB is equal

to 0.024 and the quantization error in our ADC is around 0.012. In general we expect the

power consumption of the ADC to increase as the accuracy of the ADC is increased, since

the sampling rate is increasing.

C. Microprocessor

The computational logic is responsible for handling the on-board data processing and

manipulation, temporary storage and data encryption. The faster and more powerful processors

usually have a higher energy consumption and cost. Processors with high code density and
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different operational modes like active, idle, nap and sleep modes to preserve energy are

required.

There are different microprocessor options such as Intel 8051, Microchip PIC, Atmel

AVR and TI ARM. Among these microprocessor options, ARM processors are widely used

in consumer electronic devices. Because of their reduced instruction set, they need fewer

transistors, which enable a smaller die size of the integrated circuitry (IC). The ARM

processors’ smaller size and lower power requirements makes them suitable for increasingly

miniaturized devices.

In this research, we are using Texas Instruments CC1310 device which is a wireless

microcontroller unit (MCU) with an ARM Cortex-M3 microprocessor. The ARM Cortex-M3

processor is a 32-bit processor for low-cost high performance applications. The ARMCortex-M3

processor family was selected because they are optimized for cost and are energy-efficient.

These processors have been used in a variety of applications, including a variety of edge

devices, industrial control, and everyday consumer devices. The processor family is based

on the M-Profile Architecture that provides low-latency and high reliability in embedded

systems. The Cortex-M3 processor provides a high-performance, low-cost platform that

meets the system requirements for low-power consumption and high reliability.

D. Radio Module

Radio modules are required to enable sensor nodes to communicate with each other and

to the base station. We are using a Sub 1 GHz radio module which provides a reliable

transceiver with one built-in antenna at a reasonable cost. Sub 1 GHz RF operates in the

ISM spectrum bands below 1 GHz – typically in the 769 – 935 MHz , 315 MHz and the

468 MHz frequency range. They offer more range than the 2.4 GHz. Sub 1 GHz wireless

transmission offers 1.5-2 times more distance coverage than the 2.4 GHz spectrum. Also, the

Sub 1 GHz wireless spectrum has a long range mode that is well suited to this application.

Wireless Sub 1 GHz RF needs a lower power signal from the transceiver compared to the

2.4 GHz spectrum to get the same output power signal at the receiver.
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Antenna Option Directivity Effective Radiated Power
2 3.92dBi 46.61%
3 4.13dBi 63.05%
4 4.39dBi 31.33%
5 4.16dBi 46.83%

On-board Antenna 4.47dBi 80.38%

Table 2.1. Antenna Metrics [1]

2.3 Simulation Results

In this section experiment design and obtained results are presented. Antenna test results

are presented first, followed by overall system verification results.

A. Antenna Test Results

Five antenna types were considered. Each antenna was subjected to the same range

testing. However Antenna 1, a CR2032 PCB Antenna, had such a poor overall performance,

such that it was irrelevant to include in this research (Table 2.1).

Especially in regards to power efficiency, this provides close, but not exact expectations

of the system. Antenna 3, a compact PCB helical antenna, and antenna 4, an orthogonal

arrays of two helical antennas, performed similarly in range testing. Antenna 5 was the worst

performing, with a range of under 100 feet before falling below a level that was unreadable.

Using a Received Signal Strength Indicator (RSSI) cut of value of 75 dBm, the board antenna

achieved a working distance of 250 ft, and for now, we will use the 250 ft. result to design

our network grid.

Figure 2.2 shows RSSI of each antenna at each distance measured. A few data points are

higher than there previous ones in the figure and there are a few things that could be causing

it to happen. It could be a stronger signal, but that is wrapped up in antenna radiation

patterns, multipathing, etc. Also, this happens because of the scattering effects in the forest.

Future designs will implement a compact PCB helical antenna, demonstrated with antenna

3, as it allows for the possibility of increasing the current 250 ft. range and reducing the

overall size of the device.
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Figure 2.2. RSSI of each antenna at each distance measured

Each antenna was tested using the same methodology. Matching antennas were attached

to the base station, and a separate TI launchpad. This launch pad was programmed to

transmit one hundred packets of random characters at multiples of fifty feet distances to a

final three hundred foot range. The base station, consisting of another TI launchpad and a

laptop computer, recorded each incoming packet’s RSSI at each distance. Antenna 3, the

compact helical antenna will be the antenna used in future designs. It outperformed the

current built-in antenna, and while it was slightly under performing as compared to the

orthogonal compact PCB antennas, the slight increase in performance did not warrant the

dramatic increase in antenna size. More antenna tests are in Appendix A.

B. Sensor Calibration

The deployed system is shown in figure 2.3. The system’s sensors were calibrated to

correct the hysteresis in the sensor response. To do this, data was collected using a Campbell

Scientific data logger with a CS650 Campbell Scientific soil moisture sensor deployed as
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Figure 2.3. Proposed low cost sensor deployment

Figure 2.4. Calibration was done following [85, 86] using Gaussian Process Regression. A

Gaussian process is a non-parametric tool for learning scalar regression functions from sample

data. A Gaussian process describes a stochastic process in which the random variables, in

this case the outputs of the modeled function, are jointly Gaussian distributed [85].

The soil for the experiment was dried in an oven at 225◦F (107◦C) for one hour. The

data was collected by placing the two sensors in the same soil approximately 2 cm apart.

Water was then added to the soil in increments of 15 ml every five minutes until 300ml was

added. Both sensors were sampled once per second. The collected data was then divided

into training (90%) and test data (10%).
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Figure 2.4. Campbell Scientific sensor deployment

A comparison of the base sensor data and the true values can be seen in figure 2.5. After

calibration, the sensor values closely tracked the true values, as shown in figure 2.6. All values

assume the Campbell Scientific data logger values as the ground truth values. Computations

were completed using methods described in [87, 88, 89]. Each experiment included multiple

points in the lab environment with no environmental control such as fixed temperature or

humidity, that results in a spear of points. We also mapped the points to the similar scale

as the calibrated sensor which also resulted in more non-linearity.

Basically the spread of values is large because of measurement noise (the sensors are low

quality), the time-alignment of the two time series is not perfect leading to variance in the

figures. The area around 600 in figure 2.5 could be samples that are due to the temporal
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Figure 2.5. Target value versus sample value

misalignment, but more likely it’s because there is a spike in the sensor reading when the

water is added, then it’s absorbed into the soil and the reading falls. It could be that the

lower values are from different readings (when the values were actually higher). All of these

error sources carry over to the model. Since there is a lot of variance, there is not way it

is all explained by the Gaussian Process. In fact, the model is pretty significantly over fit,

which is artificially reducing the variance.

2.4 Concluding Remarks

In this chapter, a low cost and reliable wireless soil moisture sensing system is proposed

to enable high spatio temporal data collection for improving our understanding of forest

ecosystems. The developed methods allow for implementation of low-power sensor networks

with optimized control. We compared the proposed system with industry standard wired

systems in a field experiment. The results show reasonably similar data at much lower
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Figure 2.6. Target value versus predicted value

cost. Future work includes enhancing the sensor node with additional sensor types (soil and

ambient temperature, snow depth, and more) and scaling up the network with more sensor

nodes [90, 66].

The result of this chapter has been published in the following journal and conference:

• S. Naderi, K. Bundy, T. Whitney, A. Abedi, A. Weiskittel, and A. Contosta, "Sharing

Wireless Spectrum in the Forest Ecosystems Using Artificial Intelligence and Machine

Learning," International Journal of Wireless Information Networks (IJWIN), Aug 2022,

pp. 1-12.

• T. Whitney, T. Nicholas, S. Naderi and A. Abedi, "A Low Cost Power Efficient Wireless

Soil Moisture Sensor Network for Forest Ecosystem Monitoring," 2020 IEEE MIT

Undergraduate Research Technology Conference (URTC), Oct 2020, pp. 1-4.
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CHAPTER 3

RELAY-ASSISTED WIRELESS ENERGY TRANSFER FOR EFFICIENT

SPECTRUM SHARING IN HARSH AND FORESTRY ENVIRONMENTS

3.1 Background

With the exponential growth in the number of wireless devices and limited available

spectrum, the problem of spectrum sharing remains in the forefront of the research community.

Due to the large number of wireless sensing devices, even a small percentage of savings can

translate into significant spectrum efficiencies. One of the main hurdles in efficient spectrum

sharing in WSN is the problem of power management at the node level to promote longevity

without polluting the spectrum, while promoting collaboration. This problem is even more

challenging in extreme (harsh) environments where access to power and battery replacement

and charging is limited, if not impossible. Passive sensor technology can be used to eliminate

the need for batteries, but it suffers from short communication range.

Recently, WET for powering remote sensor nodes in a WSN has drawn considerable

research attention, since it can charge sensing circuits remotely and relieve the need for

battery replacement. Modeling the charging and power utilization processes can help with

smart transmission decisions, which can eliminate unnecessary transmissions and not only

save limited battery power at the node level, but also efficiently utilize the shared spectrum.

Relay-assisted communication techniques have drawn tremendous research interest in

recent decades [31, 32, 33]. This kind of communication is an efficient method for reliable

data transmission, helps the severe propagation loss of wireless links and extends network

coverage particularly in scenarios where source and destination are located far apart from

one another. Their basic idea is allowing single-antenna devices to share their antennas

and work collaboratively such that they construct a virtual MIMO system and create space

diversity. As a result, the overall communication quality, including energy efficiency can

be dramatically improved. The same concept applies to WET scenarios. The cooperation
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for energy transfer can be implemented to overcome the propagation attenuation caused

by path-loss and channel fading. Energy-constrained relay nodes equipped with an energy

harvesting device can harvest energy through the received RF signal from the source.

The performance of cooperative networks aided by EH relay nodes in terms of outage

behavior in slow fading scenarios was investigated in [35]. The outage probability and the

throughput of an AF relaying system using energy harvesting are analyzed in [36, 37]. Several

power allocation strategies to optimize the outage probability in a DF cooperative network

where multiple source-destination pairs communicate via a shared energy harvesting relay is

proposed in [38]. In [39], a harvest then cooperate protocol was proposed in a cooperative

network where a source and AF based relay harvest energy from a hybrid access point in

the DL (link from the base station to the user) and cooperate in the UL (link from the user

to the base station) for the source information transmission. The approximate expression of

the average throughput was derived for Rayleigh fading channels.

Currently available off the shelf equipment provide continuous or periodic pulsed energy

and data transmission which is not an ideal scheme due to the stochastic nature of wireless

channels. Recently, a novel stochastic model for two separate data and energy channels and

a new transmission scheduling protocol were proposed in [40]. However, there is no work

which studies outage probability performance of relay-assisted energy transmission scenario

which in addition to direct link, EH relay helps energy sources to power a transmitter which

is attempting to send data to a destination based on energy efficient transmission scheduling.

In this chapter of the thesis, we consider a general relay energy assisted scenario, where

a transmitter is powered by an energy source through both direct and relay links. We model

data and energy channels separately, transmit energy to power the transmitter battery

and schedule data transmission based on stochastic models for data. We also consider

various static, mobile and highly scattered channel models. We will set a threshold on

required transmission energy and channel quality to decide whether the transmission can be

successful (efficient use of spectrum) or the packet may not reach the destination (polluting
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the spectrum unnecessarily). An energy efficient scheduling method is proposed for the

system model to determine whether to transmit data or stay silent based on the stored energy

level and channel state. An analytical expression has been derived to approximate outage

probability of the system in terms of energy and data thresholds. All theoretical results are

simulated which verify the effectiveness of energy relaying and the proposed energy efficient

scheduling method in reducing the outage probability of the system.

3.2 System Model

Throughout this thesis, we use subscript-S for source, subscript-T for transmitter, subscript-R

for relay and subscript-D for destination. As shown in figure 3.1, this work considers a WSN

scenario that consists of four point to point channels including S-T, S-R, R-T and T-D pairs.

The considered model transfers information from a transmitter terminal, T, to a destination

terminal, D. We assume that the transmitter T is powered by an external energy source, S

via direct link. Direct link refers to point-to-point transmission in which there is only one

channel without any relay between transmitter and receiver. Energy transfer from the source

S to the transmitter T is also assisted by a relay denoted by R. As a result, the transmitter

T receives energy from two separate direct and relay links. All these devices are assumed to

have only a single antenna in this work. Let
∼
hXY denote the channel coefficient from X to

Y with X, Y ∈ {S,T,R,D}. Thus, the channel power gain from X to Y can be defined as

hXY = |
∼
hXY |2 which |.| denotes the absolute value operation [91]. We assume channel gains

remain constant during each transmission block (denoted by T) but change independently

from one block to another. Also, each transmission block is further divided into a number

of time slots.

In this thesis, we use the idea of modeling data and energy channels separately proposed

in [40] and analyze adding a relay-assisted energy transmission scenario. Depending on the

existence of static or mobile nodes, we consider three different channel models. For static

channels where both nodes associated with one link are fixed, we consider an AWGN channel
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Figure 3.1. Relay-assisted energy charging model.

model with a Probability Density Function (PDF) of a normal distribution f(x) as follows

[92]

f(x) = N(µ, σ2) =
1√

2πσ2
e−(x−µ)

2/2σ2

(3.1)

σ =
√

10−
SNR
10 (3.2)

where µ and σ are the mean and variance of an AWGN channel respectively and SNR denotes

signal to noise ratio. In cases that we have relatively mobile nodes, we use Rayleigh and

Rician channel models in highly scattered environments without and with Line Of Sight

(LOS) with their PDFs as follows [92]

g(y, σ2) =
y

σ2
e−

y

2σ2 (3.3)

h(z, σ2) =
z

σ2
e−(z

2+v2)/2σ2

I0(
zv

σ2
) (3.4)

where v is Rician channel parameter and I0(.) is the modified Bessel function with zeroth

order. For simplicity in two cascaded channels calculations, we model S → R and R → T

channels with AWGN channel model and study 9 different scenarios considering that S→ T

and T→ D channels may fall under one of these three channel models.
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3.3 Proposed Energy Efficient Transmission Scheduling

As demonstrated in the system model section, our model consists of two transmission

phases. In the first phase, which is providing energy for the transmitter T, the source S

sends energy to the transmitter T over direct link. This can also be overheard by relay R

due to the broadcasting nature of wireless communication. In addition, the relay is assumed

to have no other embedded energy supply or is not willing to use its own energy for this

communication. Thus, it needs to first harvest broadcasted energy by the source S, use

a portion of this energy for its own operation, and then redirect the remaining harvested

energy toward the transmitter T. In the second phase, the powered transmitter T tries to

send data to the destination D. The proposed relay-assisted transmission block in this work

is shown in Figure 3.2. In each transmission block of time duration T , the first τT amount

of time with 0 < τ < 1 is assigned to the energy transfer phase from the source S to the

transmitter T and relay R. For simplicity of formulation, we follow a similar approach as

[39] by selecting equal time slots for sending energy from the source S to the transmitter T

and relay in the first time slot and from relay node to the transmitter T in the second time

slot.

Figure 3.2. Three time slot energy transfer and data communication.
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Thus, this fraction of the block is further divided into two time slots with an equal length

of τT/2 as shown in Figure 3.2. The remaining fraction (1 − τ)T of the block is for the

second phase which is data transmission from the transmitter T to the destination D over

the third time slot. We also assume that the channel state does not change significantly

from one time slot to the next and estimate the wireless channel status in each time slot and

using that estimate for the next time slot.

In this thesis, we use a decision algorithm to avoid transmission of data when the channel

is in low SNR or deep fading and battery energy is less than the minimum required energy

for transmission. We set a threshold on energy and channel quality in the data transmission

phase to decide whether the transmission in this time slot is beneficial or risky. This

threshold is determined offline based on the channel model. It is obvious that outage can be

significantly increased if the transmission is carried out over the channel with SNR below the

defined threshold. In the case that the transmitter T attempts to transmit data when data

channel state is in poor quality state and battery level is very low, there is a very low chance

that the destination receives transmitted data error free. As a result, by this approach and

avoiding risky transmission of data, we can decrease the outage probability of the system

and prevent wasting battery energy.

In the next sections, we will analyze outage probability expressions in the proposed

system. We show that using the proposed relay-assisted energy transmission scheme for

WET will decrease the outage probability of the system.

3.4 Analytical Outage Probability

Since the power and data channels are independent, the probability of an outage occurring

in the proposed relay-assisted scenario is as follows [41]

Prob(system outage) = (PE
R)×

[ −
PE

T +(1−
−
PE

T)× (
−
PD

T)
]

+ (1−PE
R)×

[ 4
PE

T +(1−
4
PE

T)× (
4
PD

T)
]

(3.5)
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where PE
R is energy outage probability at the relay node,

−
PE

T is energy outage probability at

the transmitter node when there is outage at the relay node,
−
PD

T is data outage probability at

the transmitter node when there is outage at the relay node,
4
PE

T is energy outage probability

at the transmitter node when there is no outage at the relay node and
4
PD

T is data outage

probability at the transmitter node when there is no outage at the relay node. This equation

can be calculated using relevant equations in this chapter.

In this work, we assumed that S → R and R → T channels are modeled using AWGN

channel model and S→ T and T→ D channels may fall under one of three channel models.

Based on that, we will have 9 different channel model combinations. We derived outage

probability for the case that we have AWGN-AWGN-Rician-Rayleigh channels for S → R,

R → T, S → T and T → D links respectively and will consider other possible scenarios in

simulation part. The existing integrals in equations can be evaluated numerically to provide

the outage probability of system.

Phase 1: Relay-Assisted Energy Transmission

Let PS denote the transmission power of the source node S. We assume that this power

is sufficiently large such that the energy harvested from the noise is negligible. Also, PR and

PT are transmission power of relay R and the transmitter T, respectively. In the first phase

and first time slot, the transmitter S transmits energy through direct and relay channels.

The energy of received signals by the transmitter T and relay R in the first time slot, denoted

by superscription (1) in the following equations are

E
[
||y(1)T ||

2
]

= E
[
||
√
PShSTx

(1)
S + nT||2

]
(3.6)

E
[
||y(1)R ||

2
]

= E
[
||
√
PShSRx

(1)
S + nR||2

]
(3.7)

respectively, where E{.} and ||.|| denote the expectation and L2-norm operations, x(1)S is the

signal generated from the transmitter S in the first time slot, while nR and nT are the AWGN

at relay and the transmitter T, respectively. We assume that we have Binary Phase-Shift

Keying (BPSK) modulation at the input signal and as a result E[||x(1)S ||2] = 1.
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The relay node is equipped with a harvesting function to harvest received energy during

the first time slot using power splitting. We assume that the source S has a fixed energy

supply, while a relay has no energy (or is not willing to spend its own energy) to help the

source. The relay forwards energy harvested from the source. Let α ∈ [0, 1] denote the

power splitting factor. More specifically, the relay splits a portion of the received energy α

for its operation and remaining (1−α) for energy harvesting. The harvested energy at relay

will be transferred to the transmitter T. Therefore, noting (1) in [39], the amount of energy

harvested by relay R and the transmitter T during the first time slot can be expressed as

E
(1)
R = (1− α)ηR

τT

2
PShSR (3.8)

E
(1)
T = ηT

τT

2
PShST (3.9)

where ηR and ηT are the energy harvesting efficiency at relay and the transmitter nodes.

The transmitted relay power is thus given by

PR =
E

(1)
R
τT
2

= (1− α)ηRPShSR (3.10)

Hence, the received energy at the transmitter T by relay R in the second time slot,

denoted by superscription (2) in the following equation, can be written as

E
[
||y(2)T ||

2
]

= E
[
||
√
PRhRTy

(1)
R + nT||2

]
(3.11)

In case the received energy at relay R is less than the amount needed for its own operation,

relay will not forward any energy to transmitter T, during the first time slot. Since S → R

power channel is modeled using AWGN channel, energy outage at the node can be written

as follows

PE
R =Prob(outage at relay) = Prob(X

(1)
R ≤ θR) =

∫ θR

−∞
N(µSR, σ

2
SR)dx =

1

2
[
1 + erf( θR−µSR

σSR
√
2

)
]

(3.12)
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where Pr(.) denotes probability, X(1)
R is a random variable representing received energy at

relay node over first time slot, µSR = 1, θR is required energy for relay to operate and erf(.)

is the Gaussian error function. According to (3.2), σ2
SR in this equation depends on Signal

to Noise Ratio (SNR) of S→ R channel which is

γSR =
αηRPShSR

N0

(3.13)

where N0 is power spectrum of the white noise and α is the portion of the energy used by

relay as defined before. Similarly, SNR of S→ T and R→ T channels are

γST =
ηTPShST

N0

(3.14)

γRT =
ηTPRhRT

N0

(3.15)

where PR is derived in equation (3.10).

If we do not have outage at relay node, in the second phase and the third time slot

when the transmitter T attempts to send data to the destination D, the outage probability

is defined for the case when the total received energy at the transmitter T through direct

and relay links over the first and second time slots is less than the required transmit power

threshold θT at the transmitter. Let X(1)
ST , X

(1)
SR , X

(2)
RT, X

(1),(2)
SRT , X(1)

T and X
(1),(2)
T denote

random variables representing received energy which subscripts and superscripts represent

channel names and time slots. Since total energy received at the transmitter T is equal to

the sum of energy received by relay and direct links during the first and second time slots,

its PDF can be calculated by convolution of direct and relay channels PDFs as follows

f
X

(1),(2)
T

(x) =f
X

(1)
ST

(x) ∗ f
X

(1),(2)
SRT

(x) (3.16)

For simplicity in two cascaded channels PDF calculations, we assume that S → R and

R→ T channels are modeled using AWGN-AWGN channel models, respectively. The PDF

of relay channel over the first and second time slots can be calculated as follows

f
X

(1),(2)
SRT

(x) =f
X

(1)
SR

(x) ∗ f
X

(2)
RT

(x) = N(µSRT, σ
2
SRT) (3.17)
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where µSRT = µSR + µRT, σ2
SRT = σ2

SR + σ2
RT and σ2

RT depends on instantaneous SNR of

R → T channel which is defined before. For the case when the S → T energy channel is

modeled using Rician channel model, the PDF of total energy received by the transmitter

T resulting from relay and direct links can be calculated using relevant equations calculated

before as:

f
X

(1),(2)
T

(x) = N(µSRT, σ
2
SRT)∗h(x, σ2

ST) =
1√

2πσ2
SRT

e−(x−µSRT)2/2σ2
SRT∗( x

σ2
ST
e−(x

2+v2)/2σ2
STI0(

xv

σ2
ST

))

(3.18)

where σ2
ST depends on instantaneous SNR of S → T channel which is defined before.

Outage probability is the probability that the received energy is less than the energy required

to transmit. As a result, the outage probability when relay assists in energy transmission

can be calculated using as follows

4
PE

T= Prob(energy outage with relay) =Prob(X
(1),(2)
T ≤ θT) =

∫ θT

−∞
f
X

(1),(2)
T

(x)dx (3.19)

where θT is the minimum required transmit energy at the transmitter T for data transmission.

In the special case when there is an outage at relay node, the transmitter T only receives

energy from direct channel S → T over the first time slot and energy outage probability in

this case is

−
PE

T= Prob(energy outage w/o relay) =Prob(X
(1)
T ≤ θT) =

∫ θT

−∞
h(x, σ2

ST)dx (3.20)

Phase 2: Data Transmission

In the phase 2, the transmitter T transmits data through the direct link to the destination

D in the third time slot. The transmitter power is supplied through direct and relay links in

the first and second time slots. We assume that the transmitter T has fixed energy for its

operation and the total harvested energy over two time slots will be stored in its battery and

be used for data transmission in the third time slot. Harvested energy by the transmitter T
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over the first and second time slots, can be written as follows

E
(1),(2)
T = E

(1)
T + E

(2)
T = ηT

τT

2
PShST + ηT

τT

2
PRhRT (3.21)

As a result, the data transmission power of the transmitter in the relay-assisted scenario

where there is no outage at relay node can be expressed as follows

PRelay Assisted
T =

E
(1),(2)
T

(1− τ)T
(3.22)

Thus, the energy of the received signal by the destination D in the third time slot, denoted

by superscription (3) in the following equation, can be written as

E
[
||y(3)D ||

2
]

= E
[
||
√
PThTDx

(3)
T + nD||2

]
(3.23)

where x(3)T is the signal generated from the transmitter T in the third time slot, while nD is

the AWGN at the destination D and PT is the transmission power of the transmitter T.

Data outage happens when the noise on the data channel is more than defined threshold

θData. For the case when T → D data channel is modeled using a Rayleigh channel model,

data outage in the relay-assisted scenario can be approximated as follows

4
PD

T= Prob(data outage with relay) = Prob(X
(3)
D ≤ θData) =

∫ θData

−∞

y

σ2
TD
e
− y

2σ2TD dy (3.24)

where X(3)
D is a random variable representing data received at the destination node D over

the third time slot, θData is data channel threshold and σ2
TD depends on SNR of T → D

channel which is

γTD =
PRelay Assisted

T hTD

N0

(3.25)

and PRelay Assisted
T is derived in (3.22). In case which there is outage at relay node, data outage

in direct energy transmission scenario without having relay
−
PD

T= Pr(data outage w/o relay),

can be calculated as following

PDirect
T =

E
(1)
T

(1− τ)T
(3.26)
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Figure 3.3. Analytically calculated outage vs data threshold verified by simulation for
proposed relay-assisted scheme. All channels are modeled using AWGN model denoted by

AAAA.

3.5 Simulation Results

Simulations are conducted using MATLAB to verify the analytical calculations for various

energy and data channel model combinations using AWGN, Rayleigh, and Rician models.

In all simulation figures, the channel names correspond to the S → R, R → T, S → T

and T → D channels and abbreviations A, R and C indicate AWGN, Rayleigh and Rician

channels, respectively.

The outage versus the data threshold with the inclusion of proposed relay-assisted energy

transmission scenario is represented in figure 3.3. This figure compares the calculated system
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Figure 3.4. Proposed relay-assisted system outage compared to direct energy transmission
with no relay for AWGN model for all channels denoted by AAAA.

outage with Monte-Carlo simulations and shows the accuracy of our calculations. The

Monte-Carlo method is a novel and flexible approach to multipath channel simulation [93].

When the data threshold is low, the sensor never transmits and therefore never uses

energy and it will result in data outage of zero percent and conversely, when the system has

a high data threshold the sensor will transmit at every time slot resulting in a maximum

data outage probability and consequently system outage probability. For a desired outage

level and design criteria, an appropriate threshold may be chosen using this graph. From a

practical point of view, it is of value to be able to calculate system outage based on data

threshold. It might not be possible to choose the environment the system is in, but we can
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Figure 3.5. System outage probability for various energy and data channels. Channel
names correspond to the S→ R, R→ T, S→ T and T→ D channels and abbreviations A,

R and C indicate AWGN, Rayleigh and Rician channels, respectively.

choose a data threshold to maximize the number of successful transmissions and minimize

the outage.

Figure 3.4 compares the outage probability of our proposed relay-assisted energy transmission

scenario with the case that there is only energy transmission over the direct link without

having any relay versus data threshold. As we can see from this figure, in the proposed

relay-assisted scenario the system outage is decreasing significantly which shows the effectiveness

of the proposed scheme in this work.

The system outage versus data threshold in all possible channel model combinations is

represented in figure 3.5. Channel names correspond to the S→ R, R→ T, S→ T and T→
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D channels and abbreviations A, R and C indicate AWGN, Rayleigh and Rician channels,

respectively. There are two crossover points at data threshold 1.1 and data threshold 5.3.

As we can see, for data thresholds less than first crossover point, the best outage probability

performance is for the channel combinations that there are Rician channels and the worst is

for Rayleigh channel model at T → D. Between the first and second crossover points, the

best performance is for Rician and the worst is for AWGN and after second crossover point

the best performance is for the Rayleigh and the worst is for the AWGN channel at T→ D.
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3.6 Concluding Remarks

WET technology has recently drawn significant attention since it can solve battery

replacement problems of conventional battery powered wireless sensor boards and limited

communication range of passive battery free sensors. In this thesis, another dimension of this

emerging technology that can significantly impact efficient spectrum sharing is presented.

Relay-assisted energy transfer concept combined by intelligent scheduling of transmissions

based on available power and channel conditions has been shown to improve our efficiency

in accessing spectrum and minimizing power consumption. In this thesis, we proposed

and analyzed a relay-assisted energy transmission scenario and modelled data and energy

channels, separately. Various static, mobile, highly scattered without and with LOS channel

models are all studied. Energy efficient transmission scheduling for the data channel was

shown to reduce outage probability, save on power, and minimize unnecessary spectrum

access by avoiding transmitting data on a noisy channel or when the transmitter does not

have enough power to successfully transmit data. Outage probability of system including

sensor energy outage (running out of energy) and data outage and its relationship with

a threshold (when to transmit based on channel condition) was derived analytically. In

addition, we can see from simulation results that proposed relay-assisted energy transmission

scheme can decrease the outage probability of the system. Future research can include study

of an scaled up network to develop new methods at the network level and further improving

the proposed concept.

The result of this chapter has be published in the following journal and conference:

• S. Naderi, S. Khosroazad, and A. Abedi, "Relay-Assisted Wireless Energy Transfer for

Efficient Spectrum Sharing in Harsh Environments," International Journal of Wireless

Information Networks (IJWIN), Jan 2022, pp. 1-10.

• S. Naderi, S. Khsroazad, A. Abedi, “From Passive to Active Sensing: Relay-Assisted

Wireless Energy Transfer”, 7th IEEE International Conference on Wireless for Space
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and Extreme Environments (WiSEE), Passive Wireless Sensor Technology Workshop,

Ottawa, ON, Canada, Oct 2019.

34



CHAPTER 4

OUTAGE PROBABILITY OPTIMIZATION OF SOLAR POWERED

CELLULAR BASE STATIONS BASED ON NUMBER OF BATTERIES AND

PV PANEL SIZE

4.1 Background

Cellular BSs are important parts of WSN that need to be considered in this thesis. Solar

powered BSs are becoming increasingly popular since they are a green solution for network

operators and reduce the carbon footprints of such networks. The number of cellular BSs and

cellular subscribers has been increasing rapidly which results in higher amounts of energy

consumption and the carbon footprint cast by such systems. [44]. There are 43000 solar

powered BSs around the globe based on a report in 2014, producing great amounts of energy

for cellular networks [45, 46]. Solar powered BSs are very popular since they extend the

cellular coverage and decrease the carbon footprint by using renewable energy [47]. These

kind of BSs harvest solar energy during the day by using PV panels for their operations.

The excess power will be stored in their batteries for their night time operations and bad

weather days.

The PV panel size and number of batteries are always the challenging part of designing

these BSs since appropriate design results in significant reductions in system cost. Using

large panel size and more batteries makes the system more reliable, but alternately, much

more expensive. Small panel size and small battery configuration results in greater system

outage and lower system reliability. System outage occurs when the BS does not have enough

energy for its operation. Frequent system outage causes bad QOS for customers and results

in the wasting of resources.

Finding the optimal PV panel size and number of batteries to keep the system outage

more than a specific tolerable threshold is a challenging part of designing such a cellular

systems. The optimal configuration is a configuration with the least cost that satisfies
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operator power outage considerations of the system [47]. In order to solve this problem,

outage of the system should be calculated in terms of the PV panel size and number of

batteries.

The problem of power outage probability in terms of different system parameters such

as BS battery level is considered in recent literature. Battery level at the BS is modeled by

discrete time Markov chain and a closed term expression for outage probability is derived

for different states in the considered model. Dimensioning guidelines are important aspects

of such a system. These are considered in [51, 52, 53, 54, 55, 56, 57, 58]. Authors in [59, 60]

used long term solar irradiation data for resource cost optimal dimensioning in cellular BSs.

Some literature considered simulation based approaches using commercial software. However

these methods are very time consuming from a computation aspects and they do not provide

the performance of the system for design purposes [61].

Authors in [62] modeled energy storage in BS with Markov chains and solar irradiation

with exponential distributions. Modeling the solar energy in solar powered BSs as a Markov

process has been using in great extent in the recent literature [63, 64]. Markov models

are used in [65] for modeling solar energy and based on that PV panel size and number of

batteries, system configuration is determined in a more accurate, cost optimal approach.

To the best of our knowledge, there is no work that considers the problem of outage

probability calculations of solar powered BS in terms of BS load, battery level and harvested

solar energy in the U.S. state of Maine. In this last chapter of this thesis, we propose a

model for evaluating the outage probability of solar powered BS based on the PV panel

size and number of batteries for harvested solar energy by BS in the U.S. state of Maine

during different weather conditions and BS load at different days of the week. We evaluate

the performance and accuracy of the proposed system in different conditions by simulation

and find the required PV panel size and number of batteries for specific tolerable outage

probability of the system.
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4.2 System model

In this section we present the system model and define parameters. We model BS load,

harvested solar energy by PV panels, and battery level. All models are described below in

detail.

A. Model for BS Power Consumption and BS Load

In this chapter we consider a Long Term Evolution (LTE) Micro BS. The BS power

consumption consists of a fixed part and a variable part; these are modeled as follows [94]:

PBS = NTRX(P0 + ∆ρPmaxρ), 0 ≤ ρ < 1 (4.1)

where P0 is the power consumption at the BS when there is no traffic, NTRX is the number

of transceivers, ∆ρ is the slope of the load dependent power consumption, Pmax is the power

amplifier output at the maximum traffic, and ρ is the normalized traffic at the given time.

Values of P0, ρ and ∆ρ for a macro BS are typically considered 118.7W, 40W and 2.66,

respectively [94].

As we mentioned, ρ is the normalized traffic at the given time and can be calculated

by dividing the number of users at a specific time by the maximum number of BS calls at

any time. The traffic is modeled using call based model proposed in [95]. In this model,

arrival of the calls are considered as a Poisson process and duration of the call are modeled

as exponential distribution with mean of two minutes [96]. The BS load depends on the day

of the week. On the weekends, the BS expects to experience less load [97]. Depending on the

day of the week, we model the BS load as low (L1) and high (L2) load types. Also we model

BS load type as a two state Markov process with transition probability matrix as following:

TL =

q11 q12

q21 q22

 (4.2)

where q11 is the transition probability from a low load day to a low load day, q22 is the

transition probability from a high load day to a high load day. Also, q12 = 1 − q11 is the
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Figure 4.1. Average load profile for a low load and a high load day for the U.S. State of
Maine. L1 and L2 refer to low and high load types, respectively.

probability of transition from low load day to a high load day and q21 = 1 − q22 is the

probability of transition from high load day to a low load day. Next, we define the load

profile as following:

L = (l1, l2, ..., l24). (4.3)

where l1 is the first hour of the day average BS load, l2 is the second hour of the day average

BS load and so on. Since we considered two load types, vector L should have two possible

values as following:
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L : L ∈ {LL1, LL2}, (4.4)

where LL1 is the average load profile vector for a low load day and LL2 is the average load

profile vector for a high load day. The average load profile for a low load day and a high

load day in the State of Maine is shown in figure 4.1 [2].

B. Model for PV Panel Harvested Solar Energy

In this chapter of the thesis, we use Maine state statistical weather data provided by

National Renewable Energy Laboratory in [2]. We use 10 years of solar data for Maine. In

order to find the hourly energy generated by a specific PV panel, we feed data to the System

Advisor Model developed in [98]. We used a PV panel with DC-AC loss factor amount of

0.8 and default tilt values as used in [99]. The overall DC rating PVw can be calculated as

following:

PVw = nPVEpanel. (4.5)

where nPV is the number of BS PV panels and Epanel denotes DC rating of each PV panel.

In this thesis, we model the solar energy profile in Maine with a Markov process [100].

We consider the DC rating of a PV panel as 1 KW. After taking the PV panel harvested

solar energy, we classify a specific day in two and three categories separately and compare

the results in the simulation section. S1 is considered for bad weather days when very low

solar energy less than α1 threshold is harvested. When harvested solar energy is between

thresholds α1 and α2 we consider that day as category S2 which this amount of power is still

not enough for the BS operation. The rest of the days will be considered as S3. In order to

calculate the Markov process transition probability from one day type to another day type,

we use the statistical data of solar irradiation during a long period of time. This transition

probability matrix is as follows:
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Figure 4.2. Average solar energy harvested for the 3 day types in the U.S. State of Maine
[2]. S1 is for days when less than α1 threshold is harvested. When harvested solar energy is
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will be considered as S3.

TS =


p11 p12 p13

p21 p22 p23

p31 p32 p33

 (4.6)

where p11 is the probability of a day of type S1 staying at the same state in the next day

and p12 is the probability of transition from day type S1 to day type S2 next day. The same

definition is applied to other variables.
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In this chapter, we use the PV panel with 1 KW rating. The average harvested solar

energy by the PV panel in each hour of the day can be expressed by the vector S solar energy

profile as

S = (s1, s2, ..., s24). (4.7)

where s1 is the average harvested solar energy in the first hour of the day and so on. As

we mentioned before, in this chapter we consider three day types in terms of solar energy

harvested and three possible values of vector S are:

S : S ∈ {Ss1, Ss2, Ss3}, (4.8)

where Ss1, Ss1 and Ss1 are the profiles for average harvested energy for day types S1, S2 and

S3. As shown in figure 4.1, average hourly values of the solar energy harvested in Maine are

classified into three day types. As a result, the profile of solar energy harvested by a specific

PV panel can be calculated as following:

E(t) = PV wS. (4.9)

C. Model for Battery Level

In this thesis, we assume the excess energy harvested by the BS PV panel is stored in the

lead acid batteries which are very popular storage options because of their cheaper prices.

We assume the BS is using nb batteries with storage capacities of Ebat. As a result the total

battery storage capacity can be calculated as following:

Kcap = nbEbat. (4.10)

In order to model the battery level, first we round total battery storage capacity to the

closest integer more than that value and then discretise this value into 1KW blocks. So, the

number of battery levels can be calculated as:

N = dKcape. (4.11)

At any given point of time, the battery can be in either of the N possible battery levels.
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Figure 4.3. System States.

4.3 Base Station Outage Probability Model

We model BS outage in this thesis as the event when the charge level of BS batteries is

less than a discharge threshold. The batteries disconnect from the supply bus when they

reach their discharge threshold.

As we discussed before, in order to determine the state of the BS in a specific day we

need to consider the solar day type, BS load type and battery level. The outage probability

of the system can be defined by these three factors. The state of the BS can be defined as:

i = 2(k − 1) + y + 2N(x− 1)

x ∈ {1, 2, 3}, y ∈ {1, 2}, k ∈ {1, 2, ..., N}
(4.12)

where x is the solar day type for S1, S2 and S3. Also, y is the load type y = 1 and y = 2

which refer to low load and high load, respectively. In addition, k denotes the battery level.

Then the number of possible states are 6N since there are three choices for solar day type,

N for battery level and two for load type.

All the system possible states are shown in figure 4.3. The first, second and third rows

correspond to solar day types S1 (x = 1), S2 (x = 2) and S3 (x = 3), respectively. In each
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of the rows the odd positions are showing the low load and even positions showing the high

load.

In our model, the state of each day is defined at the beginning of the day and it depends

directly to the last days solar energy harvested, load type and battery level. For such a

Markov chain the transition probability matrix is:

TB =


b(1,1) ... b(1,6N)

... ... ...

b(6N,1) ... b(6N,6N)

 (4.13)

where b(i,j) is the transition probability from state i to state j.

In this thesis, we assume that when the battery charge level goes less than a specific

discharge threshold level ν, battery disconnects from the BS. As a result, battery disconnects

from BS when its charge level is νKcap. This boundary battery level is as follows:

N
′
= dνKcape (4.14)

This battery level N ′ is also shown in figure 4.4. As a result, the feasible system states

are i ∈ {(2N ′ − 1, 2N) ∪ {(2N ′ − 1 + 2N, 4N) ∪ (2N
′ − 1 + 4N, 6N)}. If we begin a day

with a specific amount of solar day type, load type and battery level, the next day’s battery

level depends on the solar energy and load profiles during the day. The BS outage depends

on the battery level, as well. This battery level and consequently outage event is defined in

the proposed Algorithm 1 function F (i) in Appendix B.

The function accepts the state of the system i at the beginning of the day as an input

and first extract the harvested solar energy, battery level and load profile for the state i. The

battery level k is updated, considering the solar energy harvested and load profile variables

for every hour during last 24 hour cycle. The limitation for battery level calculation is values

between Kcap and νKcap. Since only the discrete values are allowed for the battery level,

the function rounds the value to the closest integer more than that value. In this model we
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Figure 4.4. Transition graph from state i

record outage events with variable O and use this value for outage calculation at the end.

Then, the next battery level in each state i is:

k
′
= F (i) (4.15)

Also, the next state can be one state among the six possible states. In each state i, solar

day type and load type can be x and y, respectively. All possible state transitions are shown

in figure 4.4. The transition probability from state i to state j is:
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P (i, j) =



px1qy1, if j = 2F (i)− 1,

px1qy2, if j = 2F (i),

px2qy1, if j = 2F (i) + 2N − 1,

px2qy2, if j = 2F (i) + 2N,

px3qy1, if j = 2F (i) + 4N − 1,

px3qy2, if j = 2F (i) + 4N,

0, otherwise.

(4.16)

The transition probability matrix in equation (4.6) can be calculated using equation

(4.17). The probability of being in a state π can be calculated as:

π = πTB (4.17)

For each state in vector O, F (i) records the outage status. It stores 1 for outage and 0

for no outage. The outage probability then can be calculated as:

Ω = O.π (4.18)

For each system configuration, the pv panel (PVw) and number of batteries (nb), we can

do the similar calculations to compute the outage probability of the system. Considering the

outage constraint that is tolerable for a specific configuration is β. We can find the suitable

values for PVw and nb which satisfies:

Ω ≤ β (4.19)

45



4.4 System Parameters

In this thesis we use solar irradiance data from NREL. To calculate the generated

harvested solar energy by PV panel we use this data as input to the System Advisor Model

(SAM) tool [98].

In order to calculate solar energy harvested in a specific month, we consider the solar

energy harvested on that month over 10 years. At first, we calculate solar energy harvested

on each day and if this value is less than α1, then we consider that day as type Sl. The

harvested energy profile of state S1 in that specific month can be calculated by getting the

average of harvested solar energy in each hour of the day type S1.

Similarly, we classify the days with harvested solar energy between αl and α2 as day type

S2 and more than α2 as day type S3 and and their harvested energy profile can be calculated

in similar way.

This data can be used to find the transition probability matrix for the Markov process

corresponding to the daily variations in the solar irradiance in equation (4.6). The same

process can be done for threshold α and solar day types Z1 and Z2.

In order to find the load profiles, we should consider the call arrivals and holding times

at BS. The load at BS can be calculated by normalizing these values and using equation

(4.1). These are used to find the average hourly values for load profiles of low load days L1

and high load days L2. The load transition probability matrix of this Markov process in

equation (4.2) can then be calculated using these values.
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4.5 Simulation Results

In this section, we develop proposed solar powered BS dimension including PV panel

size and number of batteries using simulations and find and verify the corresponding outage

probability of the system.

A. Simulation setup

We use 2x2 MIMO LTE BS with Bandwidth of 10 MHz. This BS is assumed to have

three sectors with two transceivers and then as a result NTRX = 6. The batteries used by

BS are 12 V, 205 Ah flooded lead acid batteries.

We configure our model for Maine and use solar data from NREL during ten years to

find the average harvested solar energy. We assume α1 = 1kW and α2 = 2kW.
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Figure 4.5. Outage vs number of batteries required for PV panel with 12 kW

47



B. Outage Statistics

First, we study the effect of the number of batteries on outage probability as shown in

figure 4.5, assuming PV wattage is 12 kW.

It can be seen from simulation results that the outage probability calculated in our

proposed model is increasing very fast for battery sizes less than a specific size. This situation

is expected because the batteries are very small to keep enough charge. As a result, we have

high amount of outage.

Also, for low outage probability values less than 0.25 very large number of batteries are

required. It is obvious that very large number of batteries are needed for BS operation during

bad weather days.
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C. Outage Variation with PV Panel Size

Second, we study the effect of PV panel size on the model. We analyze the change in the

outage probability of the system for three different PV panel sizes 9 kW, 12 kW and 15 kW

with changing in the number of batteries.

The number of required batteries and PV panel size to achieve a specific outage for Maine

is shown in figure 4.6. As it can be seen from this figure, by increasing the PV size less,

batteries are needed to achieve a specific outage of the system.
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Figure 4.7. Number of batteries vs PV panel size required for different outage probabilities

D. PV Battery Configuration for a Given Outage Constraint

The number of required batteries and PV panel sizes to achieve two tolerable outages

β = 0.5 and β = 1 is shown in figure 4.7. Using these results the telecom operators can find
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the optimum value for PV panel size and number of batteries for a specific tolerable outage

probability of the system and find the lowest cost configuration.

4.6 Concluding Remarks

Solar powered cellular BSs are becoming increasingly popular since they are a green

solution for network operators and reduce carbon footprints of such a networks. Design of

such a system based on the number of batteries and PV panel size for a specific tolerable

outage probability with the minimum cost is always a challenging problem.

In this chapter, harvested solar energy, number of batteries and BS load for estimating the

outage probability of the solar powered BS is modeled. We proposed a model for evaluating

the outage probability of solar powered BS based on the PV panel size and number of

batteries for harvested solar energy by BS in Maine during different conditions and BS load

at different days of the week. The proposed model is used for Maine solar energy data and

the accuracy and effectiveness of the proposed model is verified by simulation results.

Simulation results show the performance of the proposed model and shows the required

PV panel size and number of batteries for specific tolerable outage probability of the system.
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CHAPTER 5

CONCLUSION

5.1 Summary of Contributions

Forest ecosystem monitoring with high spatio temporal resolution is of paramount importance

for development of accurate prediction models. Current systems are bulky, use high power

and are costly to build and maintain.

A low cost and reliable wireless soil moisture sensing system is proposed in this thesis

to enable data collection for improving our understanding of forest ecosystems. Soil moisture

has been increasingly recognized as an important ecosystem property in forested and agricultural

systems inspiring the establishment of both soil moisture monitoring networks and large,

freely available soil moisture databases.

We have designed a power efficient soil moisture system that is low cost to enable large

scale monitoring. The developed methods allow for implementation of low-power sensor

networks. We also compared the proposed system with industry standard wired systems

in a field experiment. The results show reasonably similar data at much lower cost. This

system is power efficient and low cost to enable wide spread monitoring.

Next in this thesis, we considered the problem of spectrum and power efficiency in WSN.

Spectrum and energy efficient WSN cooperative model and scheduling method is proposed.

Wireless energy transfer technology has recently drawn significant attention since it can

solve battery replacement problem of conventional battery powered wireless sensor boards

and limited communication range of passive battery free sensors. In this thesis, another

dimension of this emerging technology that can significantly impact efficient spectrum sharing

is presented. Relay-assisted energy transfer concept combined by intelligent scheduling of

transmissions based on available power and channel conditions has been shown to improve

our efficiency in accessing spectrum and minimizing power consumption.
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We proposed and analyzed a relay-assisted energy transmission scenario and modelled

data and energy channels, separately. Various static, mobile, highly scattered without and

with LOS channel models are all studied. Energy efficient transmission scheduling for

the data channel was shown to reduce outage probability, save on power, and minimize

unnecessary spectrum access by avoiding transmitting data on a noisy channel or when the

transmitter does not have enough power to successfully transmit data.

Outage probability of system including sensor energy outage and data outage and its

relationship with a threshold was derived analytically and verified by simulations. In addition,

we can see from simulation results that the proposed relay-assisted energy transmission

scheme can decrease the outage probability of the system.

In the last chapter of this thesis, we analyzed the performance of cellular BSs in WSN.

Cellular BSs are important parts of WSN that needed to be considered in this thesis. These

types of BSs are becoming increasingly popular since they are a green solution for network

operators and reduce carbon footprints of such a networks. The number of cellular BSs

and cellular subscribers has been increasing rapidly which results in high amount of energy

consumption and carbon footprint cased by such a systems.

The PV panel size and number of batteries are always the challenging part of designing

these BSs because appropriate design results in significant decreases in system cost. Using

large panel size and and more batteries makes the system of course more reliable but on

the other side much more expensive. The small panel size and less batteries results in more

system outage and less system reliability as well. System outage occurs when BS does not

have enough energy for its operation. Frequent system outage causes bad QOS for customers

and results in wasting of resources. Finding the optimal PV panel size and number of

batteries to keep the system outage more than a specific tolerable threshold is a challenging

part of designing such a cellular systems. The optimal configuration is a configuration with

the least cost that satisfies operator power outage considerations of the system. In order to
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solve this problem, outage of the system should be calculated in terms of the PV panel size

and number of batteries.

In the last chapter of this thesis we proposed a model for evaluating the outage probability

of the solar powered BS based on the PV panel size and number of batteries for harvested

solar energy by BS in Maine during different weather conditions in different seasons of the

year and BS load at different days of the week.

We calculated the outage probability of the proposed model and evaluated the performance

and accuracy of the proposed system in different conditions by simulation. This permitted

the discovery of the required PV panel size and number of batteries for specific tolerable

outage probability of the system.

5.2 Future Work

Future work on chapter 2 includes enhancing the sensor node with additional sensor types

(soil and ambient temperature, snow depth, and more) and scaling up the network with more

sensor nodes. Future designs will implement a more efficient and compact antenna, while

providing additional range should it be required.

Also, one can be more focused on network level of research including subsystems and

metrics.

Subsystem research includes study on nodes (different types, small, large, sensor, relay,

processor, etc.), links (short, long, single link, multi link, wired, wireless, etc.) and fusion

center (centralized processing/storage, distributed processing/ storage).

For metrics, more focus will be on cost (nodes, various alternative types, assembly,

programming, maintenance, life), reliability (probability of failure at node and network level,

MTBF, MTTR) and performance (theoretical, experimental, throughput, latency, power

needs, etc.).

As shown in figure 5.1, reliability versus power consumption will be considered, for

systems with an increased number of sensors and no power amplifier RF output stage.
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Figure 5.1. Reliability versus power consumption by adding more sensors with no power
amplifier Reliability versus power consumption by adding more sensors with no power

amplifier.

We expect that when we have fewer more expensive sensors with high gain power amplifier

we have less reliability and more power consumption compared to the case where we have

more less expensive sensors with no amplifier.

Figure 5.2 proves that reliability be increased by adding more sensors. Sensors with

amplifiers exhibit lower reliability in contrast to sensors that do not have amplifiers.

Future research on chapter 3 may include a study of an scaled up network to develop

new methods at the network level and further improve the proposed concept.

Proposed work on chapter 4 of this thesis can be expanded by considering more thresholds

for harvested solar energy and comparing the accuracy of the system with the current system

and finding the optimal number of thresholds for the tolerable outage of the system.
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Figure 5.2. Reliability and power consumption curves Reliability and power consumption
curves.
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APPENDIX A

ANTENNA PERFORMANCE MEASUREMENTS

The antenna selection and antenna tests are the important part of designing low cost and

reliable wireless soil moisture sensor network systems. Performance of any wireless link can

be measured by looking at packet loss over various distances. This is vital in determining the

maximum potential sensor node spacing, which is a function of the range. Antenna choice

makes a notable difference in range. High gain more expensive antenna provides longer range

and fewer sensors required to cover a specific area with higher node cost, while lower cost

antenna with lower gain increases the number of sensors required while lowering the cost

per node. The trade-off between antenna gain, node cost, and number of sensors can be

explored for each different scenario to find an optimum antenna choice for that particular

channel model. Let us assume N represents the number of sensor nodes required in a network

to cover a particular area of size A×A(m2). With an antenna gain of G and range of R(G),

N can be written as

N =

[
A

R(G)

]2
(A.1)

Assuming that node cost will also go up with gain, G, we define the node cost as C(G) and

total cost as

Ctotal = NC(G) =

[
A

R(G)

]2
C(G) (A.2)

The performance of any wireless link can be measured by looking at packet loss over

various distances. This is vital in determining the maximum potential sensor node resolution,

which is function of the range. Two sensor nodes were used in this experimental test. First

node was connected to a laptop acting as base station receiving data from the other node

which is acting as sensor. RSSI and packet loss was measured at different distances as shown

in figure A.1. The sensor node was configured to send 100 packets of random characters
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at the desired center frequencies of 915 MHz. Once the transmission was complete, the

second board was moved back to another distance (10, 50, 100, 150, 200, 250, and 300

ft) and transmission was repeated. These tests where also coupled with a review of the

manufactures test data, with particular interest given to the directivity of the antenna, as

well as the efficiency [101].

Antenna 1 as shown in figure A.2, was a CR2032 PCB Antenna [102], with an overall

poor performance. It was the only antenna that the 300 ft tests results were not displayed,

as there was such a significant gap in the test data due to poor transmission, that it was

irrelevant to include in this report. Review of the manufacturer data showed a directivity of

4.25dBi, with an efficiency of 51.69% [102].

Antenna 2 in figure A.3, a chip antenna from Fractus Antennas™[102], preformed adequately.

The manufacturer data was reviewed, and showed a directivity of 3.92dBi with an efficiency

of 46.61% [102].

Antenna 3 as shown in figure A.4, a Compact PCB Helical Antenna [102], was the best

preforming, showing the best potential to extend beyond the 300 ft range. Further review of

the manufacturer data showed a directivity of 4.13 dBi, with an efficiency of 63.05% [102].

The first antenna tested, results shown above, was the antenna already included on the

TI launchpad. Review of the manufacturer data showed a directivity of 4.61dBi, and an

efficiency of 43.27%

Antenna 4 in figure A.5, was an array of two helical antennas placed orthogonal to

each other for antenna diversity. It preformed similarly to antenna 3, and also provided a

possibility for an extension in range. The manufacturer’s test data showed a directivity of

4.39dBi, with an efficiency of 31.33% [102].

Antenna 5 was a PCB helical antenna which is shown in figure A.6. The worst performing,

not quite reaching a 100 feet before falling below a level that was barely readable. Review

of the manufacturer data gave a directivity of 4.16dBi, with an efficiency of 46.83%.
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Figure A.1. RSSI at different distances with board antenna.

The best preforming antennas where antenna 3 and 4, with the built in board antenna

coming along closely behind. Using a RSSI cut off value of -75dBm, the built in antenna

achieved a working distance of 250 ft, and for now, we will use the 250 ft. result to design

our network grid. However, the compact PCB helical demonstrated in antenna 3 will be

implement to increase the 250 ft. range. The overall footprint of antenna 3 was smaller

also compared to the built-in antenna, allowing for a more compact device in the future.

Additionally, there is 19.78% in efficiency between the built-in antenna and antenna 3. Since

the largest consumption of power in this device is from the transmissions, any improvements

in this area would provide substantial impact to the length of operation and range of the

device.
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Figure A.2. RSSI at different distances with antenna 1

Figure A.3. RSSI at different distances with antenna 2
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Figure A.4. RSSI at different distances with antenna 3

Figure A.5. RSSI at different distances with antenna 4
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Figure A.6. RSSI at different distances with antenna 5
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APPENDIX B

BATTERY LEVEL CALCULATION ALGORITHM

Figure B.1. Algorithm 1: Battery level calculations

71



BIOGRAPHY OF THE AUTHOR

Sonia Naderi obtained her B.Sc and M.Sc degrees in Electrical Engineering from Shahrood

University of Technology, Iran in 2008 and 2015, respectively. Since September 2018, she has

been a PhD student in the Department of Electrical and Computer Engineering, University

of Maine, Orono, USA. She was a research assistant at Wireless Sensor Networks (WiSe-Net)

laboratory working under supervision of Dr. Ali Abedi (Aug2018-Aug2022). She passed her

PhD candidacy exam successfully in September 2019.

She served as a treasure and chair of IEEE Women in Engineering Maine Section from

2019-2022. She was a Member of IEEE Maine section (2010-11). She has been awarded

several IEEE conference travel grants from NASA and NSF during her PhD.

She joined Samsung Electronics America as a Wireless System Structure Design intern

in the last summer of her PhD (Jun22-Aug22).

Her research focuses on wireless communication systems, wireless sensor networks, cooperative

communication networks, information theory and channel coding and artificial intelligence.

Sonia Naderi is a candidate for the Doctor of Philosophy degree in Electrical Engineering

from the University of Maine in August 2022.

72


	Low Cost and Reliable Wireless Sensor Networks for Environmental Monitoring
	Recommended Citation

	tmp.1664995994.pdf.qUhpN

