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Although the mechanics of continental, seismogenic strike-slip faults have been primarily studied 

around active faults near Earth’s surface, large earthquakes on these faults commonly extend to depths 

between 10 and 20 km. At the base of seismogenic strike-slip faults, interaction and feedback between 

coseismic brittle fracturing and post- and interseismic viscous flow affect transient and long-term changes 

in stress cycling, fluid and heat transport, fault strength, and associated strain localization and deformation 

mechanisms. A primary goal of my dissertation is to explore the deeper structures of damage zones near 

the base of the seismogenic zone and to better understand the influence of the damaged rocks on rupture 

dynamics, by examining microstructures of exhumed fault rocks. My study area, the Sandhill Corner shear 

zone that is the longest strand of the Paleozoic Norumbega fault system in Maine, USA, represents large-

displacement, seismogenic strike-slip faults at frictional-to-viscous transition depths (corresponding to 

temperatures of ~400–500 °C). The shear zone contains mutually overprinting pseudotachylyte and 

mylonite, and juxtaposes quartzofeldspathic mylonites and mica-rich schists.  

I analyzed fractured and fragmented garnet grains using particle size distributions, microfracture 

patterns, and electron backscatter diffraction fabrics. Microstructural studies of fragmented garnets reveal 

asymmetric distribution of dynamic pulverization with a width of ~70 m in the Sandhill Corner shear zone, 

and these results imply that the same damage processes observed around active seismogenic strike-slip  



 

faults operate at the base of the seismogenic zone. Garnet microstructures formed during earthquake cycles 

at the frictional-viscous transition can also provide evidence for dynamic pulverization even though the 

particle size distribution is modified by quasi-static fragmentation during post- and interseismic shearing.  

Elastic and seismic properties of the quartzofeldspathic rock and the mica-rich schist are quantified 

using the Thermo-Elastic and Seismic Analysis (TESA) numerical toolbox. The results illustrate how 

elastic contrast across bimaterial faults separating two different anisotropic materials affects preferred 

rupture propagation and asymmetric damage distribution. Strong anisotropy occurs in fault zones where 

preferentially aligned phyllosilicate minerals are a major component of the modal mineralogy. My findings 

suggest that the orientation and proportion of preferentially aligned phyllosilicates, or other highly 

anisotropic minerals, should be considered when investigating fault ruptures in anisotropic rocks.  
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CHAPTER 1 

INTRODUCTION 

 

1.1. Rock Damage Adjacent to Large-Displacement, Seismogenic Strike-Slip Faults in Continental 

Lithosphere  

Seismogenic continental strike-slip fault systems are important targets for scientific study owing 

partly to the hazards that they present for humans, but also because they are rich sources of information 

about how interactions among rock rheology, kinematic boundary conditions and associated stress fields 

lead to long-term strain localization (Handy et al., 2007). The structure and rheology of faults change with 

depth as fracture and frictional sliding progressively give way to temperature- and strain-rate-dependent 

creep. This frictional-to-viscous transition (FVT) controls the coupling of stress and deformation between 

the middle and upper crust in fault zones and is closely associated with the earthquake cycle. The state of 

stress, rheology, and kinematic partitioning at FVT depths in active fault zones exert first-order influence 

on the overlying faults. For this reason, the study of fault rocks exhumed from FVT depths is essential for 

developing modern concepts related to faulting and active seismicity. Important as they are, our 

understanding of key parameters in the FVT below seismogenic faults is poor. In particular, we have a poor 

understanding of the dynamic states of stress that occur during rupture propagation and how the energy 

released during rupture is distributed in the vicinity of the rupture (Johnson et al., 2021b — Appendix C of 

this dissertation). We do know that some component of this energy goes into fragmentation and surface-

area generation, and documenting this process forms a significant focus of my dissertation. 

Large-scale faults are not simple planar surface but have a complex structure including fault core 

and surrounding damage zones (e.g., Chester and Logan, 1986). The fault core represents the high-strain 

narrow zone that accommodates most of the displacement. Fault damage zones surrounding the core consist 

of highly fractured and pulverized rocks. In large-displacement strike-slip faults, fault damage zones can 

extend to tens of meters to kilometers (e.g., Faulkner et al., 2011; Savage and Brodsky, 2011). Damage 

zones with significant reduction of seismic velocities (e.g., Walsh, 1965; Lockner et al., 1977; Cochran et 
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al., 2009) can trap seismic waves (Li et al., 1994) and thus alter dynamic fault stresses during earthquakes, 

which affect rupture mode, rupture characteristics (such as pulse-like rupture and supershear rupture), and 

near-field ground motion. (e.g., Harris and Day, 1997; Spudich and Olsen, 2001; Huang and Ampuero, 

2011; Huang et al., 2014). Therefore, information about the structures along and across faults is essential 

for our understanding of the fault dynamics and future rupture scenarios.  

Large-displacement strike-slip faults commonly juxtapose materials having different elastic 

properties. These so-called bimaterial faults can significantly modify various aspects of fault dynamics and 

earthquake rupture, including stress variations, preferred direction of rupture propagation (unilateral or 

bilateral), and rupture speeds (sub-Rayleigh or supershear rupture) (e.g., Weertman, 1980; Ben-Zion, 2001; 

Ranjith and Rice, 2001; Shi and Ben-Zion, 2006). It is thus important to understand how such variations in 

material properties across faults influence the dynamics of earthquake rupture.  

To understand complicated 3D fault structures and fault zone dynamic processes, many studies 

have investigated modern large-displacement strike-slip faults such as the San Andreas fault in California, 

and the North Anatolian fault in Türkiye (e.g., Dor et al., 2006a, 2006b, 2008; Rempe et al., 2013). However, 

the deeper structures of damage zones, near the base of seismogenic zone (within the FVT), and the 

influence of the damaged rocks on rupture dynamics are poorly known because the roots of such faults are 

rarely exposed at Earth’s surface. In this dissertation, I present detailed studies of the Sandhill Corner shear 

zone, which is the largest strand of the exhumed Norumbega fault system in Maine, USA. The shear zone 

kinematics indicate dominantly simple shear, and mineral assemblages and microstructures indicate a 

deformation temperature of ~400–500 °C at the time the shear zone was seismically active. For these and 

other reasons, this part of the Norumbega fault system is a suitable analog for rocks near the base of the 

seismogenic zone in modern large-displacement strike-slip faults.  
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1.2. Major Research Questions  

Following are questions that I aim to address through the research described in my dissertation.  

1. Does strong coseismic damage occur at the base of the seismogenic zone in continental strike-

slip faults? (Chapter 2) 

2. What is the width of the resulting damage zones at that depth? (Chapter 2) 

3. What are the microstructural characteristics of highly fractured and pulverized rocks in 

coseismic damage zones at FVT depths? (Chapter 3) 

4. How do the microstructural characteristics compare to those formed at the surface along 

continental strike-slip faults? (Chapter 3) 

5. Can fragment size statistics of fragmented minerals like garnet be used to distinguish between 

dynamic and quasi-static damage? (Chapter 3) 

6. What is the best way to describe the elastic contrast of anisotropic rocks across a bimaterial 

fault that allows comparison with theory and numerical experiments aimed at elastically 

isotropic bimaterial interfaces? (Chapter 4) 

7. How does asymmetric damage around an anisotropic bimaterial fault relate to elastic contrast 

and rupture directivity? (Chapter 4) 

 

1.3. Structure of This Dissertation  

My dissertation is focused on microstructural observations and numerical analysis of rocks from 

the Sandhill Corner shear zone in an attempt to: (1) investigate fragmented garnet grains for estimating the 

extent and type (dynamic versus quasi-static) of damage zone surrounding the shear zone, (2) characterize 

microstructures of the fragmented garnet grains to evaluate whether particle size distributions and 

microfracture intensity can still be used to fingerprint dynamic fragmentation after fragmented grains are 

highly displaced and rotated during postseismic tectonic shearing, and (3) quantitatively evaluate the 

elastic/seismic properties of rocks separated by the shear zone to explore the relationship among elastic 

contrast, rupture propagation direction, and damage asymmetry.  
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For my first topic (Chapter 2), I documented fragment size distributions of garnet using image 

analysis based on backscattered electron (BSE) images from a scanning electron microscope. I also 

documented that damage zones induced by dynamic ruptures are strongly asymmetrically distributed either 

side of the shear zone. My results imply that the same damage processes that occur along seismogenic 

strike-slip faults in the uppermost continental crust also operate near the base of the seismogenic zone (B. 

R. Song et al., 2020).  

For my second topic (Chapter 3), I compared garnet grains deformed under two different conditions: 

(1) coseismic fragmentation followed by post- and interseismic shearing and (2) quasi-static shearing. To 

evaluate the usefulness of electron backscatter diffraction (EBSD)-based analysis on rock fragmentation, I 

used both BSE-image- and EBSD-based analyses to estimate particle size distribution. Differences in 

microfracture patterns (intensity and orientation) and particle size distributions between two different rocks 

(one from the Sandhill Corner shear zone and another from a regionally deformed terrane in California) 

were used to discuss the possible effects of comminution associated with postseismic or regional tectonic 

flow on these quantifiable parameters.  

For my third topic (Chapter 4), I calculated elastic properties and seismic wave speeds of the two 

elastically anisotropic rocks across the Sandhill Corner shear zone and illustrated how elastic contrast in 

large-displacement bimaterial faults affects preferred rupture directivity and asymmetric damage 

distribution (B. R. Song et al., 2022).  

 

1.4. Research Contributions  

One of the main contributions of this dissertation is the development (and validation) of robust and 

generalized methodologies for the microstructural analysis of dynamically fragmented mineral grains. The 

established methods provide useful ways to study complex microstructures induced by shock penetration 

and dynamic fragmentation of various types of brittle materials (such as ceramics, glasses, concretes and 

rocks) in a wide range of areas including fault gouge formation and off-fault rock damage in geology, 
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magma explosion in volcanology, impacts and collisions of asteroid/meteorites in planetary and space 

science, rock explosions in mining industries, and impact of hard projectiles used in military applications. 

I have also made advances in understanding asymmetric off-fault damage and earthquake rupture 

directivity in elastically anisotropic rocks. Microstructures of natural polycrystalline rocks 

(quartzofeldspathic rock and mica schist) and crystal preferred orientations of minerals were obtained 

through electron backscatter diffraction fabrics (EBSD) technique, and bulk (homogenized) stiffness 

tensors and seismic wave velocities derived from EBSD maps were calculated using the Thermo-Elastic 

and Seismic Analysis (TESA) numerical toolbox. This work offers a different perspective on rupture 

dynamics and bimaterial effects compared to existing work that focusses on elastically isotropic materials 

and opens new avenues of application for seismic anisotropy of natural polycrystalline rocks.  
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CHAPTER 2 

COSEISMIC DAMAGE RUNS DEEP IN CONTINENTAL STRIKE-SLIP FAULTS1 

 

2.1. Chapter Abstract  

Coseismic off-fault damage and pulverization significantly influence the mechanical and transport 

properties, and in turn the rupture dynamics, of faults. Although field-based, laboratory, and numerical 

studies help elucidate the structure of damage zones adjacent to modern strike-slip faults, the vertical extent 

of these zones remains an open question. To address this question, we analyzed particle size distribution 

and microfracture density of fragmented garnets from the Sandhill Corner shear zone, a strand of an ancient, 

seismogenic, strike-slip fault system exhumed from frictional-to-viscous transition depths (400–500 °C). 

The shear zone has mutually overprinting pseudotachylyte and mylonite, and juxtaposes quartzofeldspathic 

and schist units. The inner parts of the quartzofeldspathic and schist units (~63 m and ~5 m wide from the 

lithologic contact, respectively) have two-dimensional D-values ≥ 1.5, which indicates dynamic 

fragmentation during rupture propagation. Similar to the particle size distribution analysis, microfracture 

density data from the garnets show progressive but asymmetric increase toward the core in each unit. Our 

results suggest that coseismic damage extends down to the base of the seismogenic zone in mature strike-

slip faults, and the asymmetric distribution of damage may indicate preferred rupture directivity as proposed 

for some modern strike-slip faults.  

 

2.2. Chapter Introduction  

Highly fractured and pulverized rocks are common in damage zones adjacent to active or recently 

active seismogenic strike-slip faults (e.g., Rockwell et al., 2009; Mitchell et al., 2011; Wechsler et al., 2011; 

Morton et al., 2012; Rempe et al., 2013; Muto et al., 2015). Field-based geological data, geophysical data, 

laboratory experiments, and numerical simulations have helped to elucidate the structure and spatial extent 

 
1 The content of this chapter has been published in: Song, B.R, Johnson, S.E., Song, W.J., Gerbi, C.C., Yates, M.G., 

2020, Earth and Planetary Science Letters, 539, 116226, https://doi.org/10.1016/j.epsl.2020.116226. 
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of coseismic damage zones (e.g., Cochran et al., 2009; Yuan et al., 2011; Sagy and Korngreen, 2012; Xu 

and Ben-Zion, 2017). However, the maximum depth to which this dynamic damage occurs, and the width 

of the resulting damage zones at depth, remain open questions. Based on evidence from field observations, 

Aben et al. (2017a) suggested that pulverization can extend to a depth of ~10 km or less. On the other hand, 

recent analysis of past earthquakes in southern California estimated the production of rock damage at a 

depth of 10–15 km (Ben-Zion and Zaliapin, 2019), and Incel et al. (2019) found experimental evidence for 

pulverization of garnet at upper mantle depths. Studies from exhumed seismogenic shear zones also 

documented the occurrence of pulverization at middle and lower crustal depths in thrust (e.g., Trepmann 

and Stöckhert, 2002; Jamtveit et al., 2019), normal (e.g., Soda and Okudaira, 2018), and strike-slip fault 

systems (e.g., Sullivan and Peterman, 2017). However, there has not been a systematic study of the lateral 

extent of coseismic rock damage at the base of mature strike-slip faults.  

Damage zones significantly change the mechanical properties of rocks and reduce seismic 

velocities (e.g., Walsh, 1965; Lockner et al., 1977; Cochran et al., 2009). Seismic waves trapped in low 

velocity damage zones can produce complex pattern of slip and rupture propagation such as oscillations of 

stick-slip behavior, short rise-time pulse-like rupture, and supershear rupture, as well as amplifying near-

fault ground motion (e.g., Harris and Day, 1997; Spudich and Olsen, 2001; Huang et al., 2014). Therefore, 

the width and depth extent of damage zones is fundamentally important for assessing seismic hazard. 

Damage zones at depth also influence transient and long-term changes in fluid flow (e.g., Mitchell and 

Faulkner, 2012), heat transport (e.g., Morton et al., 2012), and overall fault rock rheology (e.g., Handy et 

al., 2007).  

This paper provides measurements of particle size distribution (PSD) and fracture density for 

fragmented garnets across an ancient seismogenic strike-slip fault/shear zone exhumed from depths 

corresponding to temperatures of 400–500 °C (~13–17 km if the geothermal gradient was 30 °C/km), and 

we use these data to define the lateral extent of high-energy dynamic deformation. Several studies inferred 

damage related to the seismogenic cycle at depth based on deformation microstructure in quartz (e.g., 

Trepmann et al., 2007; Price et al., 2016). However, quartz at these temperatures deforms by both brittle 
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and viscous processes that overprint one another during co-, post- and interseismic cycles, and the mutually 

overprinting deformation mechanisms can obscure the record of brittle coseismic damage. Garnet, in 

contrast, does not deform viscously at such low temperatures, and so can preserve coseismic microfractures 

in the deeper reaches of the seismogenic zone (e.g., Jamtveit et al., 2019). Thus, PSD and fracture density 

of garnet across the fault/shear zone may provide convincing evidence for coseismic damage and 

pulverization, and allow characterization of the spatial gradient and extent of the damage as a function of 

distance from the shear zone core. We also calculated fabric intensity (using M-index; Skemer et al., 2005) 

of fragmented garnets to obtain information about their post-fragmentation rotation caused by viscous flow 

of the surrounding matrix during post- and interseismic cycles.  

The microstructures of fragmented garnet have been used to infer coseismic damage at frictional-

to-viscous transition (FVT) depths (at temperatures of ~300–350 °C; Trepmann and Stöckhert, 2002) and 

in the deeper crust (corresponding to temperatures of 650–700 °C; Jamtveit et al., 2019). Feldspar 

fragmentation has also been reported at FVT depths (>400 °C; Sullivan and Peterman, 2017) and in the 

deeper crust (~600–750 °C; Soda and Okudaira, 2018). However, most of these studies did not present 

PSD analysis, which has been widely used to infer high-energy dynamic processes in the brittle upper crust 

(e.g., Rockwell et al., 2009; Wechsler et al., 2011; Buhl et al., 2013; Hossain and Kruhl, 2015; Muto et al., 

2015). Fracturing of brittle minerals (e.g., garnet) hosted in a ductile matrix is not uncommon in foliated 

metamorphic rocks (e.g., Ji et al., 1997b), and can be caused by quasi-static deformation processes. 

However, at dynamic stresses with increasing energy, the relative abundance of smaller fragments increases, 

while the relative abundance of larger fragments decreases (e.g., Muto et al., 2015 and references therein). 

Thus, the PSD resulting from dynamic fragmentation is distinct from that resulting from quasi-static 

processes, and therefore a slope in a cumulative log–log plot of PSD (see Section 2.4) can be used to infer 

the process of fragmentation. Soda and Okudaira (2018) used PSDs of fine-grained feldspar, but the study 

of fragmented feldspar is more challenging because its fracturing can be controlled by cleavage, possibly 

leading to significant directional anisotropy in the microfractures. Jamtveit et al. (2019) analyzed PSDs of  
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fragmented garnets around pseudotachylyte veins and documented cm-wide damage zones. Here, we 

describe garnet fragmentation using PSD analysis at the base of a mature strike-slip fault (the Sandhill 

Corner shear zone) in an attempt to define the spatial extent of off-fault damage and pulverization.  

 

2.3. The Sandhill Corner Shear Zone (SCSZ)  

The northeast-trending SCSZ is the longest continuous strand of the Norumbega fault system, 

which is a Paleozoic, crustal-scale, large-displacement, right-lateral strike-slip fault system in the northern 

Appalachians, USA (Figure 2.1). A kinematic vorticity number of 0.97 in the SCSZ was reported by 

Johnson et al. (2009), indicating approximately strike-slip flow (subsimple shear). The ~230 m-wide shear 

zone consists of a quartzofeldspathic (QF) unit (protomylonite to mylonite) and a sheared schist unit. The 

shear zone core is a ~5 m-wide zone of ultramylonite/phyllonite rock, containing abundant deformed and 

undeformed pseudotachylyte veins (locally >50 % of rock volume), and coincident with the lithologic 

contact between the QF and schist units (Figures 2.2a and 2.2b; Price et al., 2012). The SCSZ, especially 

within the immediate vicinity of the core, preserves evidence for the mutual overprinting of pseudotachylyte 

and mylonite (Price et al., 2012), which reflects coeval frictional and viscous deformation during 

seismogenic cycles (e.g., Handy et al., 2007). Based on quartz (dislocation creep and subgrain rotation 

recrystallization) and feldspar (fracturing) deformation, Price et al. (2016) estimated that mylonitic 

deformation, overprinting previous higher-temperature microstructures outside the shear zone, occurred at 

temperatures of 400–500 °C. Plagioclase in and near the core displays multiple generations of 

microfractures and fragmentation down to submicron scale with little or no internal strain (Figures 2.2c, 

2.2d and 2.2e). Garnet is fragmented in various styles: intact, split into several pieces, and partially and 

pervasively fractured. Some fragmented garnets within and near the core underwent moderate to extreme 

post-fragmentation shearing and stretching, leading to aspect ratios of the fragment mass exceeding 8 (e.g., 

sample BB16 in Figure 2.3).  
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Figure 2.1 Geologic maps of the Sandhill Corner shear zone (SCSZ) in the Norumbega fault system (NFS). 

Modified from Price et al. (2016). (a) Regional geologic setting of the study area. The SCSZ is located in 

the central part of the NFS (denoted by a star in the inset map of Maine, USA). The red box indicates the 

study area. (b) Study area and sample locations. The core of the shear zone (ultramylonite) is the lithologic 

contact between quartzofeldspathic (QF) and schist units. White dots correspond to sample locations, and 

paired arrows indicate shear sense. 
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Figure 2.2 Rock microstructures in or near the shear zone core. (a) Photomicrograph (cross-polarized light) 

of undeformed pseudotachylytes (PST). The undeformed PST contains flow banding (dashed curve) that 

shows melt flow structure. (b) Photomicrograph (cross-polarized light) of deformed PST. Internal layers of 

the deformed PST are generally concordant with the external mylonitic foliation of the shear zone. (c) 

Backscattered electron (BSE) image of shattered plagioclase in the QF mylonite near the shear zone core. 

Microfractures are partly filled with quartz, chlorite and apatite. (d) Cathodoluminescence (CL) image of 

(c). Healed microfracture networks appear as dark CL bands (arrows). (e) CL image of area outlined in (d) 

showing extreme fragmentation. Micron and submicron-sized fragments are observed. Mineral 

abbreviations are: Ap = apatite, Chl = chlorite, Ms = Muscovite, Pl = plagioclase, Qz = quartz. 

 

2.4. Methods  

We analyzed 15 thin-sections of garnet-bearing rock samples across the SCSZ (Figure 2.1b). The 

rock samples were cut perpendicular to the main foliation and parallel to the stretching lineation (XZ plane), 

except one sample (BB16-a) that was cut perpendicular to both foliation and lineation (YZ plane). All the 

sections were polished mechanically with 0.3 μm alumina suspension and chemically in 0.02 μm colloidal 

silica suspension, and then were coated with a thin layer of carbon to prevent electron charging. They were 

used to acquire backscattered electron (BSE) images and electron backscatter diffraction (EBSD) maps of 

garnet from a Tescan Vega II scanning electron microscope at the University of Maine, USA.  
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We measured two-dimensional PSD of fragmented garnet from BSE images using a technique 

similar to that reported in Keulen et al. (2007). We selected one highly fragmented garnet from each thin 

section and collected high-resolution BSE images (4,000× magnification) to cover the whole area of each 

garnet. We stitched 40 to 426 images, depending on garnet size, to create a single image. For stretched 

garnets with rotated fragments, we chose to analyze relatively less rotated areas that contain a wide range 

of fragment sizes (red boxes in Figure 2.3) to minimize the effect of post- and interseismic deformation on 

PSD (see Section 2.5.2). For segmented bitmap of garnet and its image analysis, we used ImageSXM 

(https://www.liverpool.ac.uk/~sdb/ImageSXM/) with a macro (‘Lazy Erode Dilate’; 

https://micro.earth.unibas.ch/support/LazyMacros/) and ImageJ (https://imagej.nih.gov/ij/). During ranking 

filter processes through the macro, the bitmaps were manually modified to maintain the original fragment 

shapes by comparing with the BSE images. For example, hairline microfractures that could not be 

automatically identified were manually traced. For sample BB12 which showed unclear fracture lines too 

thin to identify in the BSE image at 4,000× magnification (especially true for fine fragments < 6 μm in that 

sample), additional BSE images at 10,000× magnification were collected in sub-areas containing fine 

fragments. Cross-sectional areas of fragments were measured in the processed bitmaps after removing 

fragments smaller than 20 pixel2 (equivalent to 0.34 μm and 0.14 μm in size for magnifications of 4,000× 

and 10,000×, respectively). The number of analyzed fragments in each garnet ranged from ~200 to ~12,000. 

To restore the ‘eroded’ outline of each fragment during the segmentation, the pixel values equivalent to its 

perimeter were added to the area. Then, we calculated area-equivalent diameters, which are taken as particle 

size in our PSD analysis. PSD data are commonly analyzed using a power-law function within a specific 

range of particle sizes (Mandelbrot, 1982). This power-law relationship can be quantified by the cumulative 

frequency curve in log–log plot of N (>d) = kd−D, where N (>d) is the number of particles greater than 

diameter d, k is a constant, and the exponent D (D-value in two dimensions here) is the negative slope of a 

best-fit line over a linear part of the plot (Turcotte, 1986). For comparison purposes, three-dimensional D-

values of other studies were converted to two-dimensional D-values by subtracting one (Sammis et al., 

1987). On a log(cumulative frequency) – log(size) plot, we used 20 bins per order of magnitude of particle 
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size. In sample BB12, the PSD data from two magnifications were combined into a single plot, multiplying 

the frequency in each bin at 10,000× magnification by a factor to the particle numbers at 4,000× 

magnification. To correct for variation in overlapping bins of two magnifications, the average frequency of 

the overlapping bins is used.  

We also measured microfracture density of garnets in the stitched BSE images through a linear 

scanline method, widely used to characterize fracture networks (e.g., Anders and Wiltschko, 1994; Mitchell 

et al., 2011). To minimize the effect of operator sampling bias, we used 8 to 12 randomly oriented scanlines 

drawn across each garnet (Anders and Wiltschko, 1994). The garnet microfracture density (#/mm) is 

defined as the total number of microfractures that intersect scanlines divided by the total scanline length. 

In the case of dilated microfractures separating garnet fragments, the scanline length within each dilated 

fracture was subtracted from the total scanline length.  

EBSD patterns of garnets were collected in an EDAX-TSL EBSD system at an acceleration voltage 

of 20 kV, a sample tilt of 70°, and a working distance of 25 mm, using a step size between 1 and 2 μm. 

EDAX-TSL OIM Analysis 6 software was used to construct EBSD maps and obtain misorientation angle 

distributions. The misorientation index (M-index; Skemer et al., 2005) was calculated to represent fabric 

intensity of fragmented garnets. The M-index is defined as the difference between the observed distribution 

of misorientation angles for pairs of randomly selected data points (“random-pair”) and the misorientation 

angle distribution for a random fabric (“theoretical random”) (Skemer et al., 2005). The M-index ranges 

from 0 for random fabric to 1 for single crystal fabric. When particles of a mineral show a strong 

crystallographic preferred orientation, its M-index is close to 1. If the particles are heterogeneously rotated, 

the M-index can be close to 0. The results of PSD, microfracture density, and M-index for all 15 garnet 

samples are documented in Table 2.1.  

  



14 

 

Figure 2.3 BSE images of ten representative garnet samples. Red boxes show the analysis areas of particle 

size distribution (PSD). The images are arranged from the QF host rock, through the shear zone core, to the 

schist host rock. Perpendicular distance for each sample was measured from the lithologic contact between 

the QF and schist units, and is shown in the upper-right corner of each image. Negative value of distance 

indicates the QF area. Note that while garnets in the host rocks and the outer shear zone (samples 207, 

BB10, 28 and 35) show one or more sets of preferred microfracture orientations, the inner shear zone 

garnets (samples 56, BB16-a, BB16, BB12, 41 and 305) have a large number of microfractures without 

preferred orientation. See Figure 2.4 for all the analyzed garnet samples. As fracture-filling minerals, quartz, 

micas (locally chloritized), calcite and feldspar are displayed in gray to dark gray, and oxides, phosphates 

and sulfides are shown in bright white. Mineral abbreviations are: Ap = apatite, Bt = biotite, Cal = calcite, 

Chl = chlorite, Grt = garnet, Ilm = ilmenite, Mag = magnetite, Mnz = monazite, Ms = Muscovite, Pl = 

plagioclase, Py = pyrite, Qz = quartz. 

  



15 

Table 2.1 Summary of two-dimensional D-value, microfracture density, and M-index data for all the 

fragmented garnet samples. 

Lithology Distance 

from the unit 

contact (m)* 

Sample D-value Microfracture 

density 

(#/mm) 

M-index 

 Diameter, d 

range (μm) 

D R2 

QF† 

host 

-234.32 207         1 < d ≤ 63.10 0.88 0.995 43.81 0.958 

-215.45 BB6         1 < d ≤ 70.79 0.72 0.992 17.77 0.980 

QF 

SCSZ§ 

-165.02 202    3.16 < d ≤ 39.81 0.47 0.993 18.52 0.917 

-103.77 BB10         1 < d ≤ 22.39 0.89 0.991 36.98 0.999 

-96.06 71         1 < d ≤ 22.39 0.90 0.990 61.42 0.996 

-62.98 56 
D<        1 < d ≤ 8.91 1.19 0.996 

120.12 0.823 
D>   8.91 < d ≤ 31.62 1.50 0.992 

-15.47 BB16-a 
D<   2.24 < d ≤ 10 1.04 0.994 

113.59 0.655 
D>      10 < d ≤ 22.39 1.96 0.991 

-15.47 BB16 
D<   1.26 < d ≤ 10 1.15 0.991 

155.07 0.236 
D>      10 < d ≤ 44.67 2.36 0.996 

-12.72 BB12 
D<        1 < d ≤ 10 0.86 0.993 

94.11 0.972 
D>      10 < d ≤ 56.23 1.84 0.994 

Contact 0 41 
D<   1.59 < d ≤ 10 1.10 0.992 

113.72 0.308 
D>      10 < d ≤ 31.62 1.88 0.997 

Schist 

SCSZ 

5.46 305 
D<   1.26 < d ≤ 10 0.84 0.992 

123.01 0.755 
D>      10 < d ≤ 35.48 1.71 0.992 

9.01 28 
D<        1 < d ≤ 11.22 0.69 0.997 

60.51 0.842 
D> 11.22 < d ≤ 35.48 1.37 0.991 

13.50 26         1 < d ≤ 31.62 0.77 0.994 67.71 0.998 

Schist 

host 

28.46 29         1 < d ≤ 199.53 1.12 0.997 25.12 0.925 

67.82 35         1 < d ≤ 44.67 0.88 0.994 21.79 0.985 

*Perpendicular distance was measured from the lithological contact between the QF† and schist units, and 

negative values indicate the QF† area. 

†QF = quartzofeldspathic unit. 

§SCSZ = Sandhill Corner shear zone. 
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2.5. Garnet Fragmentation  

2.5.1. Microstructures  

Garnet microfractures in the host rocks and the “outer” shear zone (see Section 2.5.2) show one or 

more sets of preferred orientation (Figures 2.3 and 2.4). For example, sample BB10 has one set of oriented 

microfractures, perpendicular to the local foliation. On the other hand, qualitatively, microfractures in the 

“inner” shear zone samples (see Section 2.5.2) show no obvious preferred orientation (Figures 2.3 and 2.4). 

Garnets in the inner shear zone including the core are highly fragmented down to the submicron range and, 

in most cases, sheared (e.g., see samples BB16 and 41 in Figure 2.3). Sheared and thus rotated fragments 

appear sub-angular to sub-rounded in shape. However, the fragments of sample BB12, the least sheared 

garnet in the inner shear zone, display little or no shear offset, thereby maintaining the original particle 

shape, and have angular, wedge-like shapes (Figure 2.3). Dilatant microfractures of garnets in the SCSZ 

and host rocks are filled primarily with quartz and micas (locally chloritized), but include very minor 

quantities of feldspar, calcite, oxides, sulfides and/or phosphates (Figure 2.3).  
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Figure 2.4 Microstructures of all the analyzed garnet samples. Upper panels: BSE images. Red boxes 

indicate analysis areas of particle size distribution. Lower panels: EBSD inverse pole figure (IPF) maps of 

garnet showing crystal orientation aligned with Y-direction, overlaid on the BSE image for each sample. 

Red boxes indicate analysis areas of M-index. The figures are arranged from the QF host rock (upper left), 

through the shear zone core, to the schist host rock (lower right). Note that while garnets in the host rocks 

and the outer shear zone (samples 207, BB6, 202, BB10, 71, 28, 26, 29 and 35) show one or a few sets of 

preferred microfracture orientations, the inner shear zone garnets (samples 56, BB16-a, BB16, BB12, 41 

and 305) have a large number of microfractures without obvious preferred orientation.  
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Figure 2.4 (Continued) 
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2.5.2. Particle Size Distribution (PSD), Microfracture Density, and Fabric Intensity  

The cumulative PSDs of fragmented garnets from the host rocks and the outer shear zone in both 

the QF and schist units generally show a single power-law distribution over the majority of the size range, 

more than one order of magnitude, with R-square values larger than 0.99 indicating an excellent correlation 

(Figures 2.5a, 2.5c and 2.6). Their D-values are less than 1.50, between 0.47 and 1.12 (samples 207, BB6, 

202, BB10, 71, 26, 29 and 35 in Figures 2.6 and 2.7a). However, the PSDs of the inner shear zone samples 

do not exhibit a single power-law with a constant slope; the data are better fit by two different domains of 

smaller and larger particle sizes, for which we denote two D-values as D< and D>, respectively (Keulen et 

al., 2007; see Figures 2.5b, 2.5d and 2.6). The boundary between two power-law domains was chosen at a 

particle diameter of ~10 µm, based on inspection of the distribution data (Table 2.1). In the inner shear 

zone, the fitted D-values for smaller fragments (D<) range from 0.84 to 1.19, while the D-values for larger 

fragments (D>) are equal to or higher than 1.50, between 1.50 and 2.36 (samples 56, BB16-a, BB16, BB12, 

41 and 305 in Figures 2.6 and 2.7a). D-values in the study area (or D>-values for the samples with two 

power-laws) tend to increase toward the shear zone core (Figure 2.7a). We call the area with D- or D>-

values ≥ 1.5 an “inner” shear zone because of its proximity to the core, whereas the shear zone rocks with 

D- or D>-values < 1.5 are considered as “outer” shear zone. One garnet (sample 28) in the schist unit shows 

two power-law distributions with relatively low D-values (D< = 0.69 and D> = 1.37), but is considered an 

outer shear zone rock due to the D>-value < 1.5 (Figure 2.6). The inner shear zone is asymmetrically 

distributed around the shear zone core with widths in the QF and schist units of ~63 m and ~5 m, 

respectively (Figure 2.7a).  

Microfracture density of fragmented garnets also generally increases toward the shear zone core 

from the host rocks (Figure 2.7b). The host rock garnets have relatively few microfractures corresponding 

to microfracture density between 17.77 and 43.81 mm−1. In the outer shear zone, microfracture density 

ranges from 18.52 to 67.71 mm−1. The inner shear zone garnets show enhanced microfracture density from 

94.11 mm−1 to 155.07 mm−1. The trends of garnet microfracture density from two host rock units to the core 

exhibit exponential increases and also an asymmetric distribution (Figure 2.7b).  
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The M-index fabric intensity for most garnet samples is very high exceeding 0.8, but stretched 

garnets in the inner shear zone show lower values (Figures 2.7c and 2.8). The aspect ratio of fragmented 

garnet appears to inversely correlate with the M-index (Figure 2.9). While garnets with little to no strain 

(e.g., sample BB12 in Figure 2.9a) exhibit high M-index values close to 1 (M-index of BB12 = 0.972 in 

Figure 2.9b), the highly stretched fragmented garnets near and in the core (e.g., samples BB16 and 41 in 

Figure 2.9a) exhibit very low M-index values (M-index of BB16 = 0.236 and M-index of 41 = 0.308 in 

Figure 2.9b). Relatively slightly stretched garnets such as sample 305 (Figure 2.9a) in the inner shear zone 

show intermediate M-index values (M-index of 305 = 0.755 in Figure 2.9b).  

 

 

Figure 2.5 Particle size distribution (PSD) results of four representative garnet samples. Cumulative size 

frequency distribution is plotted in log–log space against fragment diameter. Best-fit power-law lines are 

drawn with D-values and R2 correlation coefficients. The host rock samples in (a) and (c) can be fit by a 

single power-law distribution (red lines) over more than one order of magnitude, whereas highly fragmented 

garnets of the inner shear zone (SZ) in (b) and (d) follow two power-law distributions (red and blue lines). 

Measurements from truncated data (very fine fragments) or censored data (large fragments) were excluded 

from the analysis (black dots). See Figure 2.6 for all the analyzed garnet samples.  
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Figure 2.6 Particle size distributions (PSDs) of all the analyzed garnet samples. The cumulative size 

frequency against fragment diameter is plotted in log–log space with best-fit power-law line, D-value, and 

R2. The plots are arranged from the QF host rock (upper left), through the shear zone core, to the schist host 

rock (lower right). The inner shear zone has D- or D>-values ≥1.50, and the outer shear zone and the host 

rocks show D- or D>-values <1.50.  
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Figure 2.7 Summary graphs of the analyzed data for all the fragmented garnet samples, against distance 

from the QF/schist lithologic contact. (a) Two-dimensional D-value plot. D> for the larger particle size is 

plotted where there are two power-law trends. The region of D-value ≥ 1.5, above the threshold of dynamic 

fragmentation, is highlighted in light gray, and the width of a dynamically fragmented zone (the inner shear 

zone) is determined by samples with D-value ≥ 1.5 (marked by green dashed lines). Note highly asymmetric 

distribution of the dynamic fragmentation zone around the shear zone core (highlighted by dark gray). (b) 

Microfracture density plot. Note the logarithmic scale on the y-axis. Best-fit exponential lines are drawn 

for two lithologic units. Background microfracture density, below the fracture density value of sample 29 

(schist host), is highlighted in light gray for reference. The width of effective damage zone is determined 

by the best fit lines above the background microfracture density (marked by orange dashed lines). Note 

asymmetric distribution of the effective damage zone around the shear zone core. (c) M-index fabric 

intensity plot. The M-index for most samples is very high in excess of 0.8, except four samples in the inner 

shear zone (BB16-a, BB16, 41 and 305). Legend for the QF and schist units is displayed in (c). Sample 

numbers are shown in (a), and only two sample numbers at a same distance are provided in (b) and (c).  
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Figure 2.8 Misorientation angle distribution and M-index of all the analyzed garnet samples. Random-pair 

(red solid curve) indicates the observed misorientation distribution for pairs of randomly selected data 

points. Theoretical random (blue dashed curve) indicates the misorientation distribution for a random fabric. 

The M-index is the difference between the random-pair and the theoretical random, and ranges from 0 for 

random fabric to 1 for single crystal fabric (Skemer et al., 2005). The plots are arranged from the QF host 

rock (upper left), through the shear zone core, to the schist host rock (lower right). 
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Figure 2.9 Electron backscatter diffraction (EBSD) analysis for four inner shear zone samples. (a) EBSD 

inverse pole figure (IPF) maps of garnet showing crystal orientation aligned with Y-direction. Analyzed 

IPF maps are overlaid on the BSE image for each sample. The figures are arranged in order of increasing 

aspect ratio of fragmented garnet. (b) Misorientation angle distributions with M-index values of the 

analyzed IPF maps in (a). Note an inverse correlation between the aspect ratio and M-index of fragmented 

garnet. 

 

2.6. Discussion  

2.6.1. Development of High D-Values in the SCSZ  

The magnitude of D is generally related to fragmentation process and energy. Hydraulic brecciation 

produces low D-values less than ~1.3 (Clark et al., 2006), high-energy fracturing during catastrophic 

explosion generates high D-value equal to or greater than 1.5 (Schoutens, 1979; Turcotte, 1986), and mature 

shear-related fault rocks such as gouge exhibit D-values near 1.6 predicted by the constrained comminution 
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model (Sammis et al., 1987). Therefore, high D>-values ≥ 1.5 of the inner shear zone garnets, similar to 

those reported for the explosive fragmentation, may indicate high-energy dynamic fragmentation.  

Sample BB12 in the inner shear zone shows the D>-value of 1.84 (Figure 2.5b), which is 

comparable with the D-value of 1.72 for pulverized quartz from the Arima-Takatsuki Tectonic Line, Japan 

(Muto et al., 2015). By considering its unique damage microstructure: (1) intense fracturing, (2) angular 

fragments down to the micron and submicron scales (Figure 2.3), and (3) a large M-index value (0.972) 

indicating very little to no relative fragment rotation (Figure 2.9), we propose that the high D>-values of 

QF and schist samples in and near the core reflect dynamic damage during earthquake rupture.  

Sample BB16 in the XZ plane parallel to the lineation shows a D>-value of 2.36 while D>-value of 

sample BB16-a in the YZ plane is much lower (1.96) (Figures 2.6 and 2.7a). Those two samples at the same 

distance from the lithologic contact display distinct microstructures: sample BB16 is strongly sheared, 

similar to fragmented and cataclastic garnets observed by Trepmann and Stöckhert (2002), whereas sample 

BB16-a is relatively less deformed. D>-values more than 2 were reported in naturally and experimentally 

produced gouge (e.g., Keulen et al., 2007) and deformed sandstone by shock recovery experiment (Buhl et 

al., 2013), resulting from further shear displacement (and thus more strain) and high strain rate impact. 

Given that only highly stretched garnet (sample BB16) shows D>-value greater than 2 in the SCSZ, we 

suggest that postseismic viscous flow of the matrix can yield such high D-value by surface abrasion 

combined with rotation and cataclastic flow of the fragments (e.g., Trepmann and Stöckhert, 2002, 2003). 

This argument is further supported by a very low M-index value (0.236) in BB16, indicating nearly random 

fabric (Figure 2.9). Similarly, sample 41 in the shear zone core may have experienced an increase in D>-

value by shear displacement as evidenced by its low M-index value (0.308) (Figure 2.9).  

 

2.6.2. Insights Into Fragmentation Processes From PSDs  

In the cumulative PSD graphs, the fragmented garnets in the inner shear zone do not show a single 

power-law over a large range. Instead, they show a slightly ‘curved’ distribution with a slope change 

(Figures 2.5b, 2.5d and 2.6). This is not uncommon in other PSD studies on pulverized fault zone rocks 
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(e.g., Rockwell et al., 2009; Wechsler et al., 2011). The curved distribution can be separated into two power-

law regimes, with a lower D-value (D<) for smaller fragments and a higher value (D>) for larger fragments 

(Figures 2.5b, 2.5d and 2.6). The power-law behavior is lost for very fine and large fragments. For the very 

fine fragments, this is possibly due to the resolution limit, whereas the large fragments suffer from 

insufficient sampling and the restriction to fragments smaller than the initial size of the garnet (Pickering 

et al., 1995).  

The two-power-law fit has been used in a wide range of fragmentation studies including explosive 

magmatic fragmentation, meteoric shock and impact fragmentation, shearing comminution, and drilling 

comminution (e.g., Carpinteri and Pugno, 2002; Keulen et al., 2007; Roy et al., 2012; Hossain and Kruhl, 

2015). Keulen et al. (2007) suggested that two power-laws with a slope change at a diameter between 1.8 

and 4 µm represent the grinding limit of quartz (1.7 µm; Prasher, 1987) in shearing comminution. We 

calculated the grinding limit (= 30×(KIC/H)2) of garnet based on crack nucleation (Hagan, 1981) using the 

hardness (H) and toughness (resistance to fracture, KIC) of Whitney et al. (2007). Garnet has a lower limit 

value than quartz (0.26 µm for almandine-pyrope) and thus, in our samples, the particle size at which the 

slope changes is much larger (~10 µm) than the grinding limit of garnet.  

Our possible explanations for the two power-law distributions in garnet include the following. First, 

we suggest that the change in slope is more likely related to two-stage dynamic fragmentation (Carpinteri 

and Pugno, 2002; Taşdemir, 2009). The primary stage is a high energy, high strain-rate volume 

fragmentation, typically generating coarse, through-going, wedge-shaped fragments in a 3D volume (Wittel 

et al., 2008). In the secondary stage, finer fragmented material forms at the surfaces of coarser fragments 

by low energy surface fragmentation or attrition (Carpinteri and Pugno, 2002). Sample BB12 in Figure 2.10 

supports these volume and surface fragmentations. Wedge-shaped coarser fragments are more spatially 

distributed with D-value close to 2 (D> = 1.84) whereas fine fragments are concentrated between the coarser 

fragments with D-value close to 1 (D< = 0.86) (Figure 2.10). Therefore, these two power-law distributions 

presumably reflect a two-stage process of dynamic fragmentation mechanism (dynamic tensile fracturing 

and then frictional grain-boundary sliding), as reported by the experimental study of Aben et al. (2016).  
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The second possibility is that PSDs produced by dynamic fragmentation may be modified by 

chemical erosion after the fragmentation. Fracture-filling minerals are mainly quartz, micas and chlorite 

(Figure 2.3). In the inner shear zone samples, fracture-filling biotite is partly or extensively replaced by 

chlorite, possibly consuming adjacent garnet. During chemical alteration, small garnet fragments along 

fractures can completely dissolve and disappear while large fragments experience the rounding of sharp 

corners and edges. The lower slope for smaller fragments is likely to reflect this chemical erosion during 

hydrothermal alteration. The thermal erosion model proposed by Roy et al. (2012) supports secondary post-

fragmentation processes modifying the original PSD, decreasing the slope of the PSDs preferably at smaller 

sizes. However, even with secondary modification, it is inferred that the slope of coarser fragments (D>-

value) still indicates the original primary dynamic fragmentation process. We note that two power-law 

distributions of a garnet in the outer shear zone (sample 28) may reflect a relatively high degree of post-

fragmentation modification (Figure 2.6).  

In addition, we also consider D<- and D>-values to have been produced by two different primary 

fragmentation processes. One process can be fluid-assisted microfracturing possibly during post- and 

interseismic periods, leading to the D-values close to 1, which may be the primary process that occurred in 

the host rock and the outer shear zone garnets. We interpret the second process to be earthquake-induced 

dynamic fragmentation. In this stage, more intensive fragmentation occurs within preferred size intervals 

(>~10 µm) likely owing to high confining pressure, in agreement with the experimental evidence of Yuan 

et al. (2011).  

Lastly, the curved distribution may be fit by a Weibull distribution (exponential-like function 

represented by Rosin and Rammler, 1933) generated by multiple fragmentations during successive 

earthquakes, instead of a single earthquake, thus showing parameters of both power-law and lognormal 

distributions. However, there is no clear evidence for superimposed fracture sets of different generations in 

the garnets we examined, nor in the other studies noted above where two different D-values were identified 

in single samples.  
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Figure 2.10 Bicolor map of the processed bitmap for BB12 garnet, highlighting fragment distributions for 

two different size ranges with a breakpoint at 10 μm. Red and blue colors in the map indicate fragments 

≤10 μm and >10 μm, respectively, corresponding to D< and D> in the PSD plot (right panel). The plot is 

taken from Figure 4b. 

 

2.6.3. Overview of Coseismic Damage at FVT Depths  

The inner shear zone was defined as a zone with D-values ≥ 1.5, above the threshold considered to 

indicate high-energy fragmentation processes. We therefore attribute the ~70 m-wide inner shear zone with 

D ≥ 1.5 (~63 m wide in QF and ~5 m in schist) to dynamic stresses generated during rupture propagation 

(Figure 2.7a). Garnet microstructures also strongly suggest transition from non-dynamic to dynamic 

damage at the boundary between the outer and inner shear zones, such as considerable reduction of fragment 

size and changes in microfracture orientation from preferred to no apparent preferred orientations (Figure 

2.3).  

The microfracture density that decreases with increasing distance from the QF/schist contact 

outlines the spatial extent of the outer effective damage zone (e.g., Mitchell and Faulkner, 2012). The 

microfracture density drops to the background levels at ~207 m and ~53 m from the contact in the QF and 
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schist units, respectively, when background levels are taken as less than the microfracture density of sample 

29 (schist host) (Figure 2.7b). Sample 207 in the QF host rock shows a relatively high microfracture density, 

which we attribute to heterogeneous localized deformation. In the outer shear zone, fragmented garnets 

with microfracture density higher than the background values show D-values less than 1.5 (Figures 2.7a 

and 2.7b). Therefore, damage in the outer shear zone may result from a quasi-static deformation such as 

hydraulic microfracturing (Clark et al., 2006).  

Our interpretation based on the garnet microstructures, D-values, and microfracture density is 

supported by the appearance of deformed pseudotachylyte in the inner shear zone (Figure 2.2). The cycles 

of pseudotachylyte and mylonitic deformation indicate a long history of repeated coseismic slip and post- 

and interseismic viscous deformation at FVT depths (e.g., Handy et al., 2007; Price et al., 2012).  

 

2.7. Chapter Conclusions and Implications  

The SCSZ of the Norumbega fault system preserves previously undocumented characteristics of 

large-displacement, strike-slip faults at FVT depths. The subdivisions of the SCSZ (the host rock, the 

fractured outer shear zone, the dynamically fragmented inner shear zone, and the shear zone core) correlate 

with the pattern of damage zone around active or recently active strike-slip faults at shallow depths (e.g., 

Mitchell et al., 2011; Rempe et al., 2013). In the QF unit of the SCSZ, the transition from the outer to inner 

shear zone occurs at ~63 m from the lithologic contact with prominent changes in microstructures, D-values, 

and microfracture densities. Such a transition is also observed across mature fault systems that are currently 

or recently active. For example, the boundary between fractured and pulverized zones are located at ~50 m 

and ~200 m from the fault core of the San Andreas fault and Arima-Takatsuki Tectonic Line, respectively 

(Mitchell et al., 2011; Rempe et al., 2013). In particular, we propose that the highly fragmented and sheared 

garnet near the SCSZ core (e.g., sample BB16) might correlate with the “pulverized and sheared” unit 

adjacent to the San Andreas fault core of Rempe et al. (2013). If this correlation is valid, then our results 

suggest that intense coseismic damage extends through the entire seismogenic zone in large-displacement,  



30 

strike-slip faults/shear zones, although healing processes and elastic strength recovery at depth may 

generally render it undetectable to seismological investigations after a relatively short time (e.g., Li et al., 

2006).  

Although garnet is relatively abundant in the schist, it is relatively rare in the QF rocks. However, 

we believe that the observed microfracturing and fragmentation in garnet occurred in other mineral phases 

such as quartz and feldspar (Figures 2.2c, 2.2d and 2.2e) during earthquake rupture. Such processes could 

facilitate chemical reactions and fluid-induced mineralogical changes during post- and interseismic periods. 

Thus, coseismic damage can affect episodic evolution of the shear zone rheology and therefore long-term 

weakening and strain localization of viscous deformation at depth (e.g., Handy et al., 2007). These may in 

turn contribute to long-term slip localization in the brittle upper crust developing along a mature 

seismogenic fault zone.  

A final point of importance is the pronounced asymmetry of damage around the SCSZ core. While 

the damaged inner shear zone with D ≥ 1.5 is ~63 m wide in the QF unit (northwest side), it is ~5 m wide 

in the schist unit (southeast side). Such asymmetric damage distribution is commonly found around active 

large-displacement, strike-slip faults that juxtapose rocks with dissimilar properties that form a bimaterial 

interface (e.g., Rockwell et al., 2009; Mitchell et al., 2011; Rempe et al., 2013). Dynamic rupture models 

have shown that bimaterial faults can host ruptures with preferred direction, producing more pronounced 

damage on the stiffer side (e.g., Dalguer and Day, 2009; Xu and Ben-Zion, 2017). If the strong asymmetry 

of damage in the SCSZ reflects rupture dynamics, then the right-lateral slip along the shear zone would 

indicate southwest preferred directivity of rupture propagation in the area. The asymmetric damage 

observed in the SCSZ exhumed from FVT depths may imply that the same damage processes of 

seismogenic strike-slip faults occurring in the uppermost crust operate through the entire seismogenic zone.  
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CHAPTER 3 

EFFECT OF POST-FRAGMENTATION VISCOUS SHEAR STRAIN ON PARTICLE SIZE 

DISTRIBUTION FOR DYNAMIC AND QUASI-STATIC FRAGMENTATION 

 

3.1. Chapter Abstract  

Particle size distribution (PSD) analysis of fragmented minerals has been used to estimate energy 

sources or loading conditions. For example, three-dimensional D-value (negative slope in log-log plot of 

the cumulative PSD) ≥2.5 is considered high strain-rate dynamic loading whereas D-value <2.5 indicates 

low-energy quasi-static loading. However, PSD can be modified if secondary deformation occurs. Although 

pulverized minerals observed in active faults near Earth’s surface show no or little relative rotation and 

shearing, the original crystal shapes of coseismically fragmented/pulverized grains are rarely preserved in 

seismogenic faults at the frictional-to-viscous transition (FVT) due to post- and interseismic flow. Thus, 

caution should be taken when analyzing D-value of fragmented minerals with various aspect ratios from 

the seismogenic faults at FVT depths. To evaluate whether PSD analysis of the fragmented brittle minerals 

at the FVT can still be used for an indicator of dynamic loading when it is modified by post- and interseismic 

shearing, I analyze dynamically fragmented garnet with various aspect ratios from the Sandhill Corner shear 

zone and compare with quasi-statically fragmented garnet from aseismically deformed “L-tectonites”. My 

results show D-values (in 3D) between 2.5 and 4 for the dynamically deformed rocks and less than 2.5 for 

the L-tectonites even with high aspect ratio. Fracture patterns are also analyzed for both rocks. My findings 

indicate that PSD is a useful tool for evaluating energy source or loading condition of brittle minerals 

irrespective of the degree of shearing.  

 

3.2. Chapter Introduction  

Pervasive damage caused by coseismic fracturing and fragmentation (so-called pulverization) has 

been recognized along the active large-displacement strike-slip faults such as the San Andreas fault (Wilson 

et al., 2005; Dor et al., 2006a, 2006b, 2009; Rockwell et al., 2009; Wechsler et al., 2011; Rempe et al., 
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2013; Muto et al., 2015), the Garlock fault (Rockwell et al., 2009), and the San Jacinto fault (Dor et al., 

2006b; Wechsler et al., 2009) in USA, the North Anatolian fault in Türkiye (Dor et al., 2008), and the 

Arima-Takatsuki Tectonic Line in Japan (Mitchell et al., 2011; Muto et al., 2015).  

In upper crustal faults near Earth’s surface where all rock materials exhibit brittle behavior, 

pulverized rocks are generally recognized by a lack of in-situ shear strain (Rockwell et al., 2009; Mitchell 

et al., 2011; Wechsler et al., 2011; Rempe et al., 2013; Muto et al., 2015). Thus, pulverized rocks commonly 

preserve the original shapes of the constituent minerals. In frictional-to-viscous transition (FVT) zones at 

middle crustal depth, however, some mineral phases deform brittley while some others behave viscously, 

depending on conditions of pressure, temperature, differential stress, and strain rate. Strong minerals such 

as garnet and feldspar are broken down by microfracturing and fragmentation during earthquake ruptures 

and undergo granular flow during post- and interseismic periods due to viscous flow of the surrounding 

fine-grained matrix. Over multiple earthquake cycles, consequently, strong minerals adjacent to the 

fault/shear zone core experience shearing and secondary grain-size reduction.  

It is difficult to distinguish whether rocks in faults/shear zones are deformed by seismic (dynamic) 

or aseismic (quasi-static) loading (e.g., Sibson, 1989; Cowan, 1999; Rowe and Griffith, 2015). 

Pseudotachylite (quenched friction melt) is the most accepted indicator to determine whether slip occurs at 

seismic or aseismic rate (Cowan, 1999, and references therein), but is not always observed in natural 

fault/shear zones. Pulverized rocks observed in large-displacement strike-slip faults have been considered 

as a direct signature indicating earthquake-related deformation (e.g., Rowe and Griffith, 2015). To identify 

pulverized rocks, particle size distribution (PSD) analysis is commonly used (e.g., Muto et al., 2015; B. R. 

Song et al., 2020) since higher energy source generally produces more finer particles.  

It is often documented that the PSD of fractured materials follows a power law (e.g., Sammis et al., 

1987; Crum, 1990; Perugini et al., 2007; Buhl et al., 2013) and the exponent D (the negative slope of a best-

fit line over the cumulative frequency curve in log-log plot) of the PSD has been correlated with different 

deformation modes for given energy or strain-rates (e.g., Jebrak, 1997; Barnett, 2004; Buhl et al., 2013). 

The quantitative relation between strain-rate and resulting PSD is a topic of ongoing research (e.g., Johnson 
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et al., 2021b), but the general idea is that at increased strain rate, rapid growth of elastic strain energy 

exceeds the required fracture energy, thus triggering more defects in the deformed material, causing rapid 

increase in the number of microfractures that nucleate, grow, and branch out, which results in increase of 

small fragments and thus likely influences D-values (Grady and Kipp, 1985; Sharon et al., 1996; Grady, 

2010). Table 3.1 shows a compilation of published results on the three-dimensional D-values for rocks 

deformed under high and low strain-rate settings. High strain-rate experiments to simulate shock-induced 

fragmentation indicate correlation between D-value and strain-rate; the D-value increases with increasing 

impact energy (Lange et al., 1984; Buhl et al., 2013). Studies on natural rock fragmentation provide a broad 

range of D-values between 1.88 and 3.98 (Table 3.1). Studies on dynamic fragmentation induced by 

volcanic explosion, impact, and earthquake rupture reported a wide range of D-values between 1.97 and 

3.98 (Rousell et al., 2003; Barnett, 2004; Farris and Paterson, 2007; Key and Schultz, 2011; Hossain and 

Kruhl, 2015; Muto et al., 2015; B. R. Song et al., 2020). In contrary, fluid induced brecciation under low 

strain-rate loading shows relatively low D-values between 2.17 and 2.34 (Clark et al., 2006). Low strain-

rate shear experiments of Biegel et al. (1989), simulating fault gouge formation, show power-law PSDs 

with D-value of 2.6, which supports the constrained comminution model (Sammis et al., 1986). On the 

other hand, natural fault rocks such as gouge, cataclasite and breccia show a large range of D-values from 

1.88 to 3.6 (Sammis et al., 1987; Sammis and Biegel, 1989; Blenkinsop, 1991; An and Sammis, 1994; Shao 

and Zou, 1996; Monzawa and Otsuki, 2003; Storti et al., 2003; Billi and Storti, 2004; Chester et al., 2005; 

Ma et al., 2006; Keulen et al., 2007; Pittarello et al., 2008; Balsamo and Storti, 2011; Fondriest et al., 2012), 

which cannot be explained by self-similar evolution of cataclastic shear (D = 2.58; Sammis et al., 1986). In 

addition, high D-values may be related to increasing strain (e.g., Blenkinsop, 1991; Storti et al., 2003; 

Keulen et al., 2007), and this shear-related modification makes it difficult to distinguish from high strain-

rate fragmentation.  

At middle crustal depths, dynamically pulverized rocks often experience shearing during post- and 

interseismic periods (B. R. Song et al., 2020), making it difficult to distinguish dynamic fragmentation from 

the type of microfracturing experienced by rocks undergoing quasi-static shear deformation. To identify 
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the difference between microstructures of dynamically pulverized and sheared rocks versus quasi-statically 

fractured and fragmented rocks, I compare fractured and fragmented garnet grains in a seismically 

pulverized rock from the Sandhill Corner shear zone and a tectonically deformed rock from the Pigeon 

Point high-strain zone.  

In this chapter, using the samples described above, I investigate garnet PSD by both image-based 

and electron backscatter diffraction (EBSD)-based analyses. For PSD analysis, a backscattered electron 

(BSE) image has been widely used with image analysis software such as ImageJ to detect microfractures 

and identify fragments. However, since the gray-scale values in BSE images represent relative mass density 

or composition, hairline microfractures appearing as irregular brightness and blemishes cannot be 

automatically identified if the microfractures have no clearly defined edges. Thus, image-based analysis, 

especially for partially healed or fused fractures, requires painstaking manual modification procedures, 

making it slow and inefficient. This also affects the reliability of measurements because identifying 

fragment boundaries is often subjective, prone to human error. EBSD-based analysis is a feasible alternative 

that can measure fragment size in a fast and more reliable way. The advantage of using EBSD is its ability 

to assess fragment boundaries based on crystallographic orientation.  
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Table 3.1 Published three-dimensional D-values in analysis of particle size distribution for different 

deformation modes. 

Category Type of deformation D-value in 3D* Reference 

Natural deformation 

Volcanic explosion 2.14–3.57 Barnett (2004) 

Volcanic explosion 3.34–3.77 Farris & Paterson (2007) 

Impact 2.2–2.8 Rousell et al. (2003) 

Impact 2.55 Key and Schultz (2011) 

Impact 2.20–3.98 Hossain and Kruhl (2015) 

Earthquake rupture 1.97–2.92 Muto et al. (2015) 

Earthquake rupture 2.50–3.36 B. R. Song et al. (2020) 

Hydrostatic load 2.17–2.34 Clark et al. (2006) 

Comminution 2.60 Sammis et al. (1987) 

Comminution 2.60 Sammis & Biegel (1989) 

Comminution 2.27–3.1 Blenkinsop (1991) 

Comminution 2.4–3.6 An & Sammis (1994) 

Comminution 2.60 Shao & Zou (1996) 

Comminution 2.70–3.30 Monzawa & Otsuki (2003) 

Comminution 1.88–3.49 Storti et al. (2003) 

Comminution 2.09–2.93 Billi & Storti (2004) 

Comminution 3.00 Chester et al. (2005) 

Comminution 3.30 Ma et al. (2006) 

Comminution 2.6–3.4 Keulen et al. (2007) 

Comminution 2.80 Pittarello et al. (2008) 

Comminution 2.64–3.02 Balsamo & Storti (2011) 

Comminution 2.49–2.56 Fondriest et al. (2012) 

Experiment 

(high strain-rate) 

Nuclear explosion 2.50 Schoutens (1979) 

Impact 2.4–2.62 Fujiwara et al. (1977) 

Impact 2.44–2.71 Lange et al. (1984) 

Crater 1.84–2.74 Buhl et al. (2013) 

Shock recovery 3.42 Buhl et al. (2013) 

Experiment 

(low strain-rate) 

Hydrostatic load 20 MPa 2.40 Marone & Scholz (1989) 

Hydrostatic load 100 MPa 2.80 Marone & Scholz (1989) 

Shear test 2.60 Marone & Scholz (1989) 

Shear test 2.60 Biegel et al. (1989) 

Tri axial compression 2.9–3.5 Hadizadeh & Johnson (2003) 

Tri axial compression 2.4–3.3 Heilbronner & Keulen (2006) 

Tri axial compression 2.4–3.3 Keulen et al. (2017) 

Rotary shear 2.54–3.26 Stunitz et al. (2010) 

*Two-dimensional D-value is converted to three-dimensional D-values by adding one (D3d = D2d + 1) 

(Mandelbrot, 1982; Sammis et al., 1987). 
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3.3. Geological Overview and Sample Selection  

3.3.1. Dynamically Deformed Sandhill Corner Shear Zone (SCSZ)  

The SCSZ is a strand of the Norumbega fault system in Maine (Figure 3.1) that is an ancient, large-

displacement, strike-slip fault/shear zone system exhumed from frictional-to-viscous transition depths 

(400–500 °C). The mutual overprinting of pseudotachylyte and mylonite (Price et al., 2012; W. J. Song et 

al., 2020) indicates that the SCSZ was active at temperatures of 400–500 °C (Price et al., 2012). Dynamic 

pulverization of inner shear zone garnets (see Chapter 2), abundances of fluid inclusion with low-high-low 

trend (W. J. Song et al., 2020), muscovite kink-band with high degree of asymmetry, small width, and large 

range of external rotation (Anderson et al, 2021) also provide evidence of coseismic dynamic loading. I 

selected BB12 sample from the QF inner shear zone (~13 m from the lithologic contact between QF and 

schist units; Figure 3.1) showing highly fractured and fragmented garnets with various degrees of aspect 

ratios.  

 

 

Figure 3.1 Sample location (BB12) of dynamically deformed Sandhill Corner shear zone in the Norumbega 

fault system (NFS), Maine, USA. 
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3.3.2. Quasi-Statically Deformed Pigeon Point High-Strain Zone (PPHSZ)  

The PPHSZ is a subhorizontal to gently dipping structure with intense viscous deformation 

associated with a thrust-fault system, located in the southeastern Klamath Mountains, California (Figure 

3.2; Wright and Fahan, 1988; Sullivan, 2009). The high-strain zone is likely related to magmatic heating 

(Sullivan, 2009). L-tectonites showing pure or nearly pure linear fabrics in the PPHSZ were deformed 

during regional greenschist- to amphibolite-facies metamorphism and display strong mineral shape fabrics 

parallel to lineation (Figure 3.2b; Sullivan, 2009). Sample WHF-4A consists mostly of garnet, hornblende, 

plagioclase, quartz and biotite, where garnet grains appear as elongate fractured and fragmented aggregates.  

 

 

Figure 3.2 Sample location (WHF-4A) of quasi-statically deformed Pigeon Point high-strain zone 

(PPHSZ), California, USA. (a) Regional geologic map. SCF = Salt Creek fault; ST = Siskyou thrust; WPT 

= Wilson Point thrust. (b) Sample location, marked by white dot, in the PPHSZ. L = linear fabric; S = 

foliation fabric. After Sullivan (2009). 
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3.4. Methods  

Garnet-bearing rock samples were collected from the inner shear zone of the SCSZ and the L-

tectonite in the PPHSZ. Thin sections were cut perpendicular to the main foliation and parallel to the 

stretching lineation, and polished mechanically with 0.3 μm alumina suspension and chemically in 0.02 μm 

colloidal silica suspension before being thin carbon coated. BSE images and EBSD maps of fragmented 

garnets were collected using a Tescan Vega II scanning electron microscope equipped with an EDAX-TSL 

EBSD system at the University of Maine, USA. The EBSD was run with an acceleration voltage of 20 kV, 

a sample tilt of 70°, and a working distance of 25 mm, using a step size between 1 and 2 μm.  

Using stitched BSE images, I measured microfracture intensity and microfracture orientation in 

fragmented garnets. I chose a circular scanline method described by Heidrick and Titley (1982) and Davis 

et al. (2012).  Circles are drawn on a fractured and fragmented garnet and data are collected from all 

fractures intersecting the circumference of the circle. Documenting microfractures in this way minimizes 

sampling biases by orientation, censoring, or truncation (Mauldon et al., 2001; Zeeb et al., 2013).  

All acquired EBSD data were post-processed using EDAX-TSL OIM Analysis 5.31 software, 

following the procedure described by Johnson et al. (2021a). Grain size of 5 analysis points for a 1 μm step 

size and 3 points for a 1.5 or 2 μm step size were used. Defining critical misorientation angle is an important 

step in the study of particle size distribution by EBSD. ‘Grain’ boundaries are usually defined as angle of 

10–15° (e.g., Humphreys, 2001). However, substructure such as intragranular microfracture can separate 

grains into fragments with little rotation of crystal lattice orientation far lower than 10°. The fragmented 

garnet was originally a single grain which means it ideally had no internal strain without deformation. Thus, 

with no or little strain, two adjacent fragments can have only very small degree of misorientation although 

it depends on their fragmentation history. In this study, misorientation angle of 0.3° is used as a critical 

misorientation angle to define almost all fragments, which show very good agreement with the BSE image.  

Two-dimensional particle size distributions (PSDs) were analyzed using two different methods, 

BSE-image and EBSD-based analyses. The 2D D-values are converted to 3D D-values by adding one (D3d 

= D2d + 1), which are used throughout this chapter (Mandelbrot, 1982; Sammis et al., 1987). The BSE-
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image analysis I used here is similar to the PSD analysis described in Chapter 2.4. Since garnet grains in 

the PPHSZ L-tectonite are much larger than those in the SCSZ inner shear zone rock, relatively lower 

resolution images (1000× and 2000× magnifications) were combined with higher resolution (4000× 

magnification) images. With BSE-image analysis, cross-sectional areas of five garnet grains were measured: 

three from the SCSZ inner shear zone rock (BB12-g1, BB12-g4, and BB12-g6) and two from the PPHSZ 

L-tectonite (WHF4AC1-g1 and WHF4AC1-g2). As addressed in the Introduction, EBSD-based analysis is 

a relatively faster and more reliable method. I analyzed PSDs of ten fragmented garnets using EBSD-based 

analysis.  

Fabric intensity of fragmented garnet was represented by the misorientation index (M-index; 

Skemer et al., 2005). The M-index is obtained by the difference between the observed distribution of 

random-pair misorientation angles and the distribution of theoretical random misorientation angles (Skemer 

et al., 2005). The M-index ranges from 0 for random fabric to 1 for single crystal fabric. 

The aspect ratio is calculated as the ratio of the major axis to the minor axis of the best fitting ellipse. 

Binary images of fragmented garnets were automatically collected from original BSE images, using ImageJ 

(image processing software). With thresholding, garnet fragments were separated from background features. 

After removing noises and filling holes between fragments, the best fitting ellipse was generated (Figure 

3.3).  
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Figure 3.3 An example of aspect ratio calculation for fragmented garnet from BSE image. 

 

3.5. Results  

3.5.1. Microstructures of Heterogeneously Fragmented Garnet Grains  

3.5.1.1. SCSZ Inner Shear Zone Rocks  

Figure 3.4 is a BSE image of a foliation-perpendicular and lineation-parallel section of sample 

BB12 collected from the inner shear zone of the SCSZ. The BB12 sample from the quartzofeldspathic 

mylonite is primarily composed of quartz, plagioclase, and mica, with sparse garnets. Six garnets in sample 

BB12 show highly heterogeneous microstructures (Figure 3.5). They are fractured and fragmented, and 

appear stretched owing to cataclastic flow induced by viscous deformation of the matrix. We can divide 

those garnets into three groups based on strain (Figure 3.5). A fragmented garnet at middle left of the section 

(g1) that well preserves its original euhedral shape of garnet crystal with little rotation is classified by group 
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I. Four aggregates of fragmented garnets at middle center (g2) and right side (g3–g5) that have augen- or 

fish-shapes with long tails are included in group II. Group III garnet is highly fragmented and stretched 

one, such as garnet aggregates at bottom left (g6). Garnets show no evidence for compositional zoning.  

 

 

Figure 3.4 Microstructure of the SCSZ inner shear zone rock (BB12) that was dynamically deformed. 

Various aspect ratios for garnet grains are observed. BSE images. 

 

 

Figure 3.5 Heterogeneous garnet microstructures in the SCSZ inner shear zone rock (BB12). BSE images 

and EBSD maps.  
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3.5.1.2. PPHSZ L-Tectonite  

Figure 3.6 is a BSE image of a lineation-parallel section of sample WHF-4A from the PPHSZ. The 

WHF-4A sample is garnet amphibolite including aggregates of fractured and fragmented garnet grains. 

Except for one (g1), most fractured and fragmented garnets are highly elongated. Compositional zoning is 

not observed within the thin section.  

 

 

Figure 3.6 Microstructure of the PPHSZ L-tectonite (WHF-4A) that was quasi-statically deformed. Various 

aspect ratios for garnet grains are observed. BSE image. 

 

3.5.2. Microfracture Intensity and Orientation  

3.5.2.1. SCSZ Inner Shear Zone Rocks  

BB12 garnets have relatively high microfracture intensities in the range between 111.8 mm-1 and 

226.7 mm-1 (Figure 3.7). The least stretched garnet (BB12-g1) in group I has the lowest value of 111.8 

mm-1 and BB12-g5, one of group II garnets, shows the highest value (226.7 mm-1). 
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There are some variations, but BB12 garnets tend to show week preferred orientation of 

microfracture. Rose diagrams and histograms in Figures 3.8, 3.9a and 3.10a show frequency of observed 

microfracture orientation from 0° to 360° and from 0° to 180° in 10° classes, respectively. 0° is 

perpendicular to the lineation direction and angle is measured clockwise. The unstretched (group I) and 

highly stretched (group III) garnets show weaker preferred orientation than garnets in group II. For example, 

maximum value group of BB12-g1 are 7.7% between 1–10° and 41–50° and second highest value group 

are 7.0% between 31–40° and 71–80° while the minimum value is 3.0% between 91–100°. Difference 

between the maximum and minimum values is 4.7%. On the other hand, BB12-g4 shows relatively strong 

(sub-horizontal) preferred orientation with the maximum frequency of 13.1% between 81–90° and the 

minimum value of 1.6% between 171–180°. The difference between the maximum and minimum 

frequencies of BB12-g4 is 11.5%. BB12-g2 and g5 appear two conjugate sets of microfracture preferred 

orientation: sub-vertical and sub-horizontal.  

 

3.5.2.2. PPHSZ L-Tectonite  

WHF-4A garnets show relatively low intensities of microfractures compared to BB12 garnets 

within the narrow range between 57.8 mm-1 and 85.6 mm-1. The most unstretched garnet (WHF-4A-g1) has 

the lowest value of 57.8 mm-1, g2 and g3 are in 65.8 mm-1 and 69.5 mm-1, respectively, and g4 shows the 

highest value of 85.6 mm-1. Even the highest value of intensity in WHF-4A (85.6 mm-1) is lower than the 

lowest value in BB12 (111.8 mm-1) with difference of 26.2 mm-1. Gradual increase in microfracture 

intensity is observed with increasing apparent aspect ratio (Figure 3.7).  

Microfractures in WHF-4A garnets tend to show strong preferred orientation. Rose diagrams and 

histograms in Figure 3.8, 3.9b and 3.10b showing frequency of observed microfracture orientation indicate 

that microfractures are aligned subvertical to 90°, the transport direction (lineation).  For example, the 

maximum value of WHF-4A-g1 is 12.5% between 171–180° and the second highest value is 11.2% between 

1–10°. More than 23% of total microfractures are oriented in the range between 1–10° and 171–180°. The 

minimum value group are 3.4% between 71–80° and 131–140°. Difference between the maximum and 
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minimum values is 7.8%. Even in WHF-4A-g3, showing the second highest value of 7.9% between 81–90° 

and relatively week preferred orientation, the maximum value of 9.7% is between 1–10°, and more than 

30% of frequency is between 1–20° and 161–180°. The difference between the maximum and minimum 

values of frequency in WHF-4A-g3 is 6.1%.  

 

 

Figure 3.7 Plots of garnet microfracture intensities for the SCSZ inner shear zone rock (BB12) and the 

PPHSZ L-tectonite (WHF-4A) with ret to aspect ratio. 
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Figure 3.8 Comparison of microfracture orientation between unstretched samples for BB12 (left) and 

WHF-4A (right). The SCSZ sample (BB12-g1) shows more random orientation of microfracture than the 

L-tectonite sample (WHF-4A-g1). 

 

 

Figure 3.9 Rose diagrams showing garnet microfracture orientations for (a) the SCSZ inner shear zone 

rock (BB12) and (b) the PPHSZ L-tectonite (WHF-4A). The SCSZ samples have less preferred orientations 

than the L-tectonite samples. 
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Figure 3.10 Histograms showing frequency versus garnet microfracture orientations for (a) the SCSZ inner 

shear zone rock (BB12) and (b) the PPHSZ L-tectonite (WHF-4A). 
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3.5.3. Particle Size Distribution (PSD), Fabric Intensity, and Aspect Ratio  

3.5.3.1. SCSZ Inner Shear Zone Rocks  

For BB12 sample, using BSE-image-based analysis, PSDs were analyzed from three garnets 

(BB12-g1, g4 and g6). Using EBSD-based analysis, PSDs of six garnets (BB12-g1 to BB12-g6) were 

analyzed. PSDs of BSE-image-based analysis exhibit strong two power law relationships with two different 

domains of smaller (<~10 µm) and larger (>~10 µm) fragment sizes (Figure 3.11; also see Chapter 2). 

However, in the case of EBSD-based analysis, PSDs for smaller fragment sizes do not exhibit such a good 

fit whereas PSDs for larger fragment sizes show a strong power law behavior (Figure 3.11). Figure 3.11 

shows comparison of D>-values from BSE-image-based and EBSD-based PSD analyses. In both cases, 

BB12-g1 shows relatively low values (D>-values of 2.84 and 2.80, respectively) comparing with BB12-g4 

(D>-values of 3.31 and 3.01, respectively) and BB12-g6 (D>-values of 3.16 and 3.35, respectively). Group 

I garnet with little rotation has D>-value smaller than 3 whereas stretched group II and III garnets have D>-

value larger than 3 with the exception of BB12-g2 (Figures 3.11 and 3.12).  

Fabric intensities (M-index) and aspect ratios were also analyzed using the EBSD method. Here, I 

use D>-values obtained from EBSD-based PSD analysis. BB12-g1 with small D>-value of 2.80 has the 

lowest aspect ratio (1.48) and highest M-index (0.800). In contrast, BB12-g6 with D>-value of 3.35 has the 

highest aspect ratio (23.47) and lowest M-index close to 0 (0.054). As aspect ratios increase, D>-values 

generally increase (Figure 3.12) whereas M-indexes tend to decrease (Figures 3.13 and 3.14).  
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Figure 3.11 Comparison of 3D D-values between BSE- and EBSD-based calculations for the SCSZ inner 

shear zone samples (BB12-g1, g4, and g6). 

 

 

Figure 3.12 Plot of D-values for the SCSZ inner shear zone rock (BB12) and the PPHSZ L-tectonite (WHF-

4A) with respect to aspect ratio.  
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Figure 3.13 Random-pair misorientation distributions and M-index values for the SCSZ inner shear zone 

samples (BB12-g1, g4, and g6). 

 

 

Figure 3.14 Plot of M-index for the SCSZ inner shear zone rock (BB12) with respect to aspect ratio.  
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3.5.3.2. PPHSZ L-Tectonite  

For the WHF-4A sample, PSDs were analyzed by BSE-image-based analysis from two garnets 

(WHF-4A-g1 and g2) and by EBSD-based analysis from tour garnets (WHF-4A-g1 to g4). In contrast to 

BB12 garnets, PSDs of BSE-image-based analysis exhibit one power law relationship covering both smaller 

and larger fragment sizes (Figure 3.15). For example, the best-fit power-law line of WHF-4A-g1 is drawn 

with D-value of 2.30 over fragment diameters (d) between 7.9 µm and 79.4 µm. In the case of EBSD-based 

analysis, similar to BB12 garnets, PSDs for smaller fragment sizes do not exhibit such a good fit whereas 

PSDs for larger fragment sizes show a strong power law behavior (Figure 3.15). Figure 3.15 shows 

comparison of D-values from BSE-image-based and EBSD-based PSD analyses. In the least stretched 

WHF-4A-g1, D-value from BSE-image-based analysis (2.30) is smaller than that obtained from EBSD-

based analysis (2.52). However, in the more stretched WHF-4A-g2, D-value from BSE-image-based 

analysis (2.38) is larger than that obtained from EBSD-based analysis (2.33). All the garnet grains in the 

PPHSZ show D-values less than 2.6 (Figure 3.12 and 3.15). 

M-indexes and aspect ratios were also analyzed using the EBSD method. When related to EBSD-

based D-values, WHF-4A-g1 with lowest aspect ratio (1.67) has highest M-index (0.773). In contrast, 

WHF-4A-g4 with highest aspect ratio (23.47) shows lowest M-index (0.190). As aspect ratios increase, D>-

values are relatively constant (Figure 3.12) whereas M-indexes decrease (Figures 3.14 and 3.16).  
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Figure 3.15 Comparison of 3D D-values between BSE- and EBSD-based calculations for the PPHSZ L-

tectonite samples (WHF-4A-g1 and g2). 

 

 

Figure 3.16 Random-pair misorientation distributions and M-index values for the PPHSZ L-tectonite 

samples (WHF-4A-g1, g2, and g4). 
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3.6. Discussion  

3.6.1. Comparison of BSE-Image- and EBSD-Based PSD Analyses  

In this study, I chose to fit my data to cumulative power-law distributions for both BSE-image-

based and EBSD-based analyses. In BSE-image-based analyses, all samples maintain some degree of 

curvature over their measured range, showing progressive slope reduction towards the smaller fragments. 

Therefore, an empirical distribution using an exponential or exponential-like relation (such as Gamma, 

Rosin-Rammler, Weibull, and Voronoi) or lognormal relation may fit the wider range of fragment size from 

less than a micron (e.g., d = 0.4 μm) to tens of microns.  

In the defense industry, fragment size of metals and other more ductile materials subjected to high-

velocity impact (or explosive) loadings are often characterized by exponential or exponential-like 

distributions (e.g., Bennett, 1936; Gilvarry, 1961; Lienau, 1936; Botvina, 2011). However, for brittle solids 

such as ceramics and glasses under dynamic loading conditions, fragmentation typically follows power-law 

distributions (e.g., Schuhmann, 1940; Grady and Kipp, 1987). Using a wide range of natural and 

experimental fault rocks, Phillips and Williams (2021) demonstrated that lognormal relations best describe 

particle size distributions of fault rocks. However, a fractal (power-law) distribution is more extensively 

used to quantify and describe the fragmentation of geological materials, including fault gouge and off-fault-

rock pulverization (e.g., Sammis et al., 1987; Chester et al., 2005; Rockwell et al., 2009; Wechsler et al., 

2011; Muto et al., 2015), impacts and collisions of asteroid/meteorites (e.g., Donnison and Sugden, 1984; 

Buhl et al., 2013), magma explosion during volcanic eruptions (e.g., Dellino and Liotino, 2002 ; Kueppers 

et al., 2006; Perugini et al., 2011; Perugini and Kueppers, 2012 ), rock explosions in mining (e.g., Taşdemir. 

2009), and the break-up of sea ice (e.g., Rampal et al., 2019).  

In EBSE-based analysis, defining the boundary is critical for determining fragment size. 

Traditionally, grain boundaries are defined as angle of 10–15° (e.g., Humphreys, 2001). However, if 

fragments have not experienced shear deformation of the surrounding matrix, they can exhibit very small 

misorientation angles. Therefore, a misorientation angle of 10° is too high to identify fragment boundaries.  
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To identify fragments, I measured misorientation angle between all pixel pairs. After comparing 

with BSE images, I selected a misorientation angle of 0.3° as the cutoff. Thus, all areas showing 

misorientation greatere than 0.3° with neighboring areas are considered boundaries enclosing individual 

fragments.  

D>-values measured from the EBSD-based analysis are comparable with those from the BSE-

image-based analysis. However, D<-values from the EBSD-based analysis are much higher than the values 

from the BSE-image-based analysis. With such a small critical misorientation angle of 0.3°, topography 

near the fragment boundaries can be defined as artificial small grains that consequently increase the number 

of small fragments and lead to an increase in D<-values. Therefore, in this EBSD-based PSD analysis, only 

D>-values are reliable. With that, in case of EBSD-based PSD analysis, only D>-values will be discussed 

in following sections.  

As shown in Section 3.5.3.1, in BB12 sample, BSE-image-based PSDs of three garnets show two 

power law distributions with two different slopes: mild slope with D<-values close to 2 for the smaller 

fragment sizes (d <~10 µm) and stepper slope with D>-values higher than 2.8 for the larger ones (d >~10 

µm). Although EBSD-based analysis of PSDs is a fast method, the mild slope with D<-value is not 

detectable because of its limit described above. However, the mild slope for the smaller fragment sizes is 

associated with secondary surface fragmentation (see Chapter 2), and thus it is independent to determine 

whether or not the fragmentation is induced by dynamic loading.  

 

3.6.2. Dynamic Versus Quasi-Static Fragmentation  

3.6.2.1. Microfracture Intensity and Orientation  

Microfracture patterns (intensity and orientation) of quasi-static and dynamic fragmentation were 

significantly different. Microfracture intensity values were significantly higher for dynamically fragmented 

garnets in BB12 sample of the SCSZ (between 111.82 and 240.60) compared to quasi-statically deformed  
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garnets in WHF-4A (between 57.76 and 85.64) (Figure 3.7). As shown in Figures 3.8, 3.9 and 3.10, 

microfractures in the SCSZ sample usually occur without dominant orientation while microfractures in the 

L-tectonite sample show strong sub-vertical orientation (limited to the range of 1–10° and 171–180°.  

With increasing strain rate, the transition of fracturing to fragmentation occurs from sparse 

fracturing to pervasive shattering and pulverization (e.g., Yuan et al., 2011). Thus, rocks under dynamic, 

high-rate loading display significantly higher microfracture intensity compared to quasi-statically fractured 

rocks. Dynamic microfractures propagate in the radial direction owing to branching (e.g., Sagy et al., 2001; 

Griffith et al., 2009; Fineberg et al., 1992; Fineberg and Marder, 1999) while quasi-static microfractures 

display a distinct preferred orientation approximately perpendicular to the slip direction, implying the 

average orientation of maximum principal stress (e.g., Friedman, 1963; Engelder, 1974).  

 

3.6.2.2. Particle Size Distribution and D-value  

Typical D-values (in three-dimensional measurement) for shearing-induced fragmentation range 

between ~2.3 and 3.1 with average D-value of 2.6 (Blenkinsop, 1991). D-value of ~2.6 is commonly 

observed in many natural and experimental fault gouges (e.g., Biegel et al., 1989; Marone and Scholz, 1989; 

Sammis et al., 1986,1987; Sammis and Biegel, 1989) and predicted by the constrained comminution model 

of Sammis et al. (1986). In the constrained comminution model, neighboring particles constrain particle 

movement, and the relative size of neighboring particles controls probability of particle fracturing. In the 

constrained comminution theory, fragmentation is predicted when similar size particles are juxtaposed. D-

values of 2.30–2.52 in the L-tectonite sample indicate comminution during shear displacement of 

fragments.  

The particle size distribution with D-values ranging between 2.74 and 3.35 suggests that 

pulverization of sample BB12 in the inner shear zone of the SCSZ is not simply a consequence of shearing. 

Rocks fragmented by explosion often have D-values greater than 2.5 and even above 3 (e.g., Barnett, 2004; 

Bjork et al., 2009; O’keefe and Ahrens, 1985; Schoutens, 1979).  
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3.6.2.3. Effect of Shear Strain  

With shearing, continued attrition and grinding at the fragment surface causes reduction of 

fragment size, resulting in increase of microfracture intensity (Figure 3.7). Rotation and flow during shear 

displacement cause fragments to align preferentially along flow (Jebrak, 1997), and thus in both quasi-

statically and dynamically fragmented samples, with increasing aspect ratio, microfracture orientation tends 

to appear some degree of preferred orientation parallel to horizontal direction.  

Plot of D-value versus aspect ratio (Figure 3.12) shows D-value increase with strain in both quasi-

statically and dynamically fragmented garnets. With increase of displacement during shear flow, continued 

attrition and grinding at the fragment surface causes reduction of fragment size, resulting in increase of the 

proportion of smaller fragments, as noted in experiments investigating gouge formation (Engelder, 1974). 

Since D-values describe the abundance of smaller particles relative to larger particles, increasing the 

proportion of smaller fragments creates a steeper slope with a higher D-value. It is also supported by the 

inverse correlation between the average fragment size and D-value. Garnet WHF-4A-g1 with the lowest 

aspect ratio among four garnets in the sample has the highest D-value in measurement of EBSD-based 

analysis although all D-values are in similar ranges. This is because the EBSD-based D-value of WHF-4A-

g1 is estimated within a small area that shows relatively high rotation. The BSE-image based D-value 

measured from the entire area of WHF-4A-g1 reveals slightly lower value compared to other three garnets 

in WHF-4A sample.  

 

3.6.3. Comparison of PSD With Other Studies of Shear-Related Fragmentation  

It is difficult to determine whether rock fragmentation in faut/shear zones is produced by seismic 

(dynamic) or aseismic (quasi-static) loading (Cowan, 1999; Sibson, 1989). A wide range of fault rock 

studies demonstrates that most cataclasites and gouges may have resulted from seismic deformation, but 

their PSDs (or D-values) are not distinguishable from those of aseismic shear fragmentation. Based on 

experimentally sheared granitoid gouges, Stunitz et al. (2010) concluded that D-values of fault rocks are 

independent of slip rates for shear strain (ϒ) >20. Keulen et al. (2007, 2008) showed that D-value of gouge 
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developed by high-speed experiments (at slip rates between 0.65 and 1.28 m/s) ranges between 3.24 and 

3.26, whereas low-speed experiments (at slip rates of ~1 μm/s) produced D-value of 2.89–3.33. On the 

other hand, Marone and Scholz (1989) observed D-value of ~2.6 for small displacement (ϒ = 1.5–2).  

Three-dimensional D-values of the SCSZ and PPHSZ samples are compared with other natural 

fault rocks and experimentally sheared rocks in Figure 3.17. D-values measured from breccias, gouges, and 

cataclasites of natural faults are highlighted by the light green area (D = 1.88–3.6; Sammis et al., 1987; 

Sammis and Biegel, 1989; Blenkinsop, 1991; An and Sammis, 1994; Shao and Zou, 1996; Monzawa and 

Otsuki, 2003; Storti et al., 2003; Billi and Storti, 2004; Chester et al., 2005; Ma et al., 2006; Keulen et al., 

2007; Pittarello et al., 2008; Balsamo and Storti, 2011; Fondriest et al., 2012). Experimentally sheared rocks 

are highlighted by dark green area, showing D-value of 2.54–3.26 (Biegel et al., 1989; Marone and Scholz, 

1989; Stunitz et al., 2010). D-value of 2.6 predicted by the constrained comminution theory is also presented 

by black dashed line in Figure 3.17.  

The dynamically pulverized garnets with different aspect ratios in the SCSZ have 3D D-values 

(2.74–3.35) higher than the comminution theory and within the range of natural fault rocks. Comparing 

with the shear experiments, most SCSZ garnets show D-values corresponding to the range of the 

experiments, but two garnets including one with highest aspect ratio have D-values above the experimental 

values. In contrast, the quasi-statically deformed garnets of L-tectonite in the PPHSZ show D-values lower 

than the comminution theory and the shear experiments although they are within the range of natural fault 

rocks. The fact that the dynamically and quasi-statically fragmented and sheared garnets are separated by 

the value predicted by comminution theory implies that PSD analysis can still be useful for an indicator of 

dynamic loading at the FVT regardless of post-fragmentation shear strain.  
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Figure 3.17 Comparison of 3D D-values with other natural fault rocks and experimentally sheared rocks. 

Theoretical D-value of shear comminution is marked by dashed line. Red circles are the dynamically 

deformed SCSZ samples (BB12) and blue triangles are quasi-statically deformed L-tectonite samples 

(WHF-4A). 

 

3.7. Chapter Conclusions  

This chapter has presented microfracture intensity, microfracture orientation, and particle size 

distribution data of fractured and fragmented garnet grains from seismogenic shear zone (the SCSZ) and 

tectonic structure (the PPHSZ) to compare rock fragmentation under dynamic and quasi-static loadings. 

The results demonstrate that dynamically pulverized garnets in the SCSZ rock show high intensity and 

weak preferred orientation of microfractures whereas quasi-statically sheared garnets in the PPHSZ rock 

have relatively low intensity and strong preferred orientation of microfractures. Pulverized  garnets 

experiencing dynamic fragmentation with/without shear strain reveal D-values in 3D between 2.5 and 3.5. 

In contrast, fractured and fragmented garnets under quasi-static shear deformation show D-values in 3D  
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less than 2.5.  A change in fragmentation process from volumetric shattering during dynamic rupture to 

surface crushing and grinding during comminution leads to significant difference in microfracture pattern 

and particle size distribution.  
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CHAPTER 4 

ELASTIC CONTRAST, RUPTURE DIRECTIVITY, AND DAMAGE ASYMMETRY IN AN 

ANISOTROPIC BIMATERIAL STRIKE-SLIP FAULT AT MIDDLE CRUSTAL DEPTHS2 

 

4.1. Chapter Abstract  

Mature faults with large cumulative slip often separate rocks with dissimilar elastic properties and 

show asymmetric damage distribution. Elastic contrast across such bimaterial faults can significantly 

modify various aspects of earthquake rupture dynamics, including normal stress variations, rupture 

propagation direction, distribution of ground motions, and evolution of off-fault damage. Thus, analyzing 

elastic contrasts of bimaterial faults is important for understanding earthquake physics and related hazard 

potential. The effect of elastic contrast between isotropic materials on rupture dynamics is relatively well 

studied. However, most fault rocks are elastically anisotropic, and little is known about how the anisotropy 

affects rupture dynamics. We examine microstructures of the Sandhill Corner shear zone, which separates 

quartzofeldspathic rock and micaceous schist with wider and narrower damage zones, respectively. This 

shear zone is part of the Norumbega fault system, a Paleozoic, large-displacement, seismogenic, strike-slip 

fault system exhumed from middle crustal depths. We calculate elastic properties and seismic wave speeds 

of elastically anisotropic rocks from each unit having different proportions of mica grains aligned sub-

parallel to the fault. Our findings show that the horizontally polarized shear wave propagating parallel to 

the bimaterial fault (with fault-normal particle motion) is the slowest owing to the fault-normal compliance 

and therefore may be important in determining the elastic contrast that affects rupture dynamics in 

anisotropic media. Following results from subshear rupture propagation models in isotropic media, our 

results are consistent with ruptures preferentially propagated in the slip direction of the schist, which has 

the slower horizontal shear wave and larger fault-normal compliance.  

 

 
2 The content of this chapter has been published in: Song, B.R, Song, W.J., Johnson, S.E., Gerbi, C.C., Vel, S.S., 2022, 

Journal of Geophysical Research: Solid Earth, 127, e2021JB023821, https://doi.org/10.1029/2021JB023821. 
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4.2. Chapter Plain Language Summary  

Earthquake faults that separate geologic materials with different elastic properties are referred to 

as bimaterial faults. Elastic contrast across bimaterial faults can modify rupture dynamics including rupture 

propagation direction and earthquake intensity and is therefore important for understanding potential 

earthquake hazards. The effects of elastic contrast between elastically isotropic materials (same elastic 

properties in all directions) on rupture propagation are reasonably well understood. However, rocks 

separated by natural faults are typically elastically anisotropic (having different elastic properties in 

different directions), and we know relatively little about the effects of this anisotropy on rupture 

propagation. To better understand the effects of elastic anisotropy, we analyze anisotropic rocks with 

different mica proportions collected from both sides of an ancient strike-slip earthquake fault, in which 

mica grains are aligned sub-parallel to the fault. We calculate the velocities of seismic waves in these rocks 

and their elastic contrast. We find that analysis of the horizontal shear wave propagating parallel to the sub-

vertical fault plane gives results that are consistent with rupture propagation theory for isotropic materials. 

Thus, the shear-wave propagation direction should be considered when measuring seismic velocities and 

calculating elastic contrasts to investigate rupture along natural faults in anisotropic rocks.  

 

4.3. Chapter Introduction  

A bimaterial interface separating different materials is common along mature faults. Examples 

include strike-slip faults separating tectonic plates with different rock types (e.g., Allam et al., 2014), 

subduction zones separating continental and oceanic crust (e.g., Turcotte and Schubert, 2014), and in the 

context of glacial earthquakes, ice-rock interfaces at the base of glaciers (e.g., Weertman, 2005; Danesi et 

al., 2007). When considering strike-slip faults, rupture along a bimaterial interface is fundamentally 

different from rupture along a homogeneous interface (e.g., Weertman, 1980: Adams, 1995; Andrews and 

Ben-Zion, 1997; Rice et al., 2001; Shi and Ben-Zion, 2006; Ampuero and Ben-Zion, 2008; Brener et al., 

2016). On a planar interface in a homogeneous isotropic medium bounded by similar materials with 

identical elastic stiffness and density, the shear source radiation moves with a symmetric disturbance on 
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both sides of the interface. In this case, no coupling occurs between shear slip and normal stress on the 

interface, and therefore no change in normal stress occurs on the interface (Figure 4.1a; e.g., Ben-Zion, 

2001). In contrast, for an isotropic bimaterial planar interface bounded by materials with different elastic 

stiffness and density, the symmetry of the near-tip stress and displacement fields across the interface are 

broken (Figure 4.1b; e.g., Ben-Zion, 2001). As a result, variations of normal stress are theoretically 

expected to couple to perturbations of in-plane slip on the interface (“bimaterial coupling”). Due to the 

bimaterial coupling in mode II (in-plane shear) ruptures, the sense of normal stress variation on the interface 

during propagation in one direction is reverse of the sense in the opposite direction. For a standard subshear 

rupture propagating in the slip direction of the more compliant material (so-called “positive” direction), 

normal stress can be dynamically reduced near the rupture tip. This normal stress reduction produces 

dilation and spatially localized pulse-like slip at the leading edge of the rupture tip, facilitating rupture 

propagation (Figures 4.1b and 4.1c; e.g., Weertman, 1980; Andrews and Ben-Zion, 1997; Ben-Zion and 

Huang, 2002). In the opposite “negative” direction (the slip direction of the stiffer material) of a subshear 

rupture, dynamic increase in normal stress at the trailing edge of the rupture tip causes compression that 

arrests the slip motion behind the rupture front, suppressing rupture propagation in the negative direction 

(Figure 4.1c; e.g., Shi and Ben-Zion, 2006; Ampuero and Ben-Zion, 2008). For these reasons, rupture 

propagation during bimaterial rupture is expected to be predominantly unidirectional (e.g., Andrews and 

Ben-Zion, 1997; Ampuero and Ben-Zion, 2008; Dalguer and Day, 2009; Erickson and Day, 2016; Xu and 

Ben-Zion, 2017).  

Preferred rupture propagation (or rupture directivity) along bimaterial faults is of great interest in 

seismology and earthquake engineering communities because of its effect on near-fault ground motions 

(e.g., Brietzke et al., 2009). In near-field regions of bimaterial faults, the subshear rupture propagating in a 

positive direction generates pulse-like ground motions from shear waves characterized by large amplitudes, 

long periods, and short durations (e.g., Bertero et al., 1978; Boatwright and Boore, 1982; Bernard et al., 

1996; Yazdani et al., 2017; Zhai et al., 2018). These motions are distinct from ordinary non-pulse-like 

ground motions that are commonly observed in far-field regions. An important feature of the impulsive 
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shear-wave motions is large particle displacements normal to the fault relative to those parallel to the fault 

(Figure 4.1c; e.g., Somerville et al., 1997; Ben-Zion, 2001). Moreover, the long-period average pulse-like 

motions in both fault-normal and fault-parallel directions in the near field are more intense than the far-

field motions (e.g., Bray et al., 2009). Consequently, the pulse-like near-field ground motions in the positive 

direction of bimaterial faults are potentially more destructive and can cause serious damage to human-made 

structures (e.g., Hall et al., 1995; Kalkan and Kunnath, 2006; Champion and Liel, 2012). Therefore, 

accurately predicting rupture directivity and resultant ground motions are of growing importance for 

estimating the seismic hazard near faults.  

Rupture directivity also influences the distribution of off-fault rock damage. Ruptures in a 

homogeneous isotropic medium that propagate bilaterally without a preferred direction produce rock 

damage (tensile fractures with preferred orientation) primarily in the two tensile quadrants of the radiated 

seismic field (Figure 4.1d; e.g., Poliakov et al., 2002; Dalguer et al., 2003; Andrews, 2005; Ben-Zion and 

Shi, 2005; Rice et al., 2005; Griffith et al., 2009; Thomas et al., 2017; Xu and Ben-Zion, 2017; Thomas and 

Bhat, 2018; Okubo et al., 2019). Thus, a relatively symmetrical distribution of damage is expected around 

the homogeneous fault after multiple rupture events with different hypocenter locations. In contrast, the 

cumulative effect of multiple rupture propagation events with a preferred direction along isotropic 

bimaterial faults generates asymmetric damage, with more damage on the stiffer side of the fault, or in the 

tensile quadrant for each wrinkle-like pulse propagating in the positive direction (Figure 4.1e; e.g., Ben-

Zion and Shi, 2005; Xu and Ben-Zion, 2017). Highly fractured and pulverized rocks in the damage zones 

of bimaterial faults typically exhibit tensile microfractures with little apparent preferred orientation (Figure 

4.1e; e.g., Rempe et al., 2013; Xu and Ben-Zion, 2017).  

In the above context, analyzing contrasts in elastic and seismic properties of bimaterial faults is an 

important step towards a better understanding of rupture directivity and related hazard potential. In 

elastically isotropic media, the effect of elastic contrast between two different materials (e.g., bimaterial 

coupling) is relatively well studied through theoretical and numerical experiments (e.g., Weertman, 1980; 

Andrews and Ben-Zion, 1997; Cochard and Rice, 2000; Adda-Bedia and Ben Amar, 2003; Ampuero and 
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Ben-Zion, 2008). However, most crustal rocks are elastically anisotropic and show seismic anisotropy, or 

directional dependence of seismic velocity (e.g., Babuška and Cara, 1991; Christensen and Mooney, 1995; 

Almqvist and Mainprice, 2017). The anisotropy causes change of elastic contrast between natural rocks 

depending on direction, and even a switch of relative strength (e.g., from stiffer to more compliant rock) 

might occur in certain directions. Although some workers investigated damage asymmetry in natural 

bimaterial faults and discussed their preferred rupture propagation directions (e.g., Dor et al., 2006a, 2006b; 

Dor et al., 2008; Mitchell et al., 2011; Rempe et al., 2013; B. R. Song et al., 2020), they did not analyze 

elastic or seismic contrast of the anisotropic rocks. In the present study, we investigate potential effects of 

elastic contrast (represented by difference in seismic wave velocity) on rupture directivity and damage 

distribution in bimaterial faults/shear zones separating dissimilar and elastically anisotropic rocks. We 

calculate elastic properties and seismic wave velocities of two anisotropic rocks (quartzofeldspathic rock 

and mica-rich schist) juxtaposed across the deeply exhumed, seismogenic Sandhill Corner shear zone, an 

ancient strike-slip fault that exhibits strongly asymmetric damage distribution (B. R. Song et al., 2020; 

Johnson et al., 2021b). We determine elastic contrast of the anisotropic rocks and conclude that the 

horizontally polarized shear wave propagating parallel to the fault may be the most relevant wave to 

consider when comparing our results to isotropic bimaterial rupture models. To further explore and 

generalize our results, synthetic microstructures with mica preferred orientation are used to conduct 

sensitivity analysis on the effect of modal mineralogy (i.e., mica proportion from 0% to 100%) on seismic 

contrast and rupture directivity. We compare our results of seismic anisotropy and contrast to published 

data of other natural rocks with various mica contents.  
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Figure 4.1 Plan view illustration of seismic waves, particle velocities, and damage distributions generated 

by subshear rupture along right-lateral strike-slip faults in elastically isotropic media. (a) P- and S-wave 

fronts at a given time for a homogeneous isotropic interface between identical solids, showing symmetry 

with respect to the interface. Rupture is propagating in both directions (left and right). (b) P- and S-wave 

fronts at a given time for an isotropic bimaterial interface in stiff (upper block) and compliant (lower block) 

materials. The compliant block has slower P- and S-wave fronts (Pslow and Sslow, respectively) and two 

different head wave fronts (P-to-P between Pfast and Pslow and S-to-S between Sfast and Sslow). A wrinkle-like 

rupture pulse (small red bar within the black box) is propagating to the left. In (a) and (b), the left-

propagating wave fronts (solid lines) are traced from the numerical simulations of particle velocities by 

Ben-Zion (2001), and the corresponding right-propagating wave fronts (dashed lines) are extrapolated from 

these results. (c) Enlarged view of the black box in (b) showing asymmetric particle velocities (black arrows) 

near the rupture pulse. Note larger particle velocities in the more compliant material (below the interface) 

than in the stiffer material (above the interface). Consequently, tension and compression occur near the 

rupture tips in the “positive” and “negative” directions, respectively (left and right sides of the red bar), 

allowing rupture propagation to the “positive” direction (the slip direction of the more compliant material). 

After Ben-Zion (2001) and Dor et al. (2006b). (d) Simplified schematic drawing of damage (fracture) 

distribution generated by a crack-like rupture in a homogeneous isotropic medium. Off-fault fractures are 

produced in rocks on both sides of the fault but on the tensile (T) rather than compressional (C) side of each 

rupture front. Although the fractures here are oriented at high angles (70–80°) to the fault, the angle could 

vary with the stress state around the fault. Modified from Ben-Zion and Shi (2005), Griffith et al. (2009), 

and Okubo et al. (2019). (e) Simplified schematic drawing of damage (fracture) distribution generated by 

a wrinkle-like rupture propagating to the left in an isotropic bimaterial medium. Off-fault fractures are 

produced only in the tensile (T) quadrant on the stiffer side of the fault and have little apparent preferred 

orientation. Modified from Ben-Zion and Shi (2005) and Xu and Ben-Zion (2017). Green stars in (a), (b), 

(d) and (e) indicate nucleation point.   
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4.4. The Sandhill Corner Shear Zone of the Norumbega Fault System  

4.4.1. Geologic Setting  

The Sandhill Corner shear zone (SCSZ) is located in the south-central portion of the Norumbega 

fault system in the northeastern Appalachians of North America (Figure 4.2a). Field and geochronological 

studies suggest that the Norumbega fault experienced regional scale, orogen-parallel, dextral strike-slip 

shear deformation in the late Paleozoic (Ludman et al., 1999; West, 1999; Wang and Ludman, 2004). 

Although total displacement along the fault system is uncertain, estimates of 25–300 km have been reported 

on the basis of map relations and shear strain analysis (Swanson, 1992; Hubbard, 1999; Wang and Ludman, 

2004). The Norumbega fault spans a length of nearly 450 km from southwestern Maine, USA to central 

New Brunswick, Canada (Figure 4.2a; e.g., Newberg, 1985; Hussey et al., 1986; Swanson et al., 1986; 

Hussey, 1988; Swanson, 1992; Pankiwskyj, 1996; Ludman, 1998) and possibly extends up to ~1200 km 

from Connecticut, USA to the Gulf of St. Lawrence, Canada (Figure 4.2a; Ludman, 1998; Goldstein and 

Hepburn, 1999), comparable to the overall length of the San Andreas fault, California, USA. Seismic 

reflection profiles suggest that strands of the Norumbega fault crosscut the Moho (e.g., Doll et al., 1996).  

The SCSZ in the study area (Figures 4.2a and 4.2b) is a ~230 m wide shear zone that contains 

quartz- and feldspar-rich mylonitic rocks of the Cape Elizabeth Formation on the northwest side and sheared 

mica-rich schist of the Crummett Mountain Formation on the southeast side (Grover and Fernandes, 2003; 

West and Peterman, 2004; Price et al., 2016), and thus can be referred to as a bimaterial fault/shear zone. 

Pseudotachylyte is observed within ~40 m of the shear zone core in the quartzofeldspathic (QF) rocks and 

within ~5 m of the core in the schist (Price et al., 2012; W. J. Song et al., 2020). The mylonitic foliation of 

the SCSZ is subvertical and northeast-trending, having subhorizontal stretching lineation (Figure 4.2c). The 

QF and schist host rocks show sub-parallel foliation to that of the SCSZ (Figure 4.2c). The seismogenic 

parts of the shear zone were active at temperatures of 400–500 °C (Price et al., 2016), indicating it was 

exhumed from middle crustal depths. Mean kinematic vorticity number of 0.97 and microstructures of shear 

bands, muscovite fish and mantled feldspar porphyroclasts in the SCSZ indicate approximately strike-slip  
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flow with dextral sense of shear (West and Hubbard, 1997; Johnson et al., 2009). These observations ensure 

that the maximum principal stress was oriented at an angle somewhat larger than 45° from the fault plane, 

allowing direct comparisons with dynamic rupture modeling in Section 4.7.2.  

  



68 

 

Figure 4.2 Geologic setting and damage distribution of the Sandhill Corner shear zone (SCSZ) in the 

Norumbega fault system (NSF). (a) Regional geologic maps of the right-lateral NSF and SCSZ (red star). 

The SCSZ near the study area (red box) separates two lithologic units (Cape Elizabeth Formation and 

Crummett Mt. Formation). Modified from Price et al. (2016). CT, Connecticut; MA, Massachusetts; NH, 

New Hampshire; VT, Vermont. (b) Study area and two host rock sample locations (white circles; BB6 and 

35) for the present study. Samples for analyses of microfracture density and fragment size distribution in 

(d) are also marked by black circles (B. R. Song et al., 2020). The core of the shear zone (ultramylonite) is 

the lithologic contact between quartzofeldspathic (QF) and schist units. (c) Foliation and lineation of the 

SCSZ (upper panel) and host rocks (lower panel) plotted by equal-area, lower hemisphere projection. Mean 

values (strike/dip and trend/plunge, respectively) of mylonitic foliation and stretching lineation in the SCSZ 

indicate a northeast-trending, sub-vertical, strike-slip fault/shear zone. The host rocks show mean foliation 

sub-parallel to that of the SCSZ. Data from Grover and Fernandes (2003), and West and Peterman (2004). 

(d) Plots of microfracture density (red squares) and three-dimensional D-value (blue circles) for garnet 

samples in (b) against perpendicular distance from the QF/schist lithologic contact (data from B. R. Song 

et al., 2020; negative distance indicates the QF unit). The widths of effective damage zones are determined 

by the best fit lines above the background microfracture density. D-value is taken from the exponent of a 

power-law trend in the cumulative size distribution of garnet fragments. The widths of pulverized zones are 

determined by samples with D-value ≥ 2.5. Note highly asymmetric distribution of the effective damage 

and pulverized zones around the shear zone core.   
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4.4.2. Asymmetric Damage Distribution  

Rocks within the SCSZ contain highly fractured and fragmented garnet grains. B. R. Song et al. 

(2020) analyzed the width of effective damage either side of the lithologic contact/shear-zone core based 

on the microfracture density measurements of the fractured or fragmented garnets. The damage distribution 

is highly asymmetric: ~207 m and ~53 m wide in the QF and schist units, respectively (Figure 4.2d). Using 

fragment size distribution analysis with three-dimensional D-value greater than 2.5, the boundaries between 

fractured and pulverized zones are located at ~63 m in the QF and ~5 m in the schist unit from the lithologic 

contact, indicating highly asymmetric distribution of pulverized zones as well (Figure 4.2d; B. R. Song et 

al., 2020). The wider pulverized zone determined by fragmented garnet in the QF unit is comparable to the 

dynamic strain-rate region (~60 m wide) determined by muscovite kink-band geometries (Anderson et al., 

2021) and the coseismic damage zone (~90 m wide) determined by spatial abundance of fluid inclusions in 

the QF rocks (W. J. Song et al., 2020). Johnson et al. (2021b) have summarized these relations and their 

implications for energy expenditure in the earthquake source.  

 

4.5. Methods  

4.5.1. Sample Selection  

One representative host-rock sample was chosen from either side of the SCSZ (BB6 and 35) to 

estimate elastic and seismic properties of the shear zone (Figures 4.2b and 4.3). The QF and schist host 

rocks have the same major minerals with quartz + feldspars + biotite + muscovite > ~95 modal%. The 

protomylonite and mylonite in the shear zone were derived from the QF host rock, and all share a similar 

mineralogy with only varying minor accessory minerals. Mica-rich schist that has a planar foliation defined 

by alternating mica-rich and quartz/feldspar-rich layers is the protolith of sheared schist in the shear zone. 

We compare elastic properties of the host rocks as they best represent the initial or early states of the 

bimaterial contact in development of the shear zone. A more accurate representation of the elastic properties 

could be determined by averaging the measured elastic properties of multiple host-rock samples on either 

side of the shear zone, but results from the selected samples are adequate for our purposes in the present 
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study. Due to the small grain size, we did not assess the elastic properties of the highly strained 

mylonitic/ultramylonitic rocks adjacent to the shear-zone core. The QF/schist contact continues for ~5.8 

km to the NE and >~6.2 km to the SW from the study area (Figure 4.2a). The full length of the contact to 

the SW is unknown due to lack of outcrop. Thus, we are confident that the damage distribution evaluated 

herein reflects the elastic contrast between these two units as opposed to being inherited from some earlier 

part of the displacement history.  

To help interpretation of seismic velocities for the complex natural samples, we also generate two 

simplified synthetic microstructures by changing the crystal orientations, pixel coordinates and phase 

information, as described by Naus-Thijssen et al. (2011b). The synthetic microstructures contain quartz, 

plagioclase, biotite and muscovite, and have nearly identical modal mineral abundance to the natural rock 

samples. The quartz and plagioclase grains have hexagonal shape and random crystallographic orientation 

while the rectangular mica grains show strong preferred shape and c-axis orientations parallel and 

perpendicular to the foliation, respectively. Specifically, the basal (001) planes of mica grains are oriented 

with a mean angle of zero degrees with respect to both the x1 (lineation direction) and x3 (direction parallel 

to the foliation and perpendicular to the lineation) axes with deviation angle of ±10° (see Figure 4.4 for the 

coordinate system), but the [100] and [010] axes of mica are randomly oriented within the basal (001) 

planes. All grains/phases in the synthetic microstructures are randomly distributed in the x1-x2 coordinate 

plane.  
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Figure 4.3 Photomicrographs of two host rock samples cut perpendicular to the foliation and parallel to the 

lineation. (a) Quartzofeldspathic (QF) host rock (sample BB6) with lower mica content. (b) Schist host rock 

(sample 35) with higher mica content. Red boxes present the analysis regions by EBSD (see Figure 4.7a). 

XPL, cross-polarized light; PPL, plane-polarized light; Qz, quartz; Pl, plagioclase; Bt, biotite; Ms, 

muscovite; Grt, garnet. Dark gray vertical stripes in (b) are scratches on the slide glass. 
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Figure 4.4 TESA toolbox and reference frame. (a) TESA toolbox interface. Note the reference frame of 

the x1-x2-x3 axes. (b) Seismic wave speed analysis after computing homogenized elastic properties in 

TESA. 3D wave speeds can be plotted as equal-area projections or spheres. (c) Coordinate system in TESA 

and the analyzed samples with vertical foliation and horizontal lineation. This study calculates 2D wave 

velocities in the x1-x2 plane as a function of the incidence angle ϕ. 
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4.5.2. Data Acquisition and Post-Processing  

Thin sections of the two natural samples from the QF and schist host rocks (Figure 4.3) were cut 

perpendicular to the local foliation and parallel to the local stretching lineation, which are sub-parallel to 

the lithologic contact/shear-zone core. They were polished with colloidal silica suspension for >2 hours 

before applying a thin carbon coat. EBSD patterns of the two samples were collected using a Tescan Vega 

II scanning electron microscope equipped with an EDAX-TSL EBSD system at the University of Maine, 

USA. Working conditions were 20 kV acceleration voltage, 70° sample tilt, and 25 mm working distance. 

EDAX-TSL OIM Data Collection 5.31 software was used to index EBSD patterns on square grids with step 

size of 5 μm and 2 μm for relatively coarse-grained QF and fine-grained schist samples, respectively.  

EBSD data were post-processed with EDAX-TSL OIM Analysis 5.31 software to produce clean 

EBSD maps for the purpose of numerical analysis, following the procedure suggested in Johnson et al. 

(2021a). They were reindexed to accurately identify phases using Hough peaks and chemistry, and to 

eliminate minor accessory phases (<5 modal%). Non- and poorly indexed pixels (<confidence index of 

0.02) were replaced with well-indexed neighboring pixels. The well-indexed pixels are 86% and 61% of 

the EBSD maps for the QF and schist rocks, respectively. In order to produce perfectly bonded grain 

boundaries and uniform crystallographic orientation within a grain domain required for calculation of 

elastic properties using a finite element mesh, empty pixels (e.g., grain boundaries or eliminated minor 

phases) were filled with neighboring phases, twins in quartz and plagioclase were removed, and all pixels 

within a grain (with an internal misorientation <10°) were replaced by the average orientation for the grain. 

Finally, partially mis-indexed biotite and muscovite were manually corrected using a pseudosymmetry 

cleanup routine, comparing EBSD maps and photomicrographs.  

 

4.5.3. Calculation of Elastic and Seismic Properties  

To quantitatively determine bulk stiffness tensors and seismic wave velocities from the cleaned 

EBSD maps, the Euler angles, pixel coordinates and phase information were used in the TESA (Thermo-

Elastic and Seismic Analysis) numerical toolbox featuring a MATLAB-based graphical user interface 
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(Figure 4.4a; Vel et al., 2016; Cook et al., 2018; Johnson et al., 2021a). The TESA toolbox was developed 

by Cook et al. (2018) to investigate seismic anisotropy of rocks, but also calculates grain-scale mechanical 

and thermal stresses and thermal conductivity for polyphase aggregates. The software is based on the 

asymptotic expansion homogenization (AEH) method in conjunction with the finite element method that is 

useful for accurately calculating the 3D homogenized elastic properties and computing seismic wave 

velocities in heterogeneous materials (Naus-Thijssen et al., 2011b; Vel et al., 2016; Almqvist and 

Mainprice, 2017; Cyprych et al., 2017). The AEH method captures the heterogeneous grain-scale stress and 

strain distributions in a polycrystalline sample by accounting for elastic interactions between the grains 

(Vel et al., 2016). Since 2D EBSD maps were used for the 3D homogenized elastic properties, it is assumed 

that the 2D microstructures (e.g., distributions and boundaries of grains) are projected in the third dimension 

(perpendicular to the microstructural image). Assuming that the modal mineralogy and crystallographic 

orientations are approximately maintained at the analysis scale in the third dimension, projection of the 

microstructure into the third dimension should provide results for seismic wave speeds accurate enough for 

our purposes. The homogenized stiffness tensors were computed using the elastic properties of trigonal α-

quartz (Ohno et al., 2006), triclinic plagioclase (An25; Brown et al., 2016), monoclinic phlogopite (Chheda 

et al., 2014) for biotite, and monoclinic muscovite (Vaughan and Guggenheim, 1986). We note that biotite 

stiffness published by Aleksandrove and Ryzhova (1961) was not used because it assumes hexagonal 

symmetry. In the remainder of the paper when we refer to elastic properties of biotite, we use the elastic 

properties of phlogopite from Chheda et al. (2014). All four minerals are elastically anisotropic, and their 

single-crystal seismic properties are presented in Figure 4.5.  

After homogenization analysis, we plot 3D wave velocities (V) using equal-area, upper-hemisphere 

projection (Figure 4.4b) and compute seismic anisotropy (in percentage) by 𝐴 = 100 ×

(𝑉max − 𝑉min) (0.5 × (𝑉max + 𝑉min))⁄ . Using homogenized stiffness tensors, bulk densities, and the 

Christoffel equations (Christoffel, 1877), we calculate and plot 2D velocities of the compressional wave (P 

wave) and two shear waves (SH and SV waves depending on polarization direction; see Figure 4.6) for 



75 

incidence angles (azimuth ϕ) between 0° and 180° with 1° interval in the horizontal plane (x1-x2 plane in 

Figure 4.4c). These velocities are used to investigate contrasts in the velocities of different seismic waves, 

as a proxy for elastic contrast. In an anisotropic medium, P and S waves generally have quasi-compressional 

(qVP) and quasi-shear (qVSH and qVSV) wave velocities since particle motion is neither exactly parallel nor 

perpendicular to the symmetry axis for most angles of incidence (e.g., Auld, 1990; Winterstein, 1990). Note 

that qVSH and qVSV (and thus their seismic anisotropies) can vary depending on the selected reference frame. 

The seismic velocity contrast (in percentage) between two rocks at a particular incidence angle is calculated 

as 100 × |𝑉rock1 − 𝑉rock2| (0.5 × (𝑉rock1 + 𝑉rock2))⁄ . The synthetic microstructures were similarly 

analyzed for elastic and seismic properties using the TESA toolbox. In anisotropic media, shear waves can 

also be classified into faster and slower S waves (S1 and S2, respectively), independent of reference frame. 

For more complete datasets of seismic properties, we also plot 3D S1- and S2-wave velocities (qVS1 and 

qVS2) and S-wave anisotropy percentage 𝐴𝑉S = 100 × (𝑉S1 − 𝑉S2) (0.5 × (𝑉S1 + 𝑉S2))⁄  for all the natural 

and synthetic rocks.  

The TESA toolbox can use classical analytical homogenization methods such as Voigt (Voigt, 

1928), Reuss (Reuss, 1929), and Voigt-Reuss-Hill (hereafter called “Hill”; Hill, 1952) averages that do not 

account for elastic interactions between the constituent grains. For comparison with AEH results, we plot 

2D and 3D wave velocities via Voigt, Reuss, and Hill techniques of the natural and synthetic QF and schist 

host rocks of the SCSZ and discuss them in the text (Section 4.7.3).  
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Figure 4.5 P-, SH-, SV-, S1- and S2-wave velocities (denoted by qVP, qVSH, qVSV, qVS1 and qVS2, 

respectively) and S-wave anisotropy percentage (AVS) plotted as equal-area, upper hemisphere projections 

for single crystals of quartz, plagioclase (An25), phlogopite for biotite, and muscovite used in the present 

study. In this reference frame for single crystal velocities, the horizontal polarization for SH-wave is parallel 

to the a-c plane in quartz and the [100]-[001] plane in plagioclase, biotite and muscovite. Note that qVSH 

and qVSV (and thus their seismic anisotropies) can vary depending on the selected reference frame. 3D 

velocities of quartz, plagioclase, phlogopite and muscovite show trigonal, triclinic, monoclinic and 

monoclinic symmetry, respectively, being computed using the elastic properties of Ohno et al. (2006), 

Brown et al. (2016), Chheda et al. (2014) and Vaughan and Guggenheim (1986), and the densities of 2650, 

2653, 2790 and 2844 kg/m3. Seismic anisotropy (AV) for each seismic velocity is calculated from the 

difference between the maximum and minimum velocities divided by their average.  
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Figure 4.6 Illustration of polarization of seismic waves. (a) Polarization of the SH and SV waves 

horizontally propagating at an incidence angle ϕ. The SH-wave polarization is parallel to the x1-x2 plane. 

The SV-wave polarization direction lies in the planes that are parallel to the x3 axis. (b) Particle motion 

(polarization) of P, SH and SV waves horizontally propagating at ϕ = 0° (parallel to the foliation and 

lineation). The compressional P wave has particle motion parallel to the propagation direction (the x1 axis). 

Two shear waves show polarization perpendicular to the propagation direction. The SH wave has particle 

motion parallel to the x2 direction (perpendicular to the foliation). The SV wave has particle motion parallel 

to the x3 direction (perpendicular to the horizontal x1-x2 plane). n, wave propagation direction. 

 

4.6. Results  

4.6.1. Microstructures of the Quartzofeldspathic (QF) and Schist Units  

Two natural rock samples from the QF (sample BB6) and schist (sample 35) units are composed 

primarily of quartz, plagioclase, biotite and muscovite, with minor garnet (Figure 4.3). In the selected 

regions for EBSD analysis (Figure 4.7a), quartz and plagioclase show coarse grains up to millimeter scale 

in the QF sample (averaging 101.1 and 121.9 μm, respectively) but relatively fine grains in the mica-rich 

schist (averaging 24.6 and 32.1 μm, respectively). In the QF rock with relatively low mica content (13.9 

modal%), biotite has large grain size (average 84.6 μm) compared to the schist and exhibits a preferred 

orientation of its basal (001) planes sub-parallel to the shear-zone core or foliation (the x1-x3 plane) 

although biotite layering anastomoses around plagioclase grains (Figures 4.3a, 4.7a and 4.9a). Muscovite 

comprises a very small portion (0.5 modal%) of the QF rock (Figure 4.7a). Owing to their large grain size, 

quartz and plagioclase in the QF rock show similar degrees of crystallographic preferred orientation to 

biotite (Figure 4.9a). In the schist with high mica content (70.5 modal%), both biotite and muscovite grain 
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sizes are relatively small (averaging 29.0 and 20.9 μm, respectively), and show strong preferred orientations 

of their basal (001) planes parallel to the foliation, whereas quartz and plagioclase have relatively weak 

crystallographic preferred orientations (Figures 4.7a and 4.9b). The total number (N) of grains analyzed by 

EBSD is 625 for the QF rock and 2623 for the schist. The number of grains for each mineral is as follows: 

Nquartz = 261, Nplagioclase = 114, Nbiotite = 203, and Nmuscovite = 47 for the QF rock; Nquartz = 335, Nplagioclase = 147, 

Nbiotite = 282, and Nmuscovite = 1859 for the schist.  

 

4.6.2. Wave Velocities and Contrasts for the Natural QF Rock and Schist  

4.6.2.1. P Wave  

The 2D quasi-compressional wave velocities (qVP) of the QF rock and schist in the horizontal x1-

x2 plane are plotted as a function of azimuth ϕ in Figure 4.7b, using the homogenized stiffness tensors and 

densities computed by the TESA toolbox. qVP at ϕ = 0° (or 180°) and ϕ = 90°, hereafter referred to as 

qVP(0°) and qVP(90°), represent a compressional wave velocity propagating, respectively, parallel and 

perpendicular to the strike of the SCSZ (the x1 direction). The QF rock with low mica content shows only 

a small variation in qVP and thus low P-wave anisotropy in the x1-x2 plane (Figure 4.7b; see Table 4.1). In 

contrast, the schist with high mica content shows significant P-wave anisotropy in the x1-x2 plane. The 

schist qVP showing the highest value at ϕ = 3° decreases with increasing ϕ and reaches its minimum value 

at ϕ = 96°, and its maximum difference is more than 2 km/s (Figure 4.7b; Table 4.1). Unlike the QF rock, 

the qVP curve for the schist in the x1-x2 plane is approximately symmetrical with respect to ϕ = ~90° (Figure 

4.7b). In the SCSZ-parallel direction, qVP(0°) of the schist is faster than that of the QF rock, whereas in the 

SCSZ-perpendicular direction, the schist shows slower qVP(90°) than the QF rock (Figure 4.7b).  

Since the QF rock and schist show different degrees of seismic anisotropy in the x1-x2 plane, the 

P-wave velocity contrast between the two rocks varies with azimuth ϕ (Figure 4.7c). The qVP contrast in 

the SCSZ ranges from 0% at the velocity crossovers to 17.6%, and the more compliant rock type (QF or  
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schist) based on qVP is also changed with ϕ (Figure 4.7c). The SCSZ-parallel and perpendicular qVP 

contrasts at ϕ = 0° and ϕ = 90°, respectively, are 11.9% (more compliant QF) and 16.2% (more compliant 

schist).  

The 3D qVP for the QF and schist rocks is plotted in Figure 4.7d. Both rocks show minimum qVP 

sub-perpendicular to the x1-x3 plane (foliation), but maximum and high qVP in the QF rock is concentrated 

sub-parallel to the x3 direction, whereas the schist exhibits maximum and high qVP along the foliation, 

displaying nearly hexagonal symmetry of P-wave velocity (Figure 4.7d). The P-wave seismic anisotropy 

of the schist (37.9%) is more than twice that of the QF rock (15.3%) owing to the abundant mica with strong 

crystallographic preferred orientation (Figures 4.7d and 4.9b).  
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Figure 4.7 Phase maps, P- (qVP) and S-wave velocities (qVSH and qVSV), and velocity contrasts for the 

quartzofeldspathic (QF) and schist host rocks of the Sandhill Corner shear zone. The velocities were 

computed using the AEH method. The compressional P wave has particle motion parallel to the propagation 

direction; the SH-wave polarization orientation is parallel to the horizontal x1-x2 plane; the SV-wave 

polarization orientation lies in the vertical planes that are parallel to the x3 axis (see Figure 4.6). (a) Phase 

maps of the analyzed QF (sample BB6) and schist (sample 35) host rocks by EBSD with lower (13.9 

modal%) and higher (70.5 modal%) mica contents, respectively. Different shades of colors indicate 

different grains. See Figure 4.3 for analysis location. The coordinate system and azimuth ϕ (wave incidence 

angle) are also shown. (b) 2D qVP for each rock plotted against azimuth ϕ from 0° to 180° in the x1-x2 

plane. (c) qVP contrast between the QF and schist rocks plotted against azimuth ϕ, calculated from (b). 

Shading indicates more compliant rock with lower velocity (red – QF; blue – schist). (d) 3D qVP and its 

seismic anisotropy (AVP) for each rock. (e) 2D qVSH and qVSV for each rock plotted against azimuth ϕ from 

0° to 180° in the x1-x2 plane. (f) qVSH and qVSV contrasts between the QF and schist rocks plotted against 

azimuth ϕ, calculated from (e). (g) 3D qVSH and its seismic anisotropy (AVSH) for each rock. (h) 3D qVSV 

and its seismic anisotropy (AVSV) for each rock. 3D wave velocities in (d), (g) and (h) are presented in 

equal-area, upper hemisphere projection and with the same color limits for comparison. See Figure 4.8 for 

3D S1- and S2-wave velocities (qVS1 and qVS2) and S-wave anisotropy percentage (AVS).  
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Figure 4.8 Phase maps, S1- and S2-wave velocities (qVS1 and qVS2), and S-wave anisotropy percentage 

(AVS) for the quartzofeldspathic (QF) and schist host rocks of the Sandhill Corner shear zone. (a) Phase 

maps of the natural QF (sample BB6) and schist (sample 35) host rocks. From Figure 4.7a. (b) 3D qVS1 and 

its seismic anisotropy (AVS1) for each natural rock. (c) 3D qVS2 and its seismic anisotropy (AVS2) for each 

natural rock. (d) 3D AVS and its maximum anisotropy (max. AVS) for each natural rock. (b), (c) and (d) are 

computed using the AEH method and presented in equal-area, upper hemisphere projection and with the 

same color limits for comparison. 
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Figure 4.9 Crystallographic orientations of the natural rocks at all the EBSD analysis points (pixels) plotted 

as equal-area, upper hemisphere projections (not one-point-per-grain plots) and contoured as multiples of 

uniform distribution using smoothing parameters with series rank of 10 and Gaussian half-width of 10°. 

Thus, the contoured pole figures show area-weighted effect, which helps interpret seismic properties of the 

rocks. (a) Crystallographic orientations of quartz, plagioclase, biotite and muscovite in the QF host rock 

(sample BB6). (b) Crystallographic orientations of quartz, plagioclase, biotite and muscovite in the schist 

host rock (sample 35). The reference frame (x1-x2-x3) is displayed at the bottom; the numbers of grains (N) 

and analysis points (n) are also presented next to each mineral name. Note that the basal (001) planes of 

biotite and muscovite in the mica-rich schist are subparallel to the foliation (the x1-x3 plane). 
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4.6.2.2. S Waves  

The 2D quasi-shear wave velocities with horizontal (qVSH) and vertical (qVSV) polarization of the 

QF and schist rocks are plotted as a function of azimuth ϕ in Figure 4.7e. The mica-poor QF rock shows 

only small variations in qVSH and qVSV, whereas the two S waves of the mica-rich schist have much larger 

seismic anisotropies in the x1-x2 plane (Figure 4.7e; see Table 4.1). In the schist, the slowest 2D qVSH is 

present at ϕ = 3° with polarization sub-perpendicular to the foliation, and the fastest 2D qVSH is at ϕ = 130° 

with neither polarization nor propagation (sub-)perpendicular to the foliation (Figure 4.7e; Table 4.1). 2D 

qVSV of the schist is fastest at ϕ = 3° with both polarization and propagation (sub-)parallel to the foliation 

and slowest at ϕ = 93° with propagation sub-perpendicular to the foliation, and its maximum difference is 

more than 1 km/s (Figure 4.7e; Table 4.1). Unlike the QF rock, the schist has approximately symmetrical 

qVSH and qVSV patterns in the x1-x2 plane with respect to ϕ = ~90° (Figure 4.7e). In the SCSZ-parallel 

direction, the schist shows faster qVSV(0°) than the QF rock, whereas in the SCSZ-perpendicular direction, 

qVSV(90°) of the schist is slower (Figure 4.7e). For qVSH in the x1-x2 plane, the schist exhibits slower 

velocities than the QF rock at all azimuth angles except for ϕ = 126° to 130° where it is slightly faster than 

the QF rock (Figure 4.7e).  

The seismic contrasts of SH and SV waves between the two rocks also varies with azimuth ϕ owing 

to different degrees of seismic anisotropy in the x1-x2 plane (Figure 4.7f). The qVSH and qVSV contrasts 

range from 0% to 29.8% and 26.0%, respectively. The qVSH and qVSV contrasts at ϕ = 0° are 25.5% (more 

compliant schist) and 11.5% (more compliant QF), respectively. At ϕ = 90°, the contrasts of qVSH and qVSV 

are 21.0% and 25.9%, respectively, the schist being more compliant for both SH and SV waves (Figure 

4.7f). There are abrupt changes in qVSH and qVSV contrasts at ϕ = ~60° and especially ~90° in Figure 4.7f. 

They are caused by abrupt change (“crossover”) of qVSH for the QF rock to faster S wave at ϕ = ~60° and 

to slower S wave at ϕ = ~90° in Figure 4.7e (or abrupt change of qVSV for the QF rock to slower S wave at 

ϕ = ~60° and to faster S wave at ϕ = ~90°). The two plots in Figures 4.7e and 4.7f show that, unlike 

elastically isotropic rocks, seismic wave velocities and their contrasts in anisotropic rocks depend on the 

incidence angle ϕ in the horizontal x1-x2 plane, and this will be discussed in Section 4.7.1.  
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The 3D qVSH and qVSV for the QF and schist rocks are plotted in Figures 4.7g and 4.7h where 

patterns of qVSH and qVSV in the mica-rich schist exhibit nearly hexagonal symmetry. In Figures 4.7g and 

4.7h, the SH- and SV-wave seismic anisotropies of the mica-rich schist (42.6% and 39.8%, respectively) 

are more than twice those of the QF rock (15.0% and 18.7%, respectively).  

 

4.6.3. Comparison With Synthetic Rock Samples  

Owing to the complex microstructures and seismic velocity patterns of the natural rocks (especially 

the QF rock), two simplified synthetic microstructures with nearly identical modal mineral abundance to 

the natural rocks were generated to better understand the effect of modal mineralogy on wave velocities 

and seismic anisotropy. The synthetic QF and schist samples have mica (biotite and muscovite) contents of 

14.1% and 70.6%, respectively (Figure 4.10a).  

 

4.6.3.1. P Wave  

Similar to the natural rocks, the 2D qVP of the synthetic QF rock with low mica content shows 

small variation, whereas the synthetic schist with high mica content has significant qVP variation more than 

2 km/s in the horizontal x1-x2 plane (Figure 4.10b; see Table 4.1). For both synthetic rocks, the qVP curves 

in the x1-x2 plane do not have minimum speeds in sub-perpendicular directions to the foliation close to ϕ 

= 90° (e.g., minimum at ϕ = 56° or 81°) while maximum velocities are shown in (sub-)parallel directions 

to the foliation close to ϕ = 0° or 180° (Figure 4.10b; Table 4.1). Owing to strong crystallographic preferred 

orientations in mica and weak preferred orientations in quartz and plagioclase (Figure 4.12), these 2D 

velocity features for synthetic rocks are similar to the 2D qVP for monoclinic biotite or muscovite single 

crystals plotted in the [100]-[001] plane (Figure 4.13). Interestingly, the qVP curve for the mica-rich 

synthetic schist in the x1-x2 plane is approximately symmetrical with respect to ϕ = ~90° presumably due 

to a combination of the monoclinic velocity curves for biotite and muscovite (Figures 4.10b and 4.13). As  
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with the natural rocks, the foliation-parallel qVP(0°) of the synthetic schist is faster than that of the synthetic 

QF rock, whereas in the foliation-perpendicular direction, the synthetic schist has slower qVP(90°) than the 

synthetic QF rock (Figure 4.10b).  

The seismic contrast of P wave between the two synthetic rocks varies with azimuth ϕ owing to 

different degrees of their seismic anisotropies in the x1-x2 plane (Figure 4.10c), with values ranging from 

0% to 18.6%. The foliation-parallel and perpendicular qVP contrasts at ϕ = 0° and ϕ = 90° are 13.5% (more 

compliant synthetic QF) and 18.6% (more compliant synthetic schist), respectively (Figure 4.10c).  

The 3D qVP for the synthetic QF rock shows much simpler velocity pattern than the natural QF 

rock (Figure 4.10d), close to monoclinic symmetry of biotite in Figure 4.5. This simpler pattern reflects the 

random crystallographic orientations of synthetic quartz and plagioclase grains unlike the natural QF rock 

(Figure 4.12a). However, both natural and synthetic QF rocks show similar minimum and maximum qVP 

and thus similar P-wave seismic anisotropies (15.3% and 12.0%, respectively; Figures 4.7d and 4.10d). The 

mica-rich synthetic schist displays approximately hexagonal symmetry of qVP similar to the natural schist, 

considering maximum and high qVP along the foliation owing to strong preferred orientation of the basal 

(001) planes of biotite and muscovite parallel to the foliation (Figures 4.10d and 4.12b). As in the natural 

rocks, Figure 4.10d shows the P-wave seismic anisotropy of the mica-rich synthetic schist (40.5%) is much 

higher than that of the synthetic QF rock (12.0%). The P-wave velocity comparison between the natural 

and synthetic rocks indicates that mica content and its crystallographic orientation are important factors in 

determining seismic velocities and anisotropy compared to the other minerals (quartz and plagioclase) 

because biotite and muscovite have much higher seismic anisotropies than quartz and plagioclase (Figure 

4.5).  
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Figure 4.10 Phase maps, P- (qVP) and S-wave velocities (qVSH and qVSV), and velocity contrasts for 

synthetic rock samples with the same mica contents as the natural quartzofeldspathic (QF) and schist host 

rocks of the Sandhill Corner shear zone. The velocities were computed using the AEH method. (a) Phase 

maps of the synthetic QF and schist rocks with lower (14.1 modal%) and higher (70.6 modal%) mica 

contents, respectively. Mica grains show a preferred orientation, but quartz and plagioclase grains are 

randomly oriented. The coordinate system and azimuth ϕ (wave incidence angle) are also presented. (b) 2D 

qVP for each synthetic rock plotted against azimuth ϕ from 0° to 180° in the x1-x2 plane. (c) qVP contrast 

between the synthetic QF and schist rocks plotted against azimuth ϕ, calculated from (b). Shading indicates 

more compliant rock with lower velocity (red – QF; blue – schist). (d) 3D qVP and its seismic anisotropy 

(AVP) for each synthetic rock. (e) 2D qVSH and qVSV for each synthetic rock plotted against azimuth ϕ from 

0° to 180° in the x1-x2 plane. (f) qVSH and qVSV contrasts between the synthetic QF and schist rocks plotted 

against azimuth ϕ, calculated from (e). (g) 3D qVSH and its seismic anisotropy (AVSH) for each synthetic 

rock. (h) 3D qVSV and its seismic anisotropy (AVSV) for each synthetic rock. 3D wave velocities in (d), (g) 

and (h) are presented in equal-area, upper hemisphere projection and with the same color limits for 

comparison. See Figure 4.11 for 3D S1- and S2-wave velocities (qVS1 and qVS2) and S-wave anisotropy 

percentage (AVS).  
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Figure 4.11 Phase maps, S1- and S2-wave velocities (qVS1 and qVS2), and S-wave anisotropy percentage 

(AVS) for synthetic rock samples with the same mica contents as the natural quartzofeldspathic (QF) and 

schist host rocks of the Sandhill Corner shear zone. (a) Phase maps of the synthetic QF and schist rocks. 

From Figure 4.10a. (b) 3D qVS1 and its seismic anisotropy (AVS1) for each synthetic rock. (c) 3D qVS2 and 

its seismic anisotropy (AVS2) for each synthetic rock. (d) 3D AVS and its maximum anisotropy (max. AVS) 

for each synthetic rock. (b), (c) and (d) are computed using the AEH method and presented in equal-area, 

upper hemisphere projection and with the same color limits for comparison. 
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Figure 4.12 Crystallographic orientations of the synthetic rocks at all the pixels plotted as equal-area, upper 

hemisphere projections and contoured as multiples of uniform distribution using smoothing parameters 

with series rank of 10 and Gaussian half-width of 10°. (a) Crystallographic orientations of quartz, 

plagioclase and biotite in the synthetic QF rock. Muscovite is plotted using discrete pole figure because the 

synthetic QF rock has only one grain of muscovite. (b) Crystallographic orientations of quartz, plagioclase, 

biotite and muscovite in the synthetic schist. The reference frame (x1-x2-x3) is displayed at the bottom; the 

numbers of grains (N) and analysis points (n) are also presented next to each mineral name. Note that the 

basal (001) planes of micas in both synthetic rocks are subparallel to the foliation (the x1-x3 plane), and the 

other minerals (quartz and plagioclase) show very weak crystallographic preferred orientations compared 

to biotite. 
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Figure 4.13 2D seismic velocities for single crystals of biotite (phlogopite) and muscovite used in the 

present study. See Figure 4.5 for full 3D seismic velocities. (a) P-wave velocities (qVP) of mica in the [100]-

[001] plane. (b) SH- and SV-wave velocities (qVSH and qVSV) of mica in the [100]-[001] plane. If we consider 

[100] and [001] of mica as x1 and x2 axes, respectively, then this plot can be viewed as the 2D velocity 

plots used for rocks with azimuth ϕ from 0° to 180° in the x1-x2 plane. The 2D seismic velocities in the 

[100]-[001] plane is not perfectly symmetrical with respect to ϕ = 90° since 3D seismic velocities of 

phlogopite and muscovite show monoclinic symmetry (Figure 4.5). (c) Maximum and minimum velocities 

in (a) and (b) and their azimuth ϕ. P wave in both phlogopite and muscovite show a maximum velocity 

when propagating sub-parallel to the basal (001) plane (ϕ = 173°). The minimum qVP is present at ϕ = 64° 

for phlogopite and 95° for muscovite. SV wave in phlogopite and muscovite have a minimum velocity at ϕ 

= 84° and 85°, respectively, due to sub-perpendicular propagation to the basal (001) plane and a maximum 

velocity at ϕ = 174° or 175°, respectively, because both propagation and polarization directions are sub-

parallel to the basal (001) plane. SH wave exhibits minimum (or lower) velocities with sub-perpendicular 

propagation or polarization to the basal (001) plane (ϕ = 84° or 177° for phlogopite; ϕ = 171° or 83° for 

muscovite). On the other hand, maximum (or higher) qVSH in phlogopite and muscovite is present at an 

angle where either its propagation or polarization direction is away from the basal (001) plane, and therefore 

the maximum qVSH in the [100]-[001] plane is much lower than the maximum qVSV. 
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4.6.3.2. S Waves  

Similar to the natural rocks, 2D qVSH and qVSV of the synthetic mica-rich schist show much larger 

variations than the synthetic mica-poor QF rock in the x1-x2 plane (Figure 4.10e; see Table 4.1). For the 

synthetic QF and schist rocks, the slowest 2D qVSH are present at ϕ = 174° and 90°, respectively, owing to 

its polarization or propagation (sub-)perpendicular to the foliation, and the fastest 2D qVSH are present at ϕ 

= 42° and 55° with neither polarization nor propagation (sub-)perpendicular to the foliation (Figure 4.10e; 

Table 4.1). For qVSV in the x1-x2 plane, as both polarization and propagation directions are (sub-)parallel 

to the foliation, the synthetic QF and schist rocks have maximum speeds at ϕ = 177° and 0°, respectively, 

and minimum speeds are present at ϕ = 97° and 95° with propagation sub-perpendicular to the foliation 

(Figure 4.10e; Table 4.1). These 2D velocity features for synthetic rocks are similar to the 2D qVSH and 

qVSV for monoclinic single-crystal biotite or muscovite plotted in the [100]-[001] plane (Figure 4.13), but 

the S-wave velocity curves for the mica-rich synthetic schist in the x1-x2 plane are approximately 

symmetrical with respect to ϕ = 90° presumably due to a combination of the monoclinic velocity curves for 

biotite and muscovite (Figure 4.10e). In the foliation-parallel direction, the synthetic schist shows faster 

qVSV(0°) than the synthetic QF rock, whereas in the foliation-perpendicular direction, qVSV(90°) of the 

synthetic schist is slower (Figure 4.10e). For qVSH in the x1-x2 plane, the synthetic schist exhibits slower 

velocities than the synthetic QF rock at all azimuth angles (Figure 4.10e).  

The seismic contrasts of SH and SV waves between the two synthetic rocks show similar variations 

with azimuth ϕ to the natural rocks (Figures 4.7f and 4.10f). The qVSH contrast is between 4.1% and 23.4%, 

and the qVSV contrast ranges from 0% to 24.4% (Figure 4.10f). The qVSH and qVSV contrasts at ϕ = 0° are 

22.7% (more compliant synthetic schist) and 9.8% (more compliant synthetic QF), respectively. At ϕ = 90°, 

the contrasts of qVSH and qVSV are 23.3% and 23.2%, respectively, the synthetic schist being more compliant 

for both SH and SV waves (Figure 4.10f).  

Unlike the complicated velocity patterns of the natural QF rock, the 3D qVSH and qVSV patterns for 

the synthetic QF rock is similar to the monoclinic symmetry velocity patterns of single-crystal biotite, but 

its seismic anisotropies (16.4% for qVSH and 15.6% for qVSV) are comparable to the natural QF rock (Figures 
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4.5, 4.10g and 4.10h). The mica-rich synthetic schist shows nearly hexagonal symmetry of qVSH and qVSV 

similar to the natural schist and has much higher seismic anisotropies (47.0% for qVSH and 46.8% for qVSV) 

than the mica-poor synthetic QF rock (Figures 4.10g and 4.10h).  

 

Table 4.1 Maximum and minimum seismic velocities and their differences for the natural and synthetic 

rocks in the x1-x2 plane, computed using the AEH method. 

 Seismic velocity (km/s) 

 P wave  SH wave  SV wave 

Rock 

sample 

Max 

(at a) 

Min 

(at ) 

Diffb 

 

Max 

(at ) 

Min 

(at ) 

Diff 

 

Max 

(at ) 

Min 

(at ) 

Diff 

Natural 

QFc 

(BB6) 

6.408 

( = 

19°) 

5.838 

( = 

82°) 

0.570   3.971 

( = 

76°) 

3.505 

( = 

25°) 

0.467   3.964 

( = 

153°) 

3.562 

( = 

87°) 

0.403 

Natural 

Schist 

(35) 

7.124 

( = 3°) 

4.980 

( = 

96°) 

2.144 

 

3.598 

( = 

130°) 

2.859 

( = 3°) 

0.739 

 

4.397 

( = 3°) 

3.004 

( = 

93°) 

1.393 

Synthetic 

QF 

6.488 

( = 

174°) 

5.863 

( = 

56°) 

0.625 

 

3.924 

( = 

42°) 

3.515 

( = 

174°) 

0.409 

 

4.095 

( = 

177°) 

3.570 

( = 

97°) 

0.525 

Synthetic 

Schist 

7.413 

( = 0° 

 or 180°) 

4.918 

( = 

81°) 

2.495   3.663 

( = 

55°) 

2.798 

( = 

90°) 

0.865   4.514 

( = 0° 

 or 180°) 

2.827 

( = 

95°) 

1.687 

Note: 2D seismic velocities at all azimuth  for the natural and synthetic rocks are plotted in Figures 4.7 and 4.10, 

respectively. 
aAzimuth  is the incidence angle of waves with respect to the x1 direction in the horizontal x1-x2 plane. For example, 

the x1 and x2 directions are  = 0° and 90°, respectively. See Figure 4.4c for the coordinate system. 
bDifference (Diff) = maximum velocity − minimum velocity. 
cQF = quartzofeldspathic rock. 
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4.7. Discussion  

4.7.1. Determination of Elastic Contrast Between the Anisotropic Rocks  

The effective damage zone around the SCSZ reveals asymmetric distribution being wider (~207 

m) in the QF rocks and narrower (~53 m) in the schist, with similarly asymmetric distribution of pulverized 

zones of ~63 m and ~5 m in the QF and schist units, respectively (Figure 4.2d; B. R. Song et al., 2020). 

Asymmetric damage is commonly observed around bimaterial strike-slip faults separating rocks with 

different elastic properties (e.g., Dor et al., 2006a, 2006b, 2008; Mitchell et al., 2011; Rempe et al., 2013). 

Based on numerical rupture-propagation studies, the contrast in rock material properties across a fault leads 

to bimaterial coupling, which results in wrinkle-like pulse ruptures with unilateral rupture directivity in the 

slip direction of the more compliant side, and therefore produces asymmetry of ground motion and damage 

distribution due to the directivity effect (e.g., Weertman, 1980; Andrews and Ben-Zion, 1997; Ben-Zion, 

2001; Ben-Zion and Huang, 2002; Shi and Ben-Zion, 2006; Ampuero and Ben-Zion, 2008; Dalguer and 

Day, 2009; Erickson and Day, 2016; Xu and Ben-Zion, 2017). Thus, determining elastic properties and 

wave-speed contrasts across the fault appears to be an integral component of understanding the rupture 

directivity and its related effects.  

Owing to the difficulty of incorporating elastic anisotropy, numerical studies of rupture propagation 

typically treat rocks as elastically isotropic (Figure 4.1; e.g., Andrews and Ben-Zion, 1997; Harris and Day, 

1997; Cochard and Rice, 2000; Shi and Ben-Zion, 2006; Brietzke et al., 2007; Ampuero and Ben-Zion, 

2008; Erickson and Day, 2016; Xu and Ben-Zion, 2017). However, earthquake ruptures in natural faults 

typically occur in rocks with at least moderate elastic anisotropy, partly caused by rock fabrics and 

associated crystallographic preferred orientation developed during deformation and associated 

metamorphism (e.g., Jefferies et al., 2006; Christensen and Okaya, 2007; Li et al., 2014b; Audet, 2015). In 

contrast to elastically isotropic rocks, anisotropic rocks show directional dependence of seismic wave 

velocities and thus velocity contrasts. For example, in the SCSZ-parallel direction at ϕ = 0°, the QF rock is 

more compliant for qVP or qVSV but the schist is more compliant for qVSH. In contrast, the schist is more 

compliant for all three waves in the SCSZ-perpendicular direction at ϕ = 90° (Figures 4.7c and 4.7f). In this 
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section, we discuss which elastic contrast between the two anisotropic rocks may be the most diagnostic 

for evaluating the potential for rupture directivity. Since it is difficult to visualize anisotropic elastic 

properties (e.g., stiffness tensor), we use seismic wave velocities and their contrasts as a proxy for elastic 

contrast.  

In vertical strike-slip faults, small earthquakes generally propagate in two directions as a mixture 

of in-plane (mode II) and anti-plane (mode III) ruptures (e.g., Harris and Day, 2005). In contrast, for 

moderate and large strike-slip earthquakes (e.g., >M6.5), fault ruptures initiate with a mixture of mode II 

and III propagation, but after saturating the seismogenic zone, their subsequent propagation is 

predominantly lateral in mode II (e.g., Ben-Zion, 2006). Moreover, only mode II ruptures in strike-slip 

faults have been shown to exhibit the bimaterial coupling of shear slip and normal stress, generating the 

preferentially propagating wrinkle-like pulse (Ben-Zion and Andrews, 1998). The SCSZ is a vertical strike-

slip fault which, based on the common occurrence of pseudotachylyte, experienced large earthquakes (Price 

et al., 2012; W. J. Song et al., 2020). Thus, in the present study, we consider 2D in-plane shear ruptures, 

horizontally propagating along the strike of the fault/shear zone and limit our discussion to wave velocities 

in the horizontal x1-x2 plane. The SCSZ system in this study is exhumed from middle crustal depths 

corresponding to temperatures of 400–500 °C (W. J. Song et al., 2020). Thus, we can apply the theoretical 

and numerical studies to the coseismic off-fault damage without considering the effect of Earth’s free 

surface.  

For a subshear rupture in bimaterial strike-slip faults, differential fault-normal particle motion near 

the rupture tip is key to the bimaterial coupling effect, and the contrast that governs the strength of the 

bimaterial effects is that of the S-wave velocities (Figures 4.1b and 4.1c; e.g., Somerville et al., 1997; Ben-

Zion and Andrews, 1998; Ben-Zion, 2001). The fault-normal particle motion (parallel to the x2 axis) at the 

rupture tip for a subshear rupture is found only in the SH wave propagating parallel to the SCSZ-parallel 

slip direction at ϕ = 0° (Figure 4.6b). We therefore disregard the P wave as well as the SV wave at ϕ = 0° 

because their particle motions are parallel to the vertical fault/shear zone (Figure 4.6b).  
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The velocity contrast for the SH wave between the natural QF and schist rocks at ϕ = 0° is 25.5%, 

and the schist is more compliant (Figure 4.7f). In Section 4.7.2, by analogy with the model of rupture 

dynamics for bimaterial faults in elastically isotropic media described above, we consider the SH wave as 

diagnostic in the SCSZ and discuss preferred rupture propagation in the slip direction of the more compliant 

schist and greater damage-zone width in the less compliant QF rock (Figures 4.1b and 4.1e). Below we 

discuss subshear and supershear rupture models assuming that the SH wave in our anisotropic rocks can 

substitute for the S-wave in isotropic rocks.  

 

4.7.2. Comparison With Previous Isotropic Bimaterial Models  

4.7.2.1. Subshear Rupture Model  

In subshear rupture models of a bimaterial interface (fault) separating two elastically isotropic 

dissimilar materials, the presence of elastic contrast across the interface causes mismatch in seismic wave 

velocities and produces head waves that propagate along the fault and radiate to the more compliant medium 

(Ben-Zion, 1989, 1990). Thus, in addition to slower P- and S-wave fronts, two different head wave fronts 

(P-to-P between faster and slower P waves, and S-to-S between faster and slower S waves) propagate on 

the more compliant side (Figure 4.1b; e.g., Ben-Zion, 2001). Numerical results of Andrews and Ben-Zion 

(1997) and Ben-Zion and Andrews (1998) showed that the S-to-S head wave contributes to normal stress 

transition from compression during the buildup of the head wave to tension after arrival of the slower S 

wave, which allows pulse-like slip to occur at the rupture front. Therefore, wrinkle-like pulse ruptures are 

governed by the contrast of S wave velocities across the interface.  

In those models, even though the up-down symmetry across the interface is lost, the P- and S-wave 

fronts remain circular in both stiff and compliant sides due to elastically isotropic media (Figure 4.1b). In 

contrast, seismic wave speed varies with propagation direction in anisotropic materials, resulting in non-

spherical wave fronts. In addition, the shear wave in anisotropic media splits into two quasi-shear waves  
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with different polarizations and velocities (e.g., qVSH and qVSV) and their polarizations are approximately 

orthogonal (e.g., Figure 4.6a), whereas no shear-wave splitting is observed in isotropic materials. Therefore, 

additional complexity arises in a bimaterial interface between anisotropic materials.  

Figure 4.14 plots P-, SH- and SV-wave velocities in polar coordinates for the natural and synthetic 

rocks of the SCSZ, in which the QF rock is placed in the upper side (ϕ = 0° to 180°) and the schist in the 

lower side (ϕ = 180° to 360°). The lithologic contact or shear-zone core lies along the horizontal axis (ϕ = 

0° or 180°), which is parallel to the fault/shear zone slip direction. Since the synthetic rocks have the same 

modal mineralogy and mica preferred orientation as the natural rocks, any differences in wave velocity 

patterns or wave fronts in Figure 4.14 between the synthetic and natural rocks are caused by other factors 

such as crystallographic orientations of quartz and plagioclase. Due to different degree of anisotropy in 

each rock, wave fronts in the QF and schist rocks show different variations, and therefore varying velocity 

contrasts are expected depending on propagation direction. For example, both natural and synthetic QF 

rocks with relatively weak anisotropy have sub-circular wave fronts, whereas both schists with strong 

anisotropy have non-circular wave fronts (Figure 4.14). In the schists, the P and SV waves are faster in the 

fault-parallel direction and slower in the fault-normal direction than those in the QF rocks (Figure 4.14). 

Since the SH-wave velocity pattern in the mica-rich schists with planar foliation is similar to single-crystal 

mica, their SH waves are slower than the QF rocks in all (for the synthetic rocks) or most (for the natural 

rocks) propagation directions including the fault-parallel and normal directions, indicating more compliant 

schists at most values of ϕ (Figures 4.7f, 4.10f and 4.14).  

If we apply the numerical results of Andrews and Ben-Zion (1997) and Ben-Zion and Andrews 

(1998) in isotropic media to our velocity analysis, the contrast between SH-wave velocities across the SCSZ 

contact would govern the bimaterial effect that can lead to strongly asymmetric fault-normal particle 

motions and produce preferentially propagating wrinkle-like pulses. The SV wave with vertical polarization 

is not likely to facilitate bimaterial coupling and related effects. When considering a propagation direction 

parallel to the fault, at the rupture tip, rapid transition of normal stress and fault-normal motion from an S-

to-S head wave to a slower SH wave of the schist would allow the pulse to propagate in the slip direction 
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of the more compliant schist and hence to preferentially produce off-fault damage in the stiffer QF rock 

with the faster SH wave (Figure 4.14a). With repeated ruptures (e.g., Doan and d’Hour, 2012; Aben et al., 

2016), we might expect a strongly asymmetric damage zone that is wider in the QF rocks, consistent with 

the asymmetric distribution of damage observed across the SCSZ (Figure 4.2d).  

 

 

Figure 4.14 Polar plots of 2D seismic velocities (qVP, qVSH and qVSV) in the x1-x2 plane for 

quartzofeldspathic (QF; upper half) and schist (lower half) rocks. The velocities were computed using the 

AEH method. (a) Natural QF and schist host rocks of the Sandhill Corner shear zone (SCSZ). (b) Synthetic 

QF and schist rocks. These are the same as the velocity graphs plotted in rectangular coordinates (Figures 

4.7b, 4.7e, 4.10b and 4.10e), but these plots in polar coordinates can be considered as plan view of seismic 

waves at a unit time for QF and schist rocks across the lithologic contact (fault), highlighting how velocity 

changes with direction in an anisotropic medium. 

 

4.7.2.2. Supershear Rupture Model  

Most ruptures propagate at velocities below the Rayleigh wave speed, or ~92% of the shear wave 

speed (Craggs, 1960; Freund, 1990), and as noted above, asymmetric rock damage around the SCSZ is 

consistent with material contrast across the shear zone and preferred propagation of subshear ruptures. 

However, theoretical and numerical studies (e.g., Burridge, 1973; Andrews, 1976; Das and Aki, 1977; 

Freund, 1990; Broberg, 1994, 1995; Gao et al., 2001; Shi et al., 2008; Liu et al., 2014) and laboratory 

experiments (e.g., Rosakis et al., 1999; Xia et al., 2004; Passelègue et al., 2013) demonstrate that rupture 

speed can exceed the shear wave speed and even reach the compressional wave speed. There is also growing 



97 

evidence of these “supershear” earthquakes observed from large strike-slip faults in nature (e.g., Archuleta, 

1984; Bouchon et al. 2001; Bouchon and Vallee 2003; Dunham and Archuleta, 2004; Wang and Mori, 

2012; Yue et al., 2013; Socquet et al., 2019). In addition, experimental work suggests that subshear rupture 

might not produce high enough strain rates at sufficient distance to explain the width of pulverization around 

natural faults (e.g., Aben et al., 2017a; Xu and Ben-Zion, 2017; Griffith et al., 2018). For these reasons, 

supershear rupture has been considered as a possible mechanism for rock pulverization well off the main 

slip surface (Doan and Gary, 2009; Yuan et al., 2011) and such S shock waves are thought to have caused 

high strain rates at distance of up to several kilometers from the fault core (Bhat et al., 2007).  

A supershear rupture along a bimaterial fault in elastically isotropic material preferentially 

propagates to the negative direction (e.g., Ranjith and Rice, 2001; Xia et al., 2005; Shlomai et al., 2020a). 

Theoretical analysis of Ranjith and Rice (2001), for example, predicted that supershear ruptures with speeds 

close to a P-wave velocity of a more compliant material can propagate only in the negative direction. Xia 

et al. (2005) and Shlomai et al. (2020a) experimentally observed supershear rupture along the negative 

direction at velocities approaching and exceeding the slower P-wave speed. Thus, if we assume a supershear 

rupture along the elastically anisotropic SCSZ and speculate that the SH wave with fault-parallel 

propagation is still important in determining material contrast and rupture directivity, then rupture would 

be more likely to propagate in the slip direction of the stiffer QF rocks, which is the opposite direction of 

preferred subshear rupture propagation. As a result, a wider damage zone would occur in the more 

compliant schist side, which is the opposite of what we observe in the SCSZ.  

Alternatively, in numerical investigations, Shi and Ben-Zion (2006) observed supershear 

transitions in both directions along an isotropic bimaterial interface with velocities close to the P-wave 

speed of the more compliant material in the negative direction and close to the P-wave speed of the stiffer 

material in the positive direction. If this supershear rupture propagation produces off-fault damage, the 

resulting damage zones are likely to distribute symmetrically on both sides of the fault (Xu and Ben-Zion, 

2017), which is inconsistent with our observation of asymmetric damage distribution. A possible 

explanation is that multiple bilateral supershear ruptures without a preferred-propagation direction have 
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occurred, but that the asymmetric damage distribution may be caused by the different rock types (QF and 

schist) rather than rupture directivity. For example, Aben et al. (2017b) proposed that more compliant rocks 

on one side of the fault would respond differently to similar dynamic loading from stiffer rocks on the 

opposite side, leading to asymmetric damage. Their experimental results showed that layered anisotropic 

sandstone was not pulverized during dynamic loading. An open question regarding further experimental 

work is whether the strong anisotropy of the SCSZ schist might have a mitigating effect on damage, 

resulting in the asymmetric damage in the SCSZ. In addition, supershear ruptures along anisotropic 

bimaterial interfaces have not yet been explored numerically, so the relationship between supershear rupture 

directivity and damage distribution remains an open question.  

 

4.7.3. Comparison With Other Homogenization Methods  

Since the AEH homogenization method (Vel et al., 2016) considers not only modal mineralogy and 

crystallographic orientations but also the relative positions and elastic interactions of the constituent grains, 

it calculates the non-uniform stress and strain distributions in polycrystalline rocks, achieving an accurate 

determination of the bulk elastic properties (Naus-Thijssen et al., 2011a, 2011b; Vel et al., 2016; Almqvist 

and Mainprice, 2017; Cyprych et al., 2017). We compare the AEH results of the natural and synthetic QF 

and schist rocks with three analytical homogenization techniques: Voigt, Reuss, and Hill averages. The 

Voigt average assumes a constant strain field throughout the material (Voigt, 1928) and shows theoretical 

maximum elastic moduli and wave speeds. On the other hand, the Reuss average assumes a constant stress 

field throughout the material (Reuss, 1929) and provides theoretical minimum elastic moduli and wave 

speeds. The Hill average is an arithmetic mean of the Voigt and Reuss bounds (Hill, 1952) and is commonly 

used to estimate bulk elastic properties of polycrystals.  

In the comparison plots with Voigt, Reuss, and Hill averages for the natural and synthetic rocks 

(Figures 4.15–4.19), 2D seismic velocities (qVP, qVSH and qVSV) plotted in the x1-x2 plane by the AEH 

method lie between the Voigt and Reuss bounds and are very close to the Hill average except where the S-

wave crossovers occur for the natural QF rock (Figure 4.15). Similarly, 3D seismic velocities (qVP, qVSH 
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and qVSV) using the AEH method are close to the Hill average, and the difference of seismic anisotropy 

between the AEH and Hill estimates is less than 3.1% for qVP and 4.4% and 3.4% for qVSH and qVSV, 

respectively (Figures 4.16 and 4.18). Despite some differences in seismic velocities and anisotropies among 

the four homogenization techniques, they do not affect our interpretation of rupture directivity and damage 

asymmetry based on the AEH method. The velocity contrast plots in the x1-x2 plane for the natural and 

synthetic rocks are very similar to each other regardless of the homogenization methods, and especially in 

the SCSZ-parallel slip direction at ϕ = 0° where the difference of velocity contrast among the 

homogenization techniques is less than ~1.6% for P wave and ~3.9% for S waves (Figures 4.15 and 4.17).  
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Figure 4.15 Comparison of the AEH results with Voigt, Reuss, and Hill averages for 2D seismic velocities 

and velocity contrasts in the quartzofeldspathic (QF) and schist host rocks of the Sandhill Corner shear 

zone. Velocities and their contrasts are plotted against azimuth ϕ from 0° to 180° in the x1-x2 plane. (a) 

Phase maps of the natural QF (sample BB6) and schist (sample 35) host rocks. From Figure 4.7a. (b) 2D 

P-wave velocities (qVP) for each natural rock, calculated by the four homogenization techniques. (c) qVP 

contrasts between the natural QF and schist rocks, calculated from (b). (d) 2D SH-wave velocities (qVSH) 

for each natural rock, calculated by the four homogenization techniques. (e) qVSH contrasts between the 

natural QF and schist rocks calculated from (d). (f) 2D SV-wave velocities (qVSV) for each natural rock, 

calculated by the four homogenization techniques. (g) qVSV contrasts between the natural QF and schist 

rocks, calculated from (f).  
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Figure 4.16 Comparison of the AEH results with Voigt, Reuss, and Hill averages for 3D seismic velocities 

and anisotropies in the quartzofeldspathic (QF) and schist host rocks of the Sandhill Corner shear zone. 

Velocities are presented in equal-area, upper hemisphere projection and with the same color limits for 

comparison. (a) 3D P-wave velocities (qVP) and their seismic anisotropies (AVP) for each natural rock, 

calculated by the four homogenization techniques. (b) 3D SH-wave velocities (qVSH) and their seismic 

anisotropies (AVSH) for each natural rock, calculated by the four homogenization techniques. (c) 3D SV-

wave velocities (qVSV) and their seismic anisotropies (AVSV) for each natural rock, calculated by the four 

homogenization techniques. See Figure 4.15a for the coordinate system and the phase map of each natural 

rock. 
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Figure 4.17 Comparison of the AEH results with Voigt, Reuss, and Hill averages for 2D seismic velocities 

and velocity contrasts in synthetic rock samples with the same mica contents as the natural 

quartzofeldspathic (QF) and schist host rocks of the Sandhill Corner shear zone. Velocities and their 

contrasts are plotted against azimuth ϕ from 0° to 180° in the x1-x2 plane. (a) Phase maps of the synthetic 

QF and schist rocks. From Figure 4.10a. (b) 2D P-wave velocities (qVP) for each synthetic rock, calculated 

by the four homogenization techniques. (c) qVP contrasts between the synthetic QF and schist rocks, 

calculated from (b). (d) 2D SH-wave velocities (qVSH) for each synthetic rock, calculated by the four 

homogenization techniques. (e) qVSH contrasts between the synthetic QF and schist rocks, calculated from 

(d). (f) 2D SV-wave velocities (qVSV) for each synthetic rock, calculated by the four homogenization 

techniques. (g) qVSV contrasts between the synthetic QF and schist rocks, calculated from (f).  
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Figure 4.18 Comparison of the AEH results with Voigt, Reuss, and Hill averages for 3D seismic velocities 

and anisotropies in synthetic rock samples with the same mica contents as the natural quartzofeldspathic 

(QF) and schist host rocks of the Sandhill Corner shear zone. Velocities are presented in equal-area, upper 

hemisphere projection and with the same color limits for comparison. (a) 3D P-wave velocities (qVP) and 

their seismic anisotropies (AVP) for each synthetic rock, calculated by the four homogenization techniques. 

(b) 3D SH-wave velocities (qVSH) and their seismic anisotropies (AVSH) for each synthetic rock, calculated 

by the four homogenization techniques. (c) 3D SV-wave velocities (qVSV) and their seismic anisotropies 

(AVSV) for each synthetic rock, calculated by the four homogenization techniques. See Figure 4.17a for the 

coordinate system and the phase map of each synthetic rock. 
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Figure 4.19 Comparison of the AEH results with Voigt, Reuss, and Hill averages for 2D seismic velocities 
in the x1-x2 plane of P wave (qVP; top), SH wave (qVSH; middle), and SV wave (qVSV; bottom) plotted in 

polar coordinates. (a) Natural quartzofeldspathic (QF; upper half of each panel) and schist (lower half of 

each panel) host rocks of the Sandhill Corner shear zone (SCSZ). (b) Synthetic QF (upper half of each 

panel) and schist (lower half of each panel) rocks. These are the same as the velocity graphs plotted in 

rectangular coordinates (Figures 4.15b, 4.15d, 4.15f, 4.17b, 4.17d and 4.17f), but these plots in polar 

coordinates can be considered as plan view of seismic waves at a unit time for QF and schist rocks across 

the lithologic contact (fault), highlighting how velocity changes with direction in an anisotropic medium.  
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4.7.4. Effect of Mica Content on Seismic Velocity Contrast  

The role of mica in seismic anisotropy has been relatively well studied because mica is recognized 

as a major contributor to observed seismic anisotropy in middle crustal settings owing to its high anisotropy 

and the common development of preferred shape and crystallographic orientation (e.g., Christensen, 1965; 

Barruol and Mainprice, 1993; Shapiro et al., 2004; Lloyd et al., 2009; Dempsey et al., 2011; Ward et al., 

2012; Kästner et al., 2021). However, we are not aware of studies that have explored the relationship 

between mica content and seismic velocity contrast, so here we employ synthetic microstructures to explore 

this relationship and compare our results to published velocity data from natural rocks with varying mica 

content.  

 

4.7.4.1. Sensitivity Analysis of Varying Mica Content  

To explore the role of mica content on seismic velocity contrast, we generate eleven synthetic 

microstructures with modal% mica ranging from 0% to 100% in 10% intervals using the technique 

described in Section 4.5.1 (Figures 4.20 and 4.21). In the synthetic microstructures, we use three types of 

relative proportions of biotite (Bt) and muscovite (Ms): (1) 100% biotite, (2) Bt:Ms = 50:50, and (3) 100% 

muscovite. The remaining mineralogy has 50:50 relative proportions of quartz and plagioclase in all the 

cases. As expected, the variations of 2D seismic velocities in the x1-x2 plane increase with increasing modal 

percentage of aligned mica (Figure 4.20b). Similarly, 3D seismic anisotropies of P and S waves (AVP and 

AVSH shown in Figure 4.20c) increase with mica modal percentage, which is consistent with previous work 

(e.g., Christensen, 1965; Dempsey et al., 2011; Ward et al., 2012; Almqvist et al., 2021; Han and Jung, 

2021; Kästner et al., 2021). We calculate velocity contrasts of these synthetic microstructures relative to 

the synthetic QF rock at ϕ = 0°. As qVSH(0°) decreases with increasing mica content (Figure 4.20b), the 

contrast of qVSH(0°) increases up to 33.9% for 100 modal% biotite (Figure 4.20d). The synthetic rocks with 

mica content greater than the synthetic QF rock (>14.1 modal%) are more compliant than the QF rock based 

on SH-wave velocity (Figure 4.20d). This might allow us to predict that if a rock has a higher modal 

percentage of preferentially oriented mica and higher anisotropy on one side of a mature bimaterial fault, 
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then that rock is more compliant, the positive direction becomes the preferred rupture direction, and the 

fault would show asymmetric damage. This prediction may be valid given that rocks adjacent to large 

continental strike-slip faults such as the San Andreas fault generally have foliations oriented sub-parallel to 

the sub-vertical slip surface (e.g., Schulz and Evans, 2000).  
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Figure 4.20 Effect of mica content, in synthetic rocks, on seismic velocity, anisotropy, and velocity contrast 

relative to the synthetic quartzofeldspathic (QF) rock. The velocities and anisotropies were computed using 

the AEH method. (a) Phase maps of selected synthetic microstructures with mica contents from 0% to 100% 

in 20% intervals. See Figure 4.21a for the full dataset (10% intervals). Each phase map with mica has the 

same ratio of biotite and muscovite (Bt:Ms = 50:50). The coordinate system and phase color information 

are also shown. (b) 2D seismic velocities of P, SH and SV waves for each synthetic microstructure in (a) 

plotted against azimuth ϕ (wave incidence angle) from 0° to 180° in the x1-x2 plane. See Figure 4.21b for 

the full dataset (10% intervals). The velocities for the synthetic QF (black dashed line) and schist (black 

dotted line) rocks are also plotted. (c) Seismic anisotropies of P and SH waves (AVP and AVSH, respectively) 

for the full dataset of synthetic microstructures, plotted against mica content. SV-wave seismic anisotropy 

is similar to AVSH (see Figure 4.21a). Open squares and triangles indicate the synthetic QF and schist rocks, 

respectively (Figures 4.10d and 4.10g). Seismic anisotropies for single crystals of quartz, plagioclase, 

biotite (phlogopite) and muscovite are also plotted. (d) Velocity contrasts at ϕ = 0° for the full dataset of 

synthetic microstructures relative to the synthetic QF rock plotted against mica content. Open triangles 

indicate the synthetic schist (Figures 4.10c and 4.10f). Shading indicates the mica-modal ranges of more 

compliant rocks with lower velocities than the synthetic QF rock at ϕ = 0°. In (c) and (d), three types of 

results are plotted where relative modal percentages of biotite and muscovite are 100:0 (dashed line), 50:50 

(solid line), and 0:100 (dotted line). See Figure 4.22 for 3D S1- and S2-wave velocities (qVS1 and qVS2) and 

seismic anisotropies (AVS1 and AVS2), and S-wave anisotropy percentage (AVS).  
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Figure 4.21 (see the next page for the caption) 

  



109 

 

Figure 4.21 Effect of mica content, in synthetic rocks, on seismic velocities computed using the AEH 

method. (a) Phase maps and 3D seismic velocities of synthetic microstructures with mica contents from 0% 

to 100% in 10% intervals. Each phase map with mica has the same ratio of biotite and muscovite (Bt:Ms = 

50:50). The coordinate system and phase color information are shown next to the phase map with 100% 

mica. P-, SH- and SV-wave velocities (qVP, qVSH and qVSV, respectively) are presented in equal-area, upper 

hemisphere projection and with the same color limits for comparison. Seismic anisotropy (AVP, AVSH and 

AVSV, respectively) for qVP, qVSH and qVSV of each case is also displayed below each 3D seismic velocity 

plot. (b) 2D seismic velocities of P, SH and SV waves for each synthetic microstructure in (a) plotted with 

azimuth ϕ from 0° to 180° in the x1-x2 plane. See Figure 4.22 for S1- and S2-wave velocities (qVS1 and 

qVS2, respectively) and S-wave anisotropy percentage (AVS). 
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Figure 4.22 (see the next page for the caption) 
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Figure 4.22 Effect of mica content, in synthetic rocks, on seismic velocities computed using the AEH 

method. (a) Phase maps and 3D seismic velocities of synthetic microstructures with mica contents from 0% 

to 100% in 10% intervals. Each phase map with mica has the same ratio of biotite and muscovite (Bt:Ms = 

50:50). The coordinate system and phase color information are shown next to the phase map with 100% 

mica. S1- and S2-wave velocities (qVS1 and qVS2, respectively) and S-wave anisotropy percentage (AVS) are 

presented in equal-area, upper hemisphere projection and with the same color limits for comparison. 

Seismic anisotropy (AVS1 and AVS2, respectively) for qVS1 and qVS2, and maximum S-wave anisotropy (max. 

AVS) of each case are also displayed below each 3D seismic property plot. (b) Seismic anisotropies of S1 

and S2 waves (AVS1 and AVS2, respectively) of synthetic microstructures, plotted against mica content. Open 

squares and triangles indicate the synthetic QF and schist rocks, respectively. Seismic anisotropies for 

single crystals of quartz, plagioclase, biotite (phlogopite) and muscovite are also plotted. 
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4.7.4.2. Comparison With Other Natural Rocks  

To compare our sensitivity results with natural rocks, we used 206 rock samples from the literature 

for analysis of P-wave anisotropy (AVP) and qVSH(0°) contrast in the direction parallel to the foliation and 

fault trace (see Tables 4.2 and 4.3 for details). Felsic to intermediate rocks with varying mica content 

(igneous rocks, quartzite, mylonite, gneiss, and schist) are considered since they are commonly observed 

in the middle crust and have the same minerals as the SCSZ rocks, consisting of quartz, feldspars, biotite 

and muscovite as major components (>95 modal%). Figure 4.23a compares AVP of our natural SCSZ QF 

and schist rocks with those from the literature, overlaid on the synthetic AVP for reference. Of the literature 

data, seismic properties of 185 rock samples were obtained by laboratory wave-speed measurements up to 

1 GPa confining pressure (Birch, 1960; Christensen, 1965, 1966; Manghnani et al., 1974; Jones and Nur, 

1984; McDonough and Fountain, 1988, 1993; Chroston and Brooks, 1989; Burke and Fountain, 1990; 

Fountain et al., 1990; Kern and Wenk, 1990; Burke, 1991; Burlini and Fountain, 1993; Ji et al., 1993, 1997a, 

2007, 2015; Ji and Salisbury, 1993; Long, 1994; Mooney and Christensen, 1994; Rey et al., 1994; Salisbury 

and Fountain, 1994; Kern et al., 1996, 1999, 2001, 2008, 2009; Long and Salisbury, 1996; Godfrey et al., 

2000; Khazanehdari et al., 2000; Hurich et al., 2001; Mazzoli et al., 2002; Cholach et al., 2005; Punturo et 

al., 2005; Cirrincione et al., 2010; Wenning et al., 2016; Bazargan et al., 2021). At room temperature, the 

velocity–pressure relations display a steep, non-linear increase of velocity with increasing confining 

pressure at low pressures (generally <100–300 MPa) due to progressive closure of microfractures, and then 

a gentle, nearly-linear increase of velocity with pressure at higher pressures related to intrinsic rock 

properties (e.g., Birch, 1960; Christensen, 1965; Kern and Wenk, 1990; Burlini and Fountain, 1993; Kern 

et al., 2008, 2009; Ji et al., 2015). The microfracture closure pressure (Pc), above which velocities increase 

linearly, is dependent on rock type and shape of pores and microfractures (e.g., Walsh, 1965). For taking 

intrinsic seismic properties of the rocks and comparison with EBSD analysis of the SCSZ samples and the 

other 21 rocks (Lloyd et al., 2009; Naus-Thijssen et al., 2011a; Ji et al., 2015; Watling, 2017; Kästner et al., 

2021), we obtained the pressure derivative (dV/dP) and the velocity intercept V0 at zero pressure by making 

and extrapolating a linear regression fit to the high-pressure part of each velocity–pressure curve above Pc 
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(e.g., Burlini and Fountain, 1993; Khazanehdari et al., 2000; Kern et al., 2001; Ji et al., 2007; Almqvist and 

Mainprice, 2017; Kästner et al., 2021). This relationship in the linear regime is described by 𝑉(P) = 𝑉0 +

(d𝑉 dP⁄ )P. The V0 is used to calculate P-wave seismic anisotropies of the literature rock samples via the 

equation in Section 4.5.3. Generally, the 208 natural rock samples including the SCSZ rocks show increase 

in AVP with increasing mica content (Figure 4.23a). However, most of them lie below the synthetic AVP 

curve (Figure 4.23a), presumably owing to microstructural differences from the synthetic microstructures, 

including the following.  

1. Mica shape and crystallographic preferred orientation. The synthetic microstructures were 

generated using mica grains with ±10° deviation angle of the basal (001) planes with respect to 

both the x1 (direction parallel to the foliation and lineation) and x3 (direction parallel to the 

foliation and perpendicular to the lineation) axes. These mica grain orientations are similar to 

those of the SCSZ rocks with strong foliation. If other natural rocks have weaker foliation than 

the synthetic microstructures by, for example, crenulation cleavage in schist (e.g., Naus-

Thijssen et al., 2011a), or show more than one planar structure such as S-C structure in mylonite 

and gneiss (e.g., Lloyd et al., 2009), then their AVP would be effectively lower than the synthetic 

rocks for the same mica content. In contrast, if rocks have stronger foliation defined by mica 

grains with a lower deviation angle than the synthetic microstructures, their AVP would be higher 

(e.g., Naus-Thijssen et al., 2011b). Most published petrophysical wave-speed studies do not 

provide photomicrographs of microstructures, so the strength of mica preferred orientation is 

unknown.  

2. Quartz and feldspar crystallographic preferred orientation. A strong crystallographic preferred 

orientation of quart or feldspar can increase or decrease the AVP caused by mica especially in 

rocks with low mica content, and this effect would be strongly dependent on the orientation of 

quartz and feldspar relative to one another and mica (e.g., Ward et al., 2012). Assuming natural 

rocks have the same mica preferred orientation as the synthetic microstructures, the discrepancy  
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in AVP between the natural and synthetic rocks could be explained by the quartz and feldspar 

crystallographic preferred orientation, noting that quartz and feldspar are randomly oriented in 

the synthetic microstructures.  

3. Minor accessory minerals. The felsic to intermediate natural rocks used in this study consist of 

the major components (quartz, feldspars, biotite and muscovite) with >95 modal% in total. 

Minor accessory minerals with <5 modal% such as chlorite, epidote, garnet, carbonates, apatite, 

and opaque minerals can have a minor effect (increase or decrease) on seismic wave speeds and 

therefore seismic anisotropies of the rocks, particularly those with low mica content.  

4. Microfractures, pores and other defects that affect petrophysical wave-speed measurements. The 

synthetic microstructures and EBSD analysis do not contain microdefects such as 

microfractures and pores. Although most microdefects are closed at confining pressures greater 

than 100–400 MPa (e.g., Birch, 1960; Christensen, 1965; Kern and Wenk, 1990; Burlini and 

Fountain, 1993; Kern et al., 2008, 2009; Ji et al., 2015), a few microfractures and pores might 

survive depending on their shapes and the temperatures of deformation (e.g., Bazargan et al., 

2021; Johnson et al., 2021b; Meyer et al., 2021). In addition, if bulk stiffness via EBSD analysis 

is computed by analytical homogenization methods such as Hill average, grain boundaries can 

be considered as microdefects that affect petrophysical wave-speed measurements, which might 

result in a small difference between EBSD-derived and petrophysical AVP for the same mica 

content.  

In addition to the four causes above, for the data obtained by EBSD analysis, AVP can depend on single-

crystal elastic properties and homogenization scheme used in computation of bulk stiffness.  

Of the 206 published data, 50 samples that have S-wave velocity data (V0) and the information of 

rock-fabric orientation are used for the calculation of qVSH contrast (Christensen, 1966; Burlini and 

Fountain, 1993; Ji and Salisbury, 1993; Salisbury and Fountain, 1994; Kern et al., 1996, 1999, 2001, 2008, 

2009; Long and Salisbury, 1996; Godfrey et al., 2000; Punturo et al., 2005; Cirrincione et al., 2010; Naus-

Thijssen et al., 2011a; Ji et al., 2015; Bazargan et al., 2021). Figure 4.23b shows qVSH contrast of 50 natural 
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rock samples from the literature and the SCSZ schist relative to the natural SCSZ QF rock at ϕ = 0°, overlaid 

on the synthetic qVSH(0°) contrasts relative to the natural QF rock for reference. The rocks with greater 

mica content than the SCSZ QF rock show a general increase in qVSH(0°) contrast and are more compliant 

than the SCSZ QF rock, broadly consistent with the prediction from our synthetic rock analyses (Figure 

4.23b; e.g., Bazargan et al., 2021). We note a positive correlation between seismic anisotropy (e.g., AVP 

and AVSH) and velocity contrast of qVSH(0°) in the direction parallel to the foliation or fault trace, and higher 

compliance with increasing modal% mica (Figures 4.20 and 4.23). These results suggest that regardless of 

rock type, the modal proportion of highly anisotropic minerals (e.g., mica) is an important factor in seismic 

anisotropy and seismic/elastic contrast that impacts the rupture directivity of strike-slip bimaterial faults.  
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Figure 4.23 Comparison of seismic anisotropy and velocity contrast for natural rocks from the literature, 

obtained by petrophysical wave-speed measurements and EBSD analysis (see Tables 4.2 and 4.3 for details). 

Common felsic to intermediate rocks in the middle crust with different mica content are compared (schist, 

gneiss, mylonite, quartzite, and igneous rocks), in which quartz, feldspars, biotite and muscovite comprise 

>~95 modal%. (a) 3D P-wave seismic anisotropy (AVP) for 208 rock samples (2 from the present study and 

206 from the literature), plotted against mica content. Open black square and triangle indicate the 

quartzofeldspathic (QF) and schist host rocks of the Sandhill Corner shear zone (SCSZ), respectively. AVP 

of synthetic rocks (black lines) from Figure 4.20c are overlaid for reference. AVP of the natural rocks show 

a general increase with more mica content, similar to the synthetic rocks. (b) SH-wave velocity (qVSH) 

contrast at ϕ = 0° for 51 rock samples (1 from the present study and 50 from the literature) relative to the 

natural SCSZ QF host rock (sample BB6), plotted against mica content. Open red triangle indicates the 

SCSZ schist host rock (sample 35). qVSH contrasts of synthetic rocks (red lines) relative to the natural SCSZ 

QF rock are calculated and overlaid for reference. qVSH contrasts of the natural rocks relative to the SCSZ 

QF host rock show a general increase with lower and higher mica content than the SCSZ QF host rock, 

similar to the synthetic rocks. The rocks with more mica content than the SCSZ QF host rock (13.9 modal%) 

tend to be more compliant for qVSH at ϕ = 0°, which is also generally consistent with the synthetic rocks 

(shading).  
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4.7.5. Effects of Preexisting Damage and Mylonitization on Rupture Propagation and Asymmetric 

Damage  

The SCSZ core is surrounded by ~260-m-wide asymmetric effective damage zones composed of 

fractured rocks (Figure 4.2d). Damage zones in the upper crust appear seismically as a low-velocity zone 

with reduction in elastic stiffness relative to the intact host rocks (e.g., Li and Vernon, 2001; Cochran et al., 

2009; Lewis and Ben-Zion, 2010). The damage zone observed in the SCSZ has evolved through multiple 

seismic cycles based on deformed pseudotachylyte and multiple sets of dynamic microfractures in minerals 

such as feldspars (Price et al., 2012; B. R. Song et al., 2020; Johnson et al., 2021b). Therefore, accumulated 

microfractures produced during multiple earthquakes may potentially have caused significant reduction in 

stiffness of the more damaged QF rock, leading to changes in the material contrast across the shear zone. 

However, at middle crustal depths, healing/sealing processes in damaged rocks during post- and 

interseismic periods (e.g., Johnson et al., 2021b) and closure of microfractures under high confining 

pressure may facilitate nearly complete recovery of elastic stiffness (e.g., Li et al., 2006; Wu et al., 2009; 

Meyer et al., 2021; Lu and Ben-Zion, 2022). Thus, the long-term effect of damage on rupture dynamics in 

faults/shear zones at depth remains an open question.  

In the present study, we used the SCSZ host rocks for elastic property measurements because we 

are interested in the early development and evolution of asymmetric damage. However, the rocks 

juxtaposed across the SCSZ are intensely deformed mylonite/ultramylonite and highly sheared schist. Such 

deformation can affect the intensity and pattern of seismic anisotropy and hence elastic contrast if it changes 

the strength of mica crystallographic preferred orientation, operates certain slip systems in minerals such 

as basal <a>, rhomb <a> or prism <a> slip in quartz (e.g., Mainprice and Casey, 1990; McDonough and 

Fountain, 1993; Ward et al., 2012; Ji et al., 2015; Han and Jung, 2021), and develops structures such as S-

C fabrics, crenulations and folds (e.g., Lloyd et al., 2009; Naus-Thijssenet al., 2011a). For example, during 

long-term tectonic deformation, mylonitization typically generates a strong macroscopic foliation, which 

may increase seismic anisotropy owing to transition to C-type fabric from S-C fabric during deformation 

(e.g., Kern and Wenk, 1990; Lloyd et al., 2009). On the other hand, mylonite with a strong foliation might 
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have low seismic anisotropy compared to other rock types with the same mica content (e.g., Jones and Nur, 

1982) if relatively strong crystallographic orientations of quartz and/or feldspar in mylonites mute seismic 

anisotropy generated by mica preferred orientation (e.g., Ward et al., 2012). In addition, the seismic 

properties of mylonites might be influenced by mixing of matrix phases during mylonitization and by 

change in deformation mechanism to grain-size-sensitive creep caused by progressive grain size reduction. 

Analysis of the fine-grained SCSZ mylonite requires laboratory wave-speed measurements and is left for 

future work.  

 

4.8. Chapter Conclusions  

We calculated the bulk elastic properties and seismic wave velocities of two elastically anisotropic 

rocks (quartzofeldspathic rock and mica-rich schist) from either side of the SCSZ to investigate the effect 

of elastic contrast in anisotropic bimaterial strike-slip faults on preferentially propagating wrinkle-like pulse 

ruptures and asymmetric damage. Our results suggest that if micaceous foliation is well-developed parallel 

to a bimaterial fault in anisotropic rocks, for a pure mode II rupture along the fault, the elastic contrast most 

relevant to the rupture directivity and asymmetric damage is governed by the SH waves that propagate 

parallel to the fault with fault-normal polarization.  

The damage zone across the SCSZ exhibits strongly asymmetric distribution with a much wider 

damage zone on the QF rock side in which the velocity of fault-parallel SH wave is higher. This damage 

asymmetry agrees with modeling predictions of a subshear rupture along an isotropic bimaterial interface 

(e.g., Ben-Zion and Shi, 2005; Xu and Ben-Zion, 2017) and field observations of bimaterial faults (e.g., 

Dor et al., 2006a, 2006b, 2008; Mitchell et al., 2011; Rempe et al., 2013) showing damage primarily on the 

side of the fault with higher seismic velocity. Thus, velocity contrast of the SH waves across bimaterial 

interfaces separating elastically anisotropic rocks appears to provide results that are consistent with 

numerical modeling results for bimaterial interfaces separating elastically isotropic rocks.  
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The intensity of contrast in SH-wave velocities between two rocks is strongly associated with 

orientation and proportion of preferentially aligned mica. Regardless of rock type, if a rock on one side of 

a bimaterial fault has a larger modal% of mica with fault-parallel preferred orientation, then that rock is 

likely to have higher anisotropy and slower SH wave propagating parallel to the fault. In locations where 

mica constitutes an important modal fraction of the rocks, details of its distribution and orientation may be 

necessary for more precise determination of elastic contrasts and a better understanding of local rupture 

directivity and asymmetric damage in elastically anisotropic bimaterial rupture.  
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Table 4.2 Comparison with the literature for qVP seismic anisotropy. 

Category Sample Lithology* Reference Method 
Quartz 

(modal%) 

Feldspars 

(modal%) 

Mica 

(modal%) 

[ // x1] 
VP0 at 

0 MPa 

(km/s) 

[ // x1] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x2] 
VP0 at 

0 MPa 

(km/s) 

[ // x2] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x3] 
VP0 at 

0 MPa 

(km/s) 

[ // x3] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

AVP0 at 

0 MPa 

(%) 

This Study BB6 QF Rock This study EBSD 46.80 39.26 13.94       15.32 

This Study 35 Schist This study EBSD 15.26 14.18 70.56       37.88 

Quartzite IV-91 
Quartzite 

(Metapsammite) 

Burlini & 

Fountain (1993) 
Petrophysical 74.21 7.89 17.76 6.15 4.04 5.76 4.11 6.26 2.73 8.32 

Quartzite IV-92 
Quartzite 

(Metapsammite) 

Burlini & 

Fountain (1993) 
Petrophysical 70.06 6.51 22.93 6.41 2.93 5.57 5.43 6.45 2.54 14.64 

Quartzite IV-93 
Quartzite 

(Metapsammite) 

Burlini & 

Fountain (1993) 
Petrophysical 68.84 22.9 7.79 6.73 4.84 5.95 3.18 6.48 3.51 12.30 

Quartzite Quartzite Quartzite 
Christensen 

(1965) 
Petrophysical 95.6 1.1 0.1 6.086 1.95 6.204 1.3 6.097 1.9 1.92 

Quartzite 
Feldspathic 

Mica Quartzite 
Feldspathic 

Mica Quartzite 

Christensen 

(1965) for VP; 
Christensen 

(1966) for VS 

Petrophysical 68.9 20.2 10.6 6.362 1.9 5.907 2.65 6.204 2.3 7.42 

Quartzite 664-2 Metasandstone 
Kästner 

et al. (2021) 
EBSD 73 25 2       5.76 

Quartzite RM-19 Quartzite 
McDonough & 

Fountain (1993) 
Petrophysical 90.5 4 5.5 5.9917 2.5 5.79 3 6.3217 3.5 8.78 

Igneous Westerly Granite Birch (1960) Petrophysical 27.5 66.8 4.5 6.0929 2.6071 5.9257 1.9643 6.0357 1.9643 2.78 

Igneous Stone Mt Granite Birch (1960) Petrophysical 26 70 4 6.2571 1.6429 6.18 1.75 6.1543 2.7857 1.66 

Igneous Chelmsford Granite Birch (1960) Petrophysical 31 62 5 6.2043 1.7857 6.0714 2.4286 6.1529 2.1071 2.17 

Igneous Porterville Quartz Monzonite Birch (1960) Petrophysical 34 60 4 6.1729 2.1071 6.09 2.25 6.1157 2.9643 1.35 

Igneous Hyderabad-B Granite Birch (1960) Petrophysical 28 68 0 6.4729 2.1071 6.2614 1.6786   3.32 

Igneous Barre Granite Birch (1960) Petrophysical 26 62 12 6.2086 2.0714 6.1271 2.1429 6.1814 2.4286 1.32 

Igneous Sacred Heart Granite Birch (1960) Petrophysical 26 68 3 6.3414 1.6786 6.1457 1.9643 6.3086 1.8214 3.13 

Igneous Hyderabad-A Granite Birch (1960) Petrophysical 30 66 0 6.4971 1.6429 6.3886 1.8214 6.4286 1.8214 1.68 

Igneous Sylmar Albitite Birch (1960) Petrophysical 0 98 0 6.73 1 6.5614 1.4286 6.6157 1.4643 2.54 

Igneous Butt Granodiorite Birch (1960) Petrophysical 27 63 7 6.3986 1.8214 6.3143 2.2857 6.3157 2.4643 1.33 

Igneous IV-44 Granite 
Burke & 

Fountain (1990) 
Petrophysical 45 48 7 6.2 3 6.368 2.6 6.123 3.6 3.92 

Igneous 34 Pluton 
Cholach 

et al. (2005) 
Petrophysical 34.9 52 8.2 6.46 3 6.18 3   4.43 

Igneous VOLC-A Pluton 
Cholach 

et al. (2005) 
Petrophysical 27.3 64.8 6.7 5.75 3 5.5 4 5.73 2 4.44 
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Table 4.2 (Continued) 

Category Sample Lithology* Reference Method 
Quartz 

(modal%) 

Feldspars 

(modal%) 

Mica 

(modal%) 

[ // x1] 
VP0 at 

0 MPa 

(km/s) 

[ // x1] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x2] 
VP0 at 

0 MPa 

(km/s) 

[ // x2] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x3] 
VP0 at 

0 MPa 

(km/s) 

[ // x3] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

AVP0 at 

0 MPa 

(%) 

Igneous 93-17 Pluton 
Cholach 

et al. (2005) 
Petrophysical 33.4 17.4 46 6.38 2 5.63 4 6.41 3 12.96 

Igneous L15 Monzonite / Diorite 
Chroston & 

Brooks (1989) 
Petrophysical 17 77 4   6.4217 3.5 6.5233 4 1.57 

Igneous L26 Tonalite 
Chroston & 

Brooks (1989) 
Petrophysical 21 59 20 5.9983 10.5 5.9783 2.5 6.3117 3.5 5.43 

Igneous L27 Tonalite 
Chroston & 

Brooks (1989) 
Petrophysical 12 46 41 6.2583 4.5 5.83 8 6.26 2 7.11 

Igneous H7 Granodiorite 
Chroston & 

Brooks (1989) 
Petrophysical 30 30 40 6.275 6.5 5.7517 7.5 6.0817 9.5 8.70 

Igneous H18 Granite 
Chroston & 

Brooks (1989) 
Petrophysical 44 48 4 6.2 5 6.0067 6 5.9767 7 3.67 

Igneous KZ-19 Granite 
Fountain 

et al. (1990) 
Petrophysical 27.4 63.6 5.3 6.5067 2.25 6.4667 3.25 6.4767 2.75 0.62 

Igneous KZ-35 Tonalite 
Fountain 

et al. (1990) 
Petrophysical 29.5 69 0 6.4133 2.5 6.2333 3 6.3267 2.5 2.85 

Igneous ai99b Granite 
Hurich 

et al. (2001) 
Petrophysical 41 56 0 6.07 1.5 6.12 1.5 6.16 0.5 1.47 

Igneous ai117 Intermediate Rock 
Hurich 

et al. (2001) 
Petrophysical 41 53.7 0 6.12 1.5 5.98 2 6.04 2 2.31 

Igneous D95-13 Granite 
Kern 

et al. (1999) 
Petrophysical 20 77 3 5.8467 3.5 5.7933 5.5 5.8767 3.5 1.43 

Igneous OKU 1658 
Meta-Pegmatoid 

(Pegmatitic 

Granite) 

Kern 

et al. (2009) 
Petrophysical 32.2 58.1 8.7 6.28 2 6.05 4 6.64 0 9.30 

Igneous S53 Granite 
Khazanehdari 

et al. (2000) 
Petrophysical 50 44 6 6.098 5 5.98 5.6 6.132 4.6 2.51 

Igneous B-9 Granite Long (1994) Petrophysical 43.9 51.1 4.4 6.22 2.5 6 2 6.2267 2.25 3.71 

Igneous B-10 Granite Long (1994) Petrophysical 20.5 72.5 5.9 6.2833 0.75 6.2 2 6.15 2.25 2.14 

Igneous B-18 Granite Long (1994) Petrophysical 38.4 60.1 1.2 6.08 2.5 6.1233 0.75 6.0867 2.25 0.71 

Igneous B-24 Granite Long (1994) Petrophysical 81.3 6.6 10.2 6.24 2.25 6.0067 2.25 5.78 2 7.65 

Igneous B-28 Granite Long (1994) Petrophysical 31.4 63.4 2.5 6.2167 3.5 6.2533 2 6.4733 2 4.04 

Igneous B-33 Granite Long (1994) Petrophysical 50.8 43 3.5 6.0867 2.75 6.02 2.5 6.2633 2 3.96 

Igneous B-43 Granite Long (1994) Petrophysical 40.8 57 0.4 6.25 2.5 6.12 2.5 6.2167 1.75 2.10 

Igneous B-44 Granodiorite Long (1994) Petrophysical 31.8 62 6.1 6.1667 2.5 6.1767 2.25   0.16 
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Table 4.2 (Continued) 

Category Sample Lithology* Reference Method 
Quartz 

(modal%) 

Feldspars 

(modal%) 

Mica 

(modal%) 

[ // x1] 
VP0 at 

0 MPa 

(km/s) 

[ // x1] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x2] 
VP0 at 

0 MPa 

(km/s) 

[ // x2] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x3] 
VP0 at 

0 MPa 

(km/s) 

[ // x3] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

AVP0 at 

0 MPa 

(%) 

Igneous B-46 Granite Long (1994) Petrophysical 20.7 64.9 9.3 6.0167 2.25 6.1467 2.25 6.1567 1.75 2.30 

Igneous B-49 Granite Long (1994) Petrophysical 30 67.6 1.6 5.9467 1.75 6.0867 1.25 6.1233 2.25 2.93 

Igneous B-58 Granite Long (1994) Petrophysical 20.3 74.4 4.4 6.0433 4.75 5.7533 4.75 5.8667 5 4.92 

Igneous B-60 Granite Long (1994) Petrophysical 25.4 73.3 0.9 6.1833 3.5 6.12 1.75 6.0733 3 1.79 

Igneous B-62 Granodiorite Long (1994) Petrophysical 25.2 65.8 7.3 5.9167 2.75 6.02 2.5   1.73 

Igneous B-66 Granite Long (1994) Petrophysical 20.2 69.3 6.6 6.1767 3 5.9767 3.5 6.1967 3 3.61 

Igneous B-79 Granodiorite Long (1994) Petrophysical 38.6 55.9 5.3 6.2667 2.25 6.14 2.5   2.04 

Igneous 1 
Granulated 
Anorthosite 

Manghnani 
et al. (1974) 

Petrophysical 0 100 0 6.6652 2.115 6.8207 2.165 6.8028 1.51 2.31 

Igneous 9-6 Tonalite 
Mazzoli 

et al. (2002) 
Petrophysical 33.9 46.4 14.2 6.11 5.1 6.092 4.7 6.063 8.9 0.77 

Igneous RM-16 Quartz Monzonite 
McDonough & 
Fountain (1993) 

Petrophysical 11.5 77 11.5 6.08 3 6.09 2 6.0817 3.5 0.16 

Igneous RM-33 Tonalitic Pegmatite 
McDonough & 

Fountain (1993) 
Petrophysical 27.5 57.5 15 6.4733 3 6.2167 4 6.2817 3.5 4.04 

Igneous ct11 Pegmatitic Rock 
Punturo 

et al. (2005) 
Petrophysical 44 28 26 5.978 5.8 5.29 13.5 5.69 7.5 12.21 

Schist IV-82 Schist (Metapelite) 
Burlini & 

Fountain (1993) 
Petrophysical 37.88 19.34 39.44 7.39 3.11 5.82 3.52 6.56 3.02 23.77 

Schist IV-83 Schist (Metapelite) 
Burlini & 

Fountain (1993) 
Petrophysical 24.54 32.77 42.14 6.3 6.31 5.38 5.17 6.38 2.18 17.01 

Schist IV-85 Schist (Metapelite) 
Burlini & 

Fountain (1993) 
Petrophysical 48.88 15.12 34.48 6.52 5.51 5.61 5 6.47 3.4 15.00 

Schist IV-86 Schist (Metapelite) 
Burlini & 

Fountain (1993) 
Petrophysical 49.19 12.64 37.06 6.32 3.92 5.47 5.54 6.13 4.7 14.42 

Schist IV-87 Schist (Metapelite) 
Burlini & 

Fountain (1993) 
Petrophysical 42.52 23.83 31.6 6.58 3.43 5.65 5.1 6.26 4.41 15.21 

Schist IV-88 Schist (Metapelite) 
Burlini & 

Fountain (1993) 
Petrophysical 31.03 3.46 65.06 7.12 5.48 5.42 6.86 6.91 4.01 27.11 

Schist IV-90 Schist (Metapelite) 
Burlini & 

Fountain (1993) 
Petrophysical 39.05 17.06 42.89 6.75 4.11 5.26 6.79 6.54 3.37 24.81 

Schist 5 
Schist 

(Metasediment) 
Cholach 

et al. (2005) 
Petrophysical 40.2 40.3 19.1 6.35 2 5.88 2   7.69 

Schist 7 
Schist 

(Metasediment) 

Cholach 

et al. (2005) 
Petrophysical 24.8 51.7 18.3 6.57 1 6.23 1 6.54 2 5.31 
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Table 4.2 (Continued) 

Category Sample Lithology* Reference Method 
Quartz 

(modal%) 

Feldspars 

(modal%) 

Mica 

(modal%) 

[ // x1] 
VP0 at 

0 MPa 

(km/s) 

[ // x1] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x2] 
VP0 at 

0 MPa 

(km/s) 

[ // x2] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x3] 
VP0 at 

0 MPa 

(km/s) 

[ // x3] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

AVP0 at 

0 MPa 

(%) 

Schist 11b 
Schist 

(Metasediment) 

Cholach 

et al. (2005) 
Petrophysical 24.4 52.5 23 6.32 3 5.54 8 5.69 7 13.15 

Schist S8 Mica Schist 
Chroston & 

Brooks (1989) 
Petrophysical 50 0 50 6.7 0 5.4967 10.5 6.56 3 19.73 

Schist A-1 Schist (Haast) 
Godfrey 

et al. (2000) 
Petrophysical 65 7 25 6.5147 1.085 5.7223 1.605 6.4512 0.96 12.95 

Schist A-12 Schist (Haast) 
Godfrey 

et al. (2000) 
Petrophysical 25 37 35 6.5182 1.05 5.8346 1.74 6.2579 1.445 11.07 

Schist A-18 Schist (Haast) 
Godfrey 

et al. (2000) 
Petrophysical 50 16 30 6.7106 1.31 5.8048 2.6 6.4707 1.515 14.47 

Schist A-35 Schist (Haast) 
Godfrey 

et al. (2000) 
Petrophysical 49 7 42 6.8128 1.01 5.77 1.83 6.2765 1.275 16.58 

Schist TA-80 Schist (Coldfoot) 
Godfrey 

et al. (2000) 
Petrophysical 38 16 42 6.3305 1.125 5.7656 1.97 6.3472 0.86 9.60 

Schist GLG119 Schist Ji et al. (2015) EBSD 33 46 20       11.13 

Schist GLG132J Schist Ji et al. (2015) EBSD 60 14 26       16.42 

Schist GLG257 Qz-Bt Schist Ji et al. (2015) EBSD 60 0 40       25.60 

Schist GLG258 Qz-Bt Schist Ji et al. (2015) Petrophysical 55 0 45 6.2898 2.4667 5.0025 3.47 6.0292 3.4267 22.80 

Schist GLG258 Qz-Bt Schist Ji et al. (2015) EBSD 55 0 45       25.39 

Schist YN1389 Qz-Bt-Ms Schist Ji et al. (2015) EBSD 67 0 32       22.24 

Schist P5 Qz-Bt Schist Ji et al. (2015) Petrophysical 75 0 22 6.42 3.2533 5.7635 4.2467 6.1668 3.5 10.78 

Schist S382 Qz-Bt Schist Ji et al. (2015) Petrophysical 80 0 18 6.17 3.2533 5.6702 3.5 6.023 3 8.44 

Schist S19 Qz-Bt Schist Ji et al. (2015) Petrophysical 62 13 25 6.396 2.7567 5.6591 2.5 5.9291 1.5 12.23 

Schist S3530 Qz-Fsp-Bt Schist Ji et al. (2015) Petrophysical 40 49 11 7.0335 2.2467 5.8532 2.7533 6.4168 2.2467 18.32 

Schist S1132.1 Qz-Fsp-Bt Schist Ji et al. (2015) Petrophysical 35 37 28 5.976 2.7567 5.2791 3.5 5.876 2.756 12.38 

Schist 569-2 Mica Schist 
Kästner 

et al. (2021) 
EBSD 16 33 51       14.61 

Schist Map A 
Schist 

(Planar Foliation) 

Naus-Thijssen 

et al. (2011) 
EBSD 30.4 13.1 56.5       31.37 

Schist CD05 Mafic Schist Watling (2017) EBSD 31.2 6.5 59.5       25.13 

Schist CD09 Felsic Schist Watling (2017) EBSD 31.3 10.3 54.4       19.42 

Schist CD14 Felsic Schist Watling (2017) EBSD 33.8 14.5 50.6       19.19 
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Table 4.2 (Continued) 

Category Sample Lithology* Reference Method 
Quartz 

(modal%) 

Feldspars 

(modal%) 

Mica 

(modal%) 

[ // x1] 
VP0 at 

0 MPa 

(km/s) 

[ // x1] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x2] 
VP0 at 

0 MPa 

(km/s) 

[ // x2] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x3] 
VP0 at 

0 MPa 

(km/s) 

[ // x3] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

AVP0 at 

0 MPa 

(%) 

Schist C691-1 
Grt-bearing 

Mica Schist 

Wenning 

et al. (2016) 
Petrophysical 2 48 48 6.42   5.51   6.68   19.20 

Gneiss 309 Qz-Fsp Gneiss 
Bazargan 

et al. (2021) 
Petrophysical 50 50 0 6.1032 2.029 5.8538 2.3121 6.2267 1.5332 6.17 

Gneiss Bethlehem 
Granodiorite 

Gneiss 
Birch (1960) Petrophysical 20 60 18 6.2229 2.1071 5.9129 2.6071 6.0486 2.5714 5.11 

Gneiss GFTZ-26 Orthogneiss Burke (1991) Petrophysical 20 67.2 10.9 6.329 2.3 6.082 1.9 6.103 4.1 3.98 

Gneiss GFTZ-30 Paragneiss Burke (1991) Petrophysical 30.1 32.6 35.1 6.669 2.3 5.833 0.6 6.368 1.6 13.37 

Gneiss GFTZ-41 Paragneiss Burke (1991) Petrophysical 31.1 40.7 22.7 6.394 1.3 6.046 0.7 6.334 1.3 5.59 

Gneiss GFTZ-49 Paragneiss Burke (1991) Petrophysical 65.8 24.1 9.2 6.041 0.7 5.974 1.3 6.321 0.7 5.64 

Gneiss GFTZ-55 Paragneiss Burke (1991) Petrophysical 23.9 37.5 36.7 5.952 2.4 6.001 0.7 6.181 1.7 3.77 

Gneiss GFTZ-91 Paragneiss Burke (1991) Petrophysical 26.7 46.6 23.7 6.517 0.9 6.116 1.7 6.304 1.3 6.35 

Gneiss IV-21 
Paragneiss 

(Kinzigite) 

Burke & 

Fountain (1990) 
Petrophysical 33 31 32 6.2459 3.7353 5.5319 4.9412 6.2316 3.0294 12.12 

Gneiss IV-33 Orthogneiss 
Burke & 

Fountain (1990) 
Petrophysical 51 31 18 5.983 4.6 5.813 6.6 6.028 4.6 3.63 

Gneiss IV-37 Paragneiss 
Burke & 

Fountain (1990) 
Petrophysical 74 6 20 6.238 2.6 5.766 3.7 5.993 3.6 7.86 

Gneiss IV-38 Paragneiss 
Burke & 

Fountain (1990) 
Petrophysical 43 26 26 6.258 4.6 5.541 4.7 6.239 4.3 12.15 

Gneiss IV-41 Paragneiss 
Burke & 

Fountain (1990) 
Petrophysical 81 5 10 6.226 3.7 5.915 3 6.159 3.3 5.12 

Gneiss IV-42 Paragneiss 
Burke & 

Fountain (1990) 
Petrophysical 57 28 13 6.015 4 5.975 5 6.105 4 2.15 

Gneiss IV-43 Paragneiss 
Burke & 

Fountain (1990) 
Petrophysical 55 3 41 5.943 2.6 5.562 4.9 5.915 5 6.62 

Gneiss IV-52 Paragneiss 
Burke & 

Fountain (1990) 
Petrophysical 62 5 30 6.436 3.7 6.065 4 6.542 2.9 7.57 

Gneiss IV-53 Paragneiss 
Burke & 

Fountain (1990) 
Petrophysical 51 13 33 6.199 4.3 5.715 3 6.061 3.7 8.12 

Gneiss IV-55 Orthogneiss 
Burke & 

Fountain (1990) 
Petrophysical 67 16 17 5.853 5.6 5.68 5 5.813 5.6 3.00 

Gneiss Gneiss 1 Gneiss 
Christensen 

(1965) 
Petrophysical 32 61.4 6.7 6.143 2.35 6.065 2.25 6.204 2.05 2.27 
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Table 4.2 (Continued) 

Category Sample Lithology* Reference Method 
Quartz 

(modal%) 

Feldspars 

(modal%) 

Mica 

(modal%) 

[ // x1] 
VP0 at 

0 MPa 

(km/s) 

[ // x1] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x2] 
VP0 at 

0 MPa 

(km/s) 

[ // x2] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x3] 
VP0 at 

0 MPa 

(km/s) 

[ // x3] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

AVP0 at 

0 MPa 

(%) 

Gneiss Gneiss 2 Gneiss 

Christensen 

(1965) for VP; 

Christensen 
(1966) for VS 

Petrophysical 22.1 67.4 10.6 6.113 2.85 5.986 2.7 6.137 2.15 2.49 

Gneiss Gneiss 6 Gneiss 

Christensen 

(1965) for VP; 

Christensen 
(1966) for VS 

Petrophysical 39.4 31.9 24.9 6.387 2.65 5.462 5.4 6.323 3.1 15.61 

Gneiss F10 Monzonitic Gneiss 
Chroston & 

Brooks (1989) 
Petrophysical 16 78 6   6.1417 2.5 5.8217 4.5 5.35 

Gneiss KZ-4 
Tonalite Gneiss 

(Bt-Pl-Qz Gneiss) 

Fountain 
et al. (1990) 

for VP; 
Salisbury & 

Fountain (1994) 

for VS 

Petrophysical 33.2 56.6 8.2 6.4333 2.5 6.2467 3.25 6.3967 2.75 2.94 

Gneiss KZ-5 
Tonalite Gneiss 

(Bt-Pl-Qz Gneiss) 
Fountain 

et al. (1990) 
Petrophysical 27.3 60.4 8.1 6.4533 3.5 6.3933 3.75 6.43 3.5 0.93 

Gneiss KZ-17 
Paragneiss 

(Bt-Pl-Qz Gneiss) 

Fountain 

et al. (1990) 
for VP; 

Salisbury & 

Fountain (1994) 
for VS 

Petrophysical 42.5 18.2 38.4 6.57 4.25 5.32 6.5 6.2233 5.5 21.03 

Gneiss KZ-27 
Granodiorite 

Gneiss 

Fountain 

et al. (1990) 
Petrophysical 41.5 48.5 8 6.39 2.5 6.38 2.75 6.4633 2.5 1.30 

Gneiss KZ-36 
Tonalite Gneiss 

(Bt-Pl-Qz Gneiss) 
Fountain 

et al. (1990) 
Petrophysical 23 64 9 6.5633 2.5 6.16 3.5 6.35 3.25 6.34 

Gneiss KZ-37 
Tonalite Gneiss 

(Bt-Pl-Qz Gneiss) 

Fountain 

et al. (1990) 
Petrophysical 29 59.5 6.5 6.46 3.25 6.2867 2.5 6.3233 3 2.72 

Gneiss KZ-38b 
Tonalite Gneiss 

(Qz Diorite gneiss) 

Fountain 
et al. (1990) 

for VP; 

Salisbury & 
Fountain (1994) 

for VS 

Petrophysical 16.5 77 5 6.43 2.75 6.26 2.25 6.4367 3.25 2.78 

Gneiss B1578R14P18t 
Bt-Ms-Pl-Kfs 
Orthogneiss 

Ji et al. (2007) Petrophysical 25 65 7 6.452 1.855 5.944 1.527   8.20 

Gneiss B2184R88P4s 
Bt-Hbl-Pl-Kfs 

Paragneiss 
Ji et al. (2007) Petrophysical 40 55 4 5.954 1.739 6.17 1.264   3.56 
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Table 4.2 (Continued) 

Category Sample Lithology* Reference Method 
Quartz 

(modal%) 

Feldspars 

(modal%) 

Mica 

(modal%) 

[ // x1] 
VP0 at 

0 MPa 

(km/s) 

[ // x1] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x2] 
VP0 at 

0 MPa 

(km/s) 

[ // x2] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x3] 
VP0 at 

0 MPa 

(km/s) 

[ // x3] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

AVP0 at 

0 MPa 

(%) 

Gneiss GLG14 Granitic Gneiss Ji et al. (2015) Petrophysical 28 68 3.7 5.5145 3.13 5.3065 3.8467 5.5205 3.87 3.95 

Gneiss GLG97-2 Granitic Gneiss Ji et al. (2015) Petrophysical 34 64 1.8 5.4946 3.25 5.4426 3.9467 5.3948 4.5233 1.83 

Gneiss GLG134 Dioritic Gneiss Ji et al. (2015) EBSD 20 50 30       16.30 

Gneiss 593-4 Paragneiss 
Kästner 

et al. (2021) 
EBSD 38 19 42       9.54 

Gneiss WSZ1 
Gneiss? 

(Metarhyolite) 

Kern 

et al. (1996) 
Petrophysical 40 39 22 5.8867 4.75 5.2733 9.5 5.6 7.25 10.99 

Gneiss BT2 
Trondhjemitic 

Gneiss 

Kern 

et al. (1996) 
Petrophysical 34 52 13 6.0467 4 5.76 5.75 6.0333 3.75 4.86 

Gneiss D95-16 Tonalitic Gneiss 
Kern 

et al. (1999) 
Petrophysical 13 71 12 6.0533 3.75 5.9 6.25 6.0333 4.75 2.56 

Gneiss 38098S Bt Gneiss 
Kern 

et al. (2001) 
Petrophysical 23 47 30 6.45 4.5 5.49 5 6.27 3.5 16.08 

Gneiss PP358 Bt-Pl Gneiss 
Kern 

et al. (2001) 
Petrophysical 32 43 23 6.53 1 5.8267 3.5 6.06 1.75 11.38 

Gneiss PP363 Bt-Pl Gneiss 
Kern 

et al. (2001) 
Petrophysical 26 49 23 6.4667 2 5.63 3.75 6.24 2 13.83 

Gneiss OKU 578 Bt Gneiss 
Kern 

et al. (2009) 
Petrophysical 34.1 19.9 45.1 6.748 1.7 5.012 6.4 5.972 2.7 29.52 

Gneiss OKU 676 Bt Gneiss 
Kern 

et al. (2009) 
Petrophysical 42.3 37 19.8 6.47 1 5.536 3 6.22 1 15.56 

Gneiss OKU 818 Bt Gneiss 
Kern et al. 

(2008, 2009) 
Petrophysical 39.9 37.4 22.6 6.47 1.4 5.512 4.2 5.886 2 15.99 

Gneiss OKU 1093 Bt Gneiss 
Kern 

et al. (2009) 
Petrophysical 29.2 39 31.7 6.588 1.8 5.504 3.9 5.97 3.5 17.93 

Gneiss OKU 1844 Bt Gneiss 
Kern 

et al. (2009) 
Petrophysical 36.6 38.1 24.4 6.566 1.2 5.28 6.3 6.256 1.7 21.71 

Gneiss S11 Gneiss 
Khazanehdari 
et al. (2000) 

Petrophysical 38 42 19 6.398 4 5.632 4.4 5.968 5.8 12.73 

Gneiss S59 Gneiss 
Khazanehdari 

et al. (2000) 
Petrophysical 31 25 39 5.888 5 5.602 5.6 5.974 3.6 6.43 

Gneiss S123 Orthogneiss 
Khazanehdari 
et al. (2000) 

Petrophysical 45 45 10 5.946 5.4 5.71 4   4.05 

Gneiss Whole Sample 
Gneiss 

(Nanga Parbat) 

Lloyd 

et al. (2009) 
EBSD 35.2 44.9 19.9       5.88 
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Table 4.2 (Continued) 

Category Sample Lithology* Reference Method 
Quartz 

(modal%) 

Feldspars 

(modal%) 

Mica 

(modal%) 

[ // x1] 
VP0 at 

0 MPa 

(km/s) 

[ // x1] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x2] 
VP0 at 

0 MPa 

(km/s) 

[ // x2] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x3] 
VP0 at 

0 MPa 

(km/s) 

[ // x3] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

AVP0 at 

0 MPa 

(%) 

Gneiss C-Type Fabric 

Gneiss 

(Nanga Parbat; 

C-Fabric) 

Lloyd 
et al. (2009) 

EBSD 32.3 30.6 37.1       16.52 

Gneiss S-Type Fabric 
Gneiss 

(Nanga Parbat; 

S-Fabric) 

Lloyd 

et al. (2009) 
EBSD 25.1 51.7 23.2       11.46 

Gneiss B-26 Paragneiss 

Long (1994) 

for VP; 
Long & 

Salisbury (1996) 

for VS 

Petrophysical 5 79.9 15 6.4233 3.5 5.9233 4.5 6.15 2 8.10 

Gneiss B-30 Paragneiss Long (1994) Petrophysical 0.5 59.9 37.1 6.3867 2.25 6.1133 1.5 6.13 3.75 4.37 

Gneiss 3 
Migmatitic 

Bt-Qz-Fsp Gneiss 

Manghnani 

et al. (1974) 
Petrophysical 49.8 40.2 9.8 6.4971 1.895 6.2905 1.925 6.4296 2.245 3.23 

Gneiss 3-10 Paragneiss 
Mazzoli 

et al. (2002) 
Petrophysical 44.8 7.1 45.8 6.93 6.5 5.284 4.9 6.112 5.1 26.95 

Gneiss 25-5 Aplitic Gneiss 
Mazzoli 

et al. (2002) 
Petrophysical 65.7 8.6 24.7 5.898 5.6 5.736 4.7 5.806 5.6 2.78 

Gneiss 23-9 Paragneiss 
Mazzoli 

et al. (2002) 
Petrophysical 61 2.3 35.6 6.389 3.2 5.462 4.8 6.071 7.8 15.64 

Gneiss KD-7 
Tonalitic 

Qz-Pl-Bt Gneiss 

McDonough & 

Fountain (1988) 
Petrophysical 26 66 3 5.9617 3.5 6.07 2 6.03 3 1.80 

Gneiss RM-15 
Quartzofeldspathic 

Gneiss 

McDonough & 

Fountain (1993) 
Petrophysical 32.5 56 11.5 6.1033 3 5.9383 4.5 6.0833 5 2.74 

Gneiss RM-17 Bt-Pl-Qz Gneiss 
McDonough & 

Fountain (1993) 
Petrophysical 49 35 16 6.455 4.5 5.79 3 6.0033 4 10.86 

Gneiss RM-37 
Quartzofeldspathic 

Gneiss 

McDonough & 

Fountain (1993) 
Petrophysical 9 64.5 25.5 6.5817 3.5 6.31 4 6.21 4 5.81 

Gneiss K-8 Granitic Gneiss 

Mooney & 

Christensen 
(1994) 

Petrophysical 21 74 5 6.1638 2.585 6.1848 2.685 6.3184 1.68 2.48 

Gneiss K-14 Granitic Gneiss 

Mooney & 

Christensen 
(1994) 

Petrophysical 22 75 1 6.084 1.875 6.1117 1.74 6.0882 1.94 0.45 

Gneiss K-15 Granitic Gneiss 

Mooney & 

Christensen 

(1994) 

Petrophysical 25 74 1 6.1411 2.92 6.0059 2.305 5.9492 1.89 3.17 
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Table 4.2 (Continued) 

Category Sample Lithology* Reference Method 
Quartz 

(modal%) 

Feldspars 

(modal%) 

Mica 

(modal%) 

[ // x1] 
VP0 at 

0 MPa 

(km/s) 

[ // x1] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x2] 
VP0 at 

0 MPa 

(km/s) 

[ // x2] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x3] 
VP0 at 

0 MPa 

(km/s) 

[ // x3] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

AVP0 at 

0 MPa 

(%) 

Gneiss ct20 Paragneiss 
Punturo 

et al. (2005) 
Petrophysical 42 16 41 6.55 2 5.23 6 6.04 2.5 22.41 

Gneiss ct30 Augen Gneiss 
Punturo 

et al. (2005) 
Petrophysical 35 54 9 5.33 12 5.47 8.5 5.32 13 2.78 

Gneiss CD19 Felsic Gneiss Watling (2017) EBSD 23.2 53.5 23.4       9.87 

Gneiss CD21 Felsic Gneiss Watling (2017) EBSD 25.1 38.1 36.8       9.38 

Gneiss CD22 Felsic Gneiss Watling (2017) EBSD 42.8 35.2 22       13.42 

Mylonite GFTZ-64 
Mylonite 

(Orthogneiss) 
Burke (1991) Petrophysical 28.1 64.9 2.3 6.058 2.6 6.141 1.7 6.25 1 3.12 

Mylonite GFTZ-66 
Mylonite 

(Orthogneiss) 
Burke (1991) Petrophysical 27.7 63.2 5.2 6.275 2 6.042 2.4 6.25 1 3.78 

Mylonite GFTZ-73 
Mylonite 

(Orthogneiss) 
Burke (1991) Petrophysical 29.4 66.4 0.9 6.245 2 6.154 1.3 6.099 0.3 2.37 

Mylonite GFTZ-77 
Mylonite 

(Orthogneiss) 
Burke (1991) Petrophysical 28.7 62.6 6 6.254 1.3 6.244 1.3 6.341 0.7 1.54 

Mylonite M13 

Mylonite 

(Least Deformed 

Leucogneiss) 

Cirrincione 

et al. (2010) 
Petrophysical 34.5 49.7 12.5 5.4383 10.5 4.81 16 5.3917 11.5 12.26 

Mylonite M8 

Mylonite 

(Less Deformed 
Leucogneiss) 

Cirrincione 

et al. (2010) 
Petrophysical 36.7 42.7 15.6 5.4097 11 4.65 18 5.4567 11 15.96 

Mylonite M3 

Mylonite 

(More Deformed 

Leucogneiss) 

Cirrincione 
et al. (2010) 

Petrophysical 34.8 43.4 19.4 5.5303 9.9 4.896 15.6 5.5755 9.55 12.98 

Mylonite M4 

Mylonite 

(Most Deformed 

Leucogneiss) 

Cirrincione 
et al. (2010) 

Petrophysical 37.9 59.2 1.7 5.545 10.5 5.23 15 5.56 10 6.12 

Mylonite M201 
Diatexitic 

Ultramylonite 

Ji et al. (1993) 
for VP; 

Ji & Salisbury 

(1993) for VS 

Petrophysical 46.1 51.5 0 5.971 1.7 6.104 1.3 6.23 2 4.25 

Mylonite R88 
Diatexitic 

Ultramylonite 
Ji et al. (1993) Petrophysical 48.8 45.5 2.9 6.111 1.7 6.154 1.3 6.253 1.6 2.30 

Mylonite M248B Granitic Mylonite Ji et al. (1993) Petrophysical 29 66.4 3.4 6.157 1.4 6.15 1 6.299 1.3 2.39 

Mylonite MT-1 Granitic Mylonite Ji et al. (1997) Petrophysical 44.5 44.5 8 6.094 3.5 5.804 3.4 6.02 2.2 4.87 

Mylonite MT-2 Quartzitic Mylonite Ji et al. (1997) Petrophysical 90 9 0 5.722 2.5 5.908 2.7 5.746 3.2 3.20 
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Table 4.2 (Continued) 

Category Sample Lithology* Reference Method 
Quartz 

(modal%) 

Feldspars 

(modal%) 

Mica 

(modal%) 

[ // x1] 
VP0 at 

0 MPa 

(km/s) 

[ // x1] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x2] 
VP0 at 

0 MPa 

(km/s) 

[ // x2] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x3] 
VP0 at 

0 MPa 

(km/s) 

[ // x3] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

AVP0 at 

0 MPa 

(%) 

Mylonite MT-4 Quartzitic Mylonite Ji et al. (1997) Petrophysical 77 19 0 6.244 2.4 6.006 2.8 6.144 2.3 3.89 

Mylonite MT-5 Granitic Mylonite Ji et al. (1997) Petrophysical 50 50 0 5.88 2 5.831 2.7 5.86 2 0.84 

Mylonite GLG102 Felsic Mylonite Ji et al. (2015) EBSD 42.8 53.2 3.4       3.41 

Mylonite GLG133 Dioritic Mylonite Ji et al. (2015) Petrophysical 50 33 15 5.9195 3.7367 5.6525 2.8567 6.0757 3.0767 7.22 

Mylonite GLG133 Dioritic Mylonite Ji et al. (2015) EBSD 50 33 15       13.23 

Mylonite WP 6 Mylonite 
Jones & 

Nur (1984) 
Petrophysical 35 20 45 5.8747 2.9252 5.0333 5.7477 5.5655 3.8318 15.43 

Mylonite WJ 8 Mylonite 
Jones & 

Nur (1984) 
Petrophysical 55 4 41 6.311 2.1636 4.6954 5.9533 6.1479 1.6729 29.36 

Mylonite PC92 
Mylonite 

(Phyllonite) 

Kern & 

Wenk (1990) 
Petrophysical 25 62 9 6.1341 3.3214 5.2034 8.0357 6.0498 4.1786 16.42 

Mylonite 18679S 
Mylonitized 
Orthophyre 

Kern 
et al. (2001) 

Petrophysical 43 55 2 6.1233 3.5 6.0733 5.75 6.19 2.5 1.90 

Mylonite KD-4 

Mylonite 

(Tonalitic 

Qz-Pl-Bt Gneiss) 

McDonough & 
Fountain (1988) 

Petrophysical 60 30 10 6.15 2 6.08 2   1.14 

Mylonite KD-5 
Blastomylonite 

(Quartzite) 

McDonough & 

Fountain (1988) 
Petrophysical 96 1.5 2.5 5.94 2 5.76 2 6.39 3 10.37 

Mylonite KD-9 
Blastomylonite 

(Quartzite) 
McDonough & 
Fountain (1988) 

Petrophysical 94.5 2.5 3 6.08 3 5.65 3 6.36 3 11.82 

Mylonite KD-11 

Mylonite 

(Granodioritic 

Qz-Pl-Kfs Gneiss) 

McDonough & 
Fountain (1988) 

Petrophysical 29 67.5 3.5 6.33 2 6.28 2 6.35 3 1.11 

Mylonite KD-12 
Blastomylonite 

(Quartzite) 

McDonough & 

Fountain (1988) 
Petrophysical 88.5 3 8 5.99 2 5.6317 3.5 6.47 2 13.85 

Mylonite KD-13 

Blastomylonite 

(Tonalitic 
Qz-Pl-Bt Gneiss) 

McDonough & 

Fountain (1988) 
Petrophysical 60 24 15.5 6.03 2 5.89 3 6.34 3 7.36 

Mylonite KD-14 
Blastomylonite 

(Quartzite) 

McDonough & 

Fountain (1988) 
Petrophysical 92.5 5 2.5 5.9717 3.5 5.75 2 6.3317 3.5 9.63 

Mylonite KD-25 
Mylonite 

(Foliated Granite) 
McDonough & 
Fountain (1988) 

Petrophysical 32 62.5 4 6.09 2 5.8717 3.5 6.02 3 3.65 

Mylonite KD-28 

Mylonite 

(Tonalitic 
Pl-Qz-Bt Gneiss) 

McDonough & 

Fountain (1988) 
Petrophysical 26 66.5 7 6.34 3 6.04 3 6.3017 3.5 4.85 

Mylonite RM-1 
Mylonite 

(Quartzite) 

McDonough & 

Fountain (1993) 
Petrophysical 85 4.5 10.5 5.8733 4 5.8917 4.5 6.0517 3.5 2.99 
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Table 4.2 (Continued) 

Category Sample Lithology* Reference Method 
Quartz 

(modal%) 

Feldspars 

(modal%) 

Mica 

(modal%) 

[ // x1] 
VP0 at 

0 MPa 

(km/s) 

[ // x1] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x2] 
VP0 at 

0 MPa 

(km/s) 

[ // x2] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x3] 
VP0 at 

0 MPa 

(km/s) 

[ // x3] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

AVP0 at 

0 MPa 

(%) 

Mylonite RM-5 
Mylonite 

(Quartzite) 

McDonough & 

Fountain (1993) 
Petrophysical 86 1.5 12.5 5.9083 2.5 5.84 4 6.1633 3 5.39 

Mylonite RM-6 
Mylonite 

(Bt-Qz-Pl Gneiss) 

McDonough & 

Fountain (1993) 
Petrophysical 28 49 23 6.0883 6.5 5.7217 5.5 6.0683 4.5 6.21 

Mylonite RM-7 

Mylonite 

(Micaceous 

Quartzite) 

McDonough & 

Fountain (1993) 
Petrophysical 79.5 5.5 15 6.0217 2.5 5.9217 3.5 6.32 3 6.51 

Mylonite RM-8 
Mylonite 

(Quartzite) 
McDonough & 
Fountain (1993) 

Petrophysical 97 0 3 5.85 3 6.1917 2.5 6.15 2 5.68 

Mylonite RM-9 
Mylonite 

(Quartzite) 

McDonough & 

Fountain (1993) 
Petrophysical 94.5 3 2.5 5.86 2 6.1517 2.5 6.21 2 5.80 

Mylonite RM-10 
Mylonite 

(Quartzofeldspathic 

Gneiss) 

McDonough & 

Fountain (1993) 
Petrophysical 54.5 41.5 4 6.13 3 5.99 3 6.2317 2.5 3.96 

Mylonite RM-11 
Mylonite 

(Quartzofeldspathic 

Gneiss) 

McDonough & 

Fountain (1993) 
Petrophysical 35.5 56.5 8 5.99 4 6.0233 5 6.0917 3.5 1.68 

Mylonite RM-12 

Mylonite 

(Quartzofeldspathic 

Gneiss) 

McDonough & 

Fountain (1993) 
Petrophysical 34 53.5 12 5.95 5 5.9517 3.5 6.1333 4 3.03 

Mylonite RM-22 

Mylonite 

(Tonalitic 
Pegmatite) 

McDonough & 

Fountain (1993) 
Petrophysical 36 64 0 6.2217 2.5 6.4417 3.5 6.27 3 3.47 

Mylonite RM-24 

Mylonite 

(Quartzofeldspathic 
Gneiss) 

McDonough & 

Fountain (1993) 
Petrophysical 37.5 55.5 7 6.1117 3.5 5.95 4 6.1817 3.5 3.82 

Mylonite RM-25 
Mylonite 

(Qz-Bt-Pl Schist) 

McDonough & 

Fountain (1993) 
Petrophysical 13.5 62 24.5 6.1217 3.5 5.655 4.5 5.9733 4 7.93 

Mylonite RM-28 
Mylonite 
(Tonalite) 

McDonough & 
Fountain (1993) 

Petrophysical 25 66 9 5.9617 4.5 5.765 4.5 6.0133 4 4.22 

Mylonite RM-29 
Mylonite 

(Pl-Bt-Qz Schist) 

McDonough & 

Fountain (1993) 
Petrophysical 68.5 13 18.5 5.93 2 5.6317 3.5 6.24 3 10.25 

Mylonite RM-30 
Mylonite 

(Bt-Qz-Pl Schist) 
McDonough & 
Fountain (1993) 

Petrophysical 33.5 43.5 23 5.7933 3 5.75 4 6.24 3 8.17 

Mylonite Domain I 

Mylonite 

(Least Strained 

Leucogranite) 

Rey et al. (1994) Petrophysical 32 50 18 5.64  5.348  5.404  5.31 
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Table 4.2 (Continued) 

Category Sample Lithology* Reference Method 
Quartz 

(modal%) 

Feldspars 

(modal%) 

Mica 

(modal%) 

[ // x1] 
VP0 at 

0 MPa 

(km/s) 

[ // x1] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x2] 
VP0 at 

0 MPa 

(km/s) 

[ // x2] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

[ // x3] 
VP0 at 

0 MPa 

(km/s) 

[ // x3] 
dVP/dP 

(10-4 km 

s-1 MPa-1) 

AVP0 at 

0 MPa 

(%) 

Mylonite Domain II 

Mylonite 

(Less Strained 

Leucogranite) 

Rey et al. (1994) Petrophysical 34 46 20 5.591  5.317  5.44  5.02 

Mylonite Domain III 
Mylonite 

(More Strained 

Leucogranite) 

Rey et al. (1994) Petrophysical 37 42 21 5.61  5.109  5.218  9.35 

Mylonite Domain IV 
Mylonite 

(Most Strained 

Leucogranite) 

Rey et al. (1994) Petrophysical   65.8 33 5.703   4.852   5.525   16.13 

*Mineral abbreviations: Bt, biotite; Fsp, Feldspar; Grt, garnet; Hbl, hornblende; Kfs, K-feldspar; Ms, muscovite; Pl, plagioclase; Qz, quartz. 
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Table 4.3 Comparison with the literature for qVSH contrast relative to the SCSZ QF rock (BB6) at  = 0°. 

Category Sample Lithology* Reference Method 
Quartz 

(modal%) 

Feldspars 

(modal%) 

Mica 

(modal%) 

[ // x1] 

VSH0 at 0 MPa 
(km/s) 

[ // x1] 

dVSH/dP 
(10-4 km s-1 MPa-1) 

VSH Contrast 

at f = 0°, 

Relative to 

Natural QF 

(%) 

More Compliant 

VSH Contrast 
than Natural QF? 

This Study BB6 QF Rock This study EBSD 46.80 39.26 13.94 3.6983  0  

This Study 35 Schist This study EBSD 15.26 14.18 70.56 2.8629  25.46 Yes 

Quartzite IV-91 
Quartzite 

(Metapsammite) 

Burlini & 

Fountain (1993) 
Petrophysical 74.21 7.89 17.76 3.41 1.49 8.11 Yes 

Quartzite 
Feldspathic 

Mica Quartzite 

Feldspathic 

Mica Quartzite 

Christensen 

(1965) for VP; 

Christensen 
(1966) for VS 

Petrophysical 68.9 20.2 10.6 3.617 1.15 2.22 Yes 

Igneous D95-13 Granite 
Kern 

et al. (1999) 
Petrophysical 20 77 3 3.4967 1.125 5.60 Yes 

Igneous OKU 1658 
Meta-Pegmatoid 

(Pegmatitic Granite) 

Kern 

et al. (2009) 
Petrophysical 32.2 58.1 8.7 3.105 1 17.44 Yes 

Igneous ct11 Pegmatitic Rock 
Punturo 

et al. (2005) 
Petrophysical 44 28 26 3.455 3.75 6.80 Yes 

Schist IV-82 Schist (Metapelite) 
Burlini & 

Fountain (1993) 
Petrophysical 37.88 19.34 39.44 3.12 2.22 16.96 Yes 

Schist IV-83 Schist (Metapelite) 
Burlini & 

Fountain (1993) 
Petrophysical 24.54 32.77 42.14 2.89 3.24 24.54 Yes 

Schist IV-85 Schist (Metapelite) 
Burlini & 

Fountain (1993) 
Petrophysical 48.88 15.12 34.48 3.15 3.65 16.01 Yes 

Schist IV-87 Schist (Metapelite) 
Burlini & 

Fountain (1993) 
Petrophysical 42.52 23.83 31.6 3.53 2.54 4.66 Yes 

Schist IV-90 Schist (Metapelite) 
Burlini & 

Fountain (1993) 
Petrophysical 39.05 17.06 42.89 3.25 1.24 12.90 Yes 

Schist A-1 Schist (Haast) 
Godfrey 

et al. (2000) 
Petrophysical 65 7 25 3.3446 0.61 10.04 Yes 

Schist A-12 Schist (Haast) 
Godfrey 

et al. (2000) 
Petrophysical 25 37 35 3.405 0.56 8.26 Yes 

Schist A-18 Schist (Haast) 
Godfrey 

et al. (2000) 
Petrophysical 50 16 30 3.3296 1.17 10.49 Yes 

Schist A-35 Schist (Haast) 
Godfrey 

et al. (2000) 
Petrophysical 49 7 42 3.483 0.46 6.00 Yes 

Schist TA-80 Schist (Coldfoot) 
Godfrey 

et al. (2000) 
Petrophysical 38 16 42 3.4243 0.405 7.69 Yes 

Schist GLG132J Schist Ji et al. (2015) EBSD 60 14 26 3.3919  8.64 Yes 
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Table 4.3 (Continued) 

Category Sample Lithology* Reference Method 
Quartz 

(modal%) 

Feldspars 

(modal%) 

Mica 

(modal%) 

[ // x1] 

VSH0 at 0 MPa 
(km/s) 

[ // x1] 

dVSH/dP 
(10-4 km s-1 MPa-1) 

VSH Contrast 

at f = 0°, 

Relative to 

Natural QF 

(%) 

More Compliant 

VSH Contrast 
than Natural QF? 

Schist GLG257 Qz-Bt Schist Ji et al. (2015) EBSD 60 0 40 2.9040  24.06 Yes 

Schist GLG258 Qz-Bt Schist Ji et al. (2015) Petrophysical 55 0 45 2.9687 3.15 21.89 Yes 

Schist GLG258 Qz-Bt Schist Ji et al. (2015) EBSD 55 0 45 2.9933  21.07 Yes 

Schist YN1389 Qz-Bt-Ms Schist Ji et al. (2015) EBSD 67 0 32 3.3436  10.07 Yes 

Schist Map A 
Schist 

(Planar Foliation) 

Naus-Thijssen 

et al. (2011) 
EBSD 30.4 13.1 56.5 2.9910   21.15 Yes 

Gneiss 309 Qz-Fsp Gneiss 
Bazargan 

et al. (2021) 
Petrophysical 50 50 0 3.6452 -0.1291 1.45 Yes 

Gneiss Gneiss 2 Gneiss 

Christensen 

(1965) for VP; 

Christensen 
(1966) for VS 

Petrophysical 22.1 67.4 10.6 3.196 2.95 14.57 Yes 

Gneiss Gneiss 6 Gneiss 

Christensen 

(1965) for VP; 
Christensen 

(1966) for VS 

Petrophysical 39.4 31.9 24.9 3.275 2 12.14 Yes 

Gneiss KZ-4 
Tonalite Gneiss 

(Bt-Pl-Qz Gneiss) 

Fountain 
et al. (1990) 

for VP; 

Salisbury & 
Fountain (1994) 

for VS 

Petrophysical 33.2 56.6 8.2 3.79 0.5 2.45 No 

Gneiss KZ-17 
Paragneiss 

(Bt-Pl-Qz Gneiss) 

Fountain 

et al. (1990) 
for VP; 

Salisbury & 

Fountain (1994) 
for VS 

Petrophysical 42.5 18.2 38.4 3.0367 1.5 19.65 Yes 

Gneiss KZ-38b 
Tonalite Gneiss 

(Qz Diorite gneiss) 

Fountain 

et al. (1990) 

for VP; 

Salisbury & 

Fountain (1994) 
for VS 

Petrophysical 16.5 77 5 3.617 1.15 2.22 Yes 

Gneiss GLG14 Granitic Gneiss Ji et al. (2015) Petrophysical 28 68 3.7 3.2984 3.0133 11.43 Yes 

Gneiss GLG97-2 Granitic Gneiss Ji et al. (2015) Petrophysical 34 64 1.8 3.3506 2.05 9.87 Yes 
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Table 4.3 (Continued) 

Category Sample Lithology* Reference Method 
Quartz 

(modal%) 

Feldspars 

(modal%) 

Mica 

(modal%) 

[ // x1] 

VSH0 at 0 MPa 
(km/s) 

[ // x1] 

dVSH/dP 
(10-4 km s-1 MPa-1) 

VSH Contrast 

at f = 0°, 

Relative to 

Natural QF 

(%) 

More Compliant 

VSH Contrast 
than Natural QF? 

Gneiss WSZ1 
Gneiss? 

(Metarhyolite) 

Kern 

et al. (1996) 
Petrophysical 40 39 22 3.4183 2.75 7.87 Yes 

Gneiss BT2 
Trondhjemitic 

Gneiss 

Kern 

et al. (1996) 
Petrophysical 34 52 13 3.5017 1.875 5.46 Yes 

Gneiss D95-16 Tonalitic Gneiss 
Kern 

et al. (1999) 
Petrophysical 13 71 12 3.4133 1.75 8.02 Yes 

Gneiss 38098S Bt Gneiss 
Kern 

et al. (2001) 
Petrophysical 23 47 30 3.07 3 18.57 Yes 

Gneiss PP358 Bt-Pl Gneiss 
Kern 

et al. (2001) 
Petrophysical 32 43 23 3.54 0.25 4.37 Yes 

Gneiss PP363 Bt-Pl Gneiss 
Kern 

et al. (2001) 
Petrophysical 26 49 23 3.2867 1.25 11.79 Yes 

Gneiss OKU 578 Bt Gneiss 
Kern 

et al. (2009) 
Petrophysical 34.1 19.9 45.1 2.907 2 23.96 Yes 

Gneiss OKU 676 Bt Gneiss 
Kern 

et al. (2009) 
Petrophysical 42.3 37 19.8 3.295 0.6 11.53 Yes 

Gneiss OKU 818 Bt Gneiss 
Kern et al. 

(2008, 2009) 
Petrophysical 39.9 37.4 22.6 3.774 0.7 2.03 No 

Gneiss OKU 1093 Bt Gneiss 
Kern 

et al. (2009) 
Petrophysical 29.2 39 31.7 3.233 1 13.43 Yes 

Gneiss OKU 1844 Bt Gneiss 
Kern 

et al. (2009) 
Petrophysical 36.6 38.1 24.4 3.124 0.9 16.84 Yes 

Gneiss B-26 Paragneiss 

Long (1994) 

for VP; 
Long & 

Salisbury (1996) 

for VS 

Petrophysical 5 79.9 15 3.4633 1.25 6.56 Yes 

Gneiss ct30 Augen Gneiss 
Punturo 

et al. (2005) 
Petrophysical 35 54 9 3.32 5.25 10.78 Yes 

Mylonite M13 
Mylonite 

(Least Deformed 

Leucogneiss) 

Cirrincione 

et al. (2010) 
Petrophysical 34.5 49.7 12.5 2.925 9 23.35 Yes 

Mylonite M8 
Mylonite 

(Less Deformed 

Leucogneiss) 

Cirrincione 

et al. (2010) 
Petrophysical 36.7 42.7 15.6 2.92 9 23.52 Yes 
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Table 4.3 (Continued) 

Category Sample Lithology* Reference Method 
Quartz 

(modal%) 

Feldspars 

(modal%) 

Mica 

(modal%) 

[ // x1] 

VSH0 at 0 MPa 
(km/s) 

[ // x1] 

dVSH/dP 
(10-4 km s-1 MPa-1) 

VSH Contrast 

at f = 0°, 

Relative to 

Natural QF 

(%) 

More Compliant 

VSH Contrast 
than Natural QF? 

Mylonite M3 

Mylonite 

(More Deformed 

Leucogneiss) 

Cirrincione 
et al. (2010) 

Petrophysical 34.8 43.4 19.4 3.0208 7.75 20.17 Yes 

Mylonite M4 

Mylonite 

(Most Deformed 

Leucogneiss) 

Cirrincione 

et al. (2010) 
Petrophysical 37.9 59.2 1.7 3.4735 3.35 6.27 Yes 

Mylonite M201 
Diatexitic 

Ultramylonite 

Ji et al. (1993) 
for VP; 

Ji & Salisbury 

(1993) for VS 

Petrophysical 46.1 51.5 0 3.62 1 2.14 Yes 

Mylonite GLG133 Dioritic Mylonite Ji et al. (2015) Petrophysical 50 33 15 3.4792 4.6367 6.11 Yes 

Mylonite GLG133 Dioritic Mylonite Ji et al. (2015) EBSD 50 33 15 3.2868  11.78 Yes 

Mylonite 18679S 
Mylonitized 
Orthophyre 

Kern 
et al. (2001) 

Petrophysical 43 55 2 3.5017 1.875 5.46 Yes 

*Mineral abbreviations: Bt, biotite; Fsp, Feldspar; Ms, muscovite; Pl, plagioclase; Qz, quartz. 
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CHAPTER 5 

CONCLUSIONS AND FUTURE WORK 

 

5.1. Conclusions 

5.1.1. Damage Zones at the Base of Continental, Seismogenic Strike-Slip Faults 

There has been a long debate regarding the spatial extent of coseismic damage zones associated 

with strike-slip faults. For example, field, laboratory, and numerical investigations have suggested that the 

width of these damage zone decreases with depth, diminishing significantly at depths of ~5–10 km or less 

(e.g., Ben-Zion and Shi, 2005; Yuan et al., 2011; Aben et al., 2017a). On the other hand, recent analysis of 

low-magnitude seismicity and high-resolution seismic imaging estimated damage zones down to depths of 

~20 km in, for example, New Zealand (e.g., Li et al., 2014a) and southern California, USA (e.g., Cochran 

et al., 2009; Ben-Zion and Zaliapin, 2019). This leads to the questions about (1) the occurrence of strong 

coseismic damage at the base of the seismogenic zone and (2) the width of the resulting damage zones at 

that depth. My results in Chapter 2 support the conclusion that the width of coseismic damage zones around 

mature strike-slip faults can reach tens to hundreds of meters near the base of the seismogenic zone.  

The spatial distribution (width and depth) of off-fault damage zones is fundamentally important 

because they affect transient and long-term changes in fluid flow (e.g., Mitchell and Faulkner, 2008), heat 

transport (e.g., Morton et al., 2012), and overall fault rock rheology (e.g., Handy et al., 2007). As fracturing 

and fragmentation create a conduit-like system to migrate hydrothermal fluid, damage zones with high 

permeability tends to have higher fluid storage which may diffuse pore pressure and lead to fluid-rock 

interaction, mineral dissolution and precipitation, and alteration to weak minerals. As healing and mineral-

filling occur, damage zones may act as a barrier to flow and pore pressure diffusion, leading to pore pressure 

buildup. Therefore, stress redistribution, chemical reaction, and changes in rock mineralogy and rheology 

within damage zones depend on the evolution of permeability structure, which can be significantly modified 

by damage distribution.   
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5.1.2. Microstructures of Pulverized Rocks at Frictional to Viscous Transition (FVT) depths 

Highly fractured and fragmented rocks with grains down to the micron scale have been documented 

around large continental strike-slip faults at the surface (e.g., Dor et al., 2006b; Rockwell et al., 2009; 

Mitchell et al., 2011; Rempe et al., 2013; Muto et al., 2015). The fragments in these so-called pulverized 

rocks are characterized by no or little relative rotation, thus preserving the original crystal shapes of the 

parent minerals. They are generally attributed to dynamic earthquake ruptures, and thus considered as 

valuable indicators for determining if fault slip is seismic or aseismic. However, at FVT depths, 

coseismically pulverized rocks tend to experience some degree of shearing during post- and interseismic 

periods because of viscous flow of the surrounding ductile matrix. This difference raises some fundamental 

questions:  

(1) what are the microstructural characteristics of highly fractured and pulverized rocks in 

coseismic damage zones at FVT depths?  

(2) how do they compare to those formed at the surface along continental strike-slip faults?  

(3) can fragment size statistics of fragmented minerals like garnet be used to distinguish between 

dynamic and quasi-static damage?   

In Chapter 3, I compared two fragmented rocks: dynamically pulverized rock from the seismogenic 

SCSZ and quasi-statically sheared rock from the tectonic PPHSZ. Both rocks show increase in D-value 

related to viscous shear deformation. However, the dynamically deformed rocks have D-values in range 

between 1.5 and 3 whereas the tectonically deformed rocks have D-values smaller than 1.5. My results 

imply that fragmented minerals at FVT depths can still be used as indicators of coseismic damage to 

determine whether they are pulverized or quasi-statically deformed, irrespective of the degree of shearing. 

The boundary of D~1.5 is also consistent with the transition to dynamic loading found in explosive 

fragmentation.   
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5.1.3. Bimaterial Faults Separating Two Different Anisotropic Rocks  

According to the subshear rupture model along elastically isotropic, strike-slip bimaterial faults, 

coupling between shear slip and normal stress causes wrinkle-like pulse ruptures preferentially propagating 

in the slip direction of the more compliant material, resulting in asymmetric damage distribution (e.g., 

Weertman, 1980; Andrews and Ben-Zion, 1997; Ben-Zion, 2001; Ben-Zion and Huang, 2002; Shi and Ben-

Zion, 2006; Ampuero and Ben-Zion, 2008; Dalguer and Day, 2009; Erickson and Day, 2016; Xu and Ben-

Zion, 2017). Given that most fault rocks are elastically and therefore seismically anisotropic, I consider 

these questions about anisotropic bimaterial faults:  

(1) what is the best way to describe the elastic contrast of anisotropic rocks across a bimaterial 

fault that allows comparison with theory and numerical experiments aimed at elastically 

isotropic bimaterial interfaces?  

(2) how does asymmetric damage around an anisotropic bimaterial fault relate to elastic contrast 

and rupture directivity?  

In Chapter 4, using two elastically anisotropic rocks from either side of the SCSZ, I concluded that 

the horizontal shear wave (SH wave) that propagates parallel to the fault with fault-normal polarization is 

the governing measure of the elastic contrast for anisotropic bimaterial strike-slip faults. The relationship 

among velocity contrast of the SH waves, rupture directivity, and asymmetric development of damage in 

the anisotropic bimaterial faults agrees with modeling predictions from isotropic bimaterial faults.  

At middle crustal depths, seismic anisotropy of rocks is strongly associated with orientation and 

proportion of preferentially aligned mineral phases such as mica and amphibole. Thus, it may be necessary 

to investigate details of distribution and orientation of these mineral phases to predict anisotropic elastic 

properties and evaluate the contribution of seismic anisotropy on rupture directivity.  
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5.2. Directions for Future Research 

5.2.1. Combined Microstructural-Minerochemical Analysis 

As I addressed in conclusion above (Section 5.1.1), the spatial distribution (width and depth) of 

damage zones affects the transient and long-term evolution of permeability structure, likely resulting in 

fluid-rock interaction, mineral dissolution and precipitation, and alteration to weak minerals. Combined 

microstructural and minerochemical analysis on microfracture-filling materials (e.g., quartz, calcite, and 

chlorite) and secondary hydrous minerals such as epidote replacing microfracture-filling materials may 

provide clues for the cyclic interaction between earthquake-induced damage and hydrothermal fluids during 

seismic cycles.  

 

5.2.2. Particle Size Distribution (PSD) Analysis Using Different Mineral Phases  

For the rock fragmentation problem, the PSD was measured from only garnet grains. Although 

garnet is a common mineral, it is rare in quartzofeldspathic rocks: for example, garnet is not common in the 

QF rocks (less than 5%) of the SCSZ while it is a main component of the L-tectonite of PPHSZ. According 

to Blenkinsop (1991), PSD depends on mineral types. Thus, the question remains as to whether predicted 

fragment size distributions for garnet are valid for phases such as quartz and feldspar. Quartz deforms both 

brittley and viscously depending on strain rate at middle crustal depths, so microfractures and 

fragmentations induced by brittle deformation can be overprinted by viscous deformation microstructures 

(e.g., grain boundary migration and recrystallization). However, feldspar can preserve brittle 

microstructures at depths corresponding to temperatures less than ~500 °C. Fracture-healing and sealing in 

quartz and feldspar also makes PSD analysis challenging owing to low CL image resolution and EBSD 

detection limits on low strain samples, but to better clarify the transition between quasi-static and dynamic 

fragmentation, future work may focus on ways to combine differences in PSDs of garnet and feldspar.  
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5.2.3. PSD Analysis of Garnet Grains in Experimentally Deformed Rocks  

Regarding fragmentation of natural rocks such as the SCSZ rocks, dynamically deformed garnet 

grains are likely to experience multiple seismic events, and then the PSDs may reflect multiple stages of 

fragmentation. To investigate how multiple fragmentation events affect PSD, physical experiments may 

resolve it by comparing single and multiple events. In addition, PSD analysis of garnet grains in 

experimentally deformed rocks might provide insight into different stages of fragmentation including 

volumetric and secondary surficial fragmentation.  

 

5.2.4. Damage Distribution and Rupture Directivity Along Multiple Transects of the SCSZ 

In this study, the internal structure of damage zones of the SCSZ was investigated across only one 

transect of the SCSZ. Estimating width of pulverized rocks and quantitatively determining elastic contrast 

across multiple transects of the SCSZ may show along-strike variation of damage and possibly damage 

asymmetry, which would impact our assessment of preferred rupture propagation. According to Ben-Zion 

and Zaliapin (2019), the damage zones are more continuous at depths of 10–15 km while they reveal 

heterogeneous patchy or diffused distributions near surface. However, the patchy distribution may be an 

indicator of dynamic pulverization (Ostermeijer et al., 2022). The methods developed in my dissertation 

may be used to assess whether highly damaged and pulverized rocks will be continuously or 

discontinuously distributed near the base of the seismogenic zone.     

 

5.2.5. Damage Distribution and Rupture Directivity from Different Region of the NFS   

Rocks in the study area of this dissertation are deformed at FVT depths corresponding to 

temperature of ~400–500 °C where the shear zone has mutually overprinting pseudotachylyte and mylonite. 

Undeformed pseudotachylyte is observed along the southeast flank of the NFS in Cape Elizabeth of 

southern coastal Maine, indicating the fault zone was active at a shallower ~7–8 km depth corresponding 

to temperature of 250–300 °C (Swanson, 2006). Comparison between two well-known pseudotachylyte-

bearing strike-slip faults exhumed from different depths will allow us to test the validity of the methods and 



141 

conclusions in this study. In addition, when compared to damage zones around an active strike-slip fault 

near the surface, it will provide useful data to constrain spatial distributions of coseismic off-fault damage 

at three different depths between the surface and the base of the seismogenic zone. 

 

5.2.6. Elastic and Seismic Properties Within the Mature Damage Zone Adjacent to the Shear Zone 

Core 

I used two representative host-rock samples to calculate elastic properties across the bimaterial 

shear zone because I wanted to obtain elastic properties representing initial or early states of bimaterial 

contact in development of the shear zone. I also assumed that protomylonite, mylonite and ultramylonite 

have a similar mineralogy to their host rock with only varying minor accessory minerals. However, with 

increasing maturity of the shear zone, highly damaged and pulverized rocks adjacent to the shear zone core 

may have undergone multiple stages of fluid-rock interaction, leading to changes in rock mineralogy to 

weak minerals and increase in compliance. The greater compliance of QF rock adjacent to the shear zone 

may affect elastic contrast of the bimaterial shear zone. Due to the small grain size, I did not assess the 

elastic properties of the highly strained mylonitic/ultramylonitic rocks and sheared schist adjacent to the 

shear zone core. I was unable to measure crystallographic information of the very fine grain size of mica 

and other minerals because our in-house SEM/EBSD system at the University of Maine does not use a field 

emission source. In future, using the FE-SEM, mylonite samples with very fine mica down to submicron 

size can be analyzed. In addition to this method, it would also be possible to determine stiffness tensors 

across the shear zone using laboratory petrophysical techniques. Finally, a high-resolution active-source 

seismological study would also shed light on the elastic properties across the shear zone.  

 

5.2.7. Damage Distribution and Rupture Directivity for Transpressional/Transtensional Faults   

My dissertation focuses on vertical strike-slip faults where the movement of two blocks mostly 

occurs horizontally. However, more than 80% of plate boundary faults are transpressional or transtensional 

faults where motion along the faults is obliquely convergent or divergent. Methods used in my dissertation 
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can be extended to non-vertical transpressional/transtensional faults such as the Alpine fault in the South 

Island of New Zealand. The Alpine fault is a transpressional fault system where an oblique continental 

collision occurs between the Australian and Pacific plates. Both the SCSZ and the Alpine fault show dextral 

strike-slip deformation, but the dips of the two faults differ; for example, the central section of the Alpine 

fault dips ~50°SE (Sibson et al., 1981) while the SCSZ has sub-vertical dip. The central and South Westland 

sections of the Alpine fault separate quartzofeldspathic gneiss (northwestern foot wall side) and schist 

(southeastern hanging wall side), allowing us to examine (1) off-fault damage distribution using PSDs of 

fragmented garnet and possibly other minerals and (2) relationships among elastic contrast of the 

anisotropic rocks across a fault, rupture directivity, and off-fault damage asymmetry. Dextral-reverse fault 

motion on the central section of the Alpine fault changes to dextral-normal (transtensional) fault motion on 

the South Westland section of the Alpine fault (Barth et al., 2013). Thus, the effect of the geometric 

variations on rupture directivity can be investigated. However, it should be noted that asymmetric damage 

surrounding an oblique-slip fault can also result from interaction of a dipping fault with the Earth’s surface 

with absence of elastic contrast (Ma, 2009).  

 

5.2.8. Numerical Study of an Anisotropic Bimaterial Interface 

Many numerical studies of dynamic ruptures have shown that the elastic contrast of bimaterial 

faults leads to preferred rupture propagation and asymmetric off-fault damage (e.g., Andrews & Ben-Zion, 

1997; Shi & Ben-Zion, 2006; Ampuero & Ben-Zion, 2008; Dalguer & Day, 2009; Erickson & Day, 2016; 

Xu & Ben-Zion, 2017). However, these models assume that materials surrounding the interface are 

elastically isotropic. Direct comparison between the results in my dissertation and numerical studies using 

elastically anisotropic bimaterial interfaces could be a focus of future work.  
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APPENDICES 

APPENDIX A. A THREE-DIEMENSIONAL MODEL OF TOPOGRAPHY AND TECTONIC 

STRESSES WITH IMPLICATIONS FOR STRAIN PARTITIONING AND FAULT 

SEGMENTATION AROUND A TRANSPRESSIONAL FAULT 

 

A.1. Appendix Abstract  

High topographic relief in active transpressional mountain belts significantly influences dynamic 

and kinematic evolution of a deforming orogen, perturbing stress and strain patterns, which in turn can 

produce complex patterns of strain partitioning due to variations in rock rheology and boundary conditions. 

The Alpine Fault, New Zealand is an excellent natural laboratory to understand the relationship among the 

above factors. The central Alpine Fault in the upper 1–2 km is serially partitioned by the development of 

strike-slip fault and oblique thrust segments (1–10 km scale) displaying a zigzag geometry, and each 

segment also consists of several parallel faults (1 m–1 km scale), owing to topographic variations and 

oblique convergence between the Pacific and Australian plates. Using a 3D, strain-softening mechanical 

model, conditioned by a digital elevation model of the Franz-Whataroa region in the central Alpine Fault, 

we investigated the solution space that could reproduce the observed kinematics. The numerical sensitivity 

analyses include (1) rock strength (cohesion and friction angle) difference between the weak Alpine Fault 

and the strong surroundings, and (2) direction of the plate displacement (orthogonal to highly oblique 

convergence). To study the propagation, linkage, and interaction history of shallow faults with the deeper, 

through-going fault zone, we initially divided the brittle-frictional upper crust into two regions: an upper, 

1–2 km thick region with no preexisting weakness, and a lower region where a dipping weak zone is 

constrained by seismic observations. In the presence of strain-softening upper crust, all oblique convergence 

models result in zigzag-like partitioning of strain into strike-slip and oblique thrust components along ridges 

and valleys at the range front, and include small-scale parallel partitioning.  
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A.2. Appendix Introduction  

Strain partitioning and fault segmentation in transpressional mountain belts appears linked to stress 

perturbations controlled by oblique tectonic loading, topographically-induced stress, dynamic stress during 

fault rupture, and their heterogeneous interactions. Field-based studies alone cannot provide full 

information on the spatial and temporal variation of stress patterns and the relative impact of the controlling 

factors due to heterogeneity-induced complexity along with coupling between tectonic deformation and 

surface processes.  

For this reason, kinematic and dynamic characteristics of 3-D deformation formed by strain 

partitioning in an obliquely convergent region such as the Southern Alps, New Zealand, is still poorly 

understood. In this study, we investigate the numerical solution for 3-D deformation to answer the following 

questions.  

(1) How sensitive is strain partitioning and fault evolution to rock rheology and boundary 

conditions?  

(2) How are the stress and strain distributions around a fault zone reflected in fault segmentation 

and how do they relate to the topography?  

 

A.2.1. Obliquity along Plate Boundaries  

The Alpine fault of New Zealand is an active transpressional (dextral-reverse sense) plate boundary     

between the Australian and Pacific plates. The ~39 mm/yr at 071° of relative plate motion (NUVEL-1A) in 

the central Alpine fault at 43.5°S and 170°E (DeMets et al., 1990) is partitioned into a fault parallel slip 

rate of ~23 mm/yr and normal slip rate of ~12 mm/yr (Sutherland et al., 2006). Figure A.1 shows three 

obliquities (orthogonal, oblique and highly oblique) used in the present study.  
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Figure A.1 Three obliquities used in the present study. Obliquity (ψ) is an angle between the plate motion 

vector and the normal to the plate boundary. The relative motion of two plates is generally oblique. To 

analyze linkage between obliquity and strain partitioning controlled by topography, we performed 

sensitivity tests using orthogonal (0°), oblique (45°), and highly oblique (74°, obliquity of Alpine fault) 

motions. 

 

A.2.2. Strain Partitioning in the Alpine Fault, New Zealand  

The central Alpine Fault in the upper 1–2 km is serially partitioned by the development of strike-

slip and oblique thrust segments (1–10 km scale) displaying a zigzag geometry. Each segment also consists 

of several parallel faults (1 m to 1 km scale). Figure A.2 illustrates serial and parallel partitioning (Norris 

and Cooper 2007).  

 

 

Figure A.2 Serial and parallel strain partitioning (Norris and Cooper, 2007). 
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A.3. Model Setup  

The numerical model setup using strain-softening behavior of FLAC3D is shown in Figure A.3. The 

Mohr-Coulomb plastic model in FLAC3D allows simulating strain-hardening/softening behaviors (Itasca, 

2012). This can be controlled by yielding parameters such as friction angle (ϕ), cohesion (c), dilation angle, 

and tensile strength, which are a function of plastic strain. In the model, we set up a softening behavior to 

reduce internal friction angle and cohesion when/where strain is higher than 0.03. 

 

 

Figure A.3 Strain softening rheological model (FLAC3D) of the Whataroa-Waiho region in the central 

Alpine fault. (a) A 200 m spaced digital elevation model of the study area. The red box in the map indicates 

the study area, Whataroa-Waiho region. (b) The Whataroa-Waiho region embedded into a model with 

dimensions of 200 km × 100 km × 26 km to minimize boundary effects. An upper, 1–2 km thick region has 

no preexisting weakness. 

  



187 

A.4. Strain Partitioning Sensitivity Analysis  

Faults initiate from short segmentation, grow as echelon arrays, and become a localized fault zone 

by the segment linkage. The purpose of the numerical simulation is to explore the influence of topographic 

relief on strain partitioning and fault evolution during long-term tectonic process. We did two types of 

sensitivity tests: (1) direction of the plate displacement for different fault strength (Figure A.4); and (2) rock 

strength difference between the Alpine fault (ϕft or cft) and the stronger surroundings (ϕbedrock or cbedrock) for 

different preexisting fault depths (Figure A.5).  

 

 

Figure A.4 The influence of obliquity and fault strength (friction angle, ϕft) on strain partitioning. The 

obliquity of plate convergence increases from A to C. Greater magnitude of strain partitioning occurs within 

highly oblique models while strain is localized along discrete shear bands in orthogonal models. Note that 

even in orthogonal models, river valleys produce complex strain patterns. For a given convergence obliquity, 

the degree of strain partitioning is a function of the internal friction angle of fault. The initial parameters of 

each model are ϕbedrock = 30°, cbedrock = 20 MPa, and cft = 500 kPa.  
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Figure A.5 The influence of bedrock strength (cohesion, cbedrock) and preexisting fault depth on strain 

partitioning. A is the same model as the highly oblique model with ϕft = 10° in Figure A.4 (dashed box). 

When bedrock cohesion (strength) is higher, strain is distinctly accommodated in the vicinity of the Alpine 

fault (B and D). Serial, zigzag-like, partitioning is unlikely to occur. Strain partitioning is more effective 

when preexisting weak zones are further below surface (see A and C). The initial parameters of each model 

are ϕbedrock = 30°, ϕft = 10°, and cft = 500 kPa.  

 

A.5. Stress State in Transpressional Mountain Belts  

Using the model result of Figure A.4C when ϕft = 10°, we analyzed the orientations of principle 

stresses and displacements to see possible fault type of each segment and compared  them with reported 

field data in the range front area (Figure A.6).  
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Figure A.6 Influence of topography on surficial fault failure by perturbing the ambient stress field. The 

fault trace from the σ2 plunge map and the principal stress analyses indicates that the whole range front 

(35 km in length) is serially partitioned, and at smaller scales (1–7 km in length), parallel partitioning is 

partially shown. Although this result is generally consistent with the field study of the area (Barth et al., 

2012), the difference between them probably resulted from lack of fluid (pore pressure) and surface 

(erosion) processes in our numerical models. 

 

A.6. Appendix Conclusions and Future Study  

Mutual influence between topography and oblique far-field tectonic stresses leads to strain 

partitioning and fault segmentation. When the strength ratio between the fault and surrounding rock is large 

(relatively weak fault vs. strong bedrock), both dip-slip and strike-slip displacements of deformation have 

entirely taken place along the preexisting weak zone. The results from this study suggest that the Alpine 

fault is a weak fault where strain localization occurs near the range front.  

Topography (valley and ridge) affects surface fault geometries in all the convergent tectonic 

settings from orthogonal to highly oblique. To improve strain partitioning modeling, pore pressure and 

erosion parameters need to be considered (e.g., coupled to river incision model, etc.). In addition to the 

current quasi-static model, dynamic analysis is critical to understand stress perturbations and fault evolution 

during rupture.  
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APPENDIX B. TOPOGRAPHIC CONTROL ON SHALLOW FAULT STRUCTURE AND 

STRAIN PARTITIONING NEAR WHATAROA, NEW ZEALAND DEMONSTRATES WEAK 

ALPINE FAULT3 

 

B.1. Appendix Abstract  

It is notoriously difficult to characterise the strength and stress states of major plate boundaries. By 

taking advantage of the well-constrained stress contribution of topography adjacent to a segmented 

section of the Alpine fault, New Zealand, we have identified a mechanical mix that produces the 

distinct fault segmentation pattern seen in field observations. Slope-generated shear and normal stresses 

rotate the principal stresses relative to the regional tectonically derived stress state and under certain 

strength states influence the displacement pattern. Three-dimensional models show that the scale and form 

of the near- surface partitioning depend on both topographic relief and local fault strength relative to the 

bedrock. The models suggest the Alpine fault is weak to moderately weak relative to the bedrock and is a 

single structure to within c. 500 m of the surface, above which segmentation occurs. Adjacent to the Alpine 

fault, the stress state is highly variable. The intermediate principal stress, σ2, is rotated from tectonically 

dominated, near-vertical beneath ridges to near-horizontal beneath large valleys. Individual segments along 

the Alpine Fault dominated by strike-slip faulting, oblique thrusting or thrusting, can be identified by 

extracting the topographic contribution to the stress state from numerical models.  

 

B.2. Appendix Introduction  

The Alpine fault, which extends along the western edge of the Southern Alps, is the most obvious 

manifestation of the Australian–Pacific plate boundary through the South Island (Figure B.1). It 

accommodates 65–75% of the total Australian–Pacific relative plate boundary movement, rupturing 

episodically in large magnitude earthquakes (Mw c. 8) and appears to be late in its seismic cycle (Sutherland 

 
3 The content of this chapter has been published in: Upton, P., Song, B.R, Koons, P.O., 2018, New Zealand Journal 

of Geology and Geophysics 61, 1–8, https://doi.org/10.1080/00288306.2017.1397706. 
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et al. 2007; Howarth et al. 2012, 2016). At scales of tens of kilometres, the Alpine fault appears to be a 

remarkably linear feature. Unlike at many oblique plate boundaries (Wentworth and Zoback 1989; 

McCaffrey 1992, 1996), it accommodates both fault-parallel and fault-normal components of deformation 

along a single structure through most of the frictional crust (Norris et al. 1990; Koons et al. 2003). Close to 

the surface, in the upper kilometre of the crust, the central Alpine fault becomes segmented (Norris and 

Cooper 1995, 1997; Barth et al. 2012; Langridge et al. 2014). When first mapping the central section, Norris 

and Cooper (1995, 1997) proposed ‘serial partitioning’ to explain their observations that northerly striking 

sections accommodate oblique thrusting, whereas more easterly striking sections are dominantly dextral 

strike-slip. This model was in contrast to the more common parallel partitioning where oblique motion is 

accommodated on parallel thrust and strike-slip faults (Wentworth and Zoback 1989; McCaffrey 1992, 

1996). Norris and Cooper (1995) used sandbox models to propose that local stress field perturbations due 

to the steep range front with deeply incised river valleys promote serial partitioning. The acquisition of 

airborne light detection and ranging (LiDAR) data has refined these observations and highlighted more 

parallel partitioning along the fault (Barth et al. 2012; Langridge et al. 2014). Barth et al. (2012) suggest 

that the style of partitioning and fault segmentation is scale dependent. At the first order (>106 to 104 m) it 

is unpartitioned (Koons et al. 2003), at the second order (104 to 103 m) motion is serially partitioned in the 

upper c. 1–2 km and at a third order (103–100 m) it is parallel partitioned into fault wedges in the hanging 

wall.  

Strain partitioning implies local perturbation of the stress state. Field-based studies and LiDAR 

cannot fully characterise the spatial variation of stress orientations; nor can they define the relative impact 

of controlling factors including topographic relief and fault strength. The purpose of this article is to use a 

fully 3D mechanical modelling system to quantify the constraints on strain partitioning and fault 

segmentation in the near-surface of the Alpine fault. Our focus is the Whataroa valley where recent drilling 

to nearly 1 km depth in an attempt to intersect the fault plane revealed unexpected complexity in the valley 

geometry and potentially the fault as well (Sutherland et al. 2017; Toy et al. 2017). We show that 

topographic relief, coupled with strain-dependent rheological evolution, perturbs the 3D stress state in the 
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top couple of kilometres, controlling where and how displacement on the Alpine fault is accommodated in 

the near-surface and we use this finding to estimate its frictional strength.  

 

 

Figure B.1 Model setup for the Alpine fault. (a) Model geometry based on a 200 m digital elevation model 

(contour interval 200 m) of a 35 × 35 km region including the Whataroa River and Gaunt Creek. The region 

of interest is embedded into a larger model with dimensions of 175 km × 135 km × 25 km and velocity 

conditions are imposed on the boundaries as shown by the black arrows. Red arrows show the DFDP-1 and 

2 drill holes (Sutherland et al. 2012, 2017). The Alpine fault is included as a pre-existing weakness dipping 

at 50° southeast to depths ranging from 0 m to 2000 m. The red line shows the trace of the Alpine fault from 

the Active Faults Database (Langridge et al. 2016). Dashed boxes show regions plotted in Figure B.2. (b) 

Detail of weaker Alpine fault material, each line is offset for illustrative purposed only, letters in brackets 

refer to Figure B.2. (Inset) Plate boundary setting showing the Alpine fault, Whataroa and the plate motion 

vector (DeMets et al. 1994).  
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B.3. Model Methodology  

To explore the relationships between topographic relief, fault partitioning and fault strength, we 

solved simultaneously the motion and stress relations for a 3D deforming crust using a field-constrained 

rheological model. We solved a series of 3D mechanical models using the continuum code FLAC3D (Itasca 

2014).  

 

B.3.1. Model Geometry and Boundary Conditions  

Our model consists of a high-resolution region (x = 35 km, y = 35 km, depth = 10 km and 200 m 

resolution) centred on the mouth of the Whataroa gorge, shown in Figure B.1a. This is embedded into a 

larger low-resolution region which has the dimensions 175 km normal to and 235 km parallel to the Alpine 

fault, extending to a depth of 25 km. Only the high-resolution part of the model includes topography (Figure 

B.1a). The model boundaries are placed at a considerable distance from the high-resolution region to ensure 

that boundary effects do not influence our results. Velocity boundary conditions, derived from GPS and 

plate reconstructions (DeMets et al. 1994; Wallace et al. 2007) are imposed on the model edges. The 

material representing the Australian Plate is held still, whereas that representing the Pacific Plate moves at 

a rate of 37 mm/yr (Figure B.1a). All models have a pre-existing dipping (50° southeast) structure 

representing the Alpine fault (Figure B.1a). The strength of the structure and its initial geometry are varied 

for different models as described below. 

 

B.3.2. Material Properties Used in the Models  

The models assume a two-layered crust, similar to that in previously published modelling studies 

(Upton and Koons 2007; Upton et al. 2009; Koons et al. 2012; Roy et al. 2016). We set the model ‘frictional 

viscous transition’ 15 km below sea-level (b.s.l.) at a distance from the Alpine fault and elevated to 10 km 

b.s.l. adjacent to the fault (Koons 1987; Boese et al. 2012). We use a thermally activated mid-lower crust 

with material properties identical to previous modelling efforts (Upton and Koons 2007; Upton et al. 2009; 

Koons et al. 2012; and references therein). The upper crust of the hanging wall is modelled using a strain-
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softening elastoplastic Mohr–Coulomb rheology based on measured fault rock strength from Haast Schist 

at the Cromwell Gorge in central Otago (Thomson 1993). This material has an initial friction angle (ϕ) of 

35°, cohesion of 50 MPa, and the capacity to strain soften to a friction angle of 15° and cohesion of 100 

kPa after 3% total strain (Thomson 1993; Koons et al. 2012; Roy et al. 2016). The friction angle of the pre-

existing model Alpine fault is varied in the models from 10° to 25°. The friction angle is a measure of the 

shear strength of a material, measuring its resistance to sliding. In this study, we are interested in the relative 

strengths of the deformed (faulted) rock and undeformed hanging wall, and their evolution. The strain 

softening nature of the material modelled means there is a direct relationship between the amount of 

deformation (faulting) and the final value of the friction angle. For this reason, we use the friction angle (as 

a measure of strength) to illustrate where faulting has occurred in the models (e.g., Figure B.2).  

Interpreting models of a highly evolved system, such as valley/ridge topography and segmentation 

along the Alpine fault, is challenging because we need to strike a balance between over- and under-defining 

the constraints on the models. In this case, we know that the Alpine fault is segmented in the uppermost 

crust and we have hypothesised that both fault strength and topography play a role in determining the nature 

of the segmentation. If we predefine the fault structure completely, we cannot watch its evolution. However, 

we need to pre-define enough of the fault structure for the deformation to occur in the areas that we know 

it does. We ran two sets of models to try and unpack these different controls.  

Model Set 1 was aimed at the impact of fault strength on the development of strain localisation and 

fault segmentation. In these models, the pre-existing structure representing the Alpine fault extends all the 

way to the surface. Its friction angle was varied from 10° to 25°. These geometries were run to explore how 

weak a dipping structure must be for both components of deformation—fault normal and fault parallel—to 

be taken up along it. Models that produced strain patterns unlike those observed along the Alpine fault tell 

us what rheological parameters are unlikely. We then reduced the number of constraints on the models in 

Model Set 2. These models were run to explore the evolution of strain partitioning and fault segmentation 

relative to topography and fault strength. To do so, we varied the friction angle as above. We also varied 

the depth to which the weakness extends toward the surface from 2000 m b.s.l. to 500 m b.s.l. (Figure B.1b) 
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to explore the development of fault segmentation relative to topography. These models are not meant to 

imply that the Alpine fault suddenly goes from weak to strong in the shallow crust. They are designed so 

that we can observe how near-surface fault segmentation develops in the absence of pre-defined weaknesses 

at the surface. We varied the depth of the tip of the pre-defined Alpine fault to find the model that most 

closely matches field observations. By using a strain softening rheology for the hanging wall material, we 

can see where strain is localised in relation to other features in the model.  

 

B.3.3. Model Limitations  

The resolution of the central part of the models is 200 m, thus we can explore localisation of 

deformation only at scales > 200 m. We are unable to model features such as the anisotropy of the schist, 

the width of the fault damage zone or the footwall rheology. The latter two were called upon by Barth et al. 

(2012) as constraints on partitioning and the geometry of the hanging wall fault wedges. Our resolution is 

too coarse to resolve sediments thicknesses of <50–200 m. We also make assumptions about initial 

conditions and geometries. To avoid complex and difficult to code geometries, which can lead to numerical 

instabilities, we assume that the Alpine fault can be modelled as a straight line at 2 km or 500 m b.s.l. in 

Model Set 2. Given the non-linear nature of the range front at this scale, this is obviously a simplification 

and we note that in comparing our results with field observations. Finally, no surface processes are imposed 

in the models.  

 

B.4. Model Results  

B.4.1. Model Set 1  

Varying the friction angle of the pre-defined weakness representing the Alpine fault had a significant 

impact on the nature of strain partitioning. A weak structure (ϕ = 10 or 15°) precludes any partitioning 

(Figures B.2a and B.2b) with both fault-parallel and fault-normal velocity components taken up along this 

weak structure, whereas a stronger (ϕ = 25°) dipping structure took up almost none of the fault-parallel 

velocity and only a portion of the fault-normal velocity (Figure B.2d). In the strong fault case, a series of 
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structures developed in the hanging wall, some parallel to the model Alpine fault and others at a high angle 

to it, generally along topographic lows. Fault-parallel motion was largely taken up on two structures, one 

2–3 km inboard of the Alpine fault and a series of sub-parallel high strain zones 8–10 km inboard which form 

in the upper Whataroa and its tributaries. A second structure developed along the western side of the 

Whataroa valley (referred to as the Whataroa-model fault). It took up both strike-slip (sinistral) and reverse 

motion perpendicular to the model Alpine fault.  

 

B.4.2. Model Set 2  

In this model set, we explored the development of partitioning relative to topography by varying 

the depth to which we pre-define the Alpine fault weakness. As discussed above, this is not because we 

think that the Alpine fault suddenly strengthens in the near-surface, but so that we can observe how fault 

segmentation evolves unconstrained by pre-existing weaknesses. Boundary-parallel motion was taken up 

on vertical structures that develop in the hanging wall above the top of the pre-defined weakness. Where 

this depth is greater, vertical structures developed further from the range front (Figures B.2e–B.2g and B.3–

B.5). The boundary-normal component was influenced by the topographic relief, especially where the depth 

to the top of the pre-defined model Alpine fault is greater (Figures B.3–B.5). Structures developed along 

the edge of the Whataroa and Waitangitaona valleys, which take up a considerable portion of the boundary-

normal deformation. These structures are seen in the ϕ plots as zones of weakness that curve into the river 

valleys from the north (Figures B.3–B.5).  
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Figure B.2 Model results shown as fault-parallel velocity, fault-normal velocity and friction angle (ϕ) 

looking down on the models as shown by dashed boxes in Figure B.1a. Note that (d) includes a larger region 

as the zones of localisation in this model are more widespread than for (a)–(c). The material strain softens 

thus ϕ is representative of strain localisation. (a)–(d) The pre-existing Alpine fault extends to the surface. 

The black arrows in the left and middle columns of (a) show the relative motion that each column is 

illustrating. Boundary parallel or strike-slip motion in the left-hand column and boundary perpendicular or 

thrust motion in the middle column. (a) and (b) ϕ = 10 and 15° respectively. Both fault-parallel and 

perpendicular velocity components are taken up on that structure. (c) ϕ = 20°, a vertical structure develops 

c. 2–3 km southeast of the Alpine fault which takes up about half of the fault-parallel motion. Fault-normal 

motion is still taken up along the dipping Alpine fault. (d) ϕ = 25° is unfavourable for fault-par- allel motion 

while half of the fault-normal motion is still taken up along it. Several shear zones develop east of the Alpine 

fault. (e)–(g) Strain localisation above an initial weak Alpine fault (ϕ = 15°) that extends to within 500 m (e) 

1000 m (f) or 2000 m (g) below the surface. In all cases, strain localises onto a series of structures which 

partition the motion in the near surface. 
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Figure B.3 Model results, boundary-parallel velocity, boundary-normal velocity and friction angle 

(representation of strain localisation) for a pre-existing fault strength of ϕ = 10° with the depth to the top of 

the fault zone varied from being at the surface to 2000 m b.s.l. 
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Figure B.4 Model results, boundary-parallel velocity, boundary-normal velocity and friction angle 

(representation of strain localisation) for a pre-existing fault strength of ϕ = 15° with the depth to the top of 

the fault zone varied from being at the surface to 2000 m b.s.l. 
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Figure B.5 Model results, boundary-parallel velocity, boundary-normal velocity and friction angle 

(representation of strain localisation) for a pre-existing fault strength of ϕ = 20° with the depth to the top of 

the fault zone varied from being at the surface to 2000 m b.s.l. 
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B.5. Discussion  

B.5.1. Partitioning of Strain and Segment Characteristics  

Varying the strength of the Alpine fault and the depth of the pre-defined weak dipping structure in 

the models produced a variety of patterns of strain localisation at the surface. As the strength ratio between 

the bedrock and the model Alpine fault decreased or the up-dip top of the pre-defined weak dipping 

structure was at greater depth, the development of vertical, dominantly strike-slip structures developed 

further southeast of the Alpine fault. Under these conditions, the Alpine fault is not favourably oriented to 

take up the highly oblique motion and deformation is strongly partitioned. Field observations and LiDAR 

suggest, based on the assumption that thrust segments dip at c. 45° and strike-slip segments are close to 

vertical, that strain partitioning in the shallow brittle crust is restricted to within c. 500 m of the range front 

(Barth et al. 2012; Langridge et al. 2014). Vertical strike-slip sections found crossing the toe of ridges c. 

500 m inboard of the range front strongly suggest that individual structures merge into a single structure at 

shallow depths (Norris and Cooper 1995, 1997; Barth et al. 2012; Langridge et al. 2014). The field 

observations best fit a model with a single weak fault plane to c. 500 m b.s.l. and segmentation of the fault 

into shallow vertical and dipping structures at about this depth. A comparison with structures mapped from 

LiDAR also suggests this depth is <500 m (Figure B.6). Our model cannot capture all the complexity of 

the natural system and assumes that the Alpine fault at depth is planar. Where our model deviates most 

from the mapped features, northeast of Gaunt Creek, it is possible that the weak Alpine fault in the near-

surface extends further northwest than in our simplified model geometry (Figure B.6).  
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Figure B.6 Comparison of model (Figure B.2e) results with LiDAR observations (from Barth et al. 2012). 

 

B.5.2. Stress State in the Near-Surface and its Relationship to Topography  

The model stress state varies along strike (Figures B.7 and B.8). Beneath the ridges, the stress state 

is close to the regional stress regime where σ2 is near vertical, i.e., far-field tectonic driving forces dominate 

the stress regime (Koons 1994; Boese et al. 2012). Beneath the valleys, the intermediate principal stress, 

σ2, is rotated to near-horizontal by the topographic relief, reflecting a thrust stress regime rather than oblique 

strike-slip. Along the model Alpine fault, we observe rotation of the stress state and partitioning of 

deformation onto oblique thrust and oblique strike-slip structures. At the valley mouth, a thrust segment 

curves into the valley and the stress state is one of almost pure thrusting (Figure B.7c). Along strike to the 

south, parallel partitioning is obvious with a strike-slip segment (Figure B.7f) and a thrust segment (Figure 

B.7e). σ1 for this segment is very close to the regional maximum horizontal stress observed by Boese et al. 

(2012). As well as rotation of the stress state, field observations from Franz Josef, 20 km south of our field 

area, suggest that the magnitudes of the σ2 and σ3 are close and readily switch (Enlow and Koons 1998). 

The youngest shallow-level vein sets in the Franz Josef river valley are both sub-horizontal and sub-vertical 

and these two sets are mutually cross-cutting. This implies that σ2 and σ3 are of similar magnitude and there 

was some switching between the two in the deformation history (Hanson et al. 1990).  
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The Whataroa valley and its tributaries are the largest erosional hole along the western Southern 

Alps, representing a major departure from the dominant topography of the steep and high Southern Alps. 

We might expect to see rotation of the stress state and strain concentration along the Whataroa, as a 

consequence of slope-generated shear and normal stresses which reduce the amount of tectonic stress 

required to reach failure (Koons and Kirby 2007). Where the Alpine fault is strong (ϕ = 20 or 25°), our 

models do predict significant perturbation of the stress state. They also predict that tectonic stresses in the 

hanging wall combine with slope-generated stresses to form a structure we have called the Whataroa-model 

fault, which extends c. 10 km along the western Whataroa valley (Figure B.5).  
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Figure B.7 States of stress along the model Alpine fault extending to 500 m b.s.l. (a) The friction angle at 

the surface above an initial planar Alpine fault weakness extending to 500 m b.s.l. Light blue: where the 

hanging wall has strain softened to ϕ = 15°, shows the location of high strain zones in the models. (b) Plunge 

of σ2 on a horizontal slice at sea-level though the model shown in (a). Blue: σ2 is near horizontal. Red: σ2 is 

near vertical. (c)–(f) Stereonet plots showing the stress state within regions outlined by the white boxes. (c) 

and (e) Thrust segments close to the range front. (d) Whataroa-model fault which forms as an oblique 

sinistral strike-slip structure along the western edge of the Whataroa Valley. (f) A strike-slip segment where 

motion is partitioned between here and the thrust segment shown in (e). MHS = Maximum horizontal stress 

determined by Boese et al. (2012).  
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Figure B.8 States of stress along the model Alpine fault extending to 2000 m b.s.l. (a) The friction angle at 

the surface above a pre-defined Alpine fault weakness extending to 2000 m b.s.l. (b) Plunge of 2 on a 

horizontal slice at sea-level through the model shown in A. Blue: 2 is near horizontal. Red: 2 is near 

vertical. (c)–(f) Stereonet plots showing the stress state within regions outlined by the white boxes. (c) A 

near pure thrust segment close to the range front. (d) A strike slip segment where motion is partitioned 

between here and the thrust segment shown in (g). (e) An oblique thrust segments close to the range front. 

(f) Whataroa-model fault which forms as an oblique sinistral strike-slip structure along the western edge of 

the Whataroa valley. MHS = Maximum horizontal stress determined by Boese et al. (2012). 
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B.5.3. Controls on the Strength of the Shallow Alpine Fault  

The lack of field evidence for (1) major active structures parallel to the large valleys, and (2) vertical 

strike-slip structures at distances > 500 m from the range front provides a robust constraint on the strength 

of the Alpine fault. The lack of these two suggest the Alpine fault is sufficiently weak (ϕ < 20°) that the 

topographic stress perturbation of the Whataroa valley and its tributaries is insufficient to shift significant 

failure away from the dipping fault plane. In these models, tectonic stresses in the hanging wall still combine 

with slope-generated stresses to form a shorter version of the Whataroa-model fault (Figure B.7) which 

extends c. 2 km along the western Whataroa valley. This modelled structure is predicted to have minor 

oblique sinistral strike-slip motion, up to the east (Figures B.3 and B.7d). A structure such as this might 

explain the bedrock geometry at the DFDP-2B drill site where the depth to basement far exceeded 

expectations (Sutherland et al. 2017). This could be due to one or both of the following processes. Motion 

along the structure dropping the western side of the valley down relative to the eastern side or enhanced 

erosion of a weakened fault zone by successive glaciations during the Pleistocene resulting in an over-

steepened valley (Roy et al. 2015).  

 

B.5.4. Comparison with Other Models  

Barth et al. (2012) propose that the width, extent and geometry of the fault wedges are controlled 

by the thickness of the footwall sediments and the width of the fault damage zone. We cannot test these 

two attributes as constraints because the resolution of our models is too coarse to include them. We do show 

that stress perturbations, which result from topography, as first mooted by Norris and Cooper (1995, 1997), 

produce a combination of serial and parallel partitioning along the range front of the Southern Alps. We 

would argue that it is not necessary to appeal to footwall rheology to explain the observations, but we cannot 

discount the suggestion that it does play a role in controlling the details of individual fault segments, as 

suggested previously (Barth et al. 2012). Our models differ from Norris and Cooper (1995, 1997) in that 

they have no pure strike-slip segments, instead a combination of serial and parallel partitioning develops, 

as also noted by Langridge et al. (2014) in their interpretation of LiDAR observations.   
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B.6. Appendix Conclusions  

In mountainous regions, topography perturbs the stress state, and couples with rheology to 

influence the localisation of strain, particularly in regions of oblique deformation. We used 3D mechanical 

models to show that as the strength ratio between the bedrock and an oblique dipping fault is decreased, or 

the depth to the up-dip tip of a single weak dipping structure is increased, two effects are observed. First, 

vertical, dominantly strike-slip structures develop further and further into the hanging wall. Second, strain 

is localised into significant topographic perturbations. We use field and LiDAR observations, our 3D 

models and the perturbation to the stress field from topography to evaluate the strength and stress regime 

of the Alpine fault. A strong model Alpine fault or a situation where boundary-parallel motion is able to 

bleed off a single dipping structure onto vertical strike-slip faults at depths >500 m does not match the 

observations. A weak model Alpine fault, which is a single structure at depths >500 m, predicts that both 

vertical strike-slip structures and structures following topo- graphic lows are restricted to within c. 500 m 

of the range front, consistent with field and LiDAR observations. At shallower depths, rather than pure 

serial or parallel partitioning occurring, the interaction of a weak fault and the topography produces a 

complex pattern that is a combination of both serial and parallel partitioning. Strike-slip segments occur 

within the hanging wall of the range front, while oblique thrusting is taken up at the range front.  
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APPENDIX C. ENERGY PARTITIONING, DYNAMIC FRAGMENTATION, AND OFF-FAULT 

DAMAGE IN THE EARTHQUAKE SOURCE VOLUME4 

 

C.1. Appendix Abstract  

Seismological fracture or breakdown energy represents energy expended in a volume surrounding 

the advancing rupture front and the slipping fault surface. Estimates are commonly obtained by inverting 

ground motions and using the results to model slip on the fault surface. However, this practice cannot 

identify contributions from different energy-consumption processes, so our understanding of the 

importance of these processes comes largely from field- and laboratory-based studies. Here we use garnet 

fragment size data to estimate surface-area energy density with distance from the fault core in the damage 

zone of a deeply exhumed strike-slip fault/shear zone. Estimated energy densities per fragmentation event 

range from 2.87×103 to 2.72×105 J/m3 in the outer and inner portions of the dynamic damage zone, 

respectively, with the dynamic zone being inferred from the fractal dimensions of fragment size 

distributions and other indicators. Integrating over the ~105 m width of the dynamic damage zone gives 

fracture surface-area energy per unit fault area ranging from a lower bound of 6.63×105 J/m2 to an upper 

bound of 1.63×107 J/m2 per event. This range overlaps with most geological, theoretical, and kinematic 

slip-model estimates of energy expenditure in the source volume for earthquakes characterized by seismic 

moments >1017 N·m. We employ physics-based fragmentation models to estimate equivalent tensile strain 

rates associated with garnet fragmentation, which range from 5.42×102 to 1.04×104 s-1 per earthquake in 

the outer and inner portions of the dynamic damage zone, respectively. Our results suggest that surface-

energy generation is a non-negligible component of the earthquake energy budget.  

  

 
4 The content of this chapter has been published in: Johnson, S.E., Song, W.J., Vel, S.S., Song, B.R, Gerbi, C.C., 

2021, Journal of Geophysical Research 126, e2021JB022616, https://doi.org/10.1029/2021JB022616. 
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C.2. Appendix Plain Language Summary  

Less than 20% of the total energy released from most earthquakes radiates away from the fault as 

seismic waves that cause ground shaking. Thus, a large portion of the total energy is expended in 

surrounding rocks as frictional heat and a variety of damage processes. The partitioning of energy into these 

rocks directly modulates patterns of rupture and slip, and therefore earthquake intensity. Estimates of 

earthquake energy are commonly obtained from ground motions recorded by seismometers located long 

distances from the fault. This method cannot differentiate between energy consumed as damage versus 

frictional heat. Thus, the relative roles of these two energy sinks remain an open question of fundamental 

importance for understanding seismic hazards and the earthquake energy budget top to bottom. Here we 

use fragmented garnet grains to estimate the energy partitioned into the damaged rock volume. Our results 

suggest that surface-energy generation is a non-negligible component of the earthquake energy budget. 

 

C.3. Appendix Introduction  

During an earthquake, released elastic strain energy 𝑈rel is converted to the energy 𝑈conv required 

to advance the rupture and to overcome the frictional resistance to slip on the trailing fault (see Table C.1 

for notation used in this paper). The rest radiates away as elastodynamic waves 𝑈rad that produce ground 

shaking. 𝑈rad is the only quantity that can be directly measured and generally comprises less than 15–20% 

of 𝑈rel (e.g., McGarr et al., 1979; Lockner and Okubo, 1983; Lachenbruch and McGarr, 1990; McGarr, 

1999; Shi et al., 2008; Okubo et al., 2019). 𝑈conv can be divided (e.g., Kanamori and Brodsky, 2004) into 

the energy of frictional heat 𝑈fh and a variety of inelastic physical and chemical processes 𝑈sa that include 

on- and off-fault fracturing and dilatancy in the broader source volume. 𝑈sa can be equated to seismological 

fracture energy (e.g., Kanamori and Rivera, 2006) or breakdown work (Tinti et al., 2005), depending on its 

mathematical definition and how off-fault damage is treated. Thus, a simplified energy balance, displayed 

graphically in Figure C.1a, can be written as:  

 𝑈rel = 𝑈conv + 𝑈rad = 𝑈sa + 𝑈fh + 𝑈rad (C1) 



210 

The energy balance in Figure C.1a represents the time-dependent evolution of stress and slip for a 

unit area of fault surface. Figure C.1b puts this energy balance into the context of the larger earthquake 

source volume by considering a point “A” adjacent to a strike-slip fault at ~10 km depth during subshear 

rupture propagation. Following nucleation, the rupture tip moves from right to left at km/s rates with the 

upper lobe of stress concentration associated with locally divergent particle motion and therefore tensile 

(T) stresses. As the rupture front propagates, point A reaches the peak stress 𝜏p and fails. As it is engulfed 

by the region of tensile stress concentration surrounding the rupture front, the released elastic strain energy 

is converted to surface energy through intense fracturing among other energy-consuming processes, and 

the stress drops along the thick curve with arrowheads in Figure C.1a. When the rupture front has passed, 

point A is subjected to additional dynamic stresses associated with slip at m/s rates on the rough trailing 

fault surface and continues to consume energy in the form of additional fracture plus frictional heat among 

other energy sinks until the residual stress 𝜏1 is reached at the critical slip distance Dc.  

𝑈sa is the energy consumed in breaking down the rocks during rupture and slip and determines the 

radiation efficiency 𝑈rad (𝑈rad + 𝑈sa)⁄ , directly modulating patterns and rates of slip and rupture 

propagation, near-fault particle velocities, and earthquake intensity (e.g., Walsh, 1965; Husseini et al., 

1975; Andrews, 1976, 2005; Lockner et al., 1977; Harris and Day, 1997; Spudich and Olsen, 2001; 

Kanamori and Brodsky, 2004; Dunham et al., 2011; Huang et al., 2014b; Ben-Zion et al., 2015; Nielsen et 

al., 2016; Lambert and Lapusta, 2020). 𝑈fh also modulates rupture dynamics by driving processes that 

affect the dynamic frictional resistance to fault slip such as flash heating (Rice, 2006; Goldsby and Tullis, 

2011; Brantut and Platt, 2017; Brantut and Viesca, 2017; Sleep, 2019), frictional melting (Hirose and 

Shimamoto, 2005; Di Toro et al., 2006, 2009), high-temperature crystal plasticity (Bestmann et al., 2012; 

Verberne et al., 2013), superplastic flow (Green et al., 2015), thermal pressurization of pore fluids (Sibson, 

1973; Wibberley and Shimamoto, 2005; Rice, 2006; Noda and Lapusta, 2010; Viesca and Garagash, 2015; 

Brantut and Platt, 2017; Acosta et al., 2018), and mineral phase transformations (Schubnel et al., 2005;  
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Brantut et al., 2011). Most of these thermally driven processes are localized along or directly adjacent to 

slipping surfaces, but because they can influence rupture dynamics, they can also contribute to on- and off-

fault damage and therefore 𝑈sa.  

Understanding the relative magnitudes and roles of 𝑈sa  and 𝑈fh  is a first-order problem in 

earthquake mechanics. However, when evaluating the geological processes that occur during rupture 

propagation and fault slip, it is difficult to quantitatively separate and estimate 𝑈sa and 𝑈fh (Shipton et al., 

2006). In addition, while 𝑈sa can be derived from estimates of moment magnitude, stress drop, and radiated 

energy (e.g., Abercrombie and Rice, 2005; Viesca and Garagash, 2015), 𝑈fh is effectively transparent in 

seismological observables. Thus, there is deep uncertainty regarding the relative magnitudes of 𝑈sa and 𝑈fh 

(e.g., Kanamori, 1994; Shipton et al., 2006; Beeler et al., 2012, 2016; Ben-Zion and Sammis, 2013; Nielsen 

et al., 2016; Scholz, 2019; Brodsky et al., 2020). Very few geological studies have directly estimated the 

value of 𝑈sa (Olgaard and Brace, 1983; Chester et al., 2005; Reches and Dewers, 2005; Wilson et al., 2005; 

Ma et al., 2006; Pittarello et al., 2008), with results ranging from negligible to major contributions to 𝑈conv. 

Even fewer geological studies have estimated 𝑈fh (Matsumoto et al., 2001; Reches and Dewers, 2005; 

Pittarello et al., 2008; Fulton et al., 2013 updated by Brodsky et al., 2020), the results also spanning a range 

of 𝑈conv. High-strain-rate experimental estimates of 𝑈sa and/or 𝑈fh are equally sparse (e.g., Doan and Billi, 

2011; Aben et al., 2016, 2020; Barber and Griffith, 2017; Liu and Zhao, 2021).  

Our focus in the present study is 𝑈sa. Geological evidence for 𝑈sa around mature continental strike-

slip faults is well preserved in the uppermost crust as highly fragmented and pulverized rock (e.g., Chester 

et al., 2005; Wilson et al., 2005; Dor et al., 2006, 2009; Rockwell et al., 2009; Mitchell et al., 2011; 

Wechsler et al., 2011; Lin and Yamashita, 2013; Rempe et al., 2013). A few studies in these and other faults 

provide estimates of the energy expended in generating new surface area by calculating total surface area 

of fragments, typically using optical and electron-beam imaging (e.g., Sammis et al., 1987; Chester et al., 

2005; Ma et al., 2006; Keulen et al., 2007; Muto et al., 2015), or laser methods (e.g., Olgaard and Brace, 

1983; Reches and Dewers, 2005; Wilson et al., 2005; Rockwell et al., 2009; Wechsler et al., 2011). These 



212 

highly fragmented and pulverized rocks have provided the motivation for numerous experimental studies 

seeking to quantify the stresses and strain rates required to impart such damage under relatively low 

confining pressures (e.g., Xia et al., 2008; Doan and Gary, 2009; Doan and Billi, 2011; Yuan et al., 2011; 

Doan and d’Hour, 2012; Aben et al., 2016, 2017a, 2020; Barber and Griffith, 2017; Griffith et al., 2018). 

We conclude from this experimental work, along with theoretical (e.g., Poliakov et al., 2002; Reches and 

Dewers, 2005; Rice et al., 2005) and numerical (e.g., Andrews, 2005; Dunham et al., 2011; Shi and Day, 

2013; Ampuero and Mao, 2017; Xu and Ben-Zion, 2017; Thomas and Bhat, 2018; Okubo et al., 2019) 

studies, that consumption of 𝑈sa  in intense off‐fault fragmentation and pulverization involves dynamic 

coseismic stresses superimposed on whatever preexisting quasistatic or dynamic damage might already be 

present. An important point made above in relation to Figure C.1 is that these transient stress pulses may 

not be restricted to the process zone around the advancing rupture front but may also occur during the 

slipping phase behind the advancing rupture from stress peaks associated with, for example, roughness, 

asperities, bends, and barriers that may lead to individual rock volumes experiencing multiple, rapid stress 

pulses large enough to cause multiple fracturing and fragmentation stages during a single earthquake.  

In contrast to the near-surface exposures referenced above, very little is known about 𝑈sa at depths 

corresponding to the base of the seismogenic zone. Early numerical models of rupture along strike-slip 

faults suggested that intense damage might be limited to the uppermost crust (e.g., Ben-Zion and Shi, 2005), 

but recently-developed numerical approaches predict significant off-fault damage at depth (e.g., Shi and 

Day, 2013; Ampuero and Mao, 2017; Okubo et al., 2019), consistent with increasingly high-resolution 

seismological imaging of damaged rocks at depths of up to 20 km in, for example, New Zealand (e.g., Li 

et al., 2014a) and southern California, USA (e.g., Cochran et al., 2009; Ben-Zion and Zaliapin, 2019). 

Geological evidence for 𝑈conv  in the deeper seismogenic zone is elusive, available only from deeply 

exhumed faults and underlying shear zones. Quenched friction melt, or pseudotachylyte (e.g., Sibson, 1975; 

Sibson and Toy, 2006; Di Toro et al., 2009), has until recently (Rowe and Griffith, 2015) been the only 

widely accepted evidence for coseismic energy consumption in crystalline rocks at depth. However, intense 

fragmentation of feldspar (Pittarello et al., 2008; Johnson, 2015; Sullivan and Peterman, 2017; Petley-
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Regan et al., 2018; Soda and Okudaira, 2018; Campbell et al., 2020; B. R. Song et al., 2020) and garnet 

(e.g., Trepmann and Stöckhert, 2002; Austrheim et al., 2017; Hawemann et al., 2019; Jamtveit et al., 2019; 

Petley-Regan et al., 2019; B. R. Song et al., 2020), intense kinking of micas (Bestmann et al., 2011; 

Anderson et al., 2021), mechanical twinning of jadeite (Trepmann and Stöckhert, 2001), unusual quartz 

microstructures (e.g., Trepmann and Stöckhert, 2003; Bestmann et al., 2011, 2012; Price et al., 2016), and 

variations in fluid-inclusion abundance (W. J. Song et al., 2020) in the deeper seismogenic zone have more 

recently been attributed to coseismic loading. Existing experimental, theoretical, and numerical work points 

to dynamic stresses being largely responsible for this damage, although high-strain-rate, quasistatic loading 

during post-seismic creep may also make a measurable contribution.  

An example of fragmentation from near the base of the seismogenic zone is presented by B. R. 

Song et al. (2020) who described fragmented garnet grains in the damage zone of a deeply exhumed, 

seismogenic, strike-slip shear zone in the Norumbega Fault system, Maine, USA. This work was designed 

to provide our group with a data set that could be used to estimate fracture surface-area energy density 𝑈s 

(J/m3) and fracture surface-area energy per unit fault area 𝑈sa (J/m2) associated with the fragmentation. In 

the present study, we use the fragment size data of B. R. Song et al. (2020) to estimate 𝑈s across the on- 

and off-fault damage zone and integrate the values to obtain 𝑈sa, and in this way our analysis differs from 

most other geological studies that estimated 𝑈sa from single or spatially limited samples. Additionally, for 

the first time, we apply physics-based fragmentation models to estimate strain rates associated with the 

fragmentation in the earthquake source volume. In the present study, we equate the surface-area energy 

estimated from the garnet fragment size distributions to 𝑈sa (thus the use of “sa”) with the understanding 

that additional energy of unknown magnitude was consumed by processes that we are not currently able to 

assess from the preserved rock record. We compare our results with 55 previous studies that estimate 𝑈conv, 

𝑈fh or 𝑈sa from theoretical, numerical and kinematic-slip models, pseudotachylyte geometry, electron spin  
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resonance, heat flow measurements, and fragment surface area measurements from modern and ancient 

faults. Our analyses provide new information about the earthquake energy budget and rupture dynamics in 

the deeper reaches of the seismogenic zone.  

 

 

Figure C.1 Earthquake energy budget and fracture distribution for rupture propagation along a strike-slip 

fault. (a) Idealized slip-weakening model of the earthquake energy budget for point A in (b). Shear stress 

(𝜏) is shown as a function of slip (𝛿) for a total slip of 𝛿t. 𝜏p is the peak stress at which the earthquake 

nucleates. The total released elastic strain energy per unit fault area is the area under the diagonal dashed 

line extending from the initial stress 𝜏0 to 𝛿t. The converted energy per unit fault area is the area under the 

thick black curve with arrowheads. 𝑈rad  is the radiated elastodynamic wave energy. 𝑈sa  is the energy 

consumed in advancing the rupture and slipping on the rough/complex fault to reach the residual friction 

level 𝜏1 at the critical slip distance Dc. 𝑈sa includes off-fault damage. The work below 𝜏1 is often assumed 

to be dissipated as frictional heat 𝑈fh, but as noted by Cocco et al. (2006), there is no requirement for this 

assumption. Along these lines, the thin black curve (after Tinti et al., 2005) attempts to illustrate that 𝑈sa 

likely includes some heat dissipation, and 𝑈fh  likely includes some surface-energy generation, with 

additional energy sinks also needing to be considered. (b) Schematic map view of the left half of bilateral 

Mode II subshear rupture propagating from right to left at ~10 km depth in a homogeneous medium (after 

Okubo et al., 2019). Green star indicates nucleation point; red lines along upper edge of the fault indicate 

coseismic fractures. Off-fault fracturing occurs primarily on the tensile (T) rather than compressional (C) 

side of the rupture front, and different fracture patterns are expected in bimaterial subshear ruptures (Xu 

and Ben Zion, 2017). The off-fault fracturing results primarily from stress concentrations surrounding the 

rupture front but also from stresses associated with slip on the rough and/or complex fault surface. High-

frequency energy generated by the off-fault damage is a likely source of dilatant isotropic radiation (e.g., 

Cheng et al., 2021). 
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Table C.1 Notation used in the present study. 

Symbol Description  Symbol Description 

𝑈rel Total released elastic energy per unit fault area  𝛾garnet Specific surface energy of garnet 

𝑈conv Converted non-radiated energy per unit fault area  𝛾plagioclase Specific surface energy of plagioclase 

𝑈rad Radiated energy per unit fault area  𝜀̇ Strain rate 

𝑈fh Frictional heat energy per unit fault area  𝜀0̇ Characteristic strain rate 

𝑈sa Fracture surface-area energy per unit fault area  𝜀̇ ̅ Normalized strain rate 

𝑈s Fracture surface-area energy density  𝐿 Area-averaged fragment size (e.g., spherical diameter or 

cube edge) 

𝜏 Shear stress  𝐿0 Characteristic length scale for a fragment 

𝜏0 Initial shear stress  𝐿̅ Normalized average fragment size of a model 

𝜏1 Residual shear stress  𝐿̅Grady Normalized average fragment size of Grady (2006) model 

𝜏p Peak shear stress at which an earthquake nucleates  𝐿̅GC Normalized average fragment size of Glenn & 

Chudnovsky (1986) model 

𝛿 Slip distance  𝐿̅ZMR Normalized average fragment size of Zhou et al. (2006a, 

2006b) model 

𝛿t Total slip distance  𝐿̅LM Normalized average fragment size of Levy & Molinari 

(2010) model 

Dc Critical slip distance  𝐿̅̂Grady Modified normalized average fragment size of Grady 

(2006) model 

𝐴 Surface area of a particle aggregate  𝐿̅̂GC Modified normalized average fragment size of Glenn & 

Chudnovsky (1986) model 

𝑉 Volume of a particle aggregate  𝐿̂Grady Modified average fragment size of Grady (2006) model 

𝑛𝑖 Number of particles for size 𝑠𝑖  𝐸 Young’s modulus 

𝑠 Particle size (e.g., spherical diameter or cube edge)  𝜌 Mass density 

𝑠𝑖 Spherical diameter for bin i  𝑐 Longitudinal wave speed in the material 

𝑠a̅vg Area-averaged spherical diameter (= 𝐿)  𝑡 Time 

𝛾 Specific surface energy  𝑡0 Characteristic time 

𝜆 Surface-area correction factor  𝑡l Loading time required to absorb the applied strain energy 

𝐶(> 𝑠) Fraction of particles with size greater than 𝑠  𝑡f Failure time required to dissipate the applied strain energy 

𝑛(𝑠) Count fraction of particles for size 𝑠  𝑀 Ratio of loading time to failure time (= 𝑡l 𝑡f⁄ ) 

𝑠min Minimum particle size  Γ Fracture energy 

𝑠max Maximum particle size  𝐾Ic Fracture toughness 

𝐷 Exponent of a power-law distribution of particle size  𝐵 Geometrical factor (2 for 2D problem; 3 for 3D) 

𝑘 Constant of a power-law distribution of particle size  𝑣c Effective fracture propagation velocity 

𝑁(> 𝑠) Number of particles greater than size 𝑠  𝜎c Quasistatic uniaxial compressive strength of a material 

𝑈s
garnet

 Fracture surface-area energy density of garnet  𝜎t Quasistatic tensile strength of a material 

𝑈s
rock Fracture surface-area energy density of the surrounding 

rock 

 𝛼 Ratio of compressive strength to tensile strength 

(= 𝜎c 𝜎t⁄ ) 

𝑉garnet Volume fraction of garnet  𝑁EQ Number of earthquake events 

𝑉rock Volume fraction of the surrounding rock 

(𝑉garnet + 𝑉rock = 1) 

 𝜀̇cor Corrected strain rate for a single earthquake 
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C.4. The Norumbega Fault System and Sandhill Corner Shear Zone  

The Norumbega fault system in Maine, USA (Figure C.2) represents the roots of a long-lived, 

Paleozoic, right-lateral, strike-slip fault system (Ludman and West, 1999). The Sandhill Corner shear zone 

is one of the longest continuous strands of the Norumbega fault system, and a kinematic vorticity number 

of 0.97 determined from recrystallized quartz veins in the shear zone combined with other kinematic 

constraints (Johnson et al., 2009) is consistent with approximately strike-slip displacement. Rocks in the 

shear zone show little to no exhumation-related deformational or metamorphic overprint of the 

microstructures that formed while the shear zone was seismically active at temperatures of 350–500 °C 

based on quartz (dislocation creep and subgrain rotation recrystallization) and feldspar (fracturing) 

deformation mechanisms (Price et al., 2016). A traverse (cross-section in Figure C.2) from NW to SE across 

the Sandhill Corner shear zone reveals a ~205 m transition from coarse-grained quartzo-feldspathic host 

rocks through mylonite and ultramylonite before reaching the shear-zone core. Emerging from the SE side 

of the core, ~25 m of highly sheared schist transitions rapidly to schist host rocks (Figure C.2). The shear 

zone is therefore much wider in the quartzo-feldspathic rocks NW of the core than it is in the schist SE of 

the core, the core being located at the quartzo-feldspathic/schist contact.  

Rocks within the shear zone show evidence for dynamic coseismic conditions including deformed 

(Figure C.3), and less abundant undeformed, pseudotachylyte that is concentrated within ~40 m of the 

shear-zone core in the quartzo-feldspathic rocks, and within ~5 m of the core in the schist rocks (Price et 

al., 2012; W. J. Song et al., 2020). The fact that pseudotachylyte is not restricted to the core, and that it is 

found as far as ~40 m into the quartzo-feldspathic rocks, has implications for the history and distribution of 

coseismic damage in the shear zone and will be revisited in Section 6.1. Abundant pseudotachylyte was 

documented in the Ray Corner mylonite zone (Rowe et al., 2018), which is ~56 km northeast along strike 

of the Sandhill Corner shear zone and may be the same structure (the rocks documented by Rowe et al., 

2018 were in a quarry and have subsequently been blasted and removed). The shear-zone rocks also contain 

intensely fragmented grains of garnet and feldspar (Figure C.3), which are used in the energy and strain-

rate calculations below.   
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Figure C.2 Regional geologic setting and cross section of the study area in the Sandhill Corner shear zone 

of the Norumbega Fault system (NFS). Modified after Price et al. (2016). QF = quartzo-feldspathic. Note 

asymmetric development of the shear zone around the core in the cross-section X–X’. Spatial distribution 

of pseudotachylyte (Price et al., 2012; W. J. Song et al., 2020), and the dynamic damage zone (B. R. Song 

et al., 2020) used for estimating fracture surface-area energy in the present study are marked in the cross 

section (see Figure C.8). Although pseudotachylyte is distributed over ~40 m in the QF rocks, it is 

concentrated in the shear-zone core. 
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Figure C.3 Microstructures from the Sandhill Corner shear zone showing evidence for dynamic coseismic 

stresses. (a) Viscously deformed pseudotachylyte vein (PST) surrounded by pre-melt cataclasite. Plane-

polarized light. (b) Backscattered electron image of fragmented garnet (sample BB12). Grt – garnet; Qz – 

quartz. (c) Oligoclase grain (sample BB16) showing patchy extinction and microcracks healed with feldspar 

and quartz. Cross-polarized light. (d) Inverted cathodoluminescence (CL) image of area in (c) showing 

extreme fragmentation and feldspar/quartz healing. Microstructural examination favors tensile (Mode I) 

microcracking although we cannot rule out mixed-mode behavior. (e) Optical photomicrograph of a fine-

grained (<40 μm), recrystallized quartz ribbon. Optically, the ribbon shows a typical recrystallized 

microstructure. Cross-polarized light. (f) CL image of (e) showing a history of multiple overprinting Mode 

I fractures preserved as dark bands in the quartz (numbers indicate the sequence of microcracking, 1 being 

earliest). Remarkably, the two earliest generations (1 and 2), indicated by the arrows, have been deformed 

and folded during viscous flow of the polycrystalline aggregate, suggesting at least four cycles of 

microcracking, each under a different transient stress field leading to different orientations, followed by 

viscous flow. Healed microcracks are typically lined with fluid inclusions. White lines in the CL image are 

open cracks, also visible optically in (e).  
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C.5. Calculation of Fragment Size for Surface Energy and Strain Rate Estimates  

C.5.1. General Concepts  

When estimating surface energies from natural fragment size data, it is important that the average 

fragment size 𝐿 be representative of average surface area as opposed to mean diameter (or other spatial 

measure such as cube edge) of the population. Consider the surface area per unit volume (𝐴 𝑉⁄ ) of an 

aggregate consisting of 𝑛𝑖 spheres of diameter 𝑠𝑖 for bin i:  

 (
𝐴

𝑉
)

𝑠𝑝ℎ𝑒𝑟𝑒
=

∑ 𝑛𝑖 [4𝜋 (
𝑠𝑖
2)

2
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4
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𝑠𝑖
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)
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]
=

6 ∑ 𝑛𝑖𝑠𝑖
2

∑ 𝑛𝑖𝑠𝑖
3 =

6

𝑠̅avg
=

6

𝐿
 (C2) 

In this case, 𝑠̅avg or 𝐿 represents the area-averaged sphere diameter. The surface-area energy density 𝑈s 

(J/m3) can then be obtained by (𝐴 𝑉⁄ ) × 𝛾 where 𝛾 is the specific surface energy (J/m2). Since fragments 

are never perfect spheres or cubes, it is necessary to apply a surface-area correction factor 𝜆, which is the 

ratio of fragment surface area to equivalent-volume spherical surface area. We calculate the surface area 

correction factor 𝜆 for the garnet samples (see Section C.5.1.1) using the method proposed by Davies et al. 

(2019, 2021). To apply the correction factor, 𝑈s is multiplied by the total average value of 𝜆  (~1.5; Table 

C.2) for all garnet samples. Thus, the corrected 𝑈s is:  

 𝑈𝑠 =
6𝛾𝜆

𝐿
 (C3) 

In the case of brittle materials for which specific surface energy is not available, theoretically derived 

fracture energy Γ (J/m2) could be used instead of 𝛾 (Tromans and Meech, 2002).  

Equation (C2) also provides a convenient form for 𝐿 as:  

 𝐿 =
∑ 𝑛𝑖𝑠𝑖

3

∑ 𝑛𝑖𝑠𝑖
2 (C4) 

which states that a population of spheres with diameters 𝑠𝑖 can be used to find 𝐿 by dividing the sum of the 

cubes of the diameters by the sum of the squares of the diameters of all the fragments in the population of 
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interest. In the event a cumulative particle size distribution 𝐶(> 𝑠) has a perfect power-law variation with 

exponent 𝐷 and constant 𝑘, then:  

 𝐶(> 𝑠) = ∫ 𝑛(𝑠) 𝑑𝑠

𝑠max

𝑠min

= 𝑘𝑠−𝐷 (C5) 

where 𝑠 is particle size (diameter here) between the minimum (𝑠min) and maximum (𝑠max) for the power-

law distribution, 𝐶(> 𝑠) is the fraction of particles with size greater than 𝑠, and 𝑛(𝑠) is the particle count 

fraction per unit length. Taking the derivative of Equation (C5) and applying the Leibniz integral rule, we 

obtain the count fraction of a power-law cumulative distribution:  

 𝑛(𝑠) = 𝑘𝐷𝑠−𝐷−1 (C6) 

Thus, we can show from Equations (C4) and (C6) that:  

 𝐿 =
∑ 𝑛𝑖𝑠𝑖

3

∑ 𝑛𝑖𝑠𝑖
2 =

∫ 𝑛(𝑠)𝑠3 𝑑𝑠
𝑠max

𝑠min

∫ 𝑛(𝑠)𝑠2 𝑑𝑠
𝑠max

𝑠min

=
∫ 𝑘𝐷𝑠−𝐷+2 𝑑𝑠

𝑠max

𝑠min

∫ 𝑘𝐷𝑠−𝐷+1 𝑑𝑠
𝑠max

𝑠min

 (C7) 

The solutions for Equation (C7) are as follows:  

 

𝐿 = (
2 − 𝐷

3 − 𝐷
) [

𝑠max
(3−𝐷)

− 𝑠min
(3−𝐷)

𝑠max
(2−𝐷)

− 𝑠min
(2−𝐷)

]      if 𝐷 ≠ 2 and 𝐷 ≠ 3 

𝐿 =
𝑠max − 𝑠min

ln (𝑠max 𝑠min⁄ )
     if 𝐷 = 2 

𝐿 =
ln (𝑠max 𝑠min⁄ )

𝑠min
−1 − 𝑠max

−1      if 𝐷 = 3 

(C8) 

Equation (C8) is the only derivation we are aware of that explicitly gives 𝐿 and therefore 𝑈s as a function 

of the power-law exponent 𝐷, which is commonly referred to as the fractal dimension. Area-averaged 

fragment size 𝐿 is also used in estimating strain rates in Section 5.  
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Table C.2 Summary of three-dimensional D-value (𝐷 ), microfracture density, minimum (𝑠min ) and 

maximum (𝑠max) fragment size, area-averaged fragment size (𝐿) with standard deviation, and surface-area 

correction factor (𝜆) for fragmented garnet and plagioclase samples. 

Lithology Sample 

Distance from the 

lithologic contacta 

(m) 𝐷b 

Microfracture 

densityc 

(mm-1) 

𝑠min 

(μm) 

𝑠max 

(μm) 

𝐿d 

(μm) 

𝜆e 

average 

QFf 71 (garnet) −96.06 1.938 61.42 10 199.53 65.91 ± 46.60 1.49 

QF 56 (garnet) −62.98 2.555 120.12 10 89.13 29.22 ± 16.30 1.63 

QF BB16-a (garnet) −15.47 2.956 113.59 10 56.23 21.23 ± 8.52 1.40 

QF BB16 (garnet) −15.47 3.357 155.07 10 79.43 21.14 ± 9.52 1.36 

QF BB16 (plagioclase) −15.47 3.010 154.69 10 123.00 27.19 ± 15.32 1.5g 

QF BB12 (garnet) −12.72 2.897 94.11 10 112.20 27.80 ± 15.25 1.35 

Contact 41 (garnet) 0.00 2.879 113.72 10 63.10 22.62 ± 10.21 1.40 

Schist 305 (garnet) 5.46 2.713 123.01 10 177.83 36.61 ± 21.03 1.51 

Schist 28 (garnet) 9.01 2.370 60.51 10 223.87 52.32 ± 34.01 1.58 

aPerpendicular distance is measured from the lithologic contact between the QFf and schist rocks, and negative values indicate the QF rocks. 
bThree-dimensional D-values are calculated by adding 1.0 to the two-dimensional D-values of B. R. Song et al. (2020). 
cMicrofracture density is measured by a linear scanline method (B. R. Song et al., 2020), in which 6 randomly oriented scanlines are drawn across 

each grain, and the microfractures in the grain intersected with scanlines are counted. An average microfracture density for each sample is 

defined by the total number of the microfractures divided by the total scanline length. 
d𝐿 is calculated using Equation (C8) in the text. The standard deviation is obtained from the variance between 𝐿 and each bin of the fragment size 

distribution. 
e𝜆 is derived from backscattered electron images (Davies et al., 2019, 2021), and the total average value (~1.5) for all the garnet samples is used 

in estimating surface area energy density and energy per unit fault area. See Section C.5.1.1. 
fQF = quartzo-feldspathic. 
g𝜆 for plagioclase was not obtained because real shapes of fragments are not measured by an electron backscatter diffraction method. Instead, the 

total average 𝜆 value (~1.5) of garnet is used in estimating surface area energy density of the plagioclase grain. 

 

C.5.1.1. Calculation of Surface Area Correction Factor (𝝀)  

We calculate the surface area correction factor 𝜆 (also called surface roughness factor) for the 

fragmented garnet samples using the method proposed by Davies et al. (2019, 2021 Corrigendum) to correct 

the surface-area energy density of the modeled spherical fragments. 

𝜆 is defined by the surface area ratio of the 3D fragment (𝑆3df) to the 3D equivalent sphere (𝑆3des) 

having the same volume: 

 𝜆 =
𝑆3df

𝑆3des
 (C9) 

To estimate 3D surface areas from 2D fragment measurements using scanning electron microscope images, 

Davies et al. (2019) used the relationship between 3D surface area and 2D perimeter of known regular 
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shapes with aspect ratio from 1 to 10. A 2D rectangle of ℎ × 𝛽ℎ and a 3D square-section bar of ℎ × ℎ × 𝛽ℎ 

are considered where ℎ is the length of a side of the shapes and 𝛽 is the aspect ratio from 1 to 10. This range 

of aspect ratio is observed in the fragmentation experiment of borosilicate glass (Pyrex) conducted by 

Davies et al. (2019) and in our garnet fragments (e.g., Figure C.4). Davies et al. (2019) calculated ratios of 

(1) the 2D rectangle perimeter (𝑃r) to the perimeter of the equivalent circle (𝑃rec) having the same area, and 

(2) the 3D bar surface area (𝑆b) to the equivalent sphere surface area (𝑆bes) having the same volume: 

 
𝑃r

𝑃rec
=

(1 + 𝛼)

(𝛽𝜋)0.5
 and 

𝑆b

𝑆bec
=

2(1 + 2𝛽)

𝜋1/3(6𝛽)2/3
 (C10) 

These two ratios for the regular shapes are then used to estimate 𝜆 for 3D fragments from the perimeters of 

2D fragment images (𝑃2df) and the equivalent circle for fragments (𝑃2dec) by assuming the following: 

 (
𝑆b

𝑆bec
) (

𝑃r

𝑃rec
)⁄ = 𝐾 = (

𝑆3df

𝑆3des
) (

𝑃2df

𝑃2dec
)⁄  (C11) 

From Equations (C9) and (C11), 

 𝜆 = 𝐾 (
𝑃2df

𝑃2dec
) (C12) 

The factor 𝐾 for the regular shapes is calculated for 1 ≤ 𝛽 ≤ 10 using Equations (C10) and (C11) in Table 

C.3. With an increase in aspect ratio 𝛽 of the regular shapes, the two ratios of 𝑆b 𝑆bec⁄  and 𝑃r 𝑃rec⁄  increase, 

but the factor 𝐾 is relatively constant, close to 1 (e.g., 𝐾 = 1.10 for 𝛽 = 1 and 𝐾 = 0.95 for 𝛽 = 10). Thus, 

from Equation (C12), the surface area correction factor 𝜆 for aspect ratio between 1 and 10 can be written 

as: 

 𝜆 ≈ (
𝑃2df

𝑃2dec
) (C13) 

This allows the surface areas of fragments to be corrected by measuring the perimeters of 2D fragment 

images. Using Equation (C13), we estimate 𝜆 for the fragmented garnet samples in the Sandhill Corner 

shear zone (e.g., Figure C.5). The average 𝜆 for the garnet samples ranges from 1.35 to 1.63 (Table C.2), 

and we used the total average 𝜆 value of 1.5 to calculate the surface-area energy density 𝑈s.  
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Our calculated average value of 𝜆 = 1.5 is comparable to the values of Davies et al. (2019, 2021) 

as their Pyrex fragmentation experiment yields average 𝜆 of 1.3–1.4 when the factor 𝐾 = 1 is used. Freshly 

crushed and relatively unweathered minerals have 𝜆 = 2 to 10 (White, 1995). For example, using the gas 

adsorption method for surface area measurement, Parks (1990) found 𝜆 = 2.2 for crushed quartz, and White 

and Peterson (1990) obtained an average 𝜆 of 7 for clays, oxides and freshly crushed silicates such as quartz, 

feldspar and calcite. Studies of fault gouge also show similar 𝜆 value range but slightly higher than ours. In 

a South African gold mine, Olgaard and Brace (1983) measured surface areas of ‘fresh’ gouge (exposed for 

3 days) and ‘old’ gouge (exposed to the mine atmosphere for 6 yrs), and obtained 𝜆 values of 3.75 and ~4.4, 

respectively, which are obtained by dividing the specific surface area of gas absorption (0.75 m2/g for 

‘fresh’ and 2.0 m2/g for ‘old’) by that of X-ray sedimentation assuming a sphere (0.20 m2/g for ‘fresh’ and 

0.45 m2/g for ‘old’) in Table 2 of Olgaard and Brace (1983). Wilson et al. (2005) reported 𝜆 = 6.6 ± 1.5 for 

gouge from the San Andreas fault in the Tejon Pass region, but their particle size results, necessary to 

calculate 𝜆, have been questioned by Rockwell et al. (2009) who produced markedly different particle sizes 

and suspected errors in the laser analyzer results of Wilson et al. (2005). It appears that the relatively low  

𝜆 value of our fragmented garnet is at least partly explained by the relatively smooth fragment boundaries 

(Figure C.6) compared to fault gouge (e.g., Olgaard and Brace, 1983; Sammis et al., 1987; Wilson et al., 

2005).  

 

Table C.3 𝑆b 𝑆bec⁄ , 𝑃r 𝑃rec⁄ , and 𝐾 for 1 ≤ 𝛽 ≤ 10. 

𝛽 𝑆b 𝑆bec⁄  𝑃r 𝑃rec⁄  𝐾 

1 1.24 1.13 1.10 

2 1.30 1.20 1.09 

3 1.39 1.30 1.07 

4 1.48 1.41 1.05 

5 1.56 1.51 1.03 

6 1.63 1.61 1.01 

7 1.70 1.71 0.99 

8 1.76 1.80 0.98 

9 1.82 1.88 0.97 

10 1.87 1.96 0.95 
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Figure C.4 Examples of aspect ratio for garnet fragments ≥ 10 μm in the Sandhill Corner shear zone. (a) 

Sample BB12 from the quartzo-feldspathic rocks (see Figure C.7a for the microstructure). (b) Sample 305 

from the schist (see Figure C.7b for the microstructure). Aspect ratio (major axis / minor axis) was 

calculated from best-fit ellipse of each fragment. Darker color represents more overlapping data points. 

 

 

Figure C.5 Examples of surface-area correction factor 𝜆 for garnet fragments ≥ 10 μm in the Sandhill 

Corner shear zone. (a) Sample BB12 from the quartzo-feldspathic rocks (see Figure C.7a for the 

microstructure), showing 𝜆 range of 1.1–2.7 and average 𝜆 = 1.35 (dashed line). (b) Sample 305 from the 

schist (see Figure C.7b for the microstructure), showing 𝜆 range of 1.1–3.6 and average 𝜆 = 1.51 (dashed 

line). Darker color represents more overlapping data points. 
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Figure C.6 Backscattered electron image of fragmented garnet (sample BB12) in the Sandhill Corner shear 

zone, showing relatively smooth and straight boundaries of garnet fragments. Ilm – ilmenite; Grt – garnet; 

Qz – quartz. 

 

C.5.2. Fragment Sizes and Integration Length Scales Used in the Present Study  

In the inner Sandhill Corner shear zone, B. R. Song et al. (2020) found that the fragment size 

distribution defined two power-law trends (two slopes, or D-values, in a log–log plot) that intersect at a 

value of 𝑠 = ~10 μm (Figure C.7). Such “bifractal” distributions are observed in a wide range of different 

processes from drilling, brecciation, crushing and milling of rock (Carpinteri and Pugno, 2002; Barnett, 

2004; Farris and Paterson, 2007; Taşdemir, 2009; Roy et al., 2012) to rapid shock fragmentation of brick, 

glass, quartz, rock and ceramic (Fujiwara et al., 1977; Capaccioni et al., 1986; Suteanu et al., 2000; Barnett, 

2004; Keulen et al., 2007; Roy et al., 2012; Davydova et al., 2014; Hossain and Kruhl, 2015). Bifractal 

distributions are sometimes interpreted as identifying a grinding limit (e.g., Keulen et al., 2007), but 10 μm 

is far too large for the grinding limit of garnet (~0.26 μm for almandine-pyrope; B. R. Song et al., 2020). 

Thus, we follow the interpretation of such distributions found in other fragmentation studies (e.g., 

Carpinteri and Pugno, 2002; Wittel et al., 2008; Taşdemir, 2009; Hogan et al., 2012, 2016) in which the 

fragments larger than ~10 μm represent a dynamic volume fragmentation event (through-going in 3D) 

leading to the larger size distribution with D-values ≥2.5 (Figure C.7). The second stage is a lower-energy 
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(lower strain rate and stress rate) surface fragmentation event with D-values <2.5 (Figure C.7). Thus, for 

our study, 10 μm is taken as the lower limit of the dynamic fragment size, and the upper limit is defined by 

the largest fragment in each garnet sample. In taking 10 μm as the lower limit, we ignore the possibility 

that fragments <10 μm were once part of the larger D-value distribution but have been modified by 

secondary physical or chemical processes (e.g., Roy et al., 2012). Including smaller fragments would 

significantly increase our estimates of energy and strain rate calculated below.  

Selecting one highly fragmented garnet grain from each sample, B. R. Song et al. (2020) analyzed 

the garnet fragment size distributions (Figure C.8a) and microfracture densities (Figure C.8b) across the 

Sandhill Corner shear zone and applied a power-law fit to the fragment size data (Figure C.7). Figure C.8c 

and Table C.2 show the area-averaged garnet fragment size 𝐿 used for our calculations. Following B. R. 

Song et al. (2020), D-values ≥2.5 in the inner shear zone are interpreted as indicating dynamic coseismic 

fragmentation. High strain-rate fragmentation of brittle solids typically leads to a self-similar, scale-

invariant relationship between fragment size and cumulative number or mass (e.g., Fujiwara et al., 1977; 

Schoutens, 1979; Matsui et al., 1982; Turcotte, 1986; Sammis et al., 1987; Redner, 1990; Ishii and 

Matsushita, 1992; Kaminski and Jaupart, 1998; Ching et al., 2000; Chester et al., 2004; Genç et al., 2004; 

Chester et al., 2005; Zhou et al., 2006b; Grady, 2009, 2010, 2017; Taşdemir, 2009; Levy and Molinari, 

2010; Hogan et al., 2012, 2015; Price et al., 2012; Roy et al., 2012; Kolzenburg et al., 2013; Liu and Zhao, 

2021). This fragment size distribution can be described by the equation 𝑁(> 𝑠) = 𝑘𝑠−𝐷 where 𝑁(> 𝑠) is 

the number of particles greater than size 𝑠 (see Rockwell et al., 2009 and Phillips and Williams, 2021 for 

deviations from this relationship). The D-value, sometimes called the fractal dimension, has been shown in 

many studies to be proportional to the magnitude and rate of loading (e.g., Fujiwara et al., 1977; Matsui et 

al., 1982; Turcotte, 1986; Nagahama and Yoshii, 1994; Jébrak, 1997; Kaminski and Jaupart, 1998; Ching 

et al., 2000; Barnett, 2004; Cui et al., 2006; Zhou et al., 2006b; Taşdemir, 2009; Hogan et al., 2012; Hou et 

al., 2015; Liu and Zhao, 2021), so it can be used, with appropriate care, to infer the type of process 

associated with fragmentation (e.g., quasistatic versus dynamic).  
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To understand the difference between quasistatic and dynamic fragmentation, consider a brittle 

material such as garnet that contains flaws that vary in size, orientation, and distribution. Under slow, 

quasistatic loading, the most favorable flaws are triggered first, and growth of the resulting fractures leads 

eventually to macroscopic failure. In contrast, dynamic loading also triggers the most favorable flaws, but 

the rate of loading outpaces fracture growth (Figure C.9; Strassburger et al., 2008) so that additional flaws 

are triggered before macroscopic failure occurs. Thus, dynamic loading of a brittle material involves rapid 

growth in elastic strain energy, greatly exceeding the levels required for quasistatic fracture formation and 

propagation. Because fracture-generated surface energy is a relatively weak conversion process, fractures 

rapidly nucleate and grow, branching into finer and finer length scales until a minimum length scale is 

reached where the excess elastic energy can be consumed (Sharon et al., 1996; Grady, 2010). This dynamic 

fracture branching controls the range of fragment sizes—the more rapid the loading, the more energy 

expended, the more abundant the smaller fragments, and the higher the D-value.  

Following B. R. Song et al. (2020), D-values ≥2.5 that are not the product of shearing comminution 

(e.g., Sammis et al., 1987) suggest that the inner shear zone experienced dynamic fragmentation as the 

result of coseismic energy release whereas the outer shear zone with D-values <2.5 appears to have 

undergone lower-energy fragmentation possibly also owing to dynamic coseismic energy release, although 

quasistatic post-seismic creep may have contributed. To capture the transition from higher-energy to lower-

energy loading, we consider those samples with D-values ≥2.5, plus the first sample outside the higher-

energy dynamic loading zone. Thus, we include sample 71 in the quartzo-feldspathic rocks and sample 28 

in the schist rocks, so our analysis covers ~96 m in the quartzo-feldspathic rocks and ~9 m in the schist 

(Figure C.8). In support of our selection using D-values, W. J. Song et al. (2020) used spatial abundance of 

fluid inclusions introduced during coseismic deformation to define a coseismic damage zone up to ~90 m 

wide in the quartzo-feldspathic rocks (Figure C.8), which also corresponds to the mylonite–protomylonite 

transition (W. J. Song et al., 2020). Pseudotachylyte occurs in the quartzo-feldspathic rocks within ~40 m 

of the core (W. J. Song et al., 2020). Anderson et al. (2021) documented 7 samples in the quartzo-feldspathic 

rocks within ~60 m of the core containing muscovite grains with kink-band geometries indicating dynamic 
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strain rates. Taken together, these observations indicate a boundary within the quartzo-feldspathic rocks 

related to dynamic coseismic strain rates lying between samples 56 and 71, so we take sample 71 as the 

outer boundary of our integration of 𝑈s  to determine 𝑈sa . In the schist rocks, pseudotachylyte is 

concentrated within ~5 m of the core (e.g., Price et al., 2012) and the gradients in other parameters are very 

steep (Figure C.8) consistent with the choice of sample 28 as the outer boundary for integration of 𝑈s.  

 

 

Figure C.7 Examples of fragmented garnet in the Sandhill Corner shear zone showing “bifractal” fragment 

size distribution. Microcracks are filled primarily with quartz. (a) Sample BB12 from the quartzo-

feldspathic rocks. (b) Sample 305 from the schist. Bicolor maps (center) of the backscattered electron 

images (left) highlight fragment distributions for two different size ranges with a breakpoint at 10 μm. Red 

and blue colors in the maps indicate fragments ≤10 μm and >10 μm, respectively, corresponding to D< and 

D> in the particle size distribution plot (right). D> is used as 𝐷 to calculate area-averaged fragment size 𝐿. 

D-values are in 3D. The change in slope for fragments ≤1 μm reflects loss of resolution at finer fragment 

sizes. After B. R. Song et al. (2020). Mineral abbreviations are: Ap = apatite, Bt = biotite, Cal = calcite, Grt 

= garnet, Ilm = ilmenite, Mag = magnetite, Ms = muscovite, Py = pyrite, Qz = quartz. 

  



229 

 

Figure C.8 Data for the fragmented garnet samples against distance from the quartzo-feldspathic/schist 

contact in the Sandhill Corner shear zone. Also included for comparison is plagioclase from sample BB16. 

Note highly asymmetric distribution of all data types around the shear-zone core. (a) Three-dimensional D-

values showing general increase toward the core. Each D-value is estimated from a power-law fit to 

fragment size distribution of each sample (B. R. Song et al., 2020). Dashed line shows qualitative trend. (b) 

Microfracture density showing general increase toward the core. The densities were measured in the same 

grains that were used to calculate D-values (B. R. Song et al., 2020). Dashed line shows qualitative trend. 

The distribution of rock types is also displayed. (c) Area-averaged fragment size 𝐿 showing decrease toward 

the core. The best-fit equations are used to calculate surface-area energy density 𝑈s and strain rate in the 

dynamic damage zone. Samples BB16 and BB16-a overlap with the difference in 𝐿 much smaller than the 

symbol size. Symbol legend is displayed in (c). Sample numbers are shown in (a), and only two sample 

numbers at the same distance are provided in (b) and (c). Sample BB16 garnet shows elevated D-value (a) 

and microfracture density (b) owing to post-fragmentation viscous flow (B. R. Song et al., 2020). See Table 

C.2 for individual data. The widths of coseismic deformation documented in other studies are indicated in 

(a) and (b) to support our selection of the dynamic damage zone for integration of 𝑈s from sample 71 to 

sample 28. These include pseudotachylyte distribution (Price et al., 2016; W. J. Song et al., 2020), dynamic 

strain rate using kinked muscovite (Anderson et al., 2021), and fluid-inclusion abundance (W. J. Song et 

al., 2020).  
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Figure C.9 Illustration of dynamic fragmentation in which the loading rate outpaces the material response 

rate. Impact on Starphire glass with steel ball at 440 m/s produces a microfracture front that lags the 

longitudinal and transverse wave fronts at 7.7 and 15.7 microseconds. After Figure 3 of Strassburger et al. 

(2008). 

 

C.6. Estimates of Fracture Surface-Area Energy Density (𝑼𝐬) and Fracture Surface-Area Energy 

per Unit Fault Area (𝑼𝐬𝐚)  

If the average fragment size distribution for each sample of interest across the Sandhill Corner shear 

zone on either side of the core can be described by a continuous function, as shown in Figure C.8c, then the 

fracture surface-area energy per unit fault area 𝑈sa (J/m2) is readily calculated by integrating the surface-

area energy density 𝑈s (J/m3) from Equation (C3) arising from the distribution across the damage-zone 

width. There are volume-fraction bounds to consider in our energy estimates because our analysis is based 

on the fragmentation of garnet grains that make up ~1% of the quartzo-feldspathic rocks and ~5% of the 

schist. Considering the surface-area energy density from Equation (C3), we can calculate an energy density 

in the damage zone based on the volume fractions of garnet and the remaining rock as 𝑈s =

𝑈s
garnet

𝑉garnet + 𝑈s
rock𝑉rock , where 𝑉garnet  and 𝑉rock  are the volume fractions of garnet and the 

surrounding rock, respectively, and 𝑉garnet + 𝑉rock = 1. A lower volume-fraction bound would be 𝑈s =

𝑈s
garnet

𝑉garnet, where 𝑉garnet = 0.01 and 0.05 for the quartzo-feldspathic and schist rocks, respectively. 

To calculate a rigorous upper volume-fraction bound, we would need to know how much of the surrounding 

rock was fragmented, and the material properties and average fragment sizes (𝐿) for all relevant minerals. 
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These parameters are difficult to evaluate in highly deformed mylonites and ultramylonites, so for our 

current analysis, we use 100% garnet for an upper volume-fraction bound 𝑈s = 𝑈s
garnet

𝑉garnet, where 

𝑉garnet = 1. Also note that the lower and upper volume-fraction bounds of 𝑈s are total surface-area energy 

densities recorded in the shear zone.  

To estimate 𝑈s for a single earthquake, we must estimate the number of earthquakes contributing 

to the fragmentation. Chester et al. (2005), Wilson et al. (2005) and Ma et al. (2006) divided their energy 

estimates by the number of earthquakes required to accumulate the total coseismic fault displacement. Total 

displacement on the Sandhill Corner shear zone is unknown so we cannot employ this method. Additionally, 

the Sandhill Corner shear zone was seismically active at temperatures consistent with the base of the 

seismogenic zone, so an unknown amount of displacement would have been accommodated by viscous 

flow in the post- and interseismic phases of the seismic cycle, and this would need to be subtracted from 

the total to estimate the coseismic displacements. A more direct method is to estimate the number of 

overprinting microfracture events in the mineral grains used for the analysis. In examining the garnet grains 

used for Figure C.8, we have identified 2 overprinting microfracture events, so the lower volume-fraction 

bound on 𝑈s per earthquake is 𝑈s =
1

2
(𝑈s

garnet
𝑉garnet), where 𝑉garnet = 0.01 and 0.05 for the quartzo-

feldspathic and schist rocks, respectively. To estimate the number of earthquake events for the upper 

volume-fraction bound, we examined the number of overprinting microfracture events preserved in 

plagioclase grains and quartz ribbons near the shear-zone core owing to their high modal abundance in the 

surrounding rock volume. As shown in Figure C.3, plagioclase grains and quartz ribbons experienced 

multiple generations of microfracturing followed by tight healing/sealing. Examining cathodoluminescence 

images of fragmented plagioclase and recrystallized quartz (e.g., Figures C.3d and f), we have found up to 

6 sets of microfractures, so the upper volume-fraction bound on 𝑈s  per earthquake is 𝑈s =

1

6
(𝑈s

garnet
𝑉garnet), where 𝑉garnet = 1.  
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Given the above approach with its associated assumptions and using 𝛾garnet  = 3.551 J/m2 for 

almandine garnet (Table C.4; Tromans and Meech, 2002), we present lower and upper bound estimates on 

𝑈s over the dynamic damage zone in Figure C.10a.  The surface-area energy density 𝑈s for the two bounds, 

using the best-fit equations for 𝐿 in Figure C.8c, ranges from 2.87×103 to 2.72×105 J/m3. Integrating 𝑈s 

over the dynamic damage-zone width in the Sandhill Corner shear zone leads to lower and upper bounds 

on the fracture energy per unit fault area 𝑈sa of 6.63×105 J/m2 and 1.63×107 J/m2, respectively. Because 

plagioclase preserves an excellent record of fragmentation in these rocks, we could potentially evaluate the 

associated energy bounds for comparison with garnet. However, fragment size distributions for feldspar are 

more challenging than garnet because fragment boundaries are not resolved in optical or backscattered 

electron images, and in our experience, the resolution of cathodoluminescence images may be too low for 

determining reliable fragment size distributions. An alternative is to use electron backscatter diffraction 

(EBSD) methods. Figure C.11 shows application of EBSD (see Methods in B. R. Song et al., 2020) to the 

BB16 plagioclase grain in Figure C.3c, giving an area-averaged fragment size 𝐿 of 27.19 μm (Figure C.8c; 

Table C.2). Using 𝛾plagioclase = 2.739 J/m2 for anorthite plagioclase (Table C.4; Tromans and Meech, 2002) 

and the surface area correction factor 𝜆 (~1.5) determined for garnet (Table C.2), the upper bound for 𝑈s 

per earthquake of the plagioclase grain (1.51×105 J/m3) is very close to the value for garnet BB12 (1.92×105 

J/m3) near the fault core (Figure C.10a; Table C.5), despite the good cleavage in plagioclase that might 

compromise results (see Figure C.8 and Table C.2 for other measured/calculated parameters of the BB16 

plagioclase).  
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Table C.4 Material properties used for computation of fracture surface-area energy density, tensile strain 

rate, normalized strain rate, and normalized average fragment size for fragmented garnet and plagioclase 

samples. 

Propertya 

Garnet  Plagioclase 

Value Reference  Value Reference 

𝛾 (J/m2) 3.551 Almandine (Tromans & Meech, 2002)  2.739 Anorthite (Tromans & Meech, 2002) 

𝜌 (kg/m3) 4,132 Almandine-rich garnet (Jiang et al., 2004)  N/Ab  

𝐸 (Pa) 2.4173 × 1011 Almandine (Hearmon,1979)  1.0328 × 1011 Anorthite (Hearmon,1979) 

𝐾Ic (Pa·m1/2) 1.310 × 106 Almandine (Tromans & Meech,2002)  7.52 × 105 Anorthite (Tromans & Meech,2002) 

𝑣c (m/s) 250–1,000 Zhang & Zhao (2014); Hogan et al. (2016)  250–1,000 Zhang & Zhao (2014); Hogan et al. (2016) 

𝜎c (Pa) 1.014 × 109 Static-loading strength of yttrium aluminum 

garnet (Jiang et al., 2019) 

 N/Ab  

𝜎t (Pa) 1.014 × 108 𝜎t = 𝜎c 10⁄  (e.g., Hogan et al., 2016)  N/Ab  

𝑀 2 Hogan et al. (2016)  2 Hogan et al. (2016) 

𝐵 3 Volumetric problem (Hogan et al., 2016)  3 Volumetric problem (Hogan et al., 2016) 

aSee Table C.1 for the definition of each symbol. 
bThese properties (𝜌, 𝜎c and 𝜎t) are not used for plagioclase because normalized strain rate and normalized average fragment size for plagioclase 

are not calculated. 
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Figure C.10 Plots of surface-area energy density (𝑈s) and equivalent tensile strain rate (𝜀̇), for a single 

earthquake, calculated from area-averaged garnet fragment size (𝐿) across the dynamic damage zone of the 

Sandhill Corner shear zone. Symbols indicate results for individual garnet samples (see Table C.5). (a) 

Upper and lower bounds of 𝑈s plotted on a logarithmic scale. Green line and triangles – 𝐿 (from Figure 

C.8c); red solid line and circles – upper bound on 𝑈s assuming 100% garnet and 6 microfracture events; 

red dashed line and filled circles – lower bound on 𝑈s  assuming 1% and 5% garnet in the quartzo-

feldspathic and schist rocks, respectively, and 2 microfracture events. The discontinuity in the lower bound 

on 𝑈s across the core is caused by the different modal percentages of garnet. (b) Upper and lower bounds 

of 𝜀̇ plotted on a logarithmic scale. Green line and triangles – 𝐿 (from Figure C.8c); blue solid line and 

squares – 𝜀̇ for crack propagation velocity (𝑣c) = 1000 m/s, blue dashed line and filled squares – 𝜀̇ for 𝑣c = 

250 m/s. BB16 plagioclase data for 𝐿, upper and lower values of 𝑈s, and upper and lower values of 𝜀̇ are 

also plotted for comparison (marked by stars). Note the strongly asymmetric distribution across the 

lithologic contact (shear-zone core). 
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Figure C.11 EBSD analysis of fragment size distribution of BB16 plagioclase in Figure C.3c. (a) Image 

quality (IQ) map showing microfractures. (b) Inverse pole figure (IPF) map showing crystallographic 

orientations, acquired using 1 μm step size. (c) Cumulative size distribution of plagioclase fragments (>3 

μm), defined by >0.5° misorientation. D-value, microfracture density and average fragment size for 10 μm 

≤ Size ≤ Max are shown in Figure C.8. 
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Table C.5 Summary of fracture surface-area energy density (𝑈s) and tensile strain rate (𝜀̇) for fragmented 

garnet and plagioclase samples. 

Lithology Sample 

Distancea 

(m) 

Total 𝑈s 

 (J/m3) 

𝑈s per EQb  Total 𝜀̇  𝜀̇ per EQf 

Upper boundc 

(J/m3) 

Lower boundd 

(J/m3)  

𝑣c
e = 1,000 

(s-1) 

𝑣c = 250 

(s-1)  

𝑣c = 1,000 

(s-1) 

𝑣c = 250 

(s-1) 

QFg 71 (garnet) -96.06 4.849 × 105 8.082 × 104 2.425 × 103  2.481 × 104 2.481 × 104  1.688 × 103 4.220 × 102 

QF 56 (garnet) -62.98 1.094 × 106 1.823 × 105 5.469 × 103  8.405 × 104 8.405 × 104  5.719 × 103 1.430 × 103 

QF 
BB16-a 

(garnet) 
-15.47 1.506 × 106 2.510 × 105 7.529 × 103  1.358 × 105 1.358 × 105  9.237 × 103 2.309 × 103 

QF BB16 (garnet) -15.47 1.512 × 106 2.519 × 105 7.558 × 103  1.366 × 105 1.366 × 105  9.291 × 103 2.323 × 103 

QF 
BB16 

(plagioclase) 
-15.47 9.067 × 105 1.511 × 105 4.534 × 103  1.258 × 105 1.258 × 105  8.561 × 103 2.140 × 103 

QF BB12 (garnet) -12.72 1.149 × 106 1.916 × 105 5.747 × 103  9.054 × 104 9.054 × 104  6.160 × 103 1.540 × 103 

Contact 41 (garnet) 0.00 1.413 × 106 2.355 × 105 
7.065 × 103 

[3.532 × 104] 
 1.234 × 105 1.234 × 105  8.397 × 103 2.099 × 103 

Schist 305 (garnet) 5.46 8.730 × 105 1.455 × 105 [2.183 × 104]  5.993 × 104 5.993 × 104  4.078 × 103 1.019 × 103 

Schist 28 (garnet) 9.01 6.109 × 105 1.018 × 105 [1.527 × 104]  3.508 × 104 3.508 × 104  2.387 × 103 5.967 × 102 

aPerpendicular distance was measured from the lithologic contact between the QFg and schist rocks, and negative values indicate the QF rocks. 

b𝑈s calculated for a single earthquake (EQ). 

cUpper bound on 𝑈s per EQ assumes 100% garnet (or plagioclase) volume and 6 earthquake events, so it is calculated by dividing the total 𝑈s by 

the number of earthquakes. 

dLower bound on 𝑈s per EQ assumes 1% and 5% garnet volumes (𝑉garnet = 0.01 and 0.05, respectively) in the QF and schist rocks, respectively 

and 2 earthquake events, so it is calculated by (𝑈s
total × 𝑉garnet) 2⁄  where 𝑈s

total is the total 𝑈s. The values in brackets represent 𝑈s per EQ using 

5% garnet volume. Sample 41 from the lithologic contact between the QF and schist rocks has both 𝑈s per EQ for 1% and 5% garnet volumes. 

Lower bound for the plagioclase sample is calculated by the same approach as garnet and presented for the purpose of comparison. 
e𝑣c is effective fracture propagation velocity (m/s). 1,000 and 250 m/s are used for upper and lower bounds for 𝜀̇, respectively. 
f𝜀̇ per EQ assumes 6 earthquake events (𝑁EQ = 6) and is calculated, using the nonlinear relationship between strain rate and fragment size in the 

text, and by𝜀̇ × 𝑁EQ
(−3 2⁄ )

. 
gQF = quartzo-feldspathic.  
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C.7. Estimating Strain Rate (𝜺̇) from Fragmented Minerals in the Earthquake Source Volume  

Here we present a novel application of physics-based fragmentation models for estimating strain 

rates from fragmented minerals collected in the earthquake source volume. Many processes cause brittle 

fragmentation including meteorite impact, volcanic eruption, brecciation, shear cataclasis, projectile 

penetration, thermoelastic stresses, and munitions explosions, and it has long been postulated that an 

underlying energy principle plays a central role in fragmentation (see Grady, 2017 for a comprehensive 

review). Most quantitative relationships between strain rate and fragment size distribution have been made 

for tensile stresses, focusing largely on the problem of a thin expanding ring (reviewed by Grady, 2017 and 

Ramesh et al., 2015). In the present paper, we focus on the work of Grady (1982 and later work), Glenn 

and Chudnovsky (1986), Zhou et al. (2006a, 2006b), and Levy and Molinari (2010). Grady (1988) derived 

a length scale 𝐿 = 2𝑐𝑡, where 𝑐 is the longitudinal wave speed (m/s) in the material and 𝑡 is time (s). This 

equation states that any region within the spherical radius 𝑐𝑡 surrounding a defect that acts as the locus of 

failure will fail independently of areas outside this radius. 𝐿 can therefore be treated as estimating the 

average fragment size for high strain-rate loading based on the local balancing of kinetic and fracture 

energy. Because it is based on an energy balance that includes fracture surface-area energy, 𝐿  is the 

fragment size that represents the average surface area of the fragment population, not the mean size of the 

population (Section 3). Glenn and Chudnovsky (1986) adjusted Grady’s length scale to account for the fact 

that stored elastic strain energy dominates over kinetic energy in the quasistatic regime, which has recently 

been employed by Griffith et al. (2018). 

The works of Grady (1982 and later work) and Glenn and Chudnovsky (1986) are based on 

instantaneous, macroscale energy balances and do not account for the role of heterogeneously distributed 

microstructural attributes such as flaws, nor the time-dependent processes of fracture initiation/growth and 

internal elastic wave reflections/interactions that occur during dynamic fragmentation. Zhou et al. (2006a) 

employed finite element techniques to incorporate a dynamic fracture initiation criterion and a cohesive 

fracture growth model that includes time-dependent wave interactions to describe the fragmentation of an 

expanding, homogeneous ring. Levy and Molinari (2010) extended the work of Zhou et al. (2006a) by 
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including the distributions of flaws (material heterogeneity) in the material and their influence on local 

stress concentrations, as well as the influence of stress relief waves upon fracture initiation and growth. A 

fundamental finding of these later numerical works is that the energy-based macroscale approaches of 

Grady (1982 and later work) and Glenn and Chudnovsky (1986) overestimate the fragment size for a given 

strain rate in the dynamic regime. Hogan et al. (2016) modified the instantaneous, energy-based expressions 

of Grady (1982 and later work) and Glenn and Chudnovsky (1986) to allow better comparison with the 

time-dependent models of Zhou et al. (2006a, 2006b) and Levy and Molinari (2010). Because Hogan et al. 

(2016) conducted compressional experiments, they also derived an expression for converting their 

compressional strain rates to equivalent tensile strain rates for comparison with the above tensile 

fragmentation models. We briefly review all six models (the four original models plus the two modified 

models presented by Hogan et al., 2016), and select one to compute our garnet strain rates.  

Each of the models cited above retrieves the same general relation 𝐿 ∝ 𝜀̇(−2 3⁄ ) at high strain rates 

where 𝐿 is the area-averaged fragment size and 𝜀̇ the strain rate. The proportionality relation assumes an 

ideal continuum in which energy consumption is purely by fracture. Natural rock materials such as oil shale 

(Grady, 1982) and Westerly Granite (Ghaffari et al., 2019) may deviate from the ideal relation owing to 

additional energy-consumption mechanisms. Although the different models give somewhat different 

predictions, if the results are normalized by characteristic values, then they can be directly compared. Zhou 

et al. (2006b) compiled the appropriate characteristic values as follows. A characteristic length scale 𝐿0 is:  

 𝐿0 = 𝑐𝑡0 (C14) 

which represents the statistical size of a fragment when the available excess potential energy is converted 

to fracture energy. A characteristic time 𝑡0 defined by Camacho and Ortiz (1996) is:  

 𝑡0 =
𝐸Γ

𝜎t
2𝑐

 (C15) 

where 𝐸 is Young’s modulus (Pa), Γ is the Mode I fracture energy for plane stress conditions (J/m2) which 

is effectively the same value as specific surface energy 𝛾 for brittle materials, 𝜎t is the quasistatic tensile 
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strength of the material (Pa), and 𝑐 = √𝐸/𝜌 is the longitudinal wave speed (m/s) in the material where 𝜌 

is mass density (kg/m3). This equation can be interpreted as the time needed for elastic waves released by 

a cohesive element to encompass the characteristic fragment size 𝐿0 (Levy and Molinari, 2010). Γ is given 

as:  

 Γ =
𝐾Ic

2

2𝐸
 (C16) 

where 𝐾Ic is the Mode I fracture toughness (Pa·m1/2). And finally, from Equations (C15) and (C16), a 

characteristic strain rate 𝜀0̇ defined by Drugan (2001) is:  

 𝜀0̇ =
𝜎t

𝐸𝑡0
=

2𝜎t
3𝑐

𝐸𝐾Ic
2  (C17) 

which can be interpreted as the strain rate required to fully open a cohesive element in characteristic time 

𝑡0. The normalized strain rate 𝜀̇ ̅and the normalized average fragment size 𝐿̅  are then defined as (Zhou et 

al., 2006b):  

 𝜀̇̅ =
𝜀̇

𝜀0̇
 and 𝐿̅ =

𝐿

𝐿0
 (C18) 

Using these characteristic values, we arrive at the normalized relations between average fragment size and 

strain rate for the fragmentation models above, adopting the form proposed by Grady (2006, Equation 5.16). 

Thus, the Grady (2006) normalized fragment size is:  

 𝐿̅Grady = (
24

𝜀̇̅2
)

1 3⁄

 (C19) 

The Glenn and Chudnovsky (1986) normalized fragment size is:  

 𝐿̅GC =
4

𝜀̇̅
sinh (

1

3
sinh−1 (

3

2
𝜀̇)̅) (C20) 

The Zhou et al. (2006a, 2006b) normalized fragment size is:  
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 𝐿̅ZMR =
4.5

1 + 4.5𝜀̇̅2 3⁄
 (C21) 

And the Levy and Molinari (2010) normalized fragment size is:  

 𝐿̅LM =
3

1 + 4.5𝜀̇̅2 3⁄
 (C22) 

The coefficients in the models by Grady (2006) and Glenn and Chudnovsky (1986) are based on energy 

balances whereas the coefficients in the numerical models of Zhou et al. (2006a, 2006b) and Levy and 

Molinari (2010) were obtained by data-fitting. As noted above, Hogan et al. (2016) developed modified 

versions of the models by Grady (2006) and Glenn and Chudnovsky (1986) to compare the results of their 

compression experiments with fragmentation models based on tensile fragmentation. The modified 

normalized Grady equation (Hogan et al., 2016) is:  

 𝐿̅̂Grady = 2 (
2𝐵𝑣c

2

𝑀2𝑐2𝜀̇̅2
)

1 3⁄

 (C23) 

where 𝐵 is a geometrical factor (2 for a 2D problem, 3 for a 3D problem), 𝑣c is the effective fracture 

propagation velocity (m/s), and 𝑀 = 𝑡l 𝑡f⁄  where 𝑡l, the loading time, is the time required to absorb the 

applied strain energy and 𝑡f, the failure time, is the time required to dissipate the applied energy. 𝑀 is 

generally valid for dynamic loads as it would approach infinity at tectonic loading rates. Similarly, the 

modified normalized Glenn and Chudnovsky equation (Hogan et al., 2016) is:  

 𝐿̅̂GC = √
2𝐵

3

4𝑣c

𝑀𝑐𝜀̇̅
sinh (

𝜃

3
)      where 𝜃 = sinh−1 [√

3

2𝐵

3𝑀𝑐𝜀̇̅

2𝑣c
] (C24) 

Of the six normalized models, the modified Grady (𝐿̅̂Grady) and the modified Glenn and Chudnovsky (𝐿̅̂GC) 

models are dependent on material properties whereas the other four models are not.  

Hogan et al. (2016) compared their experimental results on five different materials with the six 

models, using the material properties of silicon carbide (SiC-N) to plot the curves of the modified Grady 

and the modified Glenn and Chudnovsky models, and found that the modified Grady model provided the 



241 

best fit to the data. We replotted all the model curves using the properties of the five materials presented in 

Hogan et al. (2016) and confirm that, overall, the modified Grady model does a good job of predicting 

fragment size for each material at a given strain rate, although our garnet data are equally well fit with the 

Zhou et al. (2006a, 2006b), Levy and Molinari (2010), and modified Glenn and Chudnovsky (1986) models. 

Using Equations (C19)–(C24) and appropriate properties for garnet (Table C.4), Figure C.12 illustrates how 

our garnet data plot in relation to the experimental results from Hogan et al. (2016). The large range bars 

stem from the uncertainties associated with the mechanical properties and the standard deviation of average 

fragment size 𝐿 (see the caption of Figure C.12). Values of 𝑣c for garnet have not been reported to our 

knowledge, so we use a value of 𝑣c = 1,000 m/s to illustrate the relationships. We use a value of 3 for 𝐵 as 

we are interested in volume fragmentation of garnet, and 𝑀 is taken as 2 following Hogan et al. (2016). We 

assume the relationship 𝜎t = 𝜎c 𝛼⁄  where 𝜎c is the quasistatic uniaxial compressive strength (Pa), and the 

handbook by Harper (2001) indicates that 𝛼 typically lies between 8 and 12. Following Hogan et al. (2016), 

we choose a value of 𝛼 = 10.  

Given these results, we use the modified Grady model to calculate dimensional strain rates from 

our garnet fragment size data. From the modified normalized Grady model in Equations (C14)–(C18) and 

(C23) and, the dimensional strain rate as a function of 𝐿 is:  

 𝜀̇ =
4𝑣c

𝑀
√

𝐵Γ

𝐸𝐿̂Grady
3  (C25) 

It is important to note that the calculated strain rate using 𝐿̂Grady is an equivalent tensile strain rate, which 

is based on the rate expected by equating strain energies in the compressional experiments to equivalent 

tensile strain energies (Hogan et al., 2016): it does not imply that the micromechanical processes are the 

same in the two types of failure, nor that we are assuming macroscale tension in the damage zone. Extension 

of this approach to field conditions is not trivial owing at least partly to the likely spatial variability of the 

dynamic stress tensor depending on position in the damage zone and time during a coseismic event, which 

will impact the nature and extent of fragmentation and choice of appropriate model (e.g., Barber and 
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Griffith, 2017; Bhat et al., 2012; Thomas and Bhat, 2018; Xu and Ben-Zion, 2017; Okubo et al., 2019). We 

use this approach with appropriate caution, noting that options are few, and suggest that additional 

theoretical, experimental, and numerical work is needed to better understand the extension of these models 

to dynamic coseismic fragmentation.  

In estimating the equivalent tensile strain rate for a single earthquake in the Sandhill Corner shear 

zone, we apply the same correction for the number of earthquake events (𝑁EQ = 6) as we used for the upper 

bound on 𝑈s (Figure C.10a). Unlike the correction applied to 𝑈s, the relationship between 𝜀̇ and 𝐿̂Grady is 

nonlinear, so the corrected strain rate for a single earthquake 𝜀̇cor = 𝜀̇𝑁EQ
(−3 2⁄ )

. The surface area 

correction factor 𝜆 used to calculate 𝑈s is not applicable to the strain rate calculation. Using Equation (C25) 

and applying 𝜀̇cor , Figure C.10b shows the distribution of equivalent tensile strain rate for a single 

earthquake either side of the core of the Sandhill Corner shear zone. The upper and lower bounds use the 

effective fracture propagation velocity 𝑣c = 1,000 and 250 m/s, respectively. Dynamic fracture propagation 

velocities in rocks and minerals are poorly known, spanning large ranges for given materials (e.g., Hogan 

et al., 2016; Zhang and Zhao, 2014) and fluctuating broadly as a function of fracture branching (e.g., Sharon 

et al., 1996); we choose these values of 𝑣c to illustrate the relations between 𝑣c, 𝜀̇ and 𝐿. The equivalent 

tensile strain rate for a single earthquake using the best-fit equations for 𝐿 in Figure C.8c ranges from 

2.17×103 to 1.04×104 s-1 for 𝑣c = 1,000 m/s and 5.42×102 to 2.60×103 s-1 for 𝑣c = 250 m/s. In addition, 

uncertainties in the value of 𝑀 in Equation (C25) could lead to a factor of ±0.5 difference in these estimates. 

Owing to the current uncertainties in the various parameters in Equation (C25) and the way that the 

equivalent tensile strain rate is calculated (Hogan et al., 2016), these estimates should be treated as 

preliminary. Nevertheless, the method appears to have promise and the results are within range of what 

might be expected from theory and laboratory experiments.  

Peak tensile strain rates of order 105 s-1 have been predicted in previous theoretical work (e.g., 

Reches and Dewers, 2005), and compressional strain rates of order 103 s-1 were required in single-event 

tests to pulverize Arkansas Novaculite in weakly confined conditions (Barber and Griffith, 2017) and 
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Westerly Granite at 60 MPa confining pressure (Yuan et al., 2011). Aben et al. (2016) have noted that 

pulverization can be related to total strain accumulation. They assigned a threshold value of ~1.2% finite 

strain and have shown that this threshold can be achieved by a single high-energy compression event or an 

accumulation of multiple lower-energy compression events. On the other hand, Griffith et al. (2018) found 

that relatively coarse (>2 mm), columnar-shaped fragments form in Westerly Granite during what they 

interpreted as radial isotropic tension at tensile strain rates of <50 s-1, suggesting that extensive damage 

zones may reflect multiple applications of macroscale tension. Although we are not necessarily advocating 

for macroscale dynamic tension, there are good reasons to consider the possibility, some of which are 

presented below.  
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Figure C.12 Comparison of normalized average fragment size against normalized strain rate for the garnet 

data in the Sandhill Corner shear zone (SCSZ garnet marked by stars) with the experimental data (spinel, 

boron carbide – B4C, silicon carbide – SiC-N, basalt, and meteorite – GRO 85209) of Hogan et al. (2016) 

and the six models of Grady (2006), modified Grady (Hogan et al., 2016), Glenn and Chudnovsky (1986), 

modified Glenn and Chudnovsky (G and C; Hogan et al., 2016), Zhou et al. (2006a, 2006b), and Levy and 

Molinari (2010). The two curves of the modified Grady and the modified G and C are plotted using garnet 

properties (Table C.4). The SCSZ garnet data are computed using the modified Grady model and the area-

averaged fragment size (Figure C.5c; Table C.2). We use 𝑣c of 1000 m/s to illustrate relations. Value ranges 

on non-garnet data are from Hogan et al. (2016), and we computed range bars the same way for the garnet 

data—by combining the uncertainties associated with determination of physical properties and the range of 

fragment size ± its standard deviation (Table C.2). For physical properties, following Hogan et al. (2016), 

an uncertainty of 20% was assumed for 𝜎t and 𝐾Ic, and 5% was assumed for 𝐸 and 𝜌. 

 

C.8. Discussion  

C.8.1. Comparison to Other Estimates of 𝑼𝐜𝐨𝐧𝐯, 𝑼𝐬𝐚 and 𝑼𝐟𝐡  

Different estimates of 𝑈conv, 𝑈sa and 𝑈fh are found in the literature and here we divide them into 

three groups for comparison with our results: (1) geological estimates of 𝑈sa (Olgaard and Brace, 1983; 

Chester et al., 2005; Reches and Dewers, 2005; Wilson et al., 2005; Ma et al., 2006; Pittarello et al., 2008) 

and 𝑈fh (Matsumoto et al., 2001; Reches and Dewers, 2005; Pittarello et al., 2008; Brodsky et al., 2020); 
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(2) theoretical and numerical estimates of 𝑈sa or 𝑈conv (Aki, 1979; Li, 1987; Guatteri et al., 2001; Poliakov 

et al., 2002;  Ide, 2003; Abercrombie and Rice, 2005; Di Toro et al., 2005; Rice et al., 2005; Lancieri et al., 

2012; Kozdon and Dunham, 2013; Malagnini et al., 2014; Brodsky et al., 2020) and (3) estimates of 𝑈sa or 

𝑈conv from inversion of ground motion waveforms using kinematic slip models (Tinti et al., 2005, 2008; 

Ma et al., 2006; Cocco and Tinti, 2008). Because our geological estimates of 𝑈sa arise from integration of 

𝑈s across the entire damage zone, they are macroscale values and therefore can be directly compared with 

seismological estimates (Cocco and Tinti, 2008).  

Figure C.13 shows our upper and lower bounds of 𝑈sa for a single earthquake compared to 55 other 

estimates of 𝑈conv, 𝑈sa and 𝑈fh. The average value of ~1.4×107 J/m2 considers only the lower-bound and 

single estimates. Where the values are known, all but two of these earthquakes or faults have seismic 

moments M0 ranging from 2.5×1017 to 4.8×1022 N·m, which corresponds to moment magnitude Mw ranging 

from 5.5 to 9.1 (Table C.6). For completeness, we include two studies (Olgaard and Brace, 1983; Reches 

and Dewers, 2005, the data from which was used by Wilson et al., 2005) that estimate 𝑈sa from much 

smaller earthquakes with local magnitudes ML = 2.1 and 3.7, respectively. We note that most of the 

geological estimates of 𝑈sa come from thin gouge and cataclasite/ultracataclasite layers that experienced 

significant shearing comminution, whereas the garnet grains used in the present study display primarily 

Mode I microfractures and are distributed through the off-fault damage zone. In addition, except for 

Pittarello et al. (2008), these other geological estimates were made in rocks exhumed from a maximum 

depth of 2–4 km, whereas the Sandhill Corner shear zone was seismically active at the base of the 

seismogenic zone. Surface-energy generation through Mode I microfracture versus shearing comminution 

involves different processes so it is not clear whether the surface energy generated by the two processes 

can be directly compared. Similarly, it is not clear whether we can make direct comparisons of surface-

energy generation in rocks exhumed from different depths. With these caveats in mind, we briefly discuss 

some of these previous studies.  
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Wilson et al. (2005) calculated 𝑈sa (2.0–3.6×106 J/m2) for a portion of the San Andreas fault at 

Tejon Pass, California for a 10-mm thick gouge zone generated by each earthquake, and they estimated that 

7,000–10,000 earthquakes formed the total observed damage zone 70–100 m wide. The 𝑈sa  values of 

Wilson et al. (2005) have been questioned by Rockwell et al. (2009) who were unable to reproduce their 

laser-determined particle size distributions. Presumably this also calls into question the results from Reches 

and Dewers (2005) for the Bosman fault, South Africa, formed during a 1997 ML = 3.7 earthquake.  

For the Chester et al. (2005) data, assuming no fragmented grains were healed/sealed and 

refractured, the total estimated 𝑈sa around the Punchbowl fault in California is 7×108 J/m2. They divided 

this number by 10,000 (estimated number of earthquakes responsible for the estimated 44 kms of fault 

displacement) to arrive at a value of 𝑈sa per earthquake of 7×104 J/m2. They noted that if 50% of the 

ultracataclasite in the mm-thick principal slip surface was healed/sealed and then refractured during an 

earthquake, and the energy to refracture a grain boundary is half of that required to fracture an intact grain, 

then this would lead to a value of ~5×105 J/m2 per earthquake. In Figure C.13, we report their total energy 

estimate of 7×108 J/m2, their minimum estimate of 7×104 J/m2 per earthquake, and their intermediate 

estimate of 5×105 J/m2 per earthquake given healing and refracturing of the mm-thick principal slip surface. 

For purposes of discussion, we apply the same calculation to the entire 0.3 m-wide ultracataclasite bounding 

the mm-thick principal slip surface. Following the calculation by Chester et al. (2005), if 50% of the 

ultracataclasite was healed/sealed, and the energy to refracture a grain boundary is half of that required to 

fracture an intact grain, we obtain a value of ~1.6×108 J/m2 per earthquake. We do not plot this value in 

Figure C.13, but it does show how sensitive the energy calculations are to fragment healing/sealing and 

refracturing and we note that healing/sealing (including fluid-inclusion planes) was extensive in these rocks 

(Wilson et al., 2003). The Chester et al. (2005) estimate of 5×105 J/m2 has been used is some studies (e.g., 

Cocco and Tinti, 2008) to infer that surface-area energy generation is a negligible energy sink in the source, 

but the uncertainties in this estimate are large and it should be interpreted with appropriate care.  
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For the Ma et al. (2006) data, the geological estimate of 𝑈sa per earthquake (6.5×105 J/m2) was 

obtained by dividing the total calculated 𝑈sa  (4.3×106 J/m2) by ~6.6 earthquakes assuming that no 

fragmented grains were healed/sealed. Ma et al. (2006) did not quantify the off-fault component, measuring 

fragment sizes in a single, 2-cm-wide slip zone in a drill core so their reported 𝑈sa  in total, and per 

earthquake, should be considered minimum estimates. If we make the same assumption for fragment 

healing/sealing as for the Punchbowl fault example above considering the entire 2-cm-wide slip zone, we 

obtain a value of ~1.4×106 J/m2 per earthquake, without considering off-fault surface-area energy. We do 

not plot this value in Figure C.13, but again we note the sensitivity of the energy calculations to fragment 

healing/sealing.  

The Pittarello et al. (2008) geological estimates of 𝑈sa  were obtained by using fragments in 

plagioclase survivor clasts within pseudotachylyte veins as well as fractured wall rocks adjacent to 

pseudotachylyte veins in rocks exhumed from ~10 km depth and ambient temperature of ~250 °C. Owing 

to the direct proximity of friction melt, this fragmentation could represent thermal shock loading in whole 

or part (e.g., Papa et al., 2018, 2021), so the results of Pittarello et al. (2008) may not be directly comparable 

to results obtained by mechanical fragmentation processes.  

Seismological calculations from kinematic slip models reanalyzed for breakdown work by Tinti et 

al. (2005, 2008) and Cocco and Tinti (2008) show a wide range of 𝑈sa values as a function of calculated 

slip on the fault. For these models, we show a range from a lower value that represents the whole-fault 

average (the lowest value they reported) to an upper value that represents the parts of the fault that slipped 

greater than 90% of the maximum calculated slip. For the data from Rice et al. (2005) and Abercrombie 

and Rice (2005), the maximum value was calculated as they did—twice the minimum value. All others are 

single-value or stated-range estimates of 𝑈conv, 𝑈sa, or 𝑈fh.  

The results of our analysis overlap well with the 55 other estimates and, if correct, provides new 

evidence for the role of surface energy in the deeper source volume. Overlap of our geological estimates of 

𝑈sa with those from the three large-displacement faults (Chester et al., 2005; Wilson et al., 2005; Ma et al., 
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2006) is particularly interesting given that we selected garnet grains from across the ~105-m-wide dynamic 

damage zone of the Sandhill Corner shear zone whereas most of the surface energy in these studies was 

apparently stored in thin cataclasite and ultracataclasite layers within or adjacent to principal slip 

zones/surfaces in shallowly-exhumed fault rocks. The degree of off-fault damage in the uppermost crust 

along mature faults may potentially be minimized through time by the development of these thin principal 

slip surfaces that are weak owing to low-cohesion fault gouge and/or low-friction fault material (Shipton et 

al., 2006). However, this is unlikely to hold in the deeper reaches of the seismogenic zone where transient 

porosity and permeability are rapidly healed/sealed by processes like quartz-vein infill, metamorphic 

reactions, grain sintering, and recrystallization. Given the rock compositions and seismic activity at 

temperatures of ~350–500 °C in the Sandhill Corner shear zone, most healing/sealing of microfractures 

was accomplished primarily by quartz deposition (Figures C.3 and C.7). Healing/sealing times for quartz 

at such temperatures are extremely rapid (e.g., Brantley et al., 1990), so the rocks were almost certainly 

fully healed/sealed in the interseismic periods and fresh rock needed to be broken down during each 

earthquake. For this reason, surface-energy generation may be a more important energy sink at depth than 

it is near the surface where the fault rocks may not be fully healed/sealed in the interseismic periods. This 

highlights the importance of integrating observations from top to bottom in the seismogenic zone when 

considering the earthquake energy budget.  

Recognizing an enhanced role of microscale damage surrounding the fault/shear-zone core allows 

𝑈rad, as it is measured in the far field, to accommodate a small fraction of the total energy released without 

the vast majority of the remaining energy needing to be dissipated as frictional heat, for which there is 

limited geological/geophysical evidence (e.g., Lachenbruch and McGarr, 1990). For a recent well-

constrained example, Brodsky et al. (2020) note that for the 2011 Mw 9.1 Tohoku earthquake in Japan, the 

energy dissipated as frictional heat 𝑈fh, based on direct heat-flow measurements of Fulton et al. (2013), 

ranges from 20–86 MJ/m2 given a conservative estimate of stress drop (2 MPa). This contrasts with their 

range of plausible 𝑈conv values of 46–300 MJ/m2. A significant range of plausible 𝑈conv values exceed the 

range of 𝑈fh, opening the possibility of off-fault energy consumption (𝑈sa) of similar magnitude to that 
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dissipated as heat; a larger estimate of stress drop would further increase the discrepancy. The Tohoku 

results contrast, for example, with Pittarello et al. (2008) who compared pseudotachylyte thicknesses with 

fragment sizes in plagioclase and rock enclosed by or adjacent to pseudotachylyte from the Gole Larghe 

fault in the Italian Alps to infer that 97–99% of 𝑈conv went into heat. These large variations in estimates of 

𝑈fh  as a percentage of 𝑈conv  exemplify the need for additional geological, theoretical, numerical, and 

experimental studies of energy consumption/dissipation at different depths in the seismogenic zone.   

Fracture or breakdown energy is heterogeneously distributed around faults as shown for example 

in kinematic slip models (e.g., Tinti et al., 2005), microstructural observations in drill core (e.g., Wechsler 

et al., 2011), and field investigations (e.g., Johnson et al., 1994; Chester and Chester, 1998; Chester et al., 

2004; Dor et al., 2006; Bistacchi et al., 2010; Griffith et al., 2010; Rempe et al., 2013; Smith et al., 2013; 

Milliner et al., 2015; Ostermeijer et al., 2020). This should be expected in the source volume owing to non-

linear elastic responses, body-wave reflections and interactions in the anisotropic heterogeneous material, 

and localized failure events, all leading to spatial and temporal heterogeneity in the distribution of 𝑈sa. In 

the Sandhill Corner shear zone, such heterogeneity is reflected in the variable intensity of fragmentation in 

garnet and plagioclase grains throughout the damage zone, with some grains showing more intense 

fragmentation than others at a similar distance from the shear-zone core. Thus, the total stress history at a 

fixed distance from the core of the Sandhill Corner shear zone appears to have differed from other positions 

the same distance from the core. This same point was made by Short (1966) who studied the microstructures 

associated with the 1962 Hardhat nuclear explosion and noted that natural discontinuities and 

inhomogeneities can cause shock wave perturbation, differential movements, and heterogeneous failure and 

fragmentation. Thus, multiple transects across a given damage zone would likely lead to a more robust 

analysis of 𝑈sa.  

The occurrence of pseudotachylyte as far as 40 m from the core of the Sandhill Corner shear zone 

raises the additional possibility of multiple slip surfaces operating at depth during individual and/or 

successive earthquakes, and similar observations of dispersed pseudotachylyte have been made by other 

workers (e.g., Wenk et al., 2000; Edwards and Ratschbacher, 2005; Allen and Shaw, 2013; Smith et al., 
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2013). Most, though not all, of the off-fault pseudotachylyte in the Sandhill Corner shear zone has been 

viscously deformed during post- and inter-seismic periods (e.g., Figure C.3a), so may reflect the early 

evolution of the fault zone before a well-established core was developed (e.g., Scholz et al., 1993; Chester 

and Chester, 1998; Ben-Zion and Sammis, 2003; Chester et al., 2004; Chester et al., 2005; Shipton et al., 

2006; Vallée et al., 2008; Brodsky et al., 2011; Perrin et al., 2016, 2021; Ross et al., 2017). However, the 

spatial gradients in D-values, microfracture density and garnet fragment sizes relative to the shear-zone 

core (Figure C.8) are consistent with the core being the long-term locus of rupture. The occurrence of off-

fault friction melts raises the question of whether the garnet grains used for fragment size analysis reflect 

temporally and spatially distinct event. If this were the case, then integrating the energy density values 

across the dynamic damage zone might overestimate 𝑈sa. We have no direct evidence to support or refute 

this, so it remains an additional uncertainty in our estimates.  
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Figure C.13 Comparison of converted, surface, or heat energy estimates, for a single earthquake, from 56 

sources including our garnet results (orange squares) for the Sandhill Corner shear zone (SCSZ). See Table 

C.6. For the geological estimates of Chester et al. (2005) and Ma et al. (2006), we show both their total 

surface energy estimates (marked by dark green diamonds) and their minimum estimates per earthquake. 

In addition, for Chester et al. (2005), we add an intermediate estimate that they reported (see Section 6.1). 

Uncertainties in the number of earthquakes responsible for the surface-energy generation in both studies 

and limited spatial analysis in Ma et al. (2006) precludes confident assignment of a single-earthquake 

energy value. The total average (dashed red line) of 13.80 MJ/m2 is for lower bounds and single estimates 

only – does not include upper-bound values. *OB83 – Olgaard and Brace (1983); Chester05 – Chester et 

al. (2005); P08 – Pittarello et al. (2008); Ma06 – Ma et al. (2006); RD05 – Reches and Dewers (2005); M01 

– Matsumoto et al. (2001); JFAST – Japan Trench Fast Drilling Project; Brodsky20 – Brodsky et al. (2020); 

Rice05 – Rice et al. (2005); AR05 – Abercrombie and Rice (2005); KD13 – Kozdon and Dunham (2013); 

CT08 – Cocco and Tinti (2008); Tinti08 – Tinti et al. (2005, 2008); A – Archuleta’s model; Y – Yagi’s 

model; HH – Hartzel and Heaton’s model; P01 – Piatanesi’s model-01; P00 – Piatanesi’s model-00; S – 

Sekiguchi’s model; H – Hernandez et al.’s model; WH – Wald and Heaton’s model. 

  



252 

Table C.6 Comparison of fracture surface-area energy per unit fault area (𝑈sa) using fragmented garnet to 

other published studies of converted non-radiated energy per unit fault area (𝑈conv), frictional heat energy 

per unit fault area (𝑈fh), or 𝑈sa, for a single earthquake with two exceptionsa. 

Method Earthquake (EQ) / Location 

Type of 

converted 

energyb 

Converted 

energy value 

(MJ/m2) 

Seismic 

moment, M0 

(1018 N·m) 

Moment 

magnitude, 

Mw
c Reference 

Geological Gold mine, South Africa (EQ at 

Boksburg on September 23, 1970) 

𝑈sa 0.037–0.185  2.1d Olgaard & Brace (1983) 

Geological Punchbowl fault, Calif., US 𝑈sa 0.07–700a   Chester et al. (2005) 

Geological San Andreas fault (Tejon Pass), 

Calif., US 

𝑈sa 2–3.6   Wilson et al. (2005) 

Geological Bosman fault, South Africa (1997 

Hartebeestfontein gold mine EQ) 

𝑈sa 2–10  3.7d Reches & Dewers (2005) 

Geological Bosman fault, South Africa (1997 

Hartebeestfontein gold mine EQ) 

𝑈fh 2.2–3  3.7d Reches & Dewers (2005) 

Geological Gole Larghe fault, Italy 𝑈sa 0.10–0.85   Pittarello et al. (2008) 

Geological Gole Larghe fault, Italy 𝑈fh 27   Pittarello et al. (2008) 

Geological Nojima fault, Japan (1995 Kobe 

EQ) 

𝑈fh 8 24 6.9 Matsumoto et al. (2001) for fhU ; 

Wald (1996) for M0 

Geological Chelungpu fault, Taiwan (1999 

Chi-Chi EQ) 

𝑈sa 0.65–4.3a 270 7.6 Ma et al. (2006) for saU ; Ji et al. 

(2003) for M0 

Geological Japan Trench Fast Drilling Project 

(2011 Tohoku EQ) 

𝑈fh 20–86 48,000 9.1 Brodsky er al. (2020) for fhU ; Yue 

& Lay (2011) for M0 

Geological SCSZe, Maine, US 𝑼𝐬𝐚 0.66–16.25   This study 

Theoretical/

Numerical 

1991 Sierra Madre EQ, Calif., US 𝑈conv/𝑈sa 1.66–3.32 0.25 5.5 Abercrombie & Rice (2005) 

Theoretical/

Numerical 

1979 Coyote Lake EQ, Calif., US 𝑈conv/𝑈sa 0.38–0.76 0.35 5.6 Rice et al. (2005) 

Theoretical/

Numerical 

1986 North Palm Springs EQ, 

Calif., US 

𝑈conv/𝑈sa 0.10–0.20 1.8 6.1 Rice et al. (2005) 

Theoretical/

Numerical 

(Major earthquakes) 𝑈conv/𝑈sa 0.5–5   Poliakov et al. (2002) 

Theoretical/

Numerical 

1992 Joshua Tree EQ (main 

shock), Calif., US 

𝑈conv/𝑈sa 4.24–8.48 1.9 6.1 Abercrombie & Rice (2005) 

Theoretical/

Numerical 

2009 L’Aquila EQ (main shock), 

Italy 

𝑈conv/𝑈sa 12.9 1.95 6.1 Malagnini et al. (2014) 

Theoretical/

Numerical 

1984 Morgan Hill EQ, Calif., US 𝑈conv/𝑈sa 1.3–2.6 2.1 6.1 Rice et al. (2005) 

Theoretical/

Numerical 

1979 Imperial Valley EQ, Calif., 

US 

𝑈conv/𝑈sa 0.88–1.76 5 6.4 Rice et al. (2005) 

Theoretical/

Numerical 

1979 Imperial Valley EQ, Calif., 

US 

𝑈conv/𝑈sa 0.82–1.64 6.7 6.5 Abercrombie & Rice (2005) 

Theoretical/

Numerical 

1971 San Fernando EQ, Calif., 

US 

𝑈conv/𝑈sa 4.6–9.2 7 6.5 Rice et al. (2005) 

Theoretical/

Numerical 

1994 Northridge EQ, Calif., US 𝑈conv/𝑈sa 4.66–9.32 13 6.7 Abercrombie & Rice (2005) 

Theoretical/

Numerical 

1983 Borah Peak EQ, Idaho, US 𝑈conv/𝑈sa 1.9–3.8 23 6.8 Rice et al. (2005) 

Theoretical/

Numerical 

1995 Kobe EQ, Japan 𝑈conv/𝑈sa 0.57–1.14 23 6.8 Abercrombie & Rice (2005) 
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Table C.6 (Continued) 

Method Earthquake (EQ) / Location 

Type of 

converted 

energyb 

Converted 

energy value 

(MJ/m2) 

Seismic 

moment, M0 

(1018 N·m) 

Moment 

magnitude, 

Mw
c Reference 

Theoretical/

Numerical 

1995 Kobe EQ, Japan 𝑈conv/𝑈sa 1.5 24 6.9 Guatteri et al. (2001) for convU / saU ; 

Wald (1996) for M0 

Theoretical/

Numerical 

1995 Kobe EQ, Japan 𝑈conv/𝑈sa 10 24 6.9 Ide (2003) for convU / saU ; Wald 

(1996) for M0 

Theoretical/

Numerical 

1989 Loma Prieta EQ, Calif., US 𝑈conv/𝑈sa 0.36–0.71 31 6.9 Abercrombie & Rice (2005) 

Theoretical/

Numerical 

San Andreas fault (Parkfield), 

Calif., US 

𝑈conv/𝑈sa 6.3–32   Li (1987) 

Theoretical/

Numerical 

Gole Larghe fault, Italy 𝑈conv/𝑈sa 8–67   Di Toro et al. (2005) 

Theoretical/

Numerical 

1999 Hector Mine EQ, Calif., US 𝑈conv/𝑈sa 12.19–24.37 63 7.1 Abercrombie & Rice (2005) 

Theoretical/

Numerical 

1992 Landers EQ, Calif., US 𝑈conv/𝑈sa 14.25–28.50 80 7.2 Abercrombie & Rice (2005) 

Theoretical/

Numerical 

2007 Tocopilla EQ, Chile (main 

shock) 

𝑈conv/𝑈sa 1.1–18.6f 368 7.6 Lancieri et al. (2012) for convU / saU ; 

Peyrat et al. (2010) for M0 

Theoretical/

Numerical 

1857 Fort Tejon EQ, Calif., US 𝑈conv/𝑈sa 100 870 7.9 Aki (1979) for convU / saU ; Sieh 

(1978) for M0 

Theoretical/

Numerical 

1985 Michoacan EQ, Mexico 𝑈conv/𝑈sa 4.4–8.8 1500 8.0 Rice et al. (2005) 

Theoretical/

Numerical 

2011 Tohoku EQ, Japan 𝑈conv/𝑈sa 46–300 48,000 9.1 Brodsky er al. (2020) for convU / saU ; 

Yue & Lay (2011) for M0 

Theoretical/

Numerical 

2011 Tohoku EQ, Japan 𝑈conv/𝑈sa 190 48,000 9.1 Kozdon & Dunham (2013) for convU

/ saU ; Yue & Lay (2011) for M0 

Kinematic 

slip model 

1997 Colfiorito EQ (0033 UTC 26 

September), Italy 

𝑈conv/𝑈sa 0.80–2.40 0.4381 5.7 Tinti et al. (2005, 2008) 

Kinematic 

slip model 

1997 Colfiorito EQ (1523 UTC 14 

October), Italy 

𝑈conv/𝑈sa 2.22–8.76 0.6478 5.8 Tinti et al. (2005, 2008) 

Kinematic 

slip model 

1997 Colfiorito EQ (0940 UTC 26 

September), Italy 

𝑈conv/𝑈sa 1.94–19.16 1.039 5.9 Tinti et al. (2005, 2008) 

Kinematic 

slip model 

2004 Parkfield EQ, Calif., US 𝑈conv/𝑈sa 0.42 1.08 6.0 Cocco & Tinti (2008) 

Kinematic 

slip model 

1984 Morgan Hill EQ, Calif., US 𝑈conv/𝑈sa 2.72–121.52 2.62 6.2 Tinti et al. (2005, 2008) 

Kinematic 

slip model 

1979 Imperial Valley EQ 

(Archuleta’s model), Calif., US 

𝑈conv/𝑈sa 2.12–11.64 6.4 6.5 Tinti et al. (2005, 2008) 

Kinematic 

slip model 

1979 Imperial Valley EQ (Hartzel 

& Heaton’s model; Tbox
g = 0.3s), 

Calif., US 

𝑈conv/𝑈sa 3.64–26.34 8.64 6.6 Tinti et al. (2005, 2008) 

Kinematic 

slip model 

2005 Fukuoka EQ, Japan 𝑈conv/𝑈sa 10.68 11.5 6.6 Cocco & Tinti (2008) 

Kinematic 

slip model 

2000 Tottori EQ (Yagi’s model), 

Japan 

𝑈conv/𝑈sa 3.38–10.66 11 6.6 Tinti et al. (2005, 2008) 

Kinematic 

slip model 

2000 Tottori EQ (Piatanesi’s 

model-00), Japan 

𝑈conv/𝑈sa 6.04–24.22 11.58 6.6 Tinti et al. (2005, 2008) 

Kinematic 

slip model 

2000 Tottori EQ (Piatanesi’s 

model-01), Japan 

𝑈conv/𝑈sa 5.46–44.62 11.952 6.6 Tinti et al. (2005, 2008) 
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Table C.6 (Continued) 

Method Earthquake (EQ) / Location 

Type of 

converted 

energyb 

Converted 

energy value 

(MJ/m2) 

Seismic 

moment, M0 

(1018 N·m) 

Moment 

magnitude, 

Mw
c Reference 

Kinematic 

slip model 

2000 Tottori EQ (Sekiguchi’s 

model), Japan 

𝑈conv/𝑈sa 14.26–161.04 19 6.8 Tinti et al. (2005, 2008) 

Kinematic 

slip model 

1994 Northridge EQ (Tbox
g = 

0.6s), Calif., US 

𝑈conv/𝑈sa 9.22–80.00 12.2 6.7 Tinti et al. (2005, 2008) 

Kinematic 

slip model 

1994 Northridge EQ (Tbox
g = 

0.2s), Calif., US 

𝑈conv/𝑈sa 11.5–95.9 12.2 6.7 Tinti et al. (2005, 2008) 

Kinematic 

slip model 

1995 Kobe EQ, Japan 𝑈conv/𝑈sa 3.32–79.50 24.4 6.9 Tinti et al. (2005, 2008) 

Kinematic 

slip model 

1999 Hector Mine EQ, Calif., US 𝑈conv/𝑈sa 81.2 67 7.1 Cocco & Tinti (2008) 

Kinematic 

slip model 

1992 Landers EQ (Wald & 

Heaton’s model), Calif., US 

𝑈conv/𝑈sa 40.52–947.72 92.6 7.2 Tinti et al. (2005, 2008) 

Kinematic 

slip model 

1992 Landers EQ (Hernandez et 

al.’s model), Calif., US 

𝑈conv/𝑈sa 29.14–209.68 102 7.3 Tinti et al. (2005, 2008) 

Kinematic 

slip model 

1999 Chi-Chi EQ, Taiwan 𝑈conv/𝑈sa 11.6 270 7.6 Ma et al. (2006) for convU / saU ; Ji et 

al. (2003) for M0 

Kinematic 

slip model 

2002 Denali EQ, Alaska, US 𝑈conv/𝑈sa 41.4 757 7.8 Cocco & Tinti (2008) 

aTwo exceptions include total 𝑈sa of 700 MJ/m2 for the Punchbowl fault (Chester et al., 2005) and total 𝑈sa of 4.3 MJ/m2 for the Chelungpu fault 

(1999 Chi-Chi EQ; Ma et al., 2006). All the other estimates are for a single earthquake. 
bThe type of converted energy includes 𝑈conv, 𝑈sa, and 𝑈fh. 𝑈conv = 𝑈sa + 𝑈fh; see Equation (C1) in the text. We indicate 𝑈conv/𝑈sa for the 

theoretical, numerical, and kinematic slip model owing to the different definitions of energy in these studies (e.g., fracture energy versus 

breakdown work) and how off-fault damage is treated. 

cMw =
2

3
(log M0 − 9.1) ≈

2

3
log M0 − 6.07 where M0 (N·m) is seismic moment (Hanks and Kanamori, 1979; Kanamori and Brodsky, 2004). 

dThis magnitude is on the Richter scale (local magnitude ML). 
eSCSZ, Sandhill Corner shear zone. 
fThis range of the converted energy for 2007 Tocopilla EQ incorporates both Brune’s spectral model (Brune, 1970; Lancieri et al., 2012) and the 

Abercrombie and Rice (2005) formulation with uncertainties (see Figure 10 of Lancieri et al., 2012). 
gTbox denotes the duration of the box car (rectangular) function, or the running mean, which is used in smoothing a slip velocity time function (see 

Tinti et al., 2005). 
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C.8.2. Sources of Off-Fault Damage  

The obvious spatial association of off-fault damage gradients relative to seismogenic fault cores 

combined with experimental, theoretical, and numerical results has led to a general view that this damage 

is largely coseismic in origin (Figure C.1). For damage well off the principal slip surface, this means stress 

waves from the rupture front and rough/complex slipping surface(s) with large enough energy content to 

cause fracturing and fragmentation. These high-energy stress waves may require unusually high frequencies 

and amplitudes to cause severe local damage (e.g., Uenishi, 2021). Potential sources of such stress waves 

include: (a) the rupture front where elastic strain energy is converted to the fracture/breakdown energy 

needed to advance the rupture (e.g., Madariaga, 1977; Kostrov and Das, 1988; Andrews, 2005; Rice et al., 

2005; Xu et al., 2012a, 2012b; Okubo et al., 2019); (b) constructive coalescence of shear waves into a 

coherent Mach front during supershear rupture (e.g., Bernard and Baumont, 2005; Bhat et al., 2007; 

Dunham, 2007; Doan and Gary, 2009; Andrews, 2010; Yuan et al., 2011; Bruhat et al., 2016; Shlomai et 

al., 2020a); (c) sliding on a rough fault surface (e.g., Kostrov, 1974; Chester and Chester, 2000; Dieterich 

and Smith, 2009; Sagy and Brodsky, 2009; Griffith et al., 2010; Dunham et al., 2011; Shi and Day, 2013; 

Goebel et al., 2014; Neilsen et al., 2016; Allam et al., 2019; Okubo et al., 2019, 2020; Withers et al., 2019); 

(d) rapid acceleration and deceleration of the rupture front (e.g., Madariaga, 1977; Vallée et al., 2008; 

Thomas et al., 2017), possibly caused by head waves in strongly damaged fault zones (e.g., Huang et al, 

2014a; Huang et al., 2016); (e) complex rupture styles and supershear transitions related to the degree of 

off-fault material heterogeneity (e.g., Ma and Elbanna, 2015; Albertini and Kammer, 2017) or fault 

roughness (Bruhat et al., 2016); (f) dynamic reduction of fault-normal compressive stress (e.g., Brune et 

al., 1993; Brune, 2001; Ben-Zion and Huang, 2002; Reches and Dewers, 2005), possibly owing to 

propagation of a self-healing slip-pulse (e.g., Heaton, 1990; Ben-Zion and Shi, 2005; Xu et al., 2012a, 

2012b; Xu and Ben-Zion, 2017 Shlomai et al., 2020b, 2021;); (g) dynamic displacements and velocity 

oscillations associated with rapidly changing elastic stiffness of rocks in the process of becoming damaged  
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(Julian et al., 1998; Thomas et al., 2017; Thomas and Bhat, 2018; Petley-Ragan et al., 2019); and (h) high-

frequency stress waves generated by elastic collisions at a variety of scales related to fault-zone structure 

(e.g., Tsai and Hirth, 2020).  

The work of Xia et al. (2008), Doan and Gary (2009), Yuan et al. (2011), Aben et al. (2016), and 

Barber and Griffith (2017) suggests that intense fragmentation of intact rock requires local compressional 

strain rates greater than ~150–1500 s-1 depending on rock type and confining pressure. In contrast, Griffith 

et al. (2018) have shown that fragmentation of intact rock may occur at much lower stresses and strain rates 

if macroscale tension is achieved during rupture (e.g., Xu and Ben-Zion, 2017). Barber and Griffith (2017) 

have shown in weakly confined dynamic compression experiments that Arkansas Novaculite produces ~86 

times more surface area per unit mass (~6.0 m2g-1) than Westerly Granite (~0.07 m2g-1), highlighting the 

important role played by material properties and microstructure. Several experimental studies have shown 

that rapid dynamic stress cycling reduces dynamic strength and more easily leads to intense fragmentation 

(Badge and Petroš, 2005; Braunagel and Griffith, 2019; Li et al., 2021; Liu and Zhao, 2021). Additionally, 

material contrast across a fault may strongly amplify dynamic effects (e.g., Ben-Zion and Rice, 1997; Shi 

et al., 2008; Thomas et al., 2017; Shlomai et al., 2020b, 2021), and the background stress orientation can 

markedly influence the spatial scale of the damage zone (Xu et al., 2012a, 2012b). With notable exceptions 

(e.g., Mckay et al., 2019), current theoretical and numerical models treat the on- and off-fault volume as 

elastically isotropic; adding realistic anisotropic elastic properties would likely impact model results, and 

we address this point further in Section 6.3.  

A key characteristic of our fragmented garnet grains is preservation of original crystal shape where 

post-fragmentation viscous extension of the fragments is minor (e.g., Figure C.7a). The microfractures in 

these garnet grains typically show little or no shear displacement, lack a strong preferred orientation, 

commonly meet at approximately right angles, and the fragments are quite angular with planar faces 

(Figures C.7 and C.6) all of which favor tensile failure (Sammis et al., 1987; Sammis and Ben-Zion, 2008). 

These same characteristics are observed for fragmented garnet, feldspar, diopside and other minerals in 

deeply exhumed damage zones (Trepmann and Stöckhert, 2002; Pittarello et al., 2008; Austrheim et al., 
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2017; Sullivan and Peterman, 2017; Petley-Regan et al., 2018, 2019; Hawemann et al., 2019; Jamtveit et 

al., 2019; Campbell et al., 2020), and for quartz, feldspar and other minerals in damage zones around active, 

large-displacement, strike-slip faults (e.g., Dor et al., 2006, 2009; Rockwell et al., 2009; Wechsler et al., 

2009; Mitchell et al., 2011; Rempe et al., 2013; Muto et al., 2015), and provide an explanation for dilatant 

isotropic radiation which is particularly prevalent in the near field (e.g., Ben-Zion and Ampuero, 2009; 

Cheng et al., 2021). In contrast, Dor et al. (2009) noted Hertzian-type fracturing in fragmented sandstone 

but not crystalline rocks, and they attributed this to compressional interaction of neighboring grains. These 

observations raise the important question of whether such fragmentation requires a macroscale tensile 

dynamic stress field (e.g., Rockwell et al., 2009; Lin and Yamashita, 2013; Aben et al., 2017a; Thomas et 

al., 2017; Xu and Ben-Zion, 2017; Griffith et al., 2018; Okubo et al., 2019).  

Tensile stresses at various scales are possible during rupture. For example, Brune et al. (1993) and 

Brune (2001) argued for vibrations during rupture leading to cycles of dynamic fault-normal stress 

reduction which could potentially lead to macroscale tension. Xu and Ben-Zion (2017) have shown that 

subshear and supershear ruptures at 3 km depth along strike-slip faults separating rocks with different elastic 

stiffnesses can generate near-isotropic tensile stresses large enough to cause damage at >100 m from the 

rupture surface. In contrast, Thomas et al. (2017) and Thomas and Bhat (2018) have modeled formation of 

Mode I fractures as wing cracks associated with activation of shear fractures. Sammis et al. (1987) and Rice 

et al. (2005) have noted that tensile failure can also form in triaxial compression by the stress chains that 

transmit forces in granular media (the confined comminution model of Sammis et al., 1987). As noted 

above, Dor et al. (2009) attributed Hertzian-type fracturing in fragmented sandstone to this type of process. 

The confined comminution model requires that grains be in contact with one another to establish force 

chains. This explanation cannot be directly applied to the fragmented garnet grains documented by B. R. 

Song et al. (2020) because they are surrounded by a matrix composed of grains and fragments of different 

minerals (e.g., quartz, feldspar and mica) that are typically smaller in size by one or more orders of 

magnitude (see Figure 3 of B. R. Song et al., 2020). Thus, the garnet grains represent relatively large, 

isolated heterogeneities compared to the surrounding matrix. The equivalent tensile strain rates that we 
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estimated in the dynamic portion of the damage zone (Figure C.10b) are significantly higher (~100 times) 

than those achieved in split-Hopkinson pressure bar experiments aimed at investigating radial isotropic 

tensile stresses as a cause of fragmentation (Griffith et al., 2018), but the garnet fragment sizes in the 

damage zone are significantly smaller (~100 times) than the experimental fragments as well indicating 

higher energy or multiple events. More detailed geological studies of exhumed seismogenic faults and shear 

zones are required to better understand the causes of extreme off-fault fragmentation, and the results of 

these studies can be used to help inform experimental, theoretical, and numerical investigations into the 

same phenomena.  

 

C.8.3. Elastic Anisotropy, Stress Amplification, and Failure  

As noted earlier, extensive off-fault damage appears to be caused primarily by high-energy stress 

waves emanating from the rupture front, secondary off-fault rupture splays, and slip on rough/complex fault 

surfaces. Although shearing and comminution are typically isolated to rocks near principal slip surfaces, 

more distant off-fault damage generally expresses as Mode I microfractures at very small macroscale 

strains. The question arises as to whether these Mode I microfractures require macroscale tension in the 

source volume, constrained comminution during compression, wing-crack formation during compression, 

or a combination of these mechanisms. Here we introduce another possible mechanism by showing that 

grain-scale tensile stresses large enough for tensile microfracturing can arise simply from the interactions 

of anisotropic mineral grains in a variety of macroscale stress states.  

Rocks are composed of individual anisotropic mineral grains, and the elastic interactions of these 

grains during the passage of stress waves would lead to marked heterogeneity in stress magnitudes and 

distributions. As an example of how elastic anisotropy impacts local stresses, Figure C.14 shows maximum 

principal stress σ1P for a real microstructure of schist (Naus-Thijssen et al., 2011) under macroscale loading 

approximating that adjacent to the San Andreas fault at 7.5 km depth (stress tensor from Vel et al., 2016). 

The rock microstructure was captured using EBSD techniques (see Johnson et al., 2021a, for details), and 

the mechanical analysis employed the ThermoElastic and Seismic Analysis (TESA) Toolbox (Vel et al., 
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2016; Cook et al., 2018; Johnson et al., 2021a), with each grain assigned its stiffness tensor in the crystal 

coordinate reference frame. All calculations are 3D with the 2D microstructure extended into the third 

dimension. The number of grains in the microstructure is 238 and the ratio of finite elements to grains is 

288. Thus, we classify our microstructure as a representative volume element in the sense that analyzing a 

larger area would not significantly change our results (see Appendix A of Johnson et al., 2021a).  

Figure C.14a shows a phase map of the chosen microstructure. Figure C.14b shows the state of 

stress (compression is negative) for a volume of rock near, but not within, the San Andreas fault. Figure 

C.14c shows grain-scale values of σ1P under the macroscale loading condition (SAF), and Figures C.14d 

and e show the same for an instantaneous normal stress (σ22) increase of 400 MPa (i.e., −360 + 400 = 40 

MPa of tension) normal to the fault, and an instantaneous shear stress (σ12) increase of 200 MPa (90 + 200 

= 290 MPa) parallel to the fault, respectively. Figure C.14f shows histograms of σ1P for all quadrature points 

in the finite element mesh for the macroscale loading (SAF) and instantaneous fault-normal (σ22) stress 

increases of 100, 200, 300 and 400 MPa. Figure C.14g shows the same for instantaneous fault-parallel shear 

stress (σ12) increases of 50, 100, 150 and 200 MPa. Figures C.14f and g show what percentage of the 

quadrature points in the finite element mesh instantaneously exceed quasistatic tensile strength thresholds 

of 10 and 50 MPa (e.g., Mardon et al., 1990; You, 2015; Lan et al., 2019), and a dynamic tensile strength 

threshold of 100 MPa (e.g., Griffith et al., 2018). The results in Figures C.14f and g show that the percentage 

of quadrature points exceeding the tensile strength thresholds increases with increasing σ22 and σ12. These 

are macroscale tensile strength thresholds for macroscopic tensile failure, so they are significant 

overestimates of the tensile stresses required for the development and growth of Mode I microfractures 

(e.g., Hoek and Martin, 2014).  

Our work (e.g., Figure C.14; Vel et al., 2016; Johnson et al., 2021a) shows that grain-scale stresses 

are highly heterogeneous in magnitude and spatial distribution in polymineralic rocks owing to anisotropic 

grain interactions. In this way, pervasive tensile microfracturing can occur in dynamic 3D compression  
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without appealing strictly to force-chain or wing-crack mechanisms. Such stress amplification may also be 

important for earthquake nucleation and the failure of relatively strong rock patches/asperities required to 

initiate and advance the rupture (e.g., Dresen et al., 2020).  

  



261 

 

Figure C.14 Impact of elastic anisotropy on grain-scale stresses. (a) Phase map with smoothed grain 

boundaries (as a result of meshing) for a schist (Naus-Thijssen et al., 2011) derived from electron 

backscatter diffraction and the TESA Toolbox. Different shades of the same colors indicate differently 

oriented grains of the same phase. The analysis coordinate system (y1-y2-y3) is also displayed. (b) State of 

stress at 7.5 km depth near the San Andreas fault (SAF) applied to the schist. Nonzero macroscale stress 

components are displayed, noting that all three macroscale principal stresses (σ1P, σ2P and σ3P) are 

compressive (compression is negative). See Vel et al., (2016) for the macroscale stress tensor. (c) Maximum 

principal stress (σ1P; tension is positive) in MPa at the SAF macroscale stress loading. (d) Maximum 

principal stress for a 400 MPa stress increase normal to the fault (Δσ22 = 400 MPa). (e) Maximum principal 

stress for a 200 MPa shear stress increase (Δσ12 = 200 MPa). (f) Histograms showing the distributions of 

maximum principal stress σ1P for Δσ22 = 100, 200, 300, and 400 MPa. (g) Histograms showing the 

distributions of maximum principal stress σ1P for Δσ12 = 50, 100, 150, and 200 MPa. The vertical dotted 

lines in (f) and (g) represent tensile strength thresholds of 10, 50 and 100 MPa for reference. Tensile failure 

percentage in the histogram plots is calculated by counting the number of analysis points that exceed the 

tensile strength threshold. Note the increases in tensile failure in the perturbed conditions compared to the 

SAF stress loading and the wide range of σ1P values in the microstructure owing to the interactions of the 

elastically anisotropic minerals. The grain-scale stresses were calculated using the TESA Toolbox and the 

elastic properties of α-quartz (Ohno et al., 2006), plagioclase (An25; Brown et al., 2016), biotite 

(Aleksandrov and Ryzhova, 1961), and muscovite (Vaughan and Guggenheim, 1986).  
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C.9. Appendix Summary and Conclusions  

• We use garnet fragment size data to estimate coseismic surface-area energy density distributions across 

the ~105 m-wide dynamic damage zone of the Sandhill Corner shear zone and integrate the energy 

density to estimate the fracture surface-area energy per unit fault area. We also apply physics-based 

fragmentation theory to the fragment size data to estimate equivalent tensile strain rates associated with 

the fragmentation.  

• Calculated surface-area energy densities 𝑈s for a single earthquake across the dynamic damage zone 

range from 2.87×103 to 2.72×105 J/m3. Integrating over the width of the dynamic damage zone gives 

fracture surface-area energy per unit fault area 𝑈sa ranging from 6.63×105 to 1.63×107 J/m2. This range 

in 𝑈sa overlaps favorably with geological, theoretical, numerical, and kinematic slip-model estimates 

for earthquakes characterized by seismic moments greater than ~1017 N·m. Calculated equivalent 

tensile strain rates 𝜀̇ range from 5.42×102 to 1.04×104 s-1 depending on the assumed microfracture 

velocity 𝑣c, and these are broadly compatible with theoretical, numerical, and experimental estimates.  

• Geological estimates of heat and surface energy in coseismically fragmented rocks are few in number 

and are affected by uncertainties regarding: (1) number and relative timing of events responsible for 

the estimated surface energy; (2) heterogeneity of structures and microstructures in the damage zone; 

(3) degree of fault-rock healing/sealing after each event; (4) spatial resolution and other limitations 

imposed by methods for determining fragment size distributions; and (5) relationships among D-values, 

energies and strain rates, and the interpretation of D-values that result from multiple events. Despite 

these limitations, geological estimates provide an important bridge between the simplified macroscale 

view of energy consumed/dissipated on a frictional sliding surface and the geological reality of 

intensely and heterogeneously fractured, fragmented, and pulverized damage zones that can reach 100s 

of meters in width.   
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• Additional limitations of our analysis include not having comprehensive data for fragmentation of the 

rock surrounding the garnet grains. Feldspar grains are intensely fragmented and were rapidly 

healed/sealed by feldspar and quartz, thus being available for refragmentation. Preliminary analysis of 

feldspar fragment size distributions and number of overprinting microfracture events using electron 

backscatter diffraction and cathodoluminescence methods give promising results making one of the 

most common minerals in the continental crust available for fragment size analysis. Quartz also shows 

abundant evidence of coseismic brittle failure, but post-failure viscous flow of quartz in the Sandhill 

Corner shear zone precludes its use in fragment size analysis. 

• Much of the literature on the earthquake energy budget points to frictional heat as the most important 

component of energy consumption/dissipation during an earthquake, but there is little observational 

basis for this. The tightest constraints we are aware of, and they are few, do not rule out an important 

contribution from the surface energy associated with on- and off-fault fracture, fragmentation and 

damage. 

• We employ numerical techniques with a natural rock microstructure to show that elastic 

stresses are strongly amplified by the interactions of elastically anisotropic minerals, and that 

these interactions can lead to grain-scale tensile stresses exceeding macroscale dynamic and 

quasistatic tensile strength thresholds even when all macroscale principal stresses are 

compressional. Incorporating more realistic rock properties into models may better align 

geological observations and model results, although this may require a multi-scale approach. 
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