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ABSTRACT 

In recent years, wind speed forecasting models have seen significant development and growth. 

In particular, hybrid models have been emerging since the last decade. Hybrid models combine 

two or more techniques from several categories, with each model utilizing its distinct strengths. 

Mainly, data-driven models that include statistical and Artificial Intelligence/Machine 

Learning (AI/ML) models are deployed in hybrid models for shorter forecasting time horizons 

(< 6hrs). Literature studies show that machine learning models have gained enormous potential 

owing to their accuracy and robustness. On the other hand, only a handful of studies are 

available on the performance enhancement of statistical models, despite the fact that hybrid 

models are incomplete without statistical models. To address the knowledge gap, this thesis 

identified the shortcomings of traditional statistical models while enhancing prediction 

accuracy. Three statistical models are considered for analyses: Grey Model [GM(1,1)], Markov 

Chain, and Holt’s Double Exponential Smoothing models. Initially, the problems that limit the 

forecasting models' applicability are highlighted. Such issues include negative wind speed 

predictions, failure of predetermined accuracy levels, non-optimal estimates, and additional 

computational cost with limited performance. To address these concerns, improved forecasting 

models are proposed considering wind speed data of Palmerston North, New Zealand. Several 

methodologies have been developed to improve the model performance and fulfill the 

necessary and sufficient conditions. These approaches include adjusting dynamic moving 

window, self-adaptive state categorization algorithm, a similar approach to the leave-one-out 

method, and mixed initialization method. Keeping in view the application of the hybrid 

methods, novel MODWT-ARIMA-Markov and AGO-HDES models are further proposed as 

secondary objectives. Also, a comprehensive analysis is presented by comparing sixteen 

models from three categories, each for four case studies, three rolling windows, and three 

forecasting horizons. Overall, the improved models showed higher accuracy than their counter 

traditional models. Finally, the future directions are highlighted that need subsequent research 

to improve forecasting performance further.
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CHAPTER 1 

INTRODUCTION 

1.1. Research Motivation 

Wind energy has been seen as a viable alternative to traditional fossil fuels in recent decades. 

According to the Statistical Review of World Energy 2021 [1], the highest contribution to 

renewable energy growth came from wind in 2020. Particularly, China, the USA, Germany, 

and India account for 38.46%, 16.06%, 8.48%, and 5.26%, respectively. Additionally, an 

impressive increase in new installations is observed for Colombia and Russia, with almost 28 

and 9 times more capacity than the previous year. Other notable countries include Sri Lanka 

(1.96 times), Kazakhstan (1.71 times), Argentina (1.63 times), and Vietnam (1.6 times) for a 

remarkable increase in wind power from the preceding year [2]. Also, wind energy is 

considered an effective option in many countries' current supply and future energy policies. 

According to the New Zealand Wind Energy Association (NZWEA), at present, wind capacity 

is supplying nearly 6% of New Zealand's total electricity generation. NZWEA's vision is to 

increase this capacity by around 20% by 2035 [3]. Similarly, in Pakistan, wind power projects 

of 1,335 MW cumulative capacity are supplying electricity to National Grid, while 38% more 

capacity is under construction [4]. Furthermore, wind power generation has recently emerged 

in many countries. It includes the first wind farm of Saudi Arabia with a capacity of 400MW 

that started generating electricity in August 2021 [5]. In addition, the wind capacity is expected 

to expand further, as onshore wind power costs have dropped by around 40% in the last five 

years [1].  

Although an economically competitive technology, wind energy has the drawback of 

intermittency, the stochastic behavior of wind raised various challenges to the power systems. 

Such problems include, but are not limited to, wind turbine regulation, real-time grid operation, 

and economic load dispatch planning. For example, if there is a power variation between the 

programmed and actual power output, the system operator must assign additional energy 

reserves. This rise in reserves would raise operational expenses, raising final energy prices [6]. 

Corresponding to this, wind speed forecasting on different timescales is a powerful tool that 

brings wind energy more compatible with power generation planning while reducing the need 

for extra reserve capacity. According to the literature studies, accurate wind speed and power 

forecasting are significant factors for a wide range of wind applications, from siting to 
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integration [7]. Some of the standard applications discussed in the literature are siting and 

designing of a wind farm, grid integration and operations (dispatch planning, unit commitment 

decisions, farm regulations, maintenance scheduling, energy storage, reserve planning), 

stability (power stability, reducing breakdown probability) and revenue generation (tariff in the 

electricity market, electricity bidding, and trading). 

1.2. Problem statement 

Hybrid wind speed forecasting models have been emerging since the last decade. Such models 

combine two or more techniques from several categories, with each model utilizing its distinct 

strengths. Mainly, data-driven models are deployed in hybrid models for shorter forecasting 

time horizons (< 6hrs). There are two main categories of data-driven forecasting models: 

Statistical models and Artificial Intelligence/Machine Learning (AI/ML) models. In recent 

years, AI/ML techniques have gained much popularity in wind speed forecasting, occupying 

irreplaceable dominance. [8, 9]. Instead of the conventional programming of step-by-step 

coding instructions based on logic and if-then rules, machine learning models are based on 

algorithms capable of learning by trial and error and enhancing their performance over time 

[10]. As a result, the majority of current research is primarily focused on improving the 

performance of AI/ML models. However, hybrid models are incomplete without considering 

statistical models. Statistical models are not only easy to build and fast to calculate, but they are 

also robust and less prone to overfitting than more complex approaches. In that respect, 

statistical models are valuable not just on their own but also as part of hybrid models that 

incorporates more advanced methodologies [11]. Hence, accuracy improvements of statistical 

models are as significant as machine learning models. Therefore, the primary aim of this thesis 

is to address the problems of traditional statistical models while enhancing the prediction 

performance.   

1.3. Research Questions 

This thesis would help in answering the following research questions: 

 What are the shortcomings of commonly used traditional statistical models for

forecasting wind speed and how can they be addressed?

 How much performance is projected to improve using modified wind speed forecasting

models?
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1.4. Research Objectives 

To accomplish the primary aim and to answer the research questions, we target to achieve the 

following objectives from this research.  

 To identify the prediction problems of three commonly applied statistical models: Grey

Model [GM(1,1)], Markov Chain, and Holt's Double Exponential Smoothing models,

in terms of forecasting results acceptability

 To explore improved models while addressing the limitations of existing approaches.

 To compare the forecasting performance of traditional, improved, and machine learning

models considering four case studies, three rolling windows, and three forecasting

horizons.

1.5. Scope and Limitations 

While considering the forecasting, one may note that universally best technique does not exist 

[12]. A model may improve the forecasting performance significantly for one region whereas 

marginally for another area. Similarly, a model that gives better results in one time horizon may 

worsen the outcomes in another time horizon. Therefore, to compare the effectivity of models 

and to present more general results, four case studies are considered for three forecasting horizons 

covering very short-term to short-term forecasts. The medium- and long-term forecast is not the 

scope of this study. Therefore, the Numerical Weather Prediction (NWP) input is not considered. 

Data is essential to forecasting. For selected case studies, the raw data is retrieved from Energy 

Sector Management Assistance Program (https://energydata.info/), National Institute of Water 

and Atmospheric Research (https://cliflo.niwa.co.nz/), and Sotavento wind farm 

(https://www.sotaventogalicia.com/en/technical-area/real-time-data/historical/) open-access 

databases. However, the considered datasets do not limit the applicability of the proposed 

models. Therefore, the methodologies presented and explored in this thesis are general.  

All the models are programmed on MATLAB using Intel i5, 1.70 GHz processor with quad-

core, and 16GB RAM. The average computational time per prediction for forecasting models is 

provided in respective chapters. To address the scientific community's capacity to replicate and 

build on the research findings stated in this thesis, the author would be pleased to share the 

MATLAB code on individual request following the Massey University Policy Guide. 
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1.6. Research Contributions 

The research contributions are summarized as follows. 

Quantitative Review Analysis instead of qualitative review: Many review studies are 

conducted for wind speed and wind power forecasting. For instance: Foley et al. [13] presented 

a review of the physical and statistical models. Tascikaraoglu & Uzunoglu [14] and Xiao et al. 

[15] reviewed the hybrid wind forecasting models. Qian et al. [16] discussed the three structures 

of the decomposition model, whereas Bokde et al. [7] studied the Empirical Mode 

Decomposition (EMD) based hybrid models. Recently, Hui Liu, with other collaborators, 

reviewed data processing strategies [17] and intelligent predictors & auxiliary methods[8]. All 

these reviews are of significant importance in the field. However, all the above-mentioned review 

studies compared the cross-literatures qualitatively and not quantitatively. This is because, 

without a standard dataset, the comparisons of different models could only be qualitative. We 

compared the accuracy results of already published articles in dimensionless parameters to 

present an in-depth analysis. Such quantitative study has not been performed for wind energy 

forecasting in recent years. Further details of this work are covered in Chapter 2 of this thesis.  

Improved Statistical models: As per the defined objectives, three statistical models: Grey 

Model [GM(1,1)], Markov Chain, and Holt's Double Exponential Smoothing models are 

extensively studied. The grey prediction has the advantage of requiring less information to 

comprehensively address the uncertainty of raw data. However, the traditional model may predict 

very high or even negative values of wind speeds. Considering these issues, a modified GM(1,1) 

model is proposed and tested for four case studies. Markov Chains are based on the probability 

distribution, which shows that the wind speed at the following time step relies on the present 

wind state. Such models are generally trained with a single moving window. However, wind 

speed time series do not possess an equal length of behavior for all horizons. Therefore, a single 

moving window can provide reasonable estimates but is not an optimal choice. Considering this 

issue, a modified MC model is proposed that integrates MCs with an adjusting dynamic moving 

window. Forecasts generated from the Double exponential smoothing (DES) model are a 

weighted average of past observations, with previous values assigned exponentially decreasing 

weights. Such models have been popular since their development; however, the forecasting 

performance decreases considerably for small datasets. Therefore, a modified Holt's Double 

Exponential Smoothing model is proposed for small samples. Further details of the modified 

models are provided in Chapters 3,4 and 5 of this thesis. 

4

Chapter 1. Introduction



Novel Hybrid Models: In view of the state-of-the-art forecasting methods discussed in the 

review study, the hybrid models perform best for every time horizon. Other than enhancing the 

performance of statistical models, we also proposed two novel hybrid models: MODWT-

ARIMA-Markov and AGO-DES, as secondary objectives. In the earlier model, maximal overlap 

discrete wavelet transform (MODWT) is combined with auto-regressive integrated moving 

average (ARIMA) and adjusting moving window Markov Chain models. In the latter case, the 

first-order accumulated generating operator is integrated with an improved double exponential 

smoothing model to enhance the performance. The performances of the proposed hybrid models 

are further compared with models available in the literature. The explanations are covered in 

Chapters 4 and 5 of this thesis.     

Comprehensive Comparative Analysis. We also comprehensively discussed the problems, 

improvements, and prospects of statistical wind speed forecasting models for small sample 

datasets. We explored four case studies, sixteen models, three rolling windows, and three 

forecasting horizons, such that the final quality-controlled database contains 576 entries. The 

qualitative and quantitative results that would bring interesting insights are discussed in Chapter 

6 of this thesis.  

1.7.  Related Publications 

Below is the list of journal articles published as a result of this research. 

 M. U. Yousuf, I. Al-Bahadly, and E. Avci, "Current perspective on the accuracy of

deterministic wind speed and power forecasting," IEEE Access, vol. 7, pp. 159547-

159564, 2019. DOI: https://doi.org/10.1109/ACCESS.2019.2951153

 M. U. Yousuf, I. Al-Bahadly, and E. Avci, "A modified GM (1, 1) model to accurately

predict wind speed," Sustainable Energy Technologies and Assessments, vol. 43, p.

100905, 2021.DOI: https://doi.org/10.1016/j.seta.2020.100905

 M. U. Yousuf, I. Al-Bahadly, and E. Avci, "Short-term wind speed forecasting based 

on hybrid MODWT-ARIMA-Markov model," IEEE Access, vol. 9, pp. 79695- 

79711, 2021. DOI: https://doi.org/10.1109/ACCESS.2021.3084536

 M. U. Yousuf, I. Al‐ Bahadly, and E. Avci, "Wind speed prediction for small 

sample dataset using hybrid first‐ order accumulated generating operation‐ based 

double exponential smoothing model," Energy Science and Engineering, vol. 

10(3), pp. 726-739, 2022. DOI: https://doi.org/10.1002/ese3.1047
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 M. U. Yousuf, I. Al‐Bahadly, and E. Avci, "Statistical wind speed forecasting models

for small sample datasets: Problems, Improvements, and Prospects," Energy

Conversion and Management, vol. 261, pp. 115658, 2022. DOI:

https://doi.org/10.1016/j.enconman.2022.115658

1.8.  Thesis Organization and Outline 

The thesis is compiled according to Massey University's Guidelines for 'Doctoral Thesis with 

Publications'. The thesis is organized as follows. 

Chapter 2. This chapter presents a comprehensive review and current perspective on the 

accuracy of deterministic wind speed and power forecasting models. The chapter first categorizes 

the wind forecasting methods into four broader classifications: input data, time scales, power 

output, and forecasting method. Following this, the performance of wind speed and power 

forecasting models is evaluated based on 634 accuracy tests reported in twenty-eight published 

articles covering fifty locations of ten countries. At last, the chapter is concluded by stating the 

highlights drawn from performance analysis.  

Chapter 3. This chapter highlights the problems associated with the first-order grey model 

with one variable [GM(1,1)]. This is the first statistical model considered in this study for 

performance improvement. The limitations of previous studies are discussed in detail, including 

the reasons for the negative wind speed forecasts. Next, a comprehensive modified GM(1,1) 

model is proposed that integrates the traditional method with an optimal moving window and the 

adaptive weighting factor for very short-term wind speed forecasting. The effect of window 

size and weighting parameters is discussed to meet the accuracy levels. The necessary conditions 

of developing coefficient are considered in the proposed method that successfully solved 

previous models' major problems. The traditional model is modified by L' Hopital's rule and 

remnant model to fulfill the necessary and sufficient conditions. Lastly, the robustness of the 

model is discussed with three case studies.   

Chapter 4. This chapter explains the enhancement of the Markov Chain (MC) model, the 

second considered model in this study. First, state categorization and window size problems are 

discussed in detail. Next, a forecasting model is proposed that integrates MC with an adjusting 

dynamic moving window. A similar approach to the leave-one-out method is suggested to select 

the optimal size of the rolling window. Further, a comprehensive analysis is provided to compare 

single and adjusting moving window approaches. Moreover, the state-categorization of 

traditional MC is improved by introducing a self-adaptive algorithm to optimize the number of 
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transition states. Instead of synthetically generating time series, the modified model directly 

predicts one step ahead wind speed. Based on preliminary findings, a novel hybrid model is also 

proposed as a secondary objective combining maximal overlap discrete wavelet transform 

(MODWT) with auto-regressive integrated moving average (ARIMA) and adjusting moving 

window MC. Lastly, the performance of the proposed hybrid model is compared with other 

models available in the literature. 

Chapter 5. Holt's Double Exponential Smoothing Model is analyzed as the third statistical 

model in this chapter. Firstly, the problems of traditional Holt's double exponential smoothing 

model are highlighted for small sample datasets. It also includes the reasons for negative 

predictions. Next, improvements are suggested to improve the model performance, including the 

mixed initialization method. Overall, eight choices of initial values from four categories are 

considered for the comparison. Finally, a novel hybrid first-order accumulated generating 

operator-based double exponential smoothing model is proposed and compared as a secondary 

objective.   

Chapter 6. This comprehensive chapter addresses all three objectives and includes novel 

models proposed in chapters 3, 4, and 5 for comparison. Initially, the multi-step ahead wind speed 

forecasting performance of eight commonly used statistical approaches is evaluated using four 

different case studies and three rolling windows for 𝑛 − 100 observations. The reasons for 

erroneous wind speed forecasts are discussed in detail. Next, four enhanced models (including 

three from chapters 3, 4, and 5) were considered while addressing the shortcomings of 

conventional methods. In addition, four machine learning models are also analyzed for 

comparison. With four case studies, sixteen models, three rolling windows, and three forecasting 

horizons, the final quality-controlled database contains 576 entries. The outcomes of the 

comparisons are discussed, explaining the higher prediction accuracy of improved models. 

Further issues that restrict the utilization of statistical forecasting models are also mentioned as 

potential future areas. 

Chapter 7. In this chapter, the summary of the contributions made by the author is concluded. 

Also, the future directions are highlighted that need subsequent research to improve forecasting 

performance further. 
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ABSTRACT The intermittent nature of wind energy raised multiple challenges to the power systems
and is the biggest challenge to declare wind energy a reliable source. One solution to overcome this
problem is wind energy forecasting. A precise forecast can help to develop appropriate incentives and well-
functioning electric markets. The paper presents a comprehensive review of existing research and current
developments in deterministic wind speed and power forecasting. Firstly, we categorize wind forecasting
methods into four broader classifications: input data, time-scales, power output, and forecasting method.
Secondly, the performance of wind speed and power forecasting models is evaluated based on 634 accuracy
tests reported in twenty-eight published articles covering fifty locations of ten countries. From the analysis,
the most significant errors were witnessed for the physical models, whereas the hybrid models showed the
best performance. Although, the physical models have a large normalized root mean square error values but
have small volatility. The hybrid models perform best for every time horizon. However, the errors almost
doubled at the medium-term forecast from its initial value. The statistical models showed better performance
than artificial intelligence models only in the very short term forecast. Overall, we observed the increase in
the performance of forecasting models during the last ten years such that the normalized mean absolute error
and normalized root mean square error values reduced to about half the initial values.

INDEX TERMS Deterministic, wind speed, wind power, forecasting accuracy, normalized statistical
indicators.

I. INTRODUCTION

In recent years, wind power is the most competitively priced
technology in many markets. According to Global Wind
Energy Council (GWEC) Annual Report 2018 [1], the cumu-
lative wind power installed during 2001 to 2018 is 591 GW
that is expected to reach 908 GWby the end of 2023 as shown
in Fig. 1. Despite providing more than half of renewables
growth [2], the intermittent nature of wind raised multiple
challenges to the power systems and is the biggest challenge
to declare wind energy a reliable source.
The challenges that raised to the power system due

to the intermittent nature of wind includes planning and

The associate editor coordinating the review of this manuscript and

approving it for publication was Ching-Ter Chang .

FIGURE 1. Cumulative installed wind power for 2001-2018 and forecast
for 2019-2023 according to GWEC [1].

operational difficulties, quality of power, and standard of
inter-connections. For example, the system operator needs
to allocate additional energy reserves in case any power

VOLUME 7, 2019
This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

Chapter 2.  Current perspective on the accuracy of deterministic wind speed and power forecasting

10

https://orcid.org/0000-0003-2177-6804
https://orcid.org/0000-0002-0451-1786
https://orcid.org/0000-0002-4687-0859
https://orcid.org/0000-0001-8137-8838


fluctuation occurs between programmed and actual power
produced. This additional reserves would increase the oper-
ational costs, which subsequently increases the final energy
prices [3]. Albadi and Saadany discussed a detailed review of
wind power intermittency impacts on power systems [4].
One solution to overcome this problem is wind energy

forecasting. A precise forecast would help to develop appro-
priate incentives and well-functioning hour-a-head or day-
ahead electric markets [5]. Reliable forecasts help system
operators to integrate wind energy into the grid with lesser
complications. Literature suggests that accurate wind speed
and power forecasting is a significant factor for various wind
applications varying from siting till integration [6]. Even
Liu et al. [7] predicted wind for railway warning systems for
train protection. Some of the standard applications discussed
in the literature are siting and designing of wind farm, grid
integration and operations (dispatch planning, unit commit-
ment decisions, farm regulations, maintenance scheduling,
energy storage, reserve planning), stability (power stabil-
ity, reducing breakdown probability) and revenue genera-
tion (tariff in the electricity market, electricity bidding and
trading).
Forecasting is a way of predicting future events and

is seen as a method of extrapolation. Forecasting process
includes defining a problem, collecting data, analyzing data,
selecting and fitting model to a set of data, validating
the model using new data, model deployment, and per-
formance evaluation [8]. Wind energy forecasting depends
on cross-disciplinary approaches, including mathematics,
statistics, meteorology, and power systems engineering [9].
There are two subcategories of wind speed and power
forecasting: deterministic and probabilistic. Deterministic
forecasting helps in evaluating point forecast for a specific
time horizon while the probabilistic forecasting provides
confidence intervals for the uncertainty of wind energy.
As mentioned by Liu et al. [10], deterministic forecasting
is the principal research direction of many scholars. There-
fore, deterministic wind speed and power forecasting is the
study focus of this review paper. Comprehensive reviews
on probabilistic wind power forecasting are available in the
literature [11], [12].

A. OBJECTIVES AND MOTIVATIONS

The motivation of this study is twofold. In recent years,
various review papers are available on wind energy fore-
casting. Foley et al. [13] presented a review of the physical
and statistical models. Tascikaraoglu and Uzunoglu [14]
and Xiao et al. [15] reviewed the hybrid wind forecasting
models based on weighted, decomposition (pre-processing),
feature & optimization, and error processing (post-
processing) approach. Qian et al. [16] further discussed the
three structures of decomposition (pre-processing) approach,
whereas Bokde et al. [6] reviewed the Empirical Mode
Decomposition (EMD) based hybrid models. All these
reviews are of significant importance in the field. However,
in recent years, many models are updated. For example,

Wind Power Prediction Tool (WPPT) was analysed as a
statistical model earlier [13]; however, WindFor has replaced
WPPT, which is the combination of advanced learning
methods with a physical model [17]. Similarly, a compre-
hensive review of probabilistic wind power forecasting is
presented [11], but no comprehensive study covering recent
developments in deterministic forecasting methods has
carried out.
Secondly, the papers published are limited to a specific

site(s). The datasets are non-identical, and forecasting model
is different in step size and location, which limits the com-
parison and applicability of the suggested model for the other
regions. For comparative analysis and general conclusions,
it is necessary to test the model performance for numerous
case studies with diversified climatic regions. Some other
review papers also mentioned the same perspective, but no
detailed study was carried out.
In contrast with recent review papers, the major contri-

bution is to present a comprehensive review of determinis-
tic wind speed and power forecasting models from all the
major perspectives. We explore the detailed classifications
of wind speed and power forecasting and discussed the per-
formance and limitations of forecasting models adopted in
recent years. Also, we relate the performance and trend of
recently developed forecasting models to present the perfor-
mance of deterministic wind forecasting models for power
generation. The motivation of this study is the review article
of Blaga et al. [18], in which authors presented a detailed
review of the performance evaluation of solar irradiance
forecasting models based on available statistical indicators.
After analyzing a large number of papers published between
2010-2019, twenty-eight papers ([57]–[58], [61], [72],
[77]–[79], [82]–[83], [91], [97]–[114]) were shortlisted based
on following criteria: the model performance is reported in
terms of normalized mean absolute error (nMAE), and nor-
malized root mean square error (nRMSE). In case the results
are not presented in normalized values, then the statistical
indicators of wind data must be listed in the paper. The nor-
malized values help for inter-comparison analyses. After the
selection of papers, we analysed a total number of 634 entries
consisting of pair of nMAE and nRMSE. We investigated
the study from three perspectives: forecasting models, time
scale and performance trend over time. A brief description
of shortlisted papers is enlisted in Table 3. First, we shall
introduce the major classifications of the existing wind speed
and power forecasting models in the next section. Later on,
we shall analyse the performances of wind energy forecasting
models, reported in shortlisted research articles, in section III
to present inter-comparison analyses.

II. DETERMINISTIC WIND SPEED AND POWER

FORECASTING CLASSIFICATION

In this section, we classify wind speed and power forecasting
according to input data, time-scale, power output and fore-
casting method. Fig. 2 presents the overall classification of
deterministic wind speed and power forecasting.
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TABLE 1. Available global and regional NWP models.

FIGURE 2. Detailed classification of deterministic wind speed and power
forecasting.

A. INPUT DATA

There are two subclasses according to input data: Numerical
Weather Prediction (NWP) input and historical time series
data.
Meteorologists have developed NWP models to simulate

the Earth’s atmosphere to predict the weather. NWP model
is a numerically approximate solution, based on equations
associated with atmospheric processes and it changes. The
primary equations are conservation of mass, conservation of
energy, conservation of momentum, conservation of water
and equation of state [19]. In NWPmodels, the atmosphere is
divided into 3D cubes having a horizontal and vertical model
resolution. The horizontal resolution presents orography,
whereas vertical resolution presents weather phenomenon.
The size of the resolution profoundly influenced the model.
For example, a coarse resolution provides only limited details

of valleys and height of mountains. The higher resolution
provides better prediction but on a cost ofmore computational
time. NWP models are available for both global and regional
level. Table 1 presents a description of some of the available
NWP models.
Most statistical methods use historical time speed data to

correlate the wind speeds of the site. A mast is installed at
the wind farm with at least one anemometer mount at the
hub height to measure a minimum of six months data. Also,
meteorological departments of countries and some global
sources managed to record the data.
The primary benefit of NWP input is their applicability

to predict long term horizon. The models using NWP data
can provide forecasts for several days as well as several wind
farms. Commercial procedures and software are available for
NWP models. However, these models loss their applicability
as the prediction horizon decreases, especially to predict very
short termwinds. One possible reason for this is the highwind
variation that affects the model performance. Also, these
models are complex to construct and need higher time to
operate. In case of insufficient grid resolution, NWP models
might contain systematic errors due to lack of handling sub-
grid phenomena or physical parameterization.
In contrast to NWP data, time-series data requires lesser

computational resource and time to model and operate. The
traditional approach for long term forecasting is to use
Measure–Correlate–Predict (MCP) approach.MCP approach
takes into account the wind speed measurements at the wind
farm and correlates with long term meteorological station
data using a linear regression technique. However, several
problems are associated with time-series data; the planning
of meteorological mast, availability of suitable and calibrated
weather station, and precise measurements from the meteo-
rological station. Most importantly, the high cost associated
with the weather stations resulting in a limited number of
meteorological stations run in many countries.

Chapter 2.  Current perspective on the accuracy of deterministic wind speed and power forecasting

12



B. TIME-SCALES

The time scale for a forecast depends on end-user require-
ments, technical conditions and regularity situations. The
forecasting limits, according to time scales, are not well
defined in the literature. However, keeping in view the lit-
erature, we divide the time horizon into four categories:
Very short term forecasts (0-30 min), short term forecasts
(30 min - 6 hours), medium-term forecasts (6 hours - 1 day
ahead) and long term forecasts (>1 day ahead) [20], [21].
Very short term forecasts vary from few seconds to

30 minutes ahead. The major applications include wind
turbine regulation and control strategies, electricity market
clearing and real-time grid operation. These forecasts are pos-
sible based on time series data and do not require NWP data.
Short term forecasts comprise of 30 minutes to 6 hours ahead.
This category factored into economic load dispatch planning,
operational security in the electric market and load decisions
for increments. Online measurement data from the meteoro-
logical station, numerical weather prediction (NWP) or com-
bination of both is used as input data, expecting that the
weather condition will remain the same in short time horizon.
However, the impact of NWP data is the least. Medium-
term forecasts cover 6 hours to one day ahead and applied
for decision making of unit commitment, reserved require-
ment and generator operation. NWP data is necessary for
the medium-term forecast. Long term forecasts comprise of
one day or more ahead. These forecasts use in maintenance
scheduling, optimizing operational cost and feasibility study
for designing a wind farm. Long term forecast necessarily
requires NWP data for accurate estimation. In most of the
literature, the performance of forecasting models is evaluated
based on mean absolute percentage error (MAPE), mean
absolute error (MAE), and root mean square error (RMSE).
MAPE is a relative error and evaluates the ratio between
residuals and actual values. A smaller error in the lower
winds may have a smaller effect on MAPE may have a larger
effect or a larger error in the higher winds MAE determines
the difference between the actual and the estimated values.
This performance evaluator is more robust to large errors.
RMSE also evaluates the model dispersion but is very sen-
sitive to the large errors due to the squared values.
The performance accuracy decreases as the time horizon

increases.MAE for 40min, 50min and 1 hr ahead predictions
was reported as 6.419 m/s, 7.085 m/s and 7.712 m/s [29].
Even in some cases, a lesser increase in forecast length results
in a greater reduction in forecast accuracy. The MAPE for
10 s forecast length was 5.92 %, which increased to 7.81%
for 20 s [30].

C. OUTPUT

There are two ways to get the forecast output. The first way is
to forecast wind power generation directly from supervisory
control and data acquisition (also termed as direct method).
The second method is to forecast wind speed first, and then
power curves are used to convert these forecasts into wind
power as a next step (also termed as indirect method).

Kusiak et al. [31] applied the kNN model for both of
the cases and concluded that the direct model offers bet-
ter prediction performance than the indirect model. For the
same dataset, MAE varied from 8.41% to 11.49% for direct
method, whereas MAE varied from 9.67% to 12.72% for
indirect method. Similarly, Renani et al. [32] also compared
both direct and indirect approaches for a case study of a
wind farm in Northern Iran. The analysis showed that errors
increased by more than 100%. More specifically, the MAPE
for 5 min, 15 min, 30 min and 60 min was 1.47%, 1.37%,
1.30% and 1.48% respectively in case of direct prediction
which increased to 3.41%, 3.17%, 3.22% and 3.62% respec-
tively in case of indirect prediction. The larger errors were due
to the integration of two errors: one at wind speed prediction
and second at wind power prediction. However, according to
the argument of Zhu and Genton [33], the indirect method
is a better approach than the direct method as the nearby
wind farms with different wind turbines will experience the
same wind speed. Therefore, it is better to convert the stan-
dard wind speed forecasts to their respective power curves,
instead of performing individual wind farm power forecasts.
Hong et al. [34] also supported the argument and discussed
that wind power is dependent on multiple factors, including
orography, wind speed, direction, and wake effects. Also,
the rapid fluctuations and randomness in wind power data
of a single wind farm will not guarantee to mine the wind
regularity. Therefore, it is better to apply an indirect method
which does not require correlation analysis of windwith other
factors.

D. FORECASTING MODEL

1) PERSISTENCE METHOD

Persistence method (also termed as ‘Naïve Predictor’) is
based on a high correlation between the present and imme-
diate future wind speed. In this method, the wind speed at a
time (t+1t) is assumed to be the same as was at the time (t),
i.e.

v (t + 1t) = v(t). (1)

The persistence method shows good accuracy when dealing
with very short term forecasts. Wegley et al. [35] analysed
three forecasting models: persistence, autoregressive (AR)
and generalized equivalent Markov (GEM) on spring sea-
son data of Oklahoma City for 10, 30 and 60 minutes time
interval and concluded that persistence method is superior in
the 10-minute time interval. Authors suggested that AR and
GEM can upgrade for further improvement, but persistence
cannot. Also, the accuracy of the persistencemethod degrades
rapidly as time increases. The method is served as a bench-
mark to compare improvement for newly developed forecast
models [5], [36].

2) PHYSICAL METHOD

The physical method requires meteorological and other fac-
tors such as pressure, temperature, local surface roughness,
obstacles, and wind turbines power curves for prediction.
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FIGURE 3. Flowchart for the physical method.

The physical methods are of two types: DiagnosticModel and
Computational Fluid Dynamics (CFD) model. Diagnostic
models [13] use parameterizations of boundary layer whereas
CFD models simulate the wind flow fields dynamically.
Diagnostic models are suitable for flow over flat terrain,
whereas CFD models are appropriate for flow over complex
terrain [37], [38].
The commercial methods for wind power forecasting use

NWP wind forecasts as the input data and then carry out
the necessary refinement of these output data (wind speed
forecast) to the on-site conditions. The physical methods use
a mesoscale or microscale model for the downscaling [39]
for interpolating wind speed forecasts to the hub height of
the wind farm. The attainable resolution and range of domain
size differentiate the meso and micro model. The forecasted
wind speed is used to estimate power. The easiest way is
to utilize the manufacturer’s power curve. Also, the Model
Output Statistics (MOS) approach corrects the scaling errors.
Fig. 3 illustrates the overall process.
Physical models incorporate orography, thus enables phys-

ical behavior understanding. These models generate regional
and global forecasts using initial conditions to solve complex
numerical systems. The historical data is of lesser importance
in such models. However, to accurately predict the winds, it is
necessary to have extensive information on surface rough-
ness and characteristics of wind farms. Thus, these models
need extensive efforts to set up. Table 2 provides details of
some commercially available physical wind power forecast-
ing models.

3) STATISTICAL METHOD

Statistical methods use time-series data to find out the rela-
tions generally by recursive techniques [14]. These models
are easy and cheaper to build and provide precise predictions
when dealing with short term forecasting. NWP input is
optional for these models, as shown in Fig. 4. The accuracy
of the statistical model degrades as time increases. These
models are based on patterns and do not use any prede-
fined mathematical model [5]. Statistical methods include

FIGURE 4. Flowchart for the statistical method.

autoregressive moving average (ARMA) [40], autoregressive
integrated moving average (ARIMA) [41], fractional-
ARIMA [42], seasonal-ARIMA [43], ARMA with exoge-
nous input (ARMAX) [44], grey predictors [45], and
exponential smoothing [46].
ARIMA models are the most commonly used statistical

models. The general non-seasonal model structure form is
ARIMA (p, d, q) where p is the order of autoregressive (AR)
part, d is the degree of differencing taken to make time-
series stationary, and q is the order of moving average (MA).
The linear expression of ARIMA (p, d, q) is expressed in the
form:

yt = c+
(

∑p

i=1
φiyt−i +

∑q

j=1
θjεt−j

)

, (2)

where c is the constant term, φi is the coefficient of the
ith autoregressive parameter, θj is the coefficient of the jth

moving average parameter, yt−i is the value at a time (t − i),
and εt−j is the error between the predicted value and actual
value at (t− j). ARIMA is a three-step iterative process. First,
a tentative model is identified by analysing the time series
data. Second, the unknown parameters are estimated. Third,
the adequacy of the model is inspected through residual anal-
ysis. The residual analysis assists in performing the diagnos-
tic checks or in specifying the potential improvements.
In comparison with physical models, statistical models do

not require any real insight. Therefore, these models are easy
to build and fast to calculate. However, for these models,
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TABLE 2. Description of commercially available physical, statistical and combined models.

the performance is highly dependent on the accuracy of the
available data. Also, the lesser number of observations can
limit the model performance. Furthermore, statistical models
cannot deal with nonlinear conditions. Table 2 describes some
commercially available statistical models.
Both the physical and statisticalmethods have performance

limitations in different time horizon. Physical models predict
a long-term wind precisely whereas the statistical models
have high precision in short-term prediction. Therefore a
combination of both will improve the performance of wind
power forecasting. Physical models predict the long term
trend, whereas statistical models improve the precision of
local prediction. Table 2 provides details of some commer-
cially available combine models.

4) ARTIFICIAL INTELLIGENCE/ MACHINE LEARNING

METHODS

Artificial Intelligence/ Machine Learning (AI/ML) tech-
niques are themost popular method for wind speed and power
forecasting. These techniques train past data to find out the

relationship between input and output wind-speeds. Common
AI techniques include Artificial Neural Network (ANN) [54],
Support Vector Machine (SVM) [55], and Adaptive Neuro-
Fuzzy Inference System (ANFIS) [56]. The most commonly
used AI model is ANN.
ANN is motivated by the way the human brain would

solve the problem. The general form of ANN is a black-box
approach and is used to handle non-linear data. A typical
ANN has three layers: input layer (the original predictors),
one or more hidden layer (set of constructed variables) and
output layer (the responses).
Each variable in the layer is termed as a node. In the

first step, a weight is used to measure the strength of each
connection. The input nodes are multiplied by associative
weights, and the net is summed up as in (3):

net = w1x1+w2x2+w3x3 + . . . + wnxn =
∑n

i=1
wixi. (3)

Next, an activation (or transfer) function f is chosen to
transform the net signal of each node i. Mathematically,
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the output form is:

output = f (net + b), (4)

where b is the bias term, also called the activation threshold
for the corresponding node. It is an offset value that regulates
the signal and is same as the intercept term in the regression
model. The activation function is typically a non-linear and
the selection depends on the nature of the response variable.
The commonly used activation function is logistic or hyper-
bolic tangent function.
SVM is based on the Statistical Learning Theory (SLT)

and Structural Risk Minimization (SRM). SVM for data
regression (SVR)maps the input data into a high-dimensional
feature space through nonlinear kernel function and then
generates a linear regression function in this hyperspace. The
linear regression function is expressed as in (5):

f (x) =
∑n

i=1
wiϕi (x) + b, (5)

where w is the associative weight, b is the bias term and
ϕ (x) is the mapping function that maps x into high dimen-
sional feature space. The regression is then expressed by the
optimization problem and is solved by the quadratic program-
ming technique. Finally, the estimation function is obtained
as in (6):

f
(

x, α, α∗
)

=
∑n

i=1

(

α − α∗
)

k(x i, x) + b, (6)

where α and α∗ are the Lagrange multipliers and k(x i, x)
is the kernel function. Different kernel functions are used
in SVM models. The commonly used kernel function is a
Radial Basis Function (RBF). There are other variants of SVR
employed in wind speed and power forecasting including
Least Square SVM (LSSVM) [57], Twin SVR (TSVR) [58]
and Reduced SVM (RSVM) [59].
ANFIS is a class of adaptive multilayer feedforward net-

work that integrates fuzzy logic principles and neural net-
works. It develops fuzzy rules with suitable membership
functions to produce required inputs and outputs. The ANFIS
model has five layers: fuzzification, rule evaluation, normal-
ization, defuzzification and summation. Initially, the system
designer sets the learning rules and membership functions
based on expertise, and later ANFIS adjusts the rules and
functions tominimize the output error index.Most commonly
utilized membership function is bell-shaped.
Other than traditional machine learning models, extreme

learning and deep learning is gaining much more attention in
wind speed and power forecasting. These advanced learning
model showed higher accuracy and can learn more complex
nonlinear relations. Some notable architectures of deep learn-
ing utilized in wind speed and power forecasting includes
Deep Belief Network (DBN) [60] and Long Short Term
Memory (LSTM) [61].
Extreme Learning Machine (ELM) is a type of feed-

forward neural network with a single hidden layer. It has bet-
ter generalization performance and higher convergence speed
than the traditional neural network. In ELM, the input weights

and hidden biases are generated randomly without iterative
tuning. Therefore, the output weights between hidden and
output layers are determined as finding the least square solu-
tion to the given linear system. Other variants of ELM uti-
lized in wind speed and power forecasting include Hysteresis
ELM (HELM) [61], Online Sequential ELM (OSELM) [62],
Stacked ELM (SELM) [63], Regularized ELM (RELM) [64],
and Weighted RELM (WRELM) [65]. Reference [66]
discussed in detail the trends in ELM.
DBN is a multi-layered stochastic generative model, con-

structed by stackingmultiple Restricted BoltzmannMachines
(RBMs) [67]. RBM is an undirected bipartite graphical model
in which visible observations (v) are connected to stochastic
binary hidden units (h) using undirected weighted connec-
tions (wij) [68]. It is characterized by the energy function
E(v, h), defined as in (7):

E (v, h) = −
∑n

i=1

∑m

j=1
wijvihj−

∑n

i=1
aivi−

∑m

j=1
bjhj

(7)

where ai and bj are the biases, and n and m are the numbers
of neurons in the visible and hidden layers, respectively. The
joint probability distribution of visible and hidden layers is
expressed as in (8):

p (v, h) =
e−E(v,h)

∑

v

∑

h e
−E(v,h)

(8)

For RBM, the individual activation probability of hj or the
conditional probability of vi is expressed as:

P
(

hj = 1| v
)

=
1

1 + exp
(

−
∑n

i=1 wijvi − bj
) (9)

P (vi = 1| h) =
1

1 + exp
(

−
∑m

j=1 wijhj − ai

) (10)

The unknown parameters can be determined by training the
model.
Deep Boltzmann Machine (DBM) is also based on stacked

RBM and is applied in wind speed and power forecast-
ing [69]. In contrast with DBN, all connections are undi-
rected in DBM. In DBN, the top two layers have undi-
rected connections, whereas the lower layers have directed
connections [70].
LSTM is a variant of Recurrent Neural Network (RNN)

and has a stable and excellent ability to solve long-term
dependencies. In LSTM, the traditional node of the hidden
layer is replaced by a memory cell (a core component of
LSTM). The memory cell acts as an accumulator of state
information. LSTM has three gates: input (write), output
(read) and forget (reset), through which the state information
is updated as: The information of incoming input will be
accumulated to the cell if input gate is activated. The prior
cell status will be forgotten if forget cell is activated. The
latest cell output will be propagated to the final state if the
output gate is activated.
In comparison with statistical models, AI/MLmodels have

stronger nonlinear estimation ability. However, the problems
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associated with AI/MLmodels are slower convergence speed,
overfitting, computational complexity, slow speed and gen-
eralization problems. Most commonly used AI/ML model is
ANN that exhibits overtraining. When the training capac-
ity is too large, it allowed too many iterations that caused
over-training.
Both the statistical and AI/ML methods have limited

applicability and thus limited prediction accuracy. Therefore,
combining both statistical and AI/ML models have better
prediction accuracy.

5) HYBRID METHOD

Hybrid forecasting methods take advantage of combining
different forecasting methods to improve the performance
of the final forecast. An individual model has limited per-
formance in multiple situations. The hybrid model provides
superiority as it utilizes capabilities of the individual model
and therefore saves time with the better performance [14].
We used the same definition of hybrid models as discussed
by Tascikaraoglu and Uzunoglu [14] and Xiao et al. [15].
The subclasses of hybrid methods include weighted method,
preprocessing or decomposition method, feature selection or
optimization method, and postprocessing or error processing
method.
In the weighted method, a weight coefficient is assigned

to each individual model forecast based on model effective-
ness. There are two different arrangements of the weighted
method hybrid model: Fixed weight and Variable Weight.
The coefficient can be calculated in different ways. This may
be weighted average [71], weighted median [71], or varied
weights based on optimization algorithm [72]. According
to a study conducted by Li et al. [72], the variable weight
forecasts show better performance than fixed weight fore-
casts. The variable weight combination forecasting model
can better adapt to changes in the sample, and match the
weight of the sample points in the corresponding model.
Multiple optimization algorithms are utilized to determine
the optimal weights. Zhang et al. [73] applied CLSFPA
(Flower Pollination Algorithm with Chaotic Local Search) to
calculate optimum weights with NNCT (No Negative Con-
straint Theory) and compared the results of the combined
model with other single prediction models (BPNN, RBFNN,
ENN, GRNN, WNN and ARIMA) at four sites. Similarly,
Li et al. [72] used BA (Bat Algorithm) with NCFM (Novel
Combined ForecastingModel), Xiao et al. [15] applied CPSO
(Chaos Particle SwarmOptimization) andGA (Genetic Algo-
rithm) with NNCT whereas Okumus and Dilner [74] used
LSM (Least Square Method) with FNN and ANFIS. All
these models showed better performance than the individual
prediction models. Instead of focusing on a single objective
optimization algorithm, some researchers have focused on the
multi-objective optimization algorithm. Niu and Wang [75]
have applied MOGOA (Multi-Objective Grasshopper Opti-
mization Algorithm) to calculate weight coefficient and com-
pared the results with models based on CS (Cuckoo Search)
algorithm and FA (Firefly Algorithm). Results showed that

MOGOA based model performed very well for the consid-
ered five sites at 10 min, 20 min and 30 min prediction ahead
followed by FA and CS.
Most of the hybrid models reported in the literature

are decomposition-based approaches. In the decomposition
method, pre-processing techniques are applied to decompose
the non-stationary time series data into stationary subseries.
Decomposition approaches widely reported in the literature
including Wavelet Transform (WT) [58], Wavelet Packet
Decomposition (WPD) [76], EmpiricalModeDecomposition
(EMD) [72], variants of EMD including Ensemble EMD
(EEMD) [77], Fast EEMD (FEEMD) [64], Complementary
EEMD (CEEMD) [78], Complete EEMD with Adaptive
Noise (CEEMDAN) [73], Improved CEEMDAN (ICEEM-
DAN) [79], Intrinsic Time Scale Decomposition [80],
Seasonal Adjustment Methods [81], Variational Mode
Decomposition (VMD) [82], OptimizedVMD (OVMD) [83],
Empirical Wavelet Transform (EWT) [84], and Improved
EWT (IEWT) [85]. There are two subtypes of decomposition:
primary and secondary. In the primary arrangement, a decom-
position model is used to decompose the non-stationary time
series data into several stationary subseries at the time series
and then a separate prediction model is on each subseries.
In the latter arrangement, a secondary decomposition model
is used to decompose further the most non-stationary sub-
series. The further method would be the same as the first
arrangement. It is not necessary to use the same predic-
tion model for the decomposed series. Han et al. [86] used
Wavelet decomposition with ARMA and LSSVM to predict
high and low-frequency subseries. Similarly, Zhang et al. [87]
applied EEMD decomposition with SARIMA and ANFIS for
periodic and nonlinear components modelling.
Feature selection and optimization technique are applied to

remove the redundant data, thus improves the model perfor-
mance. Several optimization algorithms are reported in the lit-
erature. Wang et al. used GA to optimize BP [88], Meng et al.
used CSO (Crisscross Optimization) to optimize BP [89],
Liu et al. used GA and MEA (Mind Evolutionary Algorithm)
to optimize MLP (Multi-Layer Perceptron) [90], Kong et al.
used PSO to optimize RSVM [59] and Osório et al. [91]
used EPSO (Evolutionary PSO) to optimize ANFIS. Feature
selection for unsupervised learning can further classify into
two methods: wrapper and filter. The wrapper approach uses
a search algorithm to rank the feature subset. This method
requires a prediction model performance. The subset that
shows the best prediction performance is selected as the final
feature subset. The filter method uses arithmetic analysis and
does not require prediction model performance. Therefore,
filter methods are faster than wrapper methods, but the per-
formance is worse than the wrapper method. This argument
is supported by the study conducted by Carta et al. [92].
In this study, the authors analysed both Wrapper and Filter
method for a case study of Spain. CfsSubsetEval is used
as filter whereas WrapperSubsetEval is used as a wrapper
method. Analysis of two years of data for five stations showed
that the wrapper approach provided lower mean errors than
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the filter method in all of the cases. It was also concluded
that the wrapper method is more significant when non-linear
relation between features increases such as wind direction
significance in complex terrain. This improved performance
is achieved on a cost of higher computational time. On the
other hand, if this relation is not of the higher-order, then the
Filter method has the advantage of lower computational time
without losing prediction accuracy. Some studies discussed
combine method of wrapper and filter, thus take advantages
of both methods. It uses filter algorithm information to accel-
erate wrapper algorithm convergence [82].
Studies based on post-processing techniques considered

the influence of error factors on the performance of themodel.
The purpose is to analyse the errors after primary predic-
tion model and then incorporate a post-processing model.
The results of the post-processing model help to improve
the initial forecast results in producing the final forecasts.
Hao and Tian [93] discussed a two-stage forecasting model
in which error factor is considered. In the first stage, VMD
is used as the decomposition model and ELM optimized by
MOGWO (Multi-Objective Grey Wolf Optimization) is used
as a prediction model for the forecasting error. In a second
stage, the nonlinear ensemble method is developed to inte-
grate variational modes and forecast error predictors to get
the final forecast. Comparisons are made between individual
statistical and ANN models, a single decomposition model
and the proposed model. The proposed model significantly
increased the model accuracy.
References [14], [15], [20] provide details of sub-classes

of hybrid models.

III. METHODOLOGY

A. PERFORMANCE INDICATORS

The forecast results are comprehensively evaluated based on
several performance indicators. Jiang et al. [77] discussed
three aspects of evaluation metrics: accuracy, stability and
direction. MAE and RMSE are used to evaluate the accuracy,
variance to measure the stability and direction-accuracy to
estimate correctness. However, most of the studies inferred
the results based on accuracy indicators only. The commonly
used mean absolute error and root mean square error are
defined as in (11) and (12), respectively.

MAE =
1

N

∑N

i=1

∣

∣yi − ŷi
∣

∣ , (11)

RMSE =

√

1

N

∑N

i=1

(

yi − ŷi
)2

, (12)

where N is the number of entries, yi is the ith measurement,
and ŷi is the ith forecasted value. The average of measured
values is denoted by ȳ. These performance indicators evaluate
quantitative measures and have similar physical units as the
dependent parameter.
Inner-comparison of results, published in terms of absolute

values, is not possible due to non-identical datasets. For
comparing the accuracy results, it is necessary to convert
the absolute values in normalized values. There are different

normalization techniques available. The most common refer-
ence quantity is the mean value (µ) as:

µ =
1

N

∑N

i=1
yi. (13)

Other reference quantities include present value (yi), devi-
ation from average (|yi − ȳ|) and dynamic characteristics
(|yi − yi−1|) as reported by Gensler et al. [94]. In this study,
we select all the choices of normalization. The accuracy
sets, where normalized values are not available, we use
mean value as the reference quantity: nMAE = MAE/µ and
nRMSE = RMSE/µ.

Vargas et al. [95] presented a systematic review for wind
power generation based on citation network analysis (CNA).
According to the study, physical models had aroused during
the 90’s whereasAI/ML and hybridmodels have been emerg-
ing since the last decade. Also, most studies used hourly
data frequency and more than half studies implement wind
speed as input and output variable. Almost two-thirds of
the studies are related to China. After analysing 143 articles
spread over 33 years (1985-2018), the authors concluded that
wind energy studies started growing considerably after 2010.
Keeping in view this analysis and the procedure adopted by
Blaga et al. [18], the following criteria are set for the selection
of paper:
1) The publishing year of the paper must be in between

2010-2019.
2) The model performance is reported in terms of nor-

malized Mean Absolute Error (nMAE) and normalized
Root Mean Square Error (nRMSE).

3) In case the results are not presented in normalized
values, then the statistical indicators of wind data must
be listed in the paper.

We shortlisted twenty-eight papers for the analysis. The
final database comprises of 634 entries spread over 50 loca-
tions covering ten countries. The description of selected
papers is given in Table 3, and the overall summary is pre-
sented in Fig. 5 [96]. The papers are listed according to the
publication year.

B. PERFORMANCE ANALYSIS OF THE DATASET

Fig. 6a summarizes the performance of prediction models
in terms of averaged values. The statistical indicators are
averaged over all entries of that specific paper. The 28 circles
refer to 28 papers (as indexed in Table 3), the diameter of
the circle reflects the number of data entries, and the color
of the circle indicates the year of publication. For example,
index 7 shows that the paper published in 2014with 15 entries
having averaged nMAE = 13.31% and averaged nRMSE =

19.04%. Fig. 6a also shows the variability in data as some
averaged values contain smaller nRMSE but larger nMAE
and vice-versa. For example, index 19 and 20 both published
in 2017 having almost the same number of data entries but
contradictory averaged results. The averaged nMAE, and
nRMSE values for index 19 is 3.19% and 5.33% respectively
whereas averaged nMAE and nRMSE values for index 20 is
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TABLE 3. Description of the papers included in the study.

9% and 7.18% respectively. Also, the number of entries is
significant in some articles, whereas few of them shows
only a handful of data. From descriptive statistics, the 95%

confidence interval (CI) for the mean, for averaged nMAE
and nRMSE varies between 6.73% to 10.07% and 8.276%
to 12.550% respectively. Similarly, the 95% confidence
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FIGURE 5. Overall Summary of the selected 28 papers based on forecasting classification. The percentages (%) indicate the frequency of data
implemented for each sub category out of 634 data entries.

interval (CI) for the median, for nMAE and nRMSE varies
between 6.14% to 9.41% and 7.548% to 12.085% respec-
tively. Fig. 6b shows a two-dimensional histogram. The width
and height of the bar show the relative size of datasets for
forecasting horizon and predicting models respectively. For
example, the Artificial Intelligence and Machine Learning
(AI/ML) models comprised 38% of all data entries for which
48% is very short term, 36% is short term, 3% is the medium
term, and 13% is long term.
Visual inspection displays that the physical models were

used only for medium and long term forecasts, whereas sta-
tistical models hardly used for long term forecasts. In general,
most of the work was done for very short term and short term
forecasts using AI/ML and hybrid models. The number of
data entries for AI/ML and hybrid models are considerably
more significant than the others. This number is due to the
eligibility criteria for the selection of papers. The authors

of these papers either provided the mean values of input
data or the normalized values of the output data in their
studies.
Fig. 7a displays model performance per forecasting

method and Fig. 7b per time scale. Visual inspection of Fig. 7a
indicates that the physical models have the largest errors,
whereas hybrid models have the smallest one. Also, the per-
formance of AI/ML models is better than statistical models.
From Fig. 7b, it is as per expectations that the performance
decreases as the time horizon increases.
If we compare the interdependence of both graphs,

we analyse that the most substantial errors are witnessed for
the physical models because these models are applied primar-
ily for medium-term and long term forecasts. On the other
hand, the hybrid models are applied mostly for the very short
term, and short term forecasts and therefore, these models
showed the best performance. Persistence model and AI/ML
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FIGURE 6. a) Illustrative plot presenting the performance of the model reported in the selected papers, b) 2-dimensional
histogram presenting the qualitative picture of datasets.

models show close results. This unexpected output is due to
the significant number of entries for AI/ML models. AI/ML
models contain seven times more data than persistence mod-
els. Especially for long term forecast, AI/ML models contain
four times more data entries than persistence models. Fig. 7a
and 7b are generated based on averaged values which do not
provide in-depth knowledge for the spread of error. Box and
whiskers plot (Fig. 8) and standard deviation present the
spread of errors more clearly.
In box and whisker plots, the lower and upper values of

the box indicate the interquartile range (IQR) corresponds
to 25th and 75th percentile, whereas the whiskers extend to
1.5 times the IQR. The standard deviation is a measure used
to quantify the amount of variation or dispersion of a dataset

and is defined as:

σ =

√

1

N

∑N

i=1
(yi − µ)2. (14)

From Fig. 8a and 8b, the length of the whiskers are the
largest for the persistence model (IQRnMAE = 6.6434%,
IQRnRMSE = 8.1072%). It shows that the variation range of
error is largest for the persistence model. In terms of median
values, persistence is the same as AI/ML models. However,
the spread of errors is 12% more in the case of nMAE and
13% more in the case of nRMSE for the persistence model.
It proves our previous argument that despite having close
results in Fig. 7a, AI/ML models perform better than per-
sistence. The length of the whiskers for the physical model,
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FIGURE 7. The performance of a) prediction models, b) time scale,
in terms of averaged values.

statistical model the physical models are nearly 2.5 times,
and statistical models are 1.8 times higher than the hybrid
models, respectively. It shows that the best performance is
of hybrid models. Although and hybrid model is almost the
same, the median values of the physical models have a larger
mean value of nRMSE (µnRMSE = 19.43%) but have small
volatility (σnRMSE = 3.29). It shows that the model errors
are systematic and not stochastic. Hence, post-processing the
errors will further improvemodel accuracy. Out of all models,
10% outliers found for statistical models, 2.5% for AI/ML
models and 4% for hybrid models. Mainly, the outliers are
due to medium term and long term forecast. Similarly, from
Fig. 8c and 8d, the whisker length shows that the accuracy
decreases as the forecast horizon increases. In terms of nMAE
median values, very short term forecast has a value of 6.73%
that increases to 6.9% and 7.77% for short term and medium
term forecast. Finally, the long term has the largest value
of 12.24%. Based on previous analysis, here we again observe
that the long termmodels have a larger mean value of nRMSE
(µnRMSE = 15.86%) but small volatility (σnRMSE = 5.74).
It again shows that the model errors are systematic and not
stochastic. Thus, post-processing the errors will increase the
model performance. In general, hybrid models outperform all
the models.

FIGURE 8. Performance indicators (a) nMAE (b) nRMSE, for forecasting
model, (c) nMAE (d) nRMSE, for time scale.
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TABLE 4. Performance of forecasting models according to time horizon and impact of input data on forecasting accuracy.

FIGURE 9. Statistical indicators with respect to the time horizon.

Fig. 9 indicates the dependence of statistical errors on
the time horizon. Before interpreting the results, the reader
may note that the number of entries is non-uniform in time
horizon. Themost significant subset is available for very short
term forecasts. Also, the time steps are not equidistant. The
available time horizons include 1 min, 3 min, 5 min, 7 min,
10 min, 15 min, 20 min, 30 min, 45 min, 1 hr, 2 hr, 3 hr, 4 hr,
5 hr, 6 hr, one day, two days and one week.
Persistence model performs the worst even in the very

short term forecast. The performance of statistical models is
excellent in the very short term such that it outperforms the

FIGURE 10. Linear trend of statistical errors with respect to publication
year.

AI/ML model (see 10 min). At 30 min, both of the models
show almost the same results. From 1 hr onwards, the errors
of statistical models start to increase, on average, by a fac-
tor 1.19. The data for physical models is only available for
medium-term and long term forecast. The performance of
the physical model outstrips persistence and statistical model,
show the close result with AI/ML model and underperform
the hybrid models. Overall, the hybrid models perform best
for every time horizon. However, the errors almost doubled
at the medium-term forecast from its initial value.
Among all discussions, it should be noted that model

accuracy comparison between different techniques cannot be
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entirely justified until the same data set and the same level
of effort is utilized. However, based on available studies,
the performance of forecasting models according to time
horizon and the impact of input data on forecasting accuracy
is shown in Table 4. It is concluded that the best-suited
models, among all, which work well for any time horizon
and with any input data, are hybrid models. More specifically,
the decomposition model with an optimization algorithm or
error factor outperforms all the model when dealing with the
short term forecast.
According to the analysis of Vargas et al. [59], wind power

generation started growing substantially from the last decade.
Therefore, it is a topic of interest to quantify the overall
improvement of forecasting performance. Fig. 10 presents
the linear trend of statistical errors with respect to publica-
tion year on a semi-logarithmic scale. The negative trend
shows that the errors reduced every year. The slope (m) of
regression line fitted to the log (nMAE) is m = −0.069
and for log (nRMSE) is m = −0.0704. It shows that the
nMAE decreases with a factor of exp (−0.069) = 0.94 every
year. So, during the whole decade, nMAE drops to a factor
of 0.533.
Similarly, the nRMSE drops with a factor of

exp (−0.0704) = 0.93 every year. So, during the whole
decade, nRMSE drops to a factor of 0.49. It denotes that
during the last ten years, the errors are reduced to about half
the initial values.

IV. CONCLUSION

This paper reviewed the recent developments reported in the
literature for deterministic wind speed and power forecast-
ing. We classified and discussed the forecasting models as
input data, time scale, power output, and forecasting meth-
ods. There is always a shortcoming of comparing different
forecasting models. The studies available in the literature are
not of identical datasets and authors have used data based on
availability. Therefore, in each case study, the data is different
in the forecasting horizon, model formation and location.
The present study overcame this limitation and associated
the performance and trend of recently developed forecasting
models. Following conclusions are drawn from the detailed
analysis:

• From descriptive statistics, the 95% CI for the mean, for
averaged nMAE and nRMSE varies between 6.73% to
10.07% and 8.276% to 12.550% respectively. Similarly,
the 95% CI for the median for nMAE and nRMSE
varies between 6.14% to 9.41% and 7.548% to 12.085%
respectively.

• In terms of median values, persistence is the same as
AI/ML models. However, the spread of errors is more
for the persistence model. Therefore, AI/ML models
perform better than persistence, which is not expected
from the illustrative plot.

• The most significant errors are witnessed for the phys-
ical models because these models are applied primarily
for medium-term and long-term forecasts.

• The physical models have large nRMSE values but
small volatility. Therefore, we conclude that the model
errors are systematic and not stochastic. Hence, post-
processing the errors will further improve model
accuracy.

• Overall, the hybrid models perform best for every time
horizon. However, the errors almost doubled at the
medium-term forecast from its initial value.

• Based on the available dataset, the performance
increased during the last ten years. On average, the errors
are reduced to about half the initial values.

Improving the performance of wind forecasts is still a
challenge for the researchers. A detailed study is required in
this context to cover datasets from different climatic zones
to analyse the performance of different forecasting models.
The comprehensive review presented in this paper would
help professionals and researchers to improve forecasting
accuracy and to come up with more precise wind energy
forecasts.

REFERENCES

[1] (2018). Annual Global Wind Report. Accessed: Sep. 3, 2019. [Online].
Available: https://gwec.net/wp-content/uploads/2019/04/GWEC-Global-
Wind-Report-2018.pdf

[2] 67th ed. (2018). BP Statistical Review of World Energy. Accessed:
Sep. 3, 2019. [Online]. Available: https://www.bp.com/content/dam/
bp/business-sites/en/global/corporate/pdfs/energy-economics/statistical-
review/bp-stats-review-2018-full-report.pdf

[3] A. Fabbri, T. G. S. Roman, J. R. Abbad, and V. H. M. Quezada, ‘‘Assess-
ment of the cost associated with wind generation prediction errors in a
liberalized electricity market,’’ IEEE Trans. Power Syst., vol. 20, no. 3,
pp. 1440–1446, Aug. 2005.

[4] M. H. Albadi and E. F. El-Saadany, ‘‘Overview of wind power intermit-
tency impacts on power systems,’’ Electr. Power Syst. Res., vol. 80, no. 6,
pp. 627–632, 2010.

[5] S. S. Soman, H. Zareipour, O. Malik, and P. Mandal, ‘‘A review of wind
power and wind speed forecasting methods with different time horizons,’’
in Proc. North Amer. Power Symp., Sep. 2010, pp. 1–8.

[6] N. Bokde, A. Feijóo, D. Villanueva, and K. Kulat, ‘‘A review on hybrid
empirical mode decomposition models for wind speed and wind power
prediction,’’ Energies, vol. 12, no. 2, p. 254, 2019.

[7] H. Liu, H.-Q. Tian, and Y.-F. Liu, ‘‘An EMD-recursive ARIMA method
to predict wind speed for railway strong wind warning system,’’ J. Wind
Eng. Ind. Aerodyn., vol. 141, pp. 27–38, Jun. 2015.

[8] D. C. Montgomery, C. L. Jennings, and M. Kulahci, Introduction to Time
Series Analysis and Forecasting. Hoboken, NJ, USA: Wiley, 2008.

[9] J. M. Morales, A. J. Conejo, H. Madsen, P. Pinson, and M. Zugno,
Integrating Renewables in Electricity Markets: Operational Problems.
New York, NY, USA: Springer, 2013. Accessed: Sep. 3, 2019. [Online].
Available: https://link.springer.com/content/pdf/10.1007%2F978-1-46
14-9411-9.pdf, doi: 10.1007/978-1-4614-9411-9.

[10] H. Liu, C. Chen, X. Lv, X. Wu, and M. Liu, ‘‘Deterministic wind energy
forecasting: A review of intelligent predictors and auxiliary methods,’’
Energy Convers. Manage., vol. 195, pp. 328–345, Sep. 2019.

[11] Y. Zhang, J. Wang, and X. Wang, ‘‘Review on probabilistic forecast-
ing of wind power generation,’’ Renew. Sustain. Energy Rev., vol. 32,
pp. 255–270, Apr. 2014.

[12] J. Yan, Y. Liu, S. Han, Y. Wang, and S. Feng, ‘‘Reviews on uncertainty
analysis of wind power forecasting,’’Renew. Sustain. Energy Rev., vol. 52,
pp. 1322–1330, Dec. 2015.

[13] A. M. Foley, P. G. Leahy, A. Marvuglia, and E. J. McKeogh, ‘‘Current
methods and advances in forecasting of wind power generation,’’ Renew.
Energy, vol. 37, no. 1, pp. 1–8, 2012.

[14] A. Tascikaraoglu and M. Uzunoglu, ‘‘A review of combined approaches
for prediction of short-term wind speed and power,’’ Renew. Sustain.
Energy Rev., vol. 34, pp. 243–254, Jun. 2014.

Chapter 2.  Current perspective on the accuracy of deterministic wind speed and power forecasting

24

http://dx.doi.org/10.1007/978-1-4614-9411-9


[15] L. Xiao, J. Wang, Y. Dong, and J. Wu, ‘‘Combined forecasting models for
wind energy forecasting: A case study in China,’’ Renew. Sustain. Energ.
Rev., vol. 44, pp. 271–288, Apr. 2015.

[16] Z. Qian, Y. Pei, H. Zareipour, and N. Chen, ‘‘A review and discussion of
decomposition-based hybrid models for wind energy forecasting applica-
tions,’’ Appl. Energy, vol. 235, pp. 939–953, Feb. 2019.

[17] Windfor. Accessed: Sep. 3, 2019. [Online]. Available: https://enfor
.dk/services/windfor/

[18] R. Blaga, A. Sabadus, N. Stefu, C. Dughir, M. Paulescu, and V. Badescu,
‘‘A current perspective on the accuracy of incoming solar energy forecast-
ing,’’ Progr. Energy Combustion Sci., vol. 70, pp. 119–144, Jan. 2019.

[19] G. J. Haltiner, Numerical Weather Prediction. New York, NY, USA:
Wiley, 1971.

[20] H. Liu and C. Chen, ‘‘Data processing strategies in wind energy forecast-
ing models and applications: A comprehensive review,’’ Appl. Energy,
vol. 249, pp. 392–408, Sep. 2019.

[21] J. Jung and R. P. Broadwater, ‘‘Current status and future advances for
wind speed and power forecasting,’’ Renew. Sustain. Energy Rev., vol. 31,
pp. 762–777, Mar. 2014.

[22] ICOsahedral Nonhydrostatic. Accessed: Sep. 3, 2019. [Online].
Available: https://www.dwd.de/DE/forschung/wettervorhersage/num_
modellierung/01_num_vorhersagemodelle/icon_beschreibung.html?nn=
512942

[23] Consortium for Small-Scale Modelling. Accessed: Sep. 3, 2019. [Online].
Available: https://www.dwd.de/DE/forschung/wettervorhersage/num_
modellierung/01_num_vorhersagemodelle/regionalmodell_cosmo_de.
html?nn=512942

[24] Integrated Forecasting System—High RESolution (IFS-HRES).
Accessed: Sep. 3, 2019. [Online]. Available: https://www.ecmwf.int/
en/forecasts/datasets/set-i

[25] SEASonal Set V. Accessed: Sep. 3, 2019. [Online]. Available:
https://www.ecmwf.int/en/forecasts/datasets/set-v

[26] Deterministic Global & Deterministic UK. Accessed: Sep. 3, 2019.
[Online]. Available: https://www.metoffice.gov.uk/research/modelling-
?systems/unified-model/weather-forecasting

[27] Global Spectral Model. Accessed: Sep. 3, 2019. [Online]. Available:
http://www.jma.go.jp/jma/en/NMHS/table/spec_GSM.pdf

[28] Local Forecast Model. Accessed: Sep. 3, 2019. [Online]. Available:
https://www.jma.go.jp/jma/jma-eng/jma-center/nwp/specifications/
specifications_LFM.pdf

[29] A. Kusiak, H. Zheng, and Z. Song, ‘‘Short-term prediction of wind farm
power: A data mining approach,’’ IEEE Trans. Energy Convers., vol. 24,
no. 1, pp. 125–136, Mar. 2009.

[30] A. Kusiak and Z. Zheng, ‘‘Short-horizon prediction of wind power:
A data-driven approach,’’ IEEE Trans. Energy Convers., vol. 25, no. 4,
pp. 1112–1122, Dec. 2010.

[31] A. Kusiak, H. Zheng, and Z. Song, ‘‘Wind farm power prediction: A data-
mining approach,’’Wind Energy, Int. J. Progr. Appl. Wind Power Convers.
Technol., vol. 12, no. 3, pp. 275–293, 2009.

[32] E. T. Renani, M. F. M. Elias, and N. A. Rahim, ‘‘Using data-driven
approach for wind power prediction: A comparative study,’’ Energy Con-
vers. Manage., vol. 118, pp. 193–203, Jun. 2016.

[33] X. Zhu and M. G. Genton, ‘‘Short-term wind speed forecasting for power
system operations,’’ Int. Stat. Rev., vol. 80, no. 1, pp. 2–23, 2012.

[34] D. Y. Hong, T. Y. Ji, L. L. Zhang, M. S. Li, and Q. H. Wu,
‘‘An indirect short-term wind power forecast approach with multi-
variable inputs,’’ in Proc. IEEE Innov. Smart Grid Technol.-Asia (ISGT-
Asia), Nov./Dec. 2016, pp. 793–798.

[35] H. L. Wegley, M. R. Kosorok, and W. J. Formica, ‘‘Subhourly wind
forecasting techniques for wind turbine operations,’’ Pacific Northwest
Lab., Richland, WA, USA, Tech. Rep. PNL-4894, 1984.

[36] Y.-K. Wu and J.-S. Hong, ‘‘A literature review of wind forecasting tech-
nology in the world,’’ in Proc. IEEE Lausanne Power Tech, Jul. 2007,
pp. 504–509.

[37] Y. Wang, Y. Liu, L. Li, D. Infield, and S. Han, ‘‘Short-term wind power
forecasting based on clustering pre-calculated CFD method,’’ Energies,
vol. 11, no. 4, pp. 1–9, 2018.

[38] F. Castellani, D. Astolfi, M. Mana, M. Burlando, C. Meißner, and
E. Piccioni, ‘‘Wind power forecasting techniques in complex terrain:
ANN vs. ANN-CFD hybrid approach,’’ J. Phys., Conf. Ser., vol. 753,
no. 8, 2016, Art. no. 082002.

[39] G. Kariniotakis, P. Pinson, N. Siebert, G. Giebel, and R. Barthelmie,
‘‘The state of the art in short-term prediction of wind power—From an
offshore perspective,’’ in Proc. SeaTechWeek, Brest, France, Oct. 2004.

[40] J. Wang, Q. Zhou, and X. Zhang, ‘‘Wind power forecasting based on time
series ARMAmodel,’’ IOP Conf. Ser., Earth Environ. Sci., vol. 199, no. 2,
2018, Art. no. 022015.

[41] S.-K. Sim, P. Maass, and P. G. Lind, ‘‘Wind speed modeling by nested
ARIMA processes,’’ Energies, vol. 12, no. 1, p. 69, 2019.

[42] R. G. Kavasseri and K. Seetharaman, ‘‘Day-ahead wind speed forecasting
using f-ARIMA models,’’ Renew. Energy, vol. 34, no. 5, pp. 1388–1393,
2009.

[43] J. L. T. García, E. C. Calderón, G. G. Ávalos, E. R. Heras, and
A. M. Tshikala, ‘‘Forecast of daily output energy of wind turbine using
sARIMA and nonlinear autoregressivemodels,’’Adv.Mech. Eng., vol. 11,
no. 2, 2019, Art. no. 1687814018813464.

[44] M. Lydia, S. S. Kumar, A. I. Selvakumar, and G. E. P. Kumar, ‘‘Linear and
non-linear autoregressive models for short-term wind speed forecasting,’’
Energy Convers. Manage., vol. 112, pp. 115–124, Mar. 2016.

[45] N. Shi, S.-Q. Zhou, X.-H. Zhu, X.-W. Su, and X.-Y. Zhao, ‘‘Wind
speed forecasting based on grey predictor and genetic neural network
models,’’ in Proc. 2nd Int. Conf. Meas., Inf. Control, vol. 2, Aug. 2013,
pp. 1479–1482.

[46] T. Jónsson, P. Pinson, H. A. Nielsen, and H. Madsen, ‘‘Exponential
smoothing approaches for prediction in real-time electricity markets,’’
Energies, vol. 7, no. 6, pp. 3710–3732, Jun. 2014.

[47] Simulation Model for the Operational Forecast of the Wind Energy

Production in Europe. Accessed: Sep. 3, 2019. [Online]. Available:
http://www.eurowind.info/en/services/forecasts-and-actual-data/#c84

[48] Previento. Accessed: Sep. 3, 2019. [Online]. Available: https://
www.energymeteo.com/products/power_forecasts/wind-solar-power-
forecasts.php#Windsolar

[49] Wind Power Management System. Accessed: Sep. 3, 2019. [Online].
Available: https://www.iee.fraunhofer.de/de/projekte/suche/laufende/
wind_power_managementsystem.html

[50] Det Norske Veritas—Germanischer Lloyd. Accessed: Sep. 3, 2019.
[Online]. Available: https://www.dnvgl.com/services/forecaster-
introduction-3848

[51] EPREV. Accessed: Sep. 3, 2019. [Online]. Available: https://www.
prewind.eu/services

[52] AleaWind. Accessed: Sep. 3, 2019. [Online]. Available: https://aleasoft.
com/wind-energy-forecasting/

[53] Scirocco. Accessed: Sep. 3, 2019. [Online]. Available: http://www.
windknowhow.com/upload/scirocco_brochure_english.pdf

[54] A. K. Yadav and H. Malik, ‘‘Short-term wind speed forecasting for
power generation in Hamirpur, Himachal Pradesh, India, using artificial
neural networks,’’ in Applications of Artificial Intelligence Techniques in
Engineering. Singapore: Springer, 2019, pp. 263–271.

[55] A. Khosravi, L. Machado, and R. O. Nunes, ‘‘Time-series prediction of
wind speed using machine learning algorithms: A case study Osorio wind
farm, Brazil,’’ Appl. Energy, vol. 224, pp. 550–566, Aug. 2018.

[56] A. Khosravi, R. N. N. Koury, L. Machado, and J. J. G. Pabon, ‘‘Prediction
of wind speed and wind direction using artificial neural network, support
vector regression and adaptive neuro-fuzzy inference system,’’ Sustain.
Energy Technol. Assessments, vol. 25, pp. 146–160, Feb. 2018.

[57] P. Lu, L. Ye, B. Sun, C. Zhang, Y. Zhao, and J. Teng, ‘‘A new hybrid
prediction method of ultra-short-term wind power forecasting based on
EEMD-PE and LSSVM optimized by the GSA,’’ Energies, vol. 11, no. 4,
p. 697, 2018.

[58] H. S. Dhiman, D. Deb, and J. M. Guerrero, ‘‘Hybrid machine intelligent
SVR variants for wind forecasting and ramp events,’’ Renew. Sustain.
Energy Rev., vol. 108, pp. 369–379, Jul. 2019.

[59] X. Kong, X. Liu, R. Shi, and K. Y. Lee, ‘‘Wind speed prediction using
reduced support vector machines with feature selection,’’ Neurocomput-
ing, vol. 169, pp. 449–456, Dec. 2015.

[60] K. Wang, X. Qi, H. Liu, and J. Song, ‘‘Deep belief network based k-
means cluster approach for short-term wind power forecasting,’’ Energy,
vol. 165, pp. 840–852, Dec. 2018.

[61] Y.-L. Hu and L. Chen, ‘‘A nonlinear hybrid wind speed forecasting
model using LSTM network, hysteretic ELM and differential evolu-
tion algorithm,’’ Energy Convers. Manage., vol. 173, pp. 123–142,
Oct. 2018.

[62] D. Zhang, X. Peng, K. Pan, and Y. Liu, ‘‘A novel wind speed fore-
casting based on hybrid decomposition and online sequential outlier
robust extreme learning machine,’’ Energy Convers. Manage., vol. 180,
pp. 338–357, Jan. 2019.

[63] X. Luo, J. Sun, L. Wang, W. Wang, W. Zhao, J. Wu, J.-H. Wang, and
Z. Zhang, ‘‘Short-term wind speed forecasting via stacked extreme learn-
ing machine with generalized correntropy,’’ IEEE Trans. Ind. Informat.,
vol. 14, no. 11, pp. 4963–4971, Nov. 2018.

Chapter 2.  Current perspective on the accuracy of deterministic wind speed and power forecasting

25



[64] W. Sun and M. Liu, ‘‘Wind speed forecasting using FEEMD echo state
networks with RELM in Hebei, China,’’ Energy Convers. Manage.,
vol. 114, pp. 197–208, Apr. 2016.

[65] J. Wang, Y. Wang, and Y. Li, ‘‘A novel hybrid strategy using three-phase
feature extraction and a weighted regularized extreme learning machine
for multi-step ahead wind speed prediction,’’ Energies, vol. 11, no. 2,
p. 321, 2018.

[66] G. Huang, G.-B. Huang, S. Song, and K. You, ‘‘Trends in extreme learn-
ing machines: A review,’’ Neural Netw., vol. 61, pp. 32–48, Jan. 2015.

[67] G. E. Hinton, S. Osindero, and Y.-W. Teh, ‘‘A fast learning algorithm
for deep belief nets,’’ Neural Comput., vol. 18, no. 7, pp. 1527–1554,
2006.

[68] A.-R. Mohamed, G. Dahl, and G. Hinton, ‘‘Deep belief networks for
phone recognition,’’ in Proc. Nips Workshop Deep Learn. Speech Recog-
nit. Rel. Appl., Vancouver, BC, Canada, 2009, vol. 1, no. 9, p. 39.

[69] M. Santhosh, C. Venkaiah, and D. M. V. Kumar, ‘‘Short-term wind speed
forecasting approach using ensemble empirical mode decomposition
and deep Boltzmann machine,’’ Sustain. Energy, Grids Netw., vol. 19,
Sep. 2019, Art. no. 100242.

[70] Y. Guo, Y. Liu, A. Oerlemans, S. Lao, S. Wu, and M. S. Lew, ‘‘Deep
learning for visual understanding: A review,’’ Neurocomputing, vol. 187,
pp. 27–48, Apr. 2016.

[71] D. K. Barrow and S. F. Crone, ‘‘A comparison of AdaBoost algorithms
for time series forecast combination,’’ Int. J. Forecasting, vol. 32, no. 4,
pp. 1103–1119, 2016.

[72] H. Li, J. Wang, H. Lu, and Z. Guo, ‘‘Research and application of a
combined model based on variable weight for short term wind speed
forecasting,’’ Renew. Energy, vol. 116, pp. 669–684, Feb. 2018.

[73] W. Zhang, Z. Qu, K. Zhang, W. Mao, Y. Ma, and X. Fan, ‘‘A com-
bined model based on CEEMDAN and modified flower pollination algo-
rithm for wind speed forecasting,’’ Energy Convers. Manage., vol. 136,
pp. 439–451, Mar. 2017.

[74] I. Okumus and A. Dinler, ‘‘Current status of wind energy forecasting
and a hybrid method for hourly predictions,’’ Energy Convers. Manage.,
vol. 123, pp. 362–371, Sep. 2016.

[75] X. Niu and J. Wang, ‘‘A combined model based on data preprocessing
strategy and multi-objective optimization algorithm for short-term wind
speed forecasting,’’ Appl. Energy, vol. 241, pp. 519–539, May 2019.

[76] H. Liu, X. Mi, and Y. Li, ‘‘Comparison of two new intelligent wind
speed forecasting approaches based on wavelet packet decomposition,
complete ensemble empirical mode decomposition with adaptive noise
and artificial neural networks,’’ Energy Convers. Manage., vol. 155,
pp. 188–200, Jan. 2018.

[77] P. Jiang, H. Yang, and J. Heng, ‘‘A hybrid forecasting system based
on fuzzy time series and multi-objective optimization for wind speed
forecasting,’’ Appl. Energy, vol. 235, pp. 786–801, Feb. 2019.

[78] J. Wang, P. Du, T. Niu, and W. Yang, ‘‘A novel hybrid system based
on a new proposed algorithm—Multi-objective whale optimization algo-
rithm for wind speed forecasting,’’ Appl. Energy, vol. 208, pp. 344–360,
Dec. 2017.

[79] J. Song, J.Wang, andH. Lu, ‘‘A novel combinedmodel based on advanced
optimization algorithm for short-term wind speed forecasting,’’ Appl.
Energy, vol. 215, pp. 643–658, Apr. 2018.

[80] L. L. Zhang, M. S. Li, T. Y. Ji, and Q. H. Wu, ‘‘Short-term wind
power prediction based on intrinsic time-scale decomposition and
LS-SVM,’’ in Proc. IEEE Innov. Smart Grid Technol.-Asia (ISGT-Asia),
Nov./Dec. 2016, pp. 41–45.

[81] W. Zhang, J. Wang, J. Wang, Z. Zhao, and M. Tian, ‘‘Short-term wind
speed forecasting based on a hybrid model,’’ Appl. Soft Comput., vol. 13,
no. 7, pp. 3225–3233, 2013.

[82] A. A. Abdoos, ‘‘A new intelligent method based on combination of VMD
and ELM for short term wind power forecasting,’’ Neurocomputing,
vol. 203, pp. 111–120, Aug. 2016.

[83] C. Zhang, J. Zhou, C. Li, W. Fu, and T. Peng, ‘‘A compound structure of
ELM based on feature selection and parameter optimization using hybrid
backtracking search algorithm for wind speed forecasting,’’ Energy Con-
vers. Manage., vol. 143, pp. 360–376, Jul. 2017.

[84] H. Liu, X.-W.Mi, and Y.-F. Li, ‘‘Wind speed forecasting method based on
deep learning strategy using empirical wavelet transform, long short term
memory neural network and elman neural network,’’ Energy Convers.
Manage., vol. 156, pp. 498–514, Jan. 2018.

[85] L. Xiang, Z. Deng, and A. Hu, ‘‘Forecasting short-term wind speed based
on IEWT-LSSVM model optimized by bird swarm algorithm,’’ IEEE
Access, vol. 7, pp. 59333–59345, 2019.

[86] X. Han, X. Zhang, F. Chen, Z. Song, and C. Wang, ‘‘Short-term wind
speed prediction method based on time series combined with LS-SVM,’’
in Proc. 31st Chin. Control Conf., Jul. 2012, pp. 7593–7597.

[87] J. Zhang, Y. Wei, Z.-F. Tan, W. Ke, and W. Tian, ‘‘A hybrid method for
short-term wind speed forecasting,’’ Sustainability, vol. 9, no. 4, p. 596,
2017.

[88] S. Wang, N. Zhang, L. Wu, and Y. Wang, ‘‘Wind speed forecasting based
on the hybrid ensemble empirical mode decomposition andGA-BP neural
network method,’’ Renew. Energy, vol. 94, pp. 629–636, Aug. 2016.

[89] A. Meng, J. Ge, H. Yin, and S. Chen, ‘‘Wind speed forecasting based on
wavelet packet decomposition and artificial neural networks trained by
crisscross optimization algorithm,’’ Energy Convers. Manage., vol. 114,
pp. 75–88, Apr. 2016.

[90] H. Liu, H. Tian, X. Liang, and Y. Li, ‘‘New wind speed forecasting
approaches using fast ensemble empirical model decomposition, genetic
algorithm, mind evolutionary algorithm and artificial neural networks,’’
Renew. Energy, vol. 83, pp. 1066–1075, Nov. 2015.

[91] G. Osório, J. C. O. Matias, and J. Catalāo, ‘‘Short-term wind power
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A B S T R A C T

Grey prediction models are suitable for uncertain systems and are recognized as a versatile wind energy fore-
casting technique. However, the traditional model has a disadvantage of seldom failure of necessary conditions. 
The first-order grey model with one variable [GM(1,1)] predicts the negative values of wind speeds, which is 
physically impossible. Also, forecasting results of the traditional model demonstrated that approximately 5% of 
the predicted values failed to achieve a predetermined accuracy level. In this study, a comprehensive modified 
GM(1,1) model is proposed considering wind speed data of Palmerston North, New Zealand. Remnant model and 
L’ Hopital’s rule are incorporated to overcome the issues of the traditional method. Results showed that the 
modified GM(1,1) model improved the forecasting validity of the traditional model by 98% while the individual 
accuracy level by 86%. Also, the forecasting performance of the new model is 9% higher than the traditional 
model. The robustness is further demonstrated by applying the model to three case studies. Overall, the modified 
model has excellent index of agreement with no negative wind speed predictions.   

Introduction 

Electricity generation from renewable sources has favorable eco-
nomics relative to conventional thermal options. It is considered a sig-
nificant option in the current supply and future energy policies of many 
countries. Currently, more than 80% of electricity in New Zealand 
generates from renewable sources (mainly hydro, geothermal, and 
wind) [1]. It is a strong directive of the National Policy Statement for 
Renewable Electricity Generation (NPS-REG) 2016, which states that 
the government is targeting 90% of electricity generation from renew-
ables by 2025 [2]. New Zealand has a world-class wind resource. Ac-
cording to the New Zealand Wind Energy Association (NZWEA), the 
country has 17 operating wind farms. These wind farms currently have a 
combined installed capacity of 690 MW. The average annual output of 
these farms ranges from 100 kW at Southbridge to 161 MW at the Tar-
arua wind farm. They supply around 6% of New Zealand’s total elec-
tricity generation [3]. 

Despite an economically competitive and one of the fastest-growing 
technology, wind energy has a disadvantage of intermittent nature. The 
stochastic behavior of wind raised various challenges to the power 
systems. Such problems include, but are not limited to, planning and 
operational difficulties, unit commitment decisions, quality of power, 
the stability of power systems, and standard of inter-connections [4]. 

Forecasting is one of the possible solutions to overcome these chal-
lenges. Over the past few decades, numerous forecasting methods have 
been developed to predict wind speed accurately. These methods are 
divided into five categories: Persistence, Physical, Statistical, Artificial 
Intelligence/Machine Learning (AI/ML), and Hybrid. In the persistence 
model, the future wind speed is considered the same as the current time. 
Such a model is used for the very short-term forecast (0–30 min); 
however, the model cannot upgrade for further improvement. 

Physical models are based on orography and require comprehensive 
information on the characteristics of a wind farm. These models predict 
medium-term (6 h-1 day ahead) and long-term wind forecast (>1 day 
ahead) accurately. Physical models generate global and regional pre-
dictions using initial conditions to solve complex numerical systems. 
However, physical models are computationally extensive to set up, 
require a long time to run, and are not suitable for very short-term and 
short-term forecasts (30 min–6 h) [5]. 

Statistical models are based on time series data and are therefore 
easy to build and fast to calculate. In contrast with physical models, 
statistical methods do not require extensive information to set up and 
are more appropriate for very-short-term and short-term forecasts. 
Commonly used statistical models are Auto-Regressive Integrated 
Moving Average (ARIMA) [6], Markov chain [7], and grey prediction 
models [8]. However, the forecasting performance is highly dependent 
on the time-series data. Also, these models rarely deal with nonlinear 
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behavior. 
AI/ML techniques have stronger nonlinear estimation ability and are 

commonly used to predict wind speed. These include Artificial Neural 
Network (ANN) [9], Support Vector Machines (SVM) [10], and Fuzzy 
Logic (FL) [11]. AI/ML models can implicitly construct nonlinear and 
highly complex mapping relationships [5]. However, commonly used AI 
models have issues of low efficiency, overfitting, dimensionality issues, 
and premature convergence [12]. Other than traditional ML models, 
deep learning and extreme learning is gaining more consideration. These 
models showed higher accuracy and can learn more complex nonlinear 
relations [4]. Commonly used deep learning models include Deep Belief 
Network (DBN), Long Short-Term Memory (LSTM) [13], Echo State 
Network (ESN) [14], and Convolutional Neural Network (CNN) [15]. 
Although advanced learning methods improve the forecasting accuracy, 
however, the standard method tends to fall into local optima based on 
the predetermination of input hidden weights and hidden biases [16]. 

A single forecasting model has limited performance in multiple sit-
uations. Therefore, hybrid models are proposed as it utilizes the capa-
bilities of the individual model. Hybrid models are further divided into 
four categories 1) preprocessing or decomposition method, 2) weighted 
method, 3) feature selection or optimization method, and 4) post- 
processing or error processing method. A preprocessing model de-
composes nonstationary time series into stationary subseries, and then a 
separate prediction model is applied in each subseries. For the weighted 
method, each individual model is assigned a weight coefficient based on 

model effectiveness. Feature selection and optimization techniques are 
applied to remove redundant data. In post-processing techniques, a 
secondary model is applied to analyze the errors. Detailed reviews of 
these methods are available in the literature [4,17–19]. 

Grey prediction models 

Grey prediction models are statistical methods that are widely 
recognized as a versatile forecasting model in research fields of medicine 
[20,21], engineering [22,23], and social sciences [24,25]. The grey 
prediction model is focused on the grey system established by Deng 
[26]. Compared with other statistical forecasting models, the grey pre-
diction has an advantage that it only requires a small sample size, i.e., a 
minimum of four data points, to address the uncertainty of raw data 
comprehensively. Other than applying GM(1,1) model to practical ap-
plications, recent studies are also focusing on optimizing the model 
further. Besides combining GM(1,1) model with other techniques, Liu 
et al. [27] divided such research dimensions into eight different areas: 
(1) nature and characteristics of traditional model (2) selecting initial 
value (3) optimizing model parameters (4) recreating background value 
(5) optimizing model (6) improving simulation accuracy of discrete GM 
(1,1) model (7) modelling for non-equidistant sequence (8) application 
bound of models. 

Integrating the rolling mechanism [28] with the traditional GM(1,1) 
model is also considered to enhance forecasting performance. A rolling 

Abbreviations 

1-AGO First-order Accumulated Generating Operation 
ANN Artificial Neural Network 
ARIMA Auto-Regressive Integrated Moving Average 
CTAGO Cycle Truncation Accumulated Generating Operation 
DGGM Data Grouping Grey Model 
ELM Extreme Learning Machine 
FAGM Fractional Accumulated Grey Model 
FANGBM Nonlinear grey Bernoulli model with fractional order 

accumulation 
FGM Fractional Order Grey Model 
FOTP Full-Order Time Power 
GA Genetic Algorithm 
GCA Generalized regression neural network based on Cluster 

Analysis 
GM Grey Model 
GM(1,1) first-order grey model with one variable 
GSA Gravitational Search Algorithm 
HEA Hybrid Evolutionary Adaptive 
HFGM Heuristic Fuzzy time series Grey Model 

HIM Hybrid Intelligent Method 
HP Hodrick-Prescott 
IoA Index of Agreement 
LSSVM Least Square SVM 
MAE Mean Absolute Error 
MAPE Mean Absolute Percentage Error 
NRF New Reference Forecasting 
NWP Numerical Weather Prediction 
PCHIP Piecewise Cubic Hermite Interpolating Polynomials 
PFAGM Power Driven Fractional Accumulated Grey Model 
PSO Particle Swarm Optimization 
RGM Rolling Grey Model 
RMSE Root Mean Square Error 
SA Simulated Annealing 
SAIGM Self-Adaptive Intelligence Grey Model 
SFLA Shuffled Frog Leaping Algorithm 
SGM Seasonal Grey Model 
SVM Support Vector Machine 
WGMIPSO Wavelet decomposed Grey Model improved by Particle 

Swarm Optimization 
WOA Whale Optimization Algorithm  

Fig. 1. The rolling mechanism for a window size of 5.  

Chapter 3.  A modified GM (1, 1) model to accurately predict wind speed

30



mechanism considered only the latest data while deleting the older one, 
as shown in Fig. 1. Wu et al. [29] presented that the solution of the GM 
(1,1) model will be more stable if the small sample size (hereafter called 
window size N) is used. Zhang et al. [30] applied a window size from 4 to 
8 for a case study of a wind farm in China and found out the optimal 
window size is 6. Similarly, Dejamkhooy et al. [31], Zhou et al. [32], and 
Sahin [33] selected the optimal window size of 5. 

Applications of grey prediction models in the field of wind energy 
forecasting 

Wind energy exhibits a stochastic nature. The current observation is 
more dependent on the latest values rather than the former one. 
Including more previous data decreases the forecasting performance. 
Therefore, grey forecasting is an effective method to predict wind speed 
data. The widely used grey prediction model is a first-order grey model 

with one variable – GM(1,1). Many researchers applied a grey fore-
casting model as an individual or hybrid model to predict wind speed, 
wind power, and wind energy consumption [30]. 

As an individual model, El-Fouly et al. [8] applied GM(1,1) model for 
a case study of a 600 kW wind turbine with 50 data points. The model 
showed improvements up to 12% of the persistence model. Yang et al. 
[34] employed GM(1,1) model to forecast wind power in China for nine 
years. The forecasting results depicted that the model predictions are 
consistent with the high GDP growth rate. A hybrid grey prediction 
model further improves the forecasting performance. The traditional 
model is combined with ARIMA [35], Markov [36], Nonlinear Auto- 
Regressive neural network (NARnet) [35], Elman NN [37], SVM [38], 
ELM [39], wavelets [40], Empirical Mode Decomposition (EMD) [41], 
and Ensemble Empirical Mode Decomposition (EEMD) [42]. Wu and 
Gao [38] considered GM(1,1) model combined with SVM for a wind 
farm case study in Denver, USA. The proposed model outperformed the 

Table 1 
Studies implementing GM(1,1) model for wind energy forecasting.  

Reference Time 
Horizon 

Model 
Type 

Proposed Model Size of 
analyzed 
Dataset 

Resolution 
of data 

Predicted 
parameter 

Period of 
forecasting 

Superiority 
over 

Modification 

El Fouly et al. 
[8] 

Short 
Term 

Statistical GM(1,1) 50 1 hr Wind Speed 
Wind Power 

One step 
ahead 

Persistence – 

El Fouly et al. 
[45] 

Short 
Term 

Statistical RGM(1,1) 
With adaptive alpha 

50 1 hr Wind Speed 
Wind Power 

One step 
ahead 

Persistence 
GM(1,1) 

Adaptive alpha N = 4 

Short 
Term 

Statistical Averaged Grey Model 50 1 hr Wind Speed 
Wind Power 

One step 
ahead 

Persistence 
GM(1,1) 

Combination of 
traditional and Rolling 
model with adaptive 
alpha 
N = 4 

An et al.  
[40] 

Short 
Term 

Hybrid wavelet 
decomposition, 
chaotic time series, 
and GM (1, 1) model 

470 10 min Wind Power One step 
ahead 

Non- 
decomposed 
time series 

GM(1,1) is used for the 
non-chaos part of 
decomposed time series 
N = 10 

Chengxian 
and 
Shuqin  
[53] 

Long 
Term 

Statistical revised parameter 
GM(1,1) 

12 Monthly 
average 

Wind Speed 4 step 
ahead 

GM(1,1) Weighting factor =
1
a−

1
ea − 1  

Guo et al.  
[46] 

Short 
Term 

Hybrid WGMIPSO 1451 5 min Wind Speed One step 
ahead 

GM(1,1) 
GMIPSO 

Particle Swarm 
Optimization is used to 
improve the grey model 
for every decomposed 
time series 
N = 5 

Wu and Gao  
[38] 

Medium 
Term 

Hybrid SVM-GM 168 1 hr Wind Power 3 step 
ahead 

Persistence 
NRF 
GM(1,1) 
ANN 
LSSVM-GSA 
HEA 
GCA 
HIM 

GM(1,1) established with 
a combination of SVM 
and NWP optimized by 
PSO 
N = 10 

Qolipour 
et al. [39] 

Medium 
Term 

Hybrid Grey-ELM 1038 1 hr Wind Speed 24 hr 
change 

ELM 
NN-SFLA 
NN-GA 
NN-SA 

GM (1,1) used to convert 
data into grey numbers 
and data reprocessed by 
ELM 

Zhang et al.  
[30] 

Short 
Term 

Hybrid PSO-SVR and Grey 
Combination Model 

576 10 min Wind Speed 
Wind Power 

One step 
ahead 

GM(1,1) 
ARIMA 
FGM (1,1) 

α=

{
0, 34,

1
2,

1
4, 1

}

Optimal N = 6  
Zhang et al.  

[48] 
– Hybrid WOA-PFAGM 12 Yearly 

average 
energy 
consumption 

3 years GM(1,1) 
FAGM (1,1) 

optimizes the grey input 
of the FAGM(1,1) with an 
exponential term of time 

Wu et al.  
[49] 

– Hybrid FANGBM 7 Yearly 
average 

energy 
consumption 

3 years NGM 
FAGM(1,1) 
NGBM(1,1) 
ARIMA 
VM 

Generalised model for 
GM(1,1), FAGM, the 
Verhulst model, and the 
NGBM(1,1) model 

Qian and 
Wang [47] 

– Hybrid improved seasonal 
model based on HP 
filter 

28 3 monthly 
average 

energy 
consumption 

2 years DGGM(1,1) 
TAGO-SGM 
(1,1) 

Separately analyze the 
trend and seasonal 
fluctuation based on HP 
filter  
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other considered eight models with a goodness of fit up to 98%. Zhang 
et al. [30] used fractional-order GM(1,1) combined with SVM optimized 
by PSO for a wind farm in China. The combined model is superior to 
other statistical models with an improvement in mean absolute error 
(MAE) up to 38%. Xia et al. [43] defined the new information priority 
accumulated GM(1,1) model with time power for the application of 
wind turbine capacity. The modified model improved the prediction 
accuracy in comparison with six other models. An analysis of a com-
bined GM(1,1) and extreme learning machine model was carried out by 
Qolipour et al. [39] for wind speed data of Zanjan, Iran. The goodness of 
fit for the combined model is around 99%, which outperformed an in-
dividual ELM algorithm. In addition, other improved grey models such 
as FAGM(1,1), FOTP-GM(1,1), SAIGM(1,1), and non-homogeneous 
index sequence GM(1,1) [44] were also proposed for wind speed and 
wind power forecasting that obtained satisfactory prediction accuracy. 
The details of above-mentioned studies are given in Table 1. It is 
observed that variants of GM(1,1) model are more efficient than the 
traditional model. Also, if grey prediction model is combined with other 
advanced method, such as Grey-ELM [39], then the accuracy is further 
improved. Such hybrid models outperform AI/ML and statistical models. 

Following the review and analysis of the above literature, three pa-
rameters are mostly analyzed to improve the predictive accuracy: initial 
value, window size (N), and weighting factor (α). 

Initial value selection has very low significance for wind energy 
applications. Zhang et al. [30] considered the newer data point instead 
of the oldest one as the initial value. The results showed that the initial 
value does not influence wind speed prediction. 

The selection of optimal window size is an important factor in 
improving the traditional model [30,38,40,45,46]. Considering all 
previous data might be useful for wind energy consumption where the 

time series shows an exponential trend [47–49]. However, the wind 
speed time series is nonstationary, and a smaller window size provides a 
more stable solution of the prediction model. From Table 1, the optimal 
window size varies from 4 to 10. 

The most influential parameter to improve the prediction accuracy is 
background value and is mainly focused on literature. Background value 
is primarily affected by the weighting factor (α) [44]. A constant value of 
0.5 is considered for the traditional model. To enhance the forecasting 
performance, researchers applied metaheuristic algorithms such as PSO 
[38,50] and GA [51] to optimize the background value. Cheng and Shi 
[52] optimized the background value by exponential, polynomial, and 
power function curve. Zhang et al. [30] reconstructed the background 
value in five different ways and suggested that the new point of back-
ground value provides the least prediction error. 

Limitations of previous studies 

Integrating a single optimal rolling window or improving the back-
ground value provides promising results for the considered case-studies; 
however, the problem of unrealistic prediction still exists. 

We collected wind speed data for Palmerston North from the Na-
tional Institute of Water and Atmospheric Research Ltd (NIWA) for the 
summer season, with a temporal resolution of 10 min [54]. A traditional 
GM(1,1) model is applied with a window size varying from four to 
eleven using MATLAB, and the results are shown in Fig. 2. It is visualized 
from the Fig. 2 that a traditional GM(1,1) predicts some erroneous 
values even with the smallest window size. 

The weighting factor has two common approaches: i) constant 
weighting factor ii) adaptive weighting factor. We considered both the 
approaches and found out that none of the results are satisfactory 

Fig. 2. One step ahead wind speed forecasting using traditional GM(1,1) model for window sizes varying from 4 to 11.  
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(Fig. 3). The problem of negative wind speed still exists, whereas some of 
the predicted values show substantial errors. 

From the literature review, we observed that the necessary condition 
of developing coefficient a, is not considered in any of the studies, as 
mentioned earlier. In most of the high accuracy variants of the GM(1,1) 
model such as the FAGM, NGM, HFGM, DGGM, the common factor is (

v(0)(1) − b
a

)
(See details of Eq. (8) in “GM(1,1) model” Section). When 

the developing coefficient equals zero, the factor approaches negative 
infinity. Similarly, if the developing coefficient is extremely small (in 
terms of 10−10) then the factor gives a very high value. The model then 
predicts an unreasonable or sometimes impossible value. Also, if the 
developing coefficient is higher than the threshold value, the GM(1,1) 
model is not suitable for prediction. Furthermore, the adaptive 
weighting factor is considered in the literature, but no analysis has been 
carried out for variable rolling window size. Such problems have also 
been explored by other researchers [55,56]. However, those solutions 
partially satisfy the conditions, and a comprehensive model is still 
required for wind speed forecasting. To the best of authors’ knowledge, 
such a model is not considered for wind speed time series in the litera-
ture, fulfilling all the necessary conditions. This is the primary motiva-
tion behind the work proposed in this paper. The three main 
contributions of this study are as follows.  

• A modified GM(1,1) is proposed that integrates the traditional
method with an optimal moving window and the adaptive weighting

factor for very short-term wind speed forecasting. The effect of 
window size and weighting parameter is discussed to meet the ac-
curacy levels.  

• The necessary conditions of developing coefficient are considered in
the proposed method that successfully solved previous models’ 

major problems. The traditional model is modified by L’ Hopital’s 
rule and remnant model to fulfill the necessary and sufficient 
conditions.  

• Datasets from four different cities are considered to confirm the
validity of the proposed method. Results show that the modified GM 
(1,1) model is superior to the traditional GM(1,1) method. 

The remainder of this paper is organized as follows: “Materials and 
Methods” Section presents the methodology of the modified grey pre-
diction model. The problems of large prediction errors, singular phe-
nomenon, and forecasting validity are also discussed. The experiments 
and analysis of the proposed forecasting system are presented in “Results 
and Discussions” Section. The robustness of the model is demonstrated by 
considering four case studies. Finally, the conclusions are presented in 
“Conclusion” Section. 

Materials and methods 

We first analyzed the raw data to find any missing or outlier values. 
Box-plot rule is used to identify anomalies, whereas Piecewise Cubic 
Hermite Interpolating Polynomials (PCHIP) is applied to impute data 

Fig. 3. One step ahead wind speed forecasting using traditional GM(1,1) model for varying weighting factor. 
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inaccuracies. PCHIP is a three-degree piecewise polynomial function. 
Compared with cubic splines, it seeks to match only the first derivative 
of the data points with those of the intervals before and after. Also, it 
generally less undershoots or overshoots than cubic splines. MAPE is 
selected as the deciding parameter other than accuracy tests to find the 
optimal window size (N) for the rolling mechanism. MAPE is defined as 
Eq. (1). 

MAPE =
∑n

k=1

⃒⃒
⃒v(0)(k) − v̂

(0)(k)
⃒⃒
⃒

v(0)(k)
× 100%, (1)  

where n is the number of observations. 

GM(1,1) model 

For a given non-negative time series with n observations i.e. V(0) ={v(0)(1), v(0)(2), v(0)(3),⋯, v(0)(n)}, the forecasting process through GM
(1,1) is summarized in five steps as follows: 

Step 1: First-order Accumulated Generating Operation (1-AGO) 

The first step is to establish by V(1) using the first-order Accumulated 
Generating Operation (1-AGO) to the original time series as: 
V (1) =

{
v(1)(1), v(1)(2), v(1)(3),⋯, v(1)(n)

}
, (2)  

v(1)(k) =
∑k

i=1

v(0)(i), k = 1, 2, 3,⋯, n

Step 2: Background value array calculation 

Same as V(0)and V(1), the background value array Z(1) is defined as: 
Z(1) =

{
z(1)(1), z(1)(2), z(1)(3),⋯, z(1)(n)

}
, (3) 

where z(1)(k) = αv(1)(k) + (1 − α)v(1)(k−1), k = 2, 3, ⋯, n. α is a 
weighting factor and is usually specified as 0.5. 

Step 3: Equation parameter calculation 

The original form of the GM (1,1) model is a difference equation 
which expressed as: 
v(0)(k) + az(1)(k) = b, (4)  

where a is the developing coefficient, and b is the grey actuating 
quantity. The parameter vector of the formula â = [a, b]T is estimated 
through the least square method, which satisfies: 
â= (BT B)−1

BT Y, (5) 

where, Y =

⎡
⎢⎢⎣

v(0)(2)
v(0)(3)

⋮

v(0)(n)

⎤
⎥⎥⎦, B =

⎡
⎢⎢⎣

−z(1)(2) 1
−z(1)(3) 1

⋮ ⋮

−z(1)(n) 1

⎤
⎥⎥⎦ and v(0)(1) = v(1)(1)

Step 4: Whitenization (or image) equation and its solution 

The following differential equation 
dv(1)

dt
+ av(1) = b (6) 

is called whitenization (or image) equation of v(0)(k)+az(1)(k) = b 
and its time response sequence is expressed as: 

v̂
(1)(t) =

(
v(0)(1)−

b

a

)
e−a(k−1) +

b

a
(7) 

The Eq. (7) is the solution of V(1). 

Step 5: Inverse First-order Accumulated Generating Operation (In-
verse 1-AGO) 

The forecasting sequence V̂ (0) can be obtained by the inverse 1-AGO 
as: 

V̂
(0)

=

⎧
⎪⎨
⎪⎩

v̂
(0)(1) = v(0)(1)

v̂
(0)(k) = v̂

(1)(k) − v̂
(1)(k − 1) = (1 − ea)

(
v(0)(1) −

b

a

)
e−a(k−1)

.

(8)  

Remnant GM(1,1) model 

The developing coefficient reflects the trend of v̂(1)
(1) and v̂(0)

(1). 
Increasing a rapidly increase the simulation errors, sometimes outside 
the predetermined accuracy requirement. Therefore, the condition of a 
must be analyzed first (as given in Table 2) before making any prediction 
[27]. 

One solution to modify the GM(1,1) model is to apply the additional 
grey model to the error sequence. This is termed as Remnant GM (1,1) 
model [27]. 

Let ε(0) is the error sequence with n observations such that ε(0) =

{ε(2), ε(3),⋯, ε(n) } ={
v(0)(2)−v̂(0)(2), v(0)(3)−v̂(0)

(3),⋯, v(0)(n)−v̂(0)
(n)

}
. For absolute

values of ε(0), 

ε̂
(0)
(k) = (1− eaε )

(
ε(0)(2)−

bε

aε

)
e−aε(kε−1), (9)  

where kε = 3,4⋯,n. Using Eqs. (8) and (9), the time response sequence 
is modified by adding or subtracting ε̂(0)(k)from v̂(0)

(k). 

V̂
(0)
=

⎧
⎪⎨
⎪⎩

v̂
(0)(1)=v(0)(1)

v̂
(0)(k)=(1−ea)

(
v(0)(1)−

b

a

)
e−a(k−1)±(1−eaε )

(
ε(0)(2)−

bε

aε

)
e−aε(kε−1)

,

(10) 
The Eq. (10) is referred to as the remnant GM(1,1) model, where the 

sign of the error modification value is the same as those in ε(0). 

Singular phenomenon 

Another potential problem of GM(1,1), discussed by Chen and Huang 
[55], is the singular phenomenon. We considered four different condi-
tions of developing coefficient (a) in the previous section. One more 
possible case is a = 0. When developing coefficient is zero, the param-
eter b/a in Eq. (8) approaches infinity so that the factor 

(
v(0)(1) − b

a

)

approaches negative infinity. In this situation, the indeterminate form 
results in the erroneous value of v̂(0)

(k). 
Generally, the researchers use some computing software for calcu-

Table 2 
Developing coefficient and prediction length.  

Developing Coefficient|a| Prediction Length 

|a| ≤ 0.3  Medium to long-term predictions 
0.3 < |a| ≤ 0.5  Short to medium term predictions with less caution 
0.5 < |a| ≤ 0.8  Short to medium term predictions with high caution 
0.8 < |a| ≤ 1  Modified the traditional GM(1,1) model 
|a| > 1  GM(1,1) is not suitable for predictions  
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lations, where the floating-point truncation error causes the value of the 
developing coefficient extremely small (in terms of 10−10) instead of 
zero. This results in predicting an unreasonable or sometimes impossible 
value by the model, as seen in Figs. 2 and 3. Therefore, the GM(1,1) 
model must be modified when a→0. 

One possible solution for the singular phenomenon is to apply L’ 

Hopital’s rule, as discussed by [55]. From Eq. (8): 

lim
a→0

v̂
(0)(k) = lim

a→0
(1− ea)

(
v(0)(1)−

b

a

)(
e−a(k−1)

)

Rearranging the equation: 

lim
a→0

v̂
(0)(k) = lim

a→0

(1 − ea)
(
e−a(k−1)

)

1(
v(0)(1)−b

a

)

lim
a→0

v̂
(0)(k) = lim

a→0

1 − ea

(ea(k−1) )

/(
v(0)(1) − b

a

)

lim
a→0

v̂
(0)(k) = lim

a→0

(1 − ea)

(aea(k−1) )/(av(0)(1) − b )

Differentiating the numerator and denominator, we get 

lim
a→0

v̂
(0)(k) = lim

a→0

−ea

(av(0)(1)−b){a(k−1)ea(k−1)+ea(k−1) }−(av(0)(1)ea(k−1) )

(av(0)(1)−b)
2 

Applying limits, we get 

=
−1

−b
/

b2
= b.

Therefore, when a = 0, the modified GM(1,1) model is 

V̂
(0)

=

{
v̂
(0)(1) = v(0)(1)

v̂
(0)(k) = b

(11)  

Accuracy testing of GM(1,1) model 

Accuracy testing help to decide the appropriateness of a particular 
model. Each model chosen has to be tested through various methods. 
Once a model passed those tests, that can be meaningfully employed to 
make predictions. In this study, posterior error detection method 

Table 3 
Levels of accuracy testing for GM(1,1).  

Accuracy Level Small error probability (p)  Post-error ratio (C)

I 0.95 ≤ p  C ≤ 0.35  
II 0.80 ≤ p < 0.95  0.35 < C ≤ 0.50  
III 0.70 ≤ p < 0.80  0.50 < C ≤ 0.65  
IV 0.60 ≤ p < 0.70  0.65 < C ≤ 0.80   

Fig. 4. The proposed modified GM(1,1) model.  
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criteria: small error probability (p) and post-error ratio (C) were used to 
test the accuracy of the forecasting models. The posterior error detection 
method also served as the forecasting validity of the grey model [27,54]. 
The prediction is only valid if the model passes both the accuracy tests. 

Let S1 and S2 be the respective standard deviations of the original 
sequence V(0) and error sequence ε(0) and is calculated as in Eqs. (12) 
and (13), respectively. 

S1 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1

n

∑n

k=1

(v(0)(k) − v )
2

√
where v=

1

n

∑n

k=1

v(0)(k), (12)  

S2 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1

n

∑n

k=1

(ε(k) − ε)2

√
where ε =

1

n

∑n

k=1

ε(k) (13) 

The small error probability (p) and post-error ratio (C) is then eval-
uated as in Eqs. (14) and (15), respectively. 
p = P{|ε(k) − ε | < 0.6745S1 }, (14)  

C =
S2

S1

. (15) 

A higher p value shows the ratio that errors fall within the acceptable 
range. The higher the p value, the superior the forecasting accuracy. The 
post-error ratio reflects the change rate of the difference between pre-
dicted and actual values. The lower the C value, the better the fore-
casting accuracy. Smaller C value shows that S2 is relatively smaller than 
the S1, i.e., errors are relatively more concentrated with little fluctuation 
than the original data. The acceptable levels of p and C are given in 
Table 3 with level I as the highest and level IV as the lowest. If no 
window size between 5 and 11 satisfies the accuracy conditions, then a 
constant weighting factor is used with the best possible window size. 
The overall methodology of the proposed modified GM(1,1) is outlined 
in Fig. 4. The final modified GM(1,1) model is:   

Table 4 
Summary of meteorological parameters at Palmerston North.  

Mean monthly/annual wind speeds (m/s) 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
4.39 4.33 4.25 3.58 3.81 3.81 3.86 3.94 4.33 4.72 4.94 4.47  
Average wind speed (m/s) for selected hours 
00:00 03:00 06:00 09:00 12:00 15:00 18:00 21:00     
3.42 3.28 3.28 4.28 5.44 5.72 4.61 3.67      
Average daily temperature range (◦C) 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
10.3 10.3 10.2 9.9 8.9 8.2 8.3 8.5 8.5 8.6 9.1 9.4  
Mean hourly temperatures for Jan. (◦C) 
00:00 01:00 02:00 03:00 04:00 05:00 06:00 07:00 08:00 09:00 10:00 11:00 
14.6 14.3 14 13.9 13.7 13.5 14.1 15.6 17.2 18.5 19.5 20.4 
12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00 20:00 21:00 22:00 23:00 
21.1 21.5 21.6 21.6 21.2 20.5 19.5 18.3 16.8 15.9 15.4 15  
Mean hourly temperatures for Jul. (◦C) 
00:00 01:00 02:00 03:00 04:00 05:00 06:00 07:00 08:00 09:00 10:00 11:00 
7.1 7 6.9 6.8 6.7 6.6 6.5 6.6 6.7 7.8 9.4 10.6 
12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00 20:00 21:00 22:00 23:00 
11.3 11.7 11.9 11.7 11.3 10.3 9.1 8.5 8 7.7 7.5 7.3  
Mean daily global solar radiation (MJ/m2/day) 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
22.4 19.9 15.4 10.6 7 5.3 6.1 8.7 12.3 15.7 19.8 21.1  
Mean monthly/annual 9 am vapor pressure (hPa) 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
14.9 15.3 14 12.7 11.4 9.7 9.3 9.7 10.7 11.6 12.2 14  
Mean monthly/annual 9 am relative humidity (%) 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
75.3 77.7 79.4 81.2 85.8 86.8 86.8 84.6 79.7 80.5 76.7 76  

V̂
(0)

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

v̂
(0)(1) = v(0)(1)

v̂
(0)(k) = b a = 0, k > 1

v̂
(0)(k) = v̂

(1)(k) − v̂
(1)(k − 1) = (1 − ea)

(
v(0)(1) −

b

a

)
e−a(k−1) 0 < a ≤ 0.8, k > 1

v̂
(0)(k) = (1 − ea)

(
v(0)(1) −

b

a

)
e−a(k−1) ± (1 − eaε )

(
ε(0)(2) −

bε

aε

)
e−aε(kε−1) 0.8 < a ≤ 1, k > 1, kε > 2
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Results and discussions 

Site specifications 

Palmerston North (latitude: 40.382◦S, longitude: 175.609◦E, height: 
21 m) is located in the Manawatu-Wanganui region and has a higher 
proportion of strong winds. According to the National Institute of Water 
and Atmospheric Research Ltd (NIWA) [57], the dominant wind direc-
tion is west-northwest. Spring is generally the windiest season. Among 
all recorded strong winds (> 8.6m/s), 37%, 26%, 19% and 18% 
occurred in spring, summer, winter, and autumn, respectively. For 
diurnal variation, the greatest wind speeds occur in the middle of the 
afternoon. Also, strong gust (> 26m/s) are infrequent at the studied 
location. The other details, including mean wind speed data (average 
speed taken over 10 min preceding each hour), daily temperature 
ranges, mean hourly temperature, mean daily global solar radiation, 
average 9 am vapor pressure, and relative humidity, is given in Table 4. 
For this study, wind speed data is collected from February 01, 2018 to 
February 28, 2018, with a time interval of 10 min at 10 m [54]. The 
finalized testing dataset comprised of 3,888 values, as shown in Fig. 2. 
The mean wind speed at the location is 4.1036 m/s, with a standard 
deviation of 2.1487 m/s. 

One step ahead prediction based on traditional GM(1,1) 

For a traditional GM(1,1) model, α is set as 0.5. It is seen from Fig. 2 
that placing a weighting factor (α) value as 0.5 for a fixed window size 
(N) caused erroneous predictions when no optimization is considered. 
The reason for the incorrect predictions is the developing coefficient that 
approaches zero. Sometimes, erroneous predictions exceed physical 
limits. For example, V(0) = {0.4,0.3,0.2, 0.1, 0.1,0.7, 1.2}, predicts 
V̂ (0)

= −2.2893m/s. In most of the cases, the singularity phenomenon 
occurs when two or more consecutive values are identical. For example, 
V(0) = {8.8,8.3,9.2, 8.2, 7.5,7.5, 8.8, 8.8}, predicts V̂ (0)

= 128m/s. 
However, the consecutive number is not always the case. For example, 
V(0) = {7.7,8.1, 7.4,7.3, 7.6, 8.3,7.5}, predicts V̂ (0)

= 32m/s. The per-
mutation of time series that cause the singularity phenomenon is not the 
scope of the present study and will be considered a future direction. 

A similar situation occurs with RGM (1,1) with adaptive alpha. 

Although adjusting the alpha improves the forecasting performance of 
the traditional model, however, the problem of singular phenomena still 
exists, as shown in Fig. 3. Therefore, neglecting the necessary conditions 
of the developing coefficient limits the applicability of the GM(1,1) 
model. 

One step ahead prediction based on the proposed methodology 

The first choice is to select a constant window size (N) while varying 
the weighting factor (0 < α < 1) with a step size of 0.1. The model be-
haves similarly to RGM(1,1) with adaptive alpha. We decided on the 
minimum value of N as 5. This is because the number of data points then 
available for the remnant GM(1,1) model is (N−1) = 4, which is the 
necessary condition to construct a grey model. Results show that the 
lower the window size, the higher is the prediction accuracy. Fig. 5(a) 
shows that the optimal window size is 5, with the lowest MAPE of 

Fig. 5. Accuracy testing for: (a) N = constant, α = variable; (b) N = variable, α = constant. The numbers within the graph show the total data points that achieve the 
accuracy level I. 

Fig. 6. Simulation results showing the combination of (N, α)to achieve the 
highest prediction accuracy level. 
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18.12%. Also, we observed that some of the data points failed to attain 
the predetermined accuracy level. These omitted values are as low as 42 
(1.08%) for N = 5 and as high as 194 (4.99% of total data) for N = 9. 
Increasing window size adversely affects the accuracy level of the pre-
dicted values as well. From the remaining predicted values that passed 
the predetermined accuracy level, 428 (11.12%) values failed to achieve 
small error probability accuracy level I when N = 5. Such values 
reached to 2173 (58.08%) when N = 11. Therefore, a fixed window size 
with varying weighting factor is not feasible for wind speed forecasting. 

A constant weighting factor is selected for the second option while 
varying the window size from 5 to 11. The results show higher fore-
casting performance than the previous choice. From Fig. 5(b), we 

observe that the higher the α, the higher is the forecasting performance. 
Higher α shows that background value z(1) is based on the most recent 
value instead of the older one. Considering the MAPE of α = 0.5 as a 
benchmark value, the accuracy for α = 0.9 is improved by 9.98%. 
However, deviating α from the traditional value 0.5 increase the number 
of values that failed to achieve accuracy level I. A total of 290 (7.46%) 
values was unable to reach accuracy level I when α = 0.5. The number 
of these values escalated to 338 (8.7%) when α = 0.9, i.e., an increase of 
16.62% from the traditional α. 

Another possibility is to vary both α and N, and the optimal pair is 
selected based on accuracy levels. As per expectations from previous 
analysis, it is seen that most of the pairs comprise of N = 5 and α = 0.5 

Table 5 
Forecasting Validity, individual accuracy level I, and forecasting performance of five cases of the proposed model with improvement ratios.  

Window 
Size(N)

Weighting 
Factor(α)

Predicted values failed to achieve a 
predetermined accuracy level 

Improving 
Ratio (%) 

Predicted values failed to 
achieve accuracy level I 

Improving 
Ratio (%) 

MAPE 
(%) 

Improving 
Ratio (%) 

5 0.5 88  803   18.56  
5 0.1 ≤ α ≤ 0.9  42  52.27 428  46.70  18.12 2.37 
5 ≤ N ≤ 11  0.5 2  97.73 290  63.89  18.79 −1.24 
5 ≤ N ≤ 11  0.9 2  97.73 338  57.91  16.91 8.89 
5 ≤ N ≤ 11  0.1 ≤ α ≤ 0.9  1  98.86 115  85.68  18.56 0  

Fig. 7. One step ahead prediction for the proposed methodology.  
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(Fig. 6). The number of values failed to reach accuracy level I is 115, i.e., 
65.97% lesser than the previous case (α = 0.9). However, the fore-
casting performance is decreased as compared to the former case. MAPE 
is calculated as 18.56%, which was 16.91% in the second alternative. 

The improving ratios of all the considered cases using the modified 
model are given in Table 5, where the bold values refer to the best model 
based on the individual error criterion. Improving ratio is defined as: 

Improving Ratio(%) =
IGM − IModel

IGM

× 100 (16)  

where I is a general index for comparison. 
For calculations of MAPE, only those values are considered that 

reached the predetermined accuracy levels. From the analysis of the 
results stated in Table 5:  

• A constant window size (N) with varying weighting factor (α) is
better than the traditional model. Nearly 50% more data points
passed the predetermined level and thus, improves the forecasting
validity up to 50%. Also, the same number has achieved the accuracy
level I. Overall, the model is 2.37% more accurate than the tradi-
tional model.

• The forecasting validity of varying window size is higher than the
constant moving window. With varying window size, the forecasting
validity is improved by 98% for constant alpha and 87% for adaptive
alpha.

• The improving ratio based on individual accuracy levels of a constant
α with adaptive N is higher by 64% than those of the traditional
model. In comparison, varying both parameters increase this ratio to
86%. This shows that the adaptive weighting factor has an advantage
over constant value. Also, MAPE of constant weighting factor is
decreased by 1.24% while there is no effect on the latter case.
Therefore, varying both window size (N) and weighting factor (α)
provides the highest individual accuracy levels.

• The forecasting performance is mainly affected by the weighting
factor. A higher value of the weighting factor provided the best
performance. With varying window size, α = 0.9 improved the
traditional model by 8.89% and provided the best performance.

Based on the above analysis, adaptive window size with a 0.9 value
of weighting factor is best suited to achieve the highest individual ac-
curacy levels. Correspondingly, the optimal combination of both pa-
rameters provides the best forecasting performance. 

Performance indicators 

A comparison of one-step-ahead wind speed prediction for the latter 
two cases is given in Fig. 7. Other than MAPE, the overall forecasting 
performance of the last two cases of the prediction model is evaluated 
based on Mean Error (ME), Mean Absolute Error (MAE), Mean Square 
Error (MSE), Root Mean Square Error (MAE), and Index of Agreement 
(IoA). 

Table 6 
One step ahead wind speed prediction error for Palmerston North.  

Case Conditions ME MAE MSE RMSE IoA 
I α = 0.9, N = variable 0.009684  0.489  0.4282  0.6544  97.67 
II α = variable, N = variable −0.03483  0.544  0.5442  0.7377  97.07 
% improvement Case I over II  127.8  10.19  21.31  11.29  −0.61  

Fig. 8. Histograms of error for: (a) α = 0.9, N = variable; (b) α = variable, N = variable.  
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ME =
1

n

∑n

k=1

[
v̂
(0)(k) − v(0)(k)

]
, (17)  

MAE =
1

n

∑n

k=1

⃒⃒
⃒v̂(0)(k) − v(0)(k)

⃒⃒
⃒, (18)  

MSE =
1

n

∑n

i=1

(
v̂
(0)(k) − v(0)(k)

)2

, (19)  

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1

n

∑n

i=1

(
v̂
(0)(k) − v(0)(k)

)2

√
, (20)  

IoA = 1−

∑n

k=1

(
v̂
(0)(k) − v(0)(k)

)2

∑n

k=1

(⃒⃒
⃒v̂(0)(k) − V

(0)
⃒⃒
⃒+

⃒⃒
⃒v(0)(k) − V

(0)
⃒⃒
⃒
)2
, (21)  

where V(0) is the mean of the given non-negative wind time series. 
Except for IoA, the lower values of parameters (closed to zero) show 
better prediction accuracy. 

The results are presented in Table 6. On average, the forecasting 
performance of the constant weighting factor with the variable window 
size is at least 10% more than the latter case. Therefore, we conclude 
that the overall forecasting performance is lesser if we keep both α and N 
as a variable. IoA measures the degree of model prediction and is helpful 
for cross-comparison of models. Both models have a 97% index of 
agreement, which concludes that we can use any version of the modified 
GM(1,1) model for the wind speed prediction. 

A precise understanding of the model accuracy is also determined 
from the residuals histogram, as shown in Fig. 8. It is observed that the 
frequency around zero is maximum for both cases. Thus, the shape of the 
curve endorses good forecasting performance models. Among both 
cases, a higher frequency around zero is witnessed in Fig. 8(b) that 
shows better individual accuracy levels for the second case. From visual 
inspection, the range of residuals is almost the same for both cases; 
however, the quantitative results presented in Table 6 show that the first 
case has a better overall forecasting performance. 

Computational time 

The average computational time per prediction for four models are 
given in Table 7. The models are programmed on MATLAB using Intel i5, 
1.70 GHz processor with quad-core, and 16 GB RAM. For each model, 
the experiments were run ten times, and then the average value is 
considered. From Table 7, case II of the new model took the longest time, 
where the purpose is to achieve the highest individual accuracy levels. 
The RGM(1,1) took the lowest time. 

In comparison with adaptive alpha RGM(1,1), case II of the present 
study is accurate and computationally efficient. Overall, the computa-
tional time is much lower than considered time resolution and is prac-
tically allowable. Also, for the RGM (1,1) with and without adaptive 
alpha, the problem of predicted negative wind speed exists, whereas the 
proposed model solved such problems. 

Table 7 
Average computational time per prediction for four models.  

Model Window 
Size 

Weighting 
Factor 

Computational 
time (sec) 

Predict 
negative 
wind speed 

Rolling GM (1,1) 
[8] 

Constant Constant  0.0149 Yes (Fig. 2) 

Rolling GM (1,1) 
with adaptive 
alpha [30] 

Constant Variable  0.0926 Yes (Fig. 3) 

Modified GM 
(1,1) (α =

0.9, N =

variable)  

Variable Constant  0.0533 No (Fig. 7) 

Modified GM 
(1,1) (α =

variable, N =

variable)  

Variable Variable  0.4104 No (Fig. 7)  

Table 8 
Site specifications of Mpika, Galicia and, Gwadar.   

Case Study I Case Study II Case Study III 
Location Mpika Galicia Gwadar 
Latitude (◦) 11.643◦S 43.359◦N 25.279 ◦N 
Longitude (◦) 31.341◦E 7.879◦W 62.346 ◦E 
Climate CWa CSb BWh 
Start Date February 01 

2018 
August 04 
2018 

November 03 
2017 

End Date February 28 
2018 

August 31 
2018 

November 30 
2017 

Observing authority ESMAP [58] Sotavento  
[59] 

ESMAP [58] 

Total Observations 3888 3975 3932 
Mean wind Speed (m/ 

s) 
4.3532 5.0884 3.8567 

Standard deviation (m/ 
s) 

2.0313 1.9807 1.9877 

B = dry, C = temperate, W = desert, S = steppe, a = hot summer, b = warm 
summer, h = hot. 

Fig. 9. One step ahead wind speed forecasting using traditional GM(1,1) model for (a) N = 5,α = 0.1 (b) N = 11, α = 0.9 (c)N = 50, α = 0.5.  
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Evaluation of robustness 

Three independent case studies are further analyzed to verify the 
prediction performance of the new model to evaluate the robustness of 
the developed model. The details of the considered locations are given in 
Table 8. 

The wind regime and energy production analysis at Mpika, Zambia, 
is a part of the Energy Sector Management Assistance Program (ESMAP) 
of the World bank. The site is located in an area of low-lying bush and 
rural agricultural land. The average wind speed is 6.2 m/s at 80 m [60]. 
Sotavento wind farm is situated in Galicia, Spain, with a nominal power 
of 17.56 MW. There are 24 turbines of nine models varying from 640 kW 
to 1.32 MW. The prevailing winds are on the east–west axis, with an 

average wind speed above 6 m/s [59]. Gwadar is in Pakistan and is one 
of the twelve sites for wind mapping in Pakistan managed by the World 
Bank and Alternative Energy Development Board. The mast is host by 
the Gwadar institute of technology. The land is flat with no obstruction. 
The mean wind speed is 4.7 m/s at 80 m [61]. 

Three different combinations of window size (5,11, and 50) and 
weighting factor (0.1, 0.5, and 0.9) for a case study of Mpika are shown 
in Fig. 9 to identify the shortcoming of the traditional model. Visual 
inspection demonstrates that the traditional model with constant win-
dow size is not suitable, even with an adaptive alpha. Also, increasing 
the window size is not solving the problem. The drawback of the 
traditional model to predict negative wind speed still exists with larger 
window size. The frequency of erroneous prediction for Mpika is much 

Fig. 10. One step ahead wind speed forecasting using the proposed model and analysis of residuals for Mpika, Galicia, and Gwadar. 
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higher than in Palmerston North. The same problem occurred for Galicia 
and Gwadar as well, as shown in Fig. 10. 

In contrast, the modified model is superior to traditional GM(1,1) 
and solved all the issues mentioned earlier. Fig. 10 shows the one-step- 
ahead wind speed prediction by the modified model. 

The comparison of several performance metrics for Mpika, Galicia, 
and Gwadar are given in Table 9. As our expectation, the forecasting 
performance of constant alpha with varying window size is at least 8%– 

10% higher than varying both the parameters. The index of the agree-
ment is always above 90% that concludes we can use any of the models 
for the wind speed prediction. 

Conclusions 

The grey prediction has an advantage that it requires less informa-
tion to address the uncertainty of raw data comprehensively. However, 
the traditional model may predict very high or even the negative values 
of wind speeds. Considering these issues, a modified GM(1,1) model is 
proposed and tested for four case studies. The generalized conclusions 
are as follows:  

• The developing coefficient a is the most critical parameter. By using
computational software, the floating-point truncation error causes
the value of a extremely small. Therefore, it results in predicting
negative wind speed. In this case, the traditional model is modified
with L’ Hopital’s rule.

• Similarly, if 0.8 < |a| ≤ 1, it requires modification as the error tends
to increase. For such a case, the traditional model is modified with a
remnant GM(1,1) model.

• In this study, three cases are discussed for the modified model:
constant window size while varying the weighting factor, constant
weighting factor while varying window size, and finally, changing
both window size and the weighting factor.

• A constant window size (N) with varying weighting factor (α) is not a
suitable option for wind speed forecasting.

• If the objective is to increase overall forecasting performance, then
vary window size (N) with a constant weighting factor (α = 0.9).

• If the purpose is to achieve the highest individual accuracy levels,
then vary both window size (N) and weighting factor (α).

The modified GM(1,1) model improved the forecasting performance
of the traditional model by 9%. Therefore, integrating the modified 
model into already developed algorithms further improves the predic-
tion accuracy of real-time applications. Also, integrating metaheuristic 
algorithms for background value optimization or analyzing model errors 
through other methods such as Markov Chains instead of the remnant 
model will further enhance forecasting performance. 
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ABSTRACT Markov chains (MC) are statistical models used to predict very short to short-term wind speed
accurately. Suchmodels are generally trained with a single moving window. However, wind speed time series
do not possess an equal length of behavior for all horizons. Therefore, a single moving window can provide
reasonable estimates but is not an optimal choice. In this study, a forecastingmodel is proposed that integrates
MCs with an adjusting dynamic moving window. The model selects the optimal size of the window based on
a similar approach to the leave-one-out method. The traditional model is further optimized by introducing
a self-adaptive state categorization algorithm. Instead of synthetically generating time series, the modified
model directly predicts one-step ahead wind speed. Initial results indicate that adjusting the moving window
MC prediction model improved the forecasting performance of a single moving window approach by 50%.
Based on preliminary findings, a novel hybrid model is proposed integrating maximal overlap discrete
wavelet transform (MODWT) with auto-regressive integrated moving average (ARIMA) and adjusting
moving window MC. It is evident from the literature that MC models are suitable for predicting residual
sequences. However, MCs were not considered as a primary forecasting model for the decomposition-based
hybrid approach in any wind forecasting studies. The improvement of the novel model is, on average, 55%
for single deep learning models and 30% for decomposition-based hybrid models.

INDEX TERMS Wind speed, forecasting, markov chain, moving window, statistical, wavelets.
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PCHIP Piecewise Cubic Hermite Interpolating
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PRBF Principal Component Analysis-Radial

Basis Kernel Function
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SSAPSR Singular Spectrum Analysis-Phase Space

Reconstruction
SVR Support Vector Regression
VMD Variational Mode Decomposition
WT Wavelet Transform

I. INTRODUCTION

Wind speed forecasting models can be classified from two
perspectives: (a) time scale (b) applied methodology. Based
on the time scale, the forecasting models can be further
divided into four categories: very short-term (0-30 min),
short-term (30 min - 6 hours), medium-term (6 hours - 1 day
ahead), and long-term (>1 day ahead). These time scales
are defined based on regularity situations, end-user require-
ments, and technical conditions. For instance, wind turbine
regulation and real-time grid operation require a very short-
term forecast. Similarly, economic load dispatch planning and
load decisions involve short-term predictions. Correspond-
ingly, decision making of unit commitment and the reserved
requirement is based on medium-term wind speed forecasts.
Likewise, maintenance scheduling and feasibility study of
wind farms need long-term forecasting. Literature reveals that
shorter time scales forecasts are more detailed and accurate
compared to long-term forecasts. However, a limited time is
available for the deployment of wind power generation [1].
Based on the applied methodology, wind speed forecasting

models can be divided into five categories: i) Persistence,
ii) Physical, iii) Statistical, iv) Artificial Intelligence/Machine
Learning (AI/ML), and v) hybrid. In the persistence model,
the immediate-future wind speed is considered the same as
the present wind speed.
Physical models are based on orography and numerical

weather prediction model. Such models generate predictions
based on initial conditions to solve the complex numerical
system. However, two significant problems limit the applica-
bility of these models in very short to short term wind speed
forecasting: (i) The extensive information on the character-
istics of wind farms is not always possible [2] (ii) Higher
spatial resolution and continuously updated environmental
information requires significant computational time [3], [4].
Statistical and AI/ML models are based on the inner

relationship among historical data and do not require phys-
ical insight. Both types of models show higher accuracy in
very short to short-term forecasts. Commonly used statis-
tical models include Kalman Filter [5], Markov Chain [6],
Auto-Regressive Integrated Moving Average (ARIMA) [7],
generalized additive model [8], and grey prediction
models [9]. Similarly, the traditional AI/ML models include

Artificial Neural Network (ANN) [10], Support Vector
Regression (SVR) [11], and Fuzzy Logic (FL) [12]. Statistical
models deal with linear conditions, whereas AI/ML model
has stronger nonlinear estimation ability.
Besides traditional AI/ML models, deep learning and

extreme learning machines are also commonly applied
in wind speed forecasting. Notable architectures include
Kernel Extreme Learning Machine (KELM) [13], [14], Long
Short-Term Memory (LSTM) [15], [16], Echo State Net-
work [17], Deep Belief Network (DBN) [18], [19], and
Convolutional Neural Network (CNN) [20], [21].
Considering the intrinsic weaknesses of all models,

it is difficult for a single forecasting model to adequately
capture the complex relationships of wind speed time
series [17], [22]. Therefore, a better approach is to use
hybrid methods where every model utilizes its individual
capability. Such models are further classified as weighted
models, feature selection models, decomposition (or prepro-
cessing) models, and error-processing (or postprocessing)
models [23], [24].
In the weighted models, multiple forecasting methods

are utilized to forecast wind speed simultaneously. Then,
each individual model is assigned a weight coefficient based
on prediction performance. The weights are either fixed
or variable. However, the variable weight arrangement has
better performance [25]. Optimization algorithms such as
Flower Pollination Algorithm with Chaotic Local Search
(CLSFPA) [26], Bat Algorithm (BA) [25], Chaos Parti-
cle Swarm Optimization (CPSO) [24], and Multi-Objective
Grasshopper Optimization Algorithm (MOGOA) [27] have
been used to optimize the weights of final combination based
on model effectiveness [28].
Feature selection and optimization models improve the

model performance by removing the redundant data. Differ-
ent optimization algorithms are mentioned in the literature.
Zhang et al. [29] used the ImprovedGenetic Algorithm (IGA)
to optimize Fuzzy Neural Network (FNN). Li et al. [30] con-
sidered the Improved DragonflyAlgorithm (IDA) to optimize
Support Vector Machine (SVM). Zhang et al. [31] applied
improved Particle Swarm Optimization (IPSO) to optimize
Long-Short Term Memory (LSTM). In literature, two basic
frameworks of feature selection (Wrapper and Filter) are
discussed. The details for both frameworks are available
in [1], [2].
In error-processing models, the effect of residuals is con-

sidered to improve the model performance. Firstly, the errors
are analyzed after the primary prediction model. Next, a sec-
ondary postprocessing model is applied to improve the initial
forecast. Duan et al. [32] decomposed the forecasted error
time series using ICEEMDAN and then applied the ARIMA
model to predict the error sequence. Several other models,
such as LSTM [33], Markov Chain [29], and ELM [34], are
also reported in the literature as error correction models.
The widely used hybrid models are decomposition-

based [2], and more than 100 research articles have focused
on these models in recent years [35]. As Li et al. [36]
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discussed, it is difficult for various prediction models to
accurately understand the wind data pattern. Wind speed
time series is a combination of multiple frequencies. Also,
it possesses a highly chaotic, nonlinear, and intrinsic nature.
Therefore, the motivation behind preprocessing models is to
improve prediction accuracy by segregating the time series
with different frequencies. Such models are based on the
‘divide and conquer’ strategy for nonstationary time series
and show better performance than the conventional single
models.
In the decomposition-based hybrid model, the nonsta-

tionary wind speed time series decomposes into several
relatively stationary subseries. Then, a forecasting model
is applied to each subseries to get several individual pre-
dictions. Aggregating all the individual predictions results
in the final forecast [1]. Commonly used decomposition
approaches are Wavelet Transformation [36], Empirical
Mode Decomposition [37], Variational Mode Decomposi-
tion [17], and their variants [38]. The individual predic-
tion models can either be statistical, artificial intelligence,
or both – for instance, WT-ARIMA [7], EMD-PE-ANN [37],
VMD-PRBF-ARMA-E [39], EEMD-PSF-ARIMA [38],
WT-VMD-DLSTM-AT [40], EWT-BiDLSTM [41]. The
decomposition-based hybrid models show better forecasting
accuracy than conventional models.
In general, AI/ML models are given preference for sub-

series predictions. However, commonly used AI models
have issues of premature convergence and overfitting. Also,
the advanced learning methods tend to fall into local optima.
Such problems are not associated with statistical models
that make them suitable for very short to short-term wind
speed forecasting. Also, the decomposition of wind speed
time series can make the input data more stationary. Once
the stationary condition is met, the statistical models would
generate competitive predictions [42]. Therefore, trained by
the preprocessed data, the statistical models can learn the
nonlinear behavior of the wind [1].
One of the widely recognized statistical prediction mod-

els for wind energy is Markov Chains (MCs). Besides their
simplicity, the advantage of MCs is their ability to model
wind time dependence characteristics. MCs are based on the
probability distribution, which shows that the wind speed
at the following time step relies on the present wind state.
Other commonly used statistical models cannot capture this
probability dependence [43]. Table 1 summarized the moti-
vation and limitation of studies implementing the MC model
for wind energy forecasting. Although the traditional MC
model showed better performance than other benchmark
models [44], the method is computationally extensive with
limited performance for a large range dataset. One primary
reason is a poor state categorization method.
The conventional state categorization implemented

in [6], [45]–[47] generates a huge size of a Transition
Probability Matrix (TPM) that increases the computational
complexities. Furthermore, the individual number of certain
states could be much lower such that it shows near-zero

probabilities in TPM. Therefore, efforts are made to improve
the state categorization.
One way to overcome the issue of huge TPM is to reduce

the number of states. Sahin and Sen [48] introduced interval
boundaries as V̄ ± lσ whereV̄ is the mean, σ is standard
deviation of available wind speed, and l = 0, 1, 2, 3, . . . until
extreme in wind speed data. Yang et al. [49] also applied
the same approach and defined states as V̄ ± l(0.4σ ). This
method significantly reduced the number of states. However,
the forecasting accuracy is compromised. According to the
analysis of Tang et al. [50], the wind speed generation with
the uniform distribution assumption is worse in the latter
case. The value of RMSE is increased from 0.007 (traditional
method) to 0.010 (equal interval boundaries).
Another approach to improve state categorization is to use

unequal intervals. Ettoumi et al. [51] defined the interval
boundaries based on wind speed distribution as weak wind
(0–3 m/s), mean wind (3–8 m/s), and strong wind (>8 m/s).
Similarly, empirical quantiles are considered in [50] to con-
struct the intervals. However, the unequal intervals method,
defined in terms of the empirical probability distribution
function, failed to improve the accuracy of the traditional
method for a shorter horizon.
Other than the traditional model, the improper state catego-

rization also compromised the accuracy of enhanced models
such as nested MC [43], [52] and non-homogenous MC [53].
The accuracy improvements of nested MC are negligible for
a higher number of states. Similarly, the state interval for
non-homogenous MC is suggested as 0.5 m/s and 1 m/s,
which is computationally extensive. Therefore, the discretiza-
tion of the data into a proper number of states still needs
improvements.
Another parameter that limits the forecasting accuracy of

the traditional model is the size of modelling data (hereafter
called window size). Carpinone et al. [47] analyzed the slid-
ing window on a wind power time series and concluded that
an optimal size of a sliding window is required to achieve
a satisfying accuracy. Furthermore, a proper rolling window
size also helps to prevent the MC from being stationary
in time due to seasonality [44]. He et al. [54] constructed
finite-state MC considering data of three hours and for each
individual month. In this way, the diurnal non-stationarity
and the seasonality of wind time series are accounted with-
out complex models. The same conclusion is also inferred
in [55], [56].
In [6], the optimal size of the sliding window is selected as

4320 based on prediction accuracy. Also, Yoder et al. [44]
analyzed the window sizes of 45, 60, 90, 180 days and
concluded that 180 day rolling window obtained the best
estimates. In other cases, the optimal window size is selected
as 4 [57], 100 [58], and 300 [59]. Although such models
show good performance. However, a single moving win-
dow selection is not the best option for wind speed pre-
dictions. See, for example, Fig 5(a), where a window size
of 4320 is only averaging the wind speed. To the best of
the authors’ knowledge, the concept of a dynamic moving
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TABLE 1. Studies implementing Markov chain model for wind energy forecasting.
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window is not applied in any of the literature mentioned
above.

A. MOTIVATION AND CONTRIBUTIONS

Based on the above discussions, three problems are identified
with the traditional model:

1. State Categorization: The first problem is how to
discretize the historical time series data. The state cat-
egorization is somewhat arbitrary and depends on the
purpose [50]. If the range is divided into small interval
boundaries, then a huge TPM is generated. In this
case, the computational complexity might increase
with a high number of near-zero probability states in
TPM. Similarly, if the number of states is reduced
with large interval boundaries, then the forecasting
accuracy is compromised. Therefore, a balance is to
be maintained between computational complexity and
forecasting accuracy.

2. Window Size: The second problem is how much data
required to capture the wind speed variation. Wind
speed time series exhibit an intermittent nature. The
historical data does not possess an equal length of
behavior for all horizons. Thus, the prediction errors
tend to increase while considering a single-window
size. Therefore, a dynamic moving window is required
that should not be arbitrarily chosen [7].

3. Decomposition-based hybrid model: Even though
decomposition models are extensively studied for
wind forecasting [35], [72], very few studies are
based on decomposition-based MC models. It is evi-
dent from the literature that MC models are suitable
for predicting residual sequences, such as LSSVM-
Markov [69], ARIMA-Markov 72], and CEEMD-IGA-
FNN-Markov [29]. However, MC models were not
considered as a primary model in any of the literature
mentioned above.

To address the first problem, a self-adaptive state catego-
rization algorithm is developed. The algorithm itself decides
the interval boundaries (equal and non-equal) using rounding
and array functions. Such an adaptive method has not been
discussed in any of the literature.
To address the second problem, a similar approach to the

leave-one-out method is introduced to select the optimal size
of the moving window at every time step. To the best of
the authors’ knowledge, the concept of a dynamic moving
window is not applied in any of the literature mentioned
above. This would also help in generalizing the model for
any case study. We compared the accuracy of the proposed
model with already developed models for the case study of
the Sotavento Windfarm. The results proved the robustness
of the proposed model.
As mentioned earlier, a single forecasting model cannot

adequately capture the complex relationships of wind speed
time series. In contrast, the hybrid model can utilize the
individual capability of each model. Therefore, to address
the third problem, a novel decomposition hybrid model is

proposed based on the maximal overlap discrete wavelet
transform (MODWT), autoregressive integrated moving
average (ARIMA), and modified Markov Chain model.
The major contributions of this study are given as follows:
1. A single forecasting model is proposed that integrates

the Markov process with an adjusting optimal moving
window for very short to short-term wind speed fore-
casting. The optimal window size is selected at every
time step based on historical data. A similar approach
to the leave-one-out method is introduced to select the
optimal size of the window. A comprehensive analysis
is provided to compare single and adjusting moving
window approaches.

2. The state-categorization of traditional MC is improved
by introducing a self-adaptive algorithm to optimize the
numbers of transition states. Also, the proposed model
directly forecasts one step ahead wind speed instead of
generating synthetic wind speed data [73], [53].

3. The performance of the modified Markov Chain model
is compared with six other statistical, AI/ML, and deep
learning models. These models include decision tree,
ensemble learning, GSR, SVR, Greymodel, and LSTM

4. Based on adjusting moving window Markov chains,
a hybrid MODWT-ARIMA-Markov model is proposed
for wind speed forecasting. In this model, the maximal
overlap discrete wavelet transform (MODWT) decom-
poses the time series into several relatively stationary
subseries. Next, autoregressive integrated moving aver-
age (ARIMA) and adjusting moving window Markov
chains are applied to achieve individual predictions.
Finally, Inverse MODWT is applied to get the final
forecast.

5. The performance of the proposed hybrid model
is compared with nine other AI/ML, deep learn-
ing, and hybrid models based on three evalua-
tion metrics. These models include SVR, KELM,
LSTM, ConvLSTM, EMD-KELM, EMD-ConvLSTM,
CEEMDAN-KELM, CEEMDAN-SSAPSR-KELM,
and CEEMDAN-SSAPSR-FS-KELM-MHHOGWO.

The remainder of this paper is organized as follows:
Section II presents the methodology of the adjusting mov-
ing window Markov chain model. The optimizations are
discussed in the fundamental knowledge of the traditional
model. Also, MODWT-ARIMA-Markov is introduced in this
section. Section III shows the experiments and analysis of
the proposed forecasting system. The case study of Palmer-
ston North, New Zealand, is used to compare the single
and adjusting moving window approaches comprehensively.
Next, the proposedMODWT-ARIMA-Markovmodel is com-
pared with models available in the literature for the case study
of the Sotavento wind farm, Spain. Finally, the conclusions
are presented in Section IV.

II. METHODOLOGY

The current methodology integrates the adjusting moving
window with the Discrete-Time Markov Chain (DTMC).
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Instead of considering a single-window size throughout the
time series proposed in [6], [44], [47], [54]–[56], [63],
the window size is updated at every time step.
The proposed methodology is a two-step forecasting

model. The size of the moving window is selected based on a
similar approach to the leave-one-out method. The available
sequence of n observation is divided into (n − 1) training
and the last value as validation datasets. The observation
of validation dataset (Vn) is forecasted based on training
dataset observations (VT )

n−1
T=1. For a window size of N = 1,

the prediction is based on only previous wind speed Vn−1.
In this case, the modified model behaves as a persistence
model. The predicted wind speed is stored in memory. Then,
more previous training data is included for increasing win-
dow size (Vn−d )Nd=1. The maximum value of window size is
Nmax = n − 1. The final prediction vector is comprised of
(n − 1) values. As the observation Vt is available; therefore,
the optimal window size is selected based on mean square
error (MSE). MSE measures the average squared difference
between the actual and the predicted value. The lower the
MSE value, the better the model prediction. In this manner,
the optimal window size is adjusted for every time step. The
optimal window size is then used to predict one step ahead
wind speed V̂t+1. The overall selection process is provided
in Fig. 1.

FIGURE 1. Selection of optimal window based on a similar approach to
the leave-one-out method.

In contrast with the leave-one-out method, the procedure
runs only once in each time step, and the last data point is
always used for validation and selection.
The Markov Chain (MC) is a stochastic process that

sequentially moves from one state to another in the state-
space. State-space (S) is a set of values that a chain can
take {st }t≥0. MC consists of a state-space and a transition
matrix. A transition matrix determines the probability of
moving from one state to another. Forecasting through MC
is summarized in the following five steps.

STEP 1) STATE CATEGORIZATION

The first step is to define states for the Markov chain process.
The state categorization is rather arbitrary and depends on the
purpose. If the range is divided into small interval boundaries,
then a huge TPM is generated. In this case, the computa-
tional complexity might increase with a high number of near-
zero probability states in TPM. Furthermore, the problem
of overfitting may occur if more states are included than
are supported by the input data. Similarly, if the number of
states is reduced with large interval boundaries, then the state
transition probability is significantly reduced. In this case, the
forecasting accuracy is compromised. To identify a proper
number of states, a self-adaptive algorithm is introduced in
the present study. The algorithm itself decides the interval
boundaries (equal and non-equal) using rounding and array
functions based on historical time series at every time step.
Such an adaptive method can generate only required states,
thus avoid overfitting.
For state-space, the floating values of minimum and

maximum wind speed is converted to an integer as
ceil

{

(Vt−d )
N
d=1

}

whereas the remaining sequence as
floor

{

(Vt−d )
N
d=1

}

. Next, the state-space is constructed based
on wind speed state boundaries as 0, ceil(Vmin), sort(VI ,
ascend), ceil(Vmax), with no repeating values. For example;
if a sequence is V = {4.5, 3.9, 5.3, 5.9, 5.8, 5, 4.9, 5.5, 5.3,
5.9, 6.1, 5.5, 6.3, 6, 6, 5.3} m/s, then the state value for a
floating number of minimum wind speed 3.9 m/s is taken
as ceil(Vmin) = 4m/s. The same procedure followed for
maximum wind speed as well, i.e., for {6.1, 6.3}m/s the
value of the state is ceil(Vmax) = 7m/s. Whereas, for
the remaining sequence, VI = {4.5, 4.9, 5.3, 5.5, 5.8, 5.9},
state value is taken as floor(V I ) = {4, 5}m/s. Based
on these values, the wind speed state boundaries are set
to 0, 4, 5, and 7 m/s, respectively. From the traditional
method [43], [45], [60], [65]–[68], the state-space with an
equal distance of 1 m/s would be 0, 1, 2, 3, 4, 5, 6, and
7 m/s respectively, which are much higher than the proposed
method. In this manner, the state-space is updated every time
step based on the time-series sequence of the optimal moving
window.

STEP 2) STATE TRANSITION MATRIX

Next is to construct the Transition Probability Matrix (TPM).
Let {Xt }t≥0 be a sequence of discrete random numbers. As per
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definition, the sequence {Xt }t≥0 is an MC if it satisfies the
following equality:

P {Xt+1 = j|Xt = i,Xt−1 = it−1, . . . ,Xo = io}

= P {Xt+1 = j|Xt = i} = pij, (1)

for all t = 1, 2, 3, . . . and for all states i and j.
Equation (1) shows that only the most recent data of

sequence affects what happens next. i.e., the probability of
Xt+1 depends only on Xt and not upon Xt−1, . . . ,X1,Xo.

This is termed as Markov property. From the equation, MC is
(time) homogenous as transition probabilities do not depend
on time-shifting. The s× smatrix that describes the probabil-
ity of the observed frequency of transition, i.e., jumps from
one state to another state, is called a transition matrix (P).
Thus for s possible states,

P =











p11 p12 . . . p1s
p21 p22 . . . p2s
...

...
. . .

...

ps1 ps2 . . . pss











, (2)

where pij =
mij

∑s
j=1 mij

and for all i and j.

The transition matrix has two properties. All the elements
of P are non-negative, i.e., 0 ≤ pij ≤ 1, and the sum of every
row is unity i.e.

∑s
j=1 pij = 1.mij is the number of transitions

from states i to j. The matrix defined in the equation is
the first-order one-step transition matrix. A typical transition
graph of P is shown in Fig. 2.

For k step, the transition probability matrix follows the
following property,

P {Xk = j|X0 = i} = P {Xk+n = j|Xn = i} = pkij. (3)

STEP 3) CONFIRMATION OF ERGODIC PROPERTIES

Once TPM is constructed, the third step is to confirm the
ergodic properties of a Markov chain. An MC is ergodic
if it is irreducible, and its states are aperiodic and positive
recurrent [74]–[76].

1) DEFINITION

An MC is said to be irreducible if it has only one commu-
nicating class. Two states i and j are said to communicate if
they are accessible from each other. Communication (i ↔ j)
is an equivalence relation, i.e.
i. i ↔ i for all i ≥ 0 (reflexivity),
ii. If i ↔ j, then j ↔ i (symmetry),
iii. If i ↔ j and j↔k , then i ↔ k (transitivity).

2) DEFINITION

A Markov chain that has a period (d) equals to one for every
state is termed as aperiodic. Mathematically, a period di of
state i is defined as,

di = gcd
{

n ≥ 1; p(n)ii > 0
}

, (4)

if there is no n ≥ 1 with p(n)ii < 0.

FIGURE 2. Properties of a transition probability matrix with a transition
graph of sequence discussed in the state categorization step.

3) DEFINITION

A state i is termed as recurrent if the process returns in state i
with probability one. Mathematically, state i is recurrent if
and only if,

∑∞

n=1
p
(n)
ii = ∞. (5)

A recurrent state is positive if the return time has a finite
expected value. For irreducible MC, if i is recurrent, then j is
also recurrent.
Next is to construct a state transition probability vector.

Xt is a random variable, and hence, it has a probability distri-
bution. Consider a vector 5t = {π1, π2, . . . , πs}denoting the
probability distribution of the chain at time t . For the ergodic
MC, the following assertions hold [75]:

4) DEFINITION

The limit

πi = lim
n→∞

P {Xn = i} =
1

µi
, (6)

exists and is independent of the initial distribution. µi identi-
fies the mean return time to state i [76].
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5) DEFINITION

The stationary distribution is unique and satisfies a system of
linear equations, i.e.

∑s

i=1
πi = 1 where πi ≥ 0, (7)

πi =
∑s

j=1
πjpji. (8)

STEP 4) STATE TRANSITION PROBABILITY VECTOR

In the fourth step, the state transition probability of the future
state is calculated based on the initial state probability vector
(50) and state transition matrix (P), as:

51 = 50 × P,

52 = 51 × P = 50 × P2.

Therefore, for k steps,

5k = 50 × Pk . (9)

All the elements of 50 is zero except the element corre-
sponding to the current state at time t .

STEP 5) FORECASTING THE WIND SPEED

Finally, one step ahead wind speed (V̂t+1) is estimated based
on state transition probability vector and mean wind speed
values of the state (S̄) as in equation (10) [6]:

V̂t+1 =
∑s

i=1
5iS̄i. (10)

In this study, a hybrid MODWT-ARIMA-Markov is
proposed implementing the improvements suggested in the
traditional model. The maximal overlap discrete wavelet
transform (MODWT) decomposes the time series into sta-
tionary subseries in the proposed framework. Then autore-
gressive integrated moving average (ARIMA) and adjusting
moving window Markov chains are applied to achieve indi-
vidual one-step ahead forecasts.
MODWT is used for the multilevel decomposition of

wind speed time series into subsequence signals in different
frequency bands. In comparison with the Discrete Wavelet
Transform (DWT), MODWT is highly redundant and non-
orthonormal. In DWT, the sample size is required to be the
multiple of 2j where j is the level of decomposition. This
condition is not required in MODWT. MODWT is defined
for all sample sizes with no restrictions of an integer multiple
of 2j. The number of scaling and wavelet coefficients in DWT
decrease by a factor two at each level of decomposition due
to the decimation effect. This might introduce ambiguities
in the time domain. On the other hand, MODWT addressed
the issue of decimation and is known as undecimated WT.
The down-sampling process can be avoided using MODWT,
allowing the same number of scaling and wavelet coefficients
as observation size [77], [78].
ARIMA models (also known as Box-Jenkins models) are

the most commonly used statistical models. The combination
of ARIMA and Markov Chain models is proved to provide
improved forecasting results [71]. ARIMA model captures

the fluctuations, whereas randomness is predicted through
Markov Chain. The linear expression for generalized non-
seasonal model structure form of ARIMA (p, d, q) is given
as:

yt = c+
(

∑p

i=1
φiyt−i +

∑q

j=1
θjεt−j

)

(11)

where p and q is the order of AR andMA part, d is the degree
of differencing to form stationary time-series, and φi and θj
are the coefficients of the ith AR and jth MA parameters,
respectively. yt−i represents the value at a time (t − i), εt−j
shows the error between the measured and predicted values
at (t − j), and c is the constant term. The prediction through
ARIMA is a three-step iterative process, as described below:
The first step is to identify the model order. The prerequi-

site of this step is to check the stationarity of the time series.
The simple way is to visualize the scatter plot. Another way to
check the stationarity is the unit root test, such as the Dickey
and Fuller test. If a time series is nonstationary, then the
preliminary step is to convert the nonstationary time series
into stationary by taking the backward (B)d th difference as
BdVt = Vt−d . Once the stationarity of the time series can
be presumed, then the sample Auto Correlation Function
(ACF) and Partial ACF (PACF) should be obtained in the next
step. The plots of ACF and PACF would help in identifying
the model parameters. The behavior of theoretical ACF and
PACF for stationary time series is given in Table 2.

TABLE 2. Theoretical ACF and PACF for stationary time series.

Next, the parameters are estimated through the maximum
likelihood method.
The third step is to check the model adequacy conditions

to ensure the model performance. If the identified model
is adequate, the residual values behave like a white noise
process.
For the proposed MODWT-ARIMA-Markov model,

the Markov chains are applied as a primary integrated model
and not as a residual correction. The prediction model is
summarized into four steps as follows:

STEP 1) DECOMPOSITION

The Daubechies wavelet (Db2) is used to obtain MODWT.
Daubechies wavelet is mainly considered in the literature
as it has a large vanishing point. The required minimum
decomposition level is determined as [79]:

L = int [log (n)] ,
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FIGURE 3. The flowchart of the proposed hybrid MODWT-ARIMA-Markov model.

where n is the number of observations. The detailed and
approximate subseries are denoted as d1, d2, . . . , dn and an
respectively.

STEP 2) PREDICTION WITH THE ARIMA MODEL

The best ARIMA order for the detailed (d1, d2, . . . , dn)
and approximate subseries (an) are estimated sepa-
rately. Akaike Information Criterion (AIC) and Bayesian
Information Criterion (BIC) are selected as deciding
parameters. The predicted ARIMA series is denoted as
V̂
(Ad1)
t+1 , V̂

(Ad2)
t+1 , . . . , V̂

(Adn)
t+1 , V̂

(Aan)
t+1 .

STEP 3) PREDICTION WITH MODIFIED MARKOV CHAIN

MODEL

Similar to the previous step, the Markov chain model is
applied based on adjusting the moving window. If the sig-
nal lies between a single state, the time series is multi-
plied by the factor 10P where P is abs[ceil {log (Vmin)} − 1]
to increase its amplitude. The finalized time series is then
divided by the same factor. Similarly, for the negative val-
ues of decomposed signals, the analysis is carried out for
absolute data. The predicted Markov series is denoted as
V̂
(Md1)
t+1 , V̂

(Md2)
t+1 , . . . , V̂

(Mdn)
t+1 , V̂

(Man)
t+1 .

STEP 4) RECONSTRUCTION

The weights are calculated on an error-based combi-
nation method as wi = MSE−1

i /
∑n

i=1MSE
−1
i . For

example, the weight coefficients of d1 are calculated
as: wAd1 = MSE−1

Ad1/
∑n

i=1MSE
−1
i and wMd1 =

MSE−1
Md1/

∑n
i=1MSE

−1
i .

Next, the individual forecast is evaluated as V̂t+1 =
∑P

i=1 wiV̂
(i)
t+1. The weights are assumed to be unbiased and

non-negative such that
∑P

i=1 wi = 1. Finally, the predicted
subseries are reconstructed through I-MODWT.
The overall methodology of the prediction model is pre-

sented in Fig. 3.

III. EXPERIMENTS AND ANALYSIS

In this section, one-step-ahead wind speed prediction based
on single and adjusting moving window is analyzed based
on wind speed data of Palmerston North, New Zealand.
The website considered in [6] is updated, and the dataset
is not available. Next, the proposed MODWT-ARIMA-
Markov model is applied to the case studies available in the
literature [80].
In this study, we are considering only wind speed as

an input variable because of two reasons. Firstly, the
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TABLE 3. Summary of meteorological parameters at Palmerston North,
New Zealand.

meteorological parameters are not readily available for all
sites. See [81] as an example. Also, sharing the SCADA data
is against the confidentiality policy of many firms. Secondly,
in this study, the proposed model is also compared with
already developed algorithms. Therefore, the analyses of the
same datasets present a fair comparison between developed
and proposed models.

A. DATA SET DESCRIPTION

Wind speed data for Palmerston North is collected from
the National Institute of Water and Atmospheric Research
Ltd (NIWA) for the summer season, with a time inter-
val of 10 minutes from December 1 2017 to February 28
2018 [82].
Palmerston North (latitude: 40.382◦ S, longitude:

175.609◦ E, height: 21m) has a huge amount of strong winds
(> 8.6 m/s) with west-northwest as dominant wind direc-
tion [9], [83]. From recorded data, the strong winds occurred
18% in autumn, 19% in winter, 26% in summer, and 37%
in spring. For the selected site, the strong gust (> 26 m/s)
is infrequent. The other meteorological parameters are sum-
marized in Table 3. In this study, the model performance
is evaluated based on Mean Absolute Error (MAE), Root
Mean Square Error (RMSE), and Mean Absolute Percentage
Error (MAPE) and are given in equations (12) to (14).

MAE =
1

n

∑n

z=1

∣

∣

∣
V̂ (z) − V (z)

∣

∣

∣
(12)

RMSE =

√

1

n

∑n

z=1

(

V̂ (z) − V (z)
)2

(13)

MAPE =
1

n

∑n

z=1

∣

∣

∣
V (z) − V̂ (z)

∣

∣

∣

V (z)
× 100% (14)

where V (z) and V̂ (z) are the actual and predicted values, and
n is the number of observations. The lower values (closed
to zero) are preferable for selected statistical indicators to

ensure higher prediction accuracy. Firstly, the raw data is
analyzed for any inaccuracies. Only 30 data points (out of
12,960) were identified as missing or outlier from the boxplot
analysis and are imputed using Piecewise Cubic Hermite
Interpolating Polynomials (PCHIP). The ratio of the training
to test data is set at 3:1. Therefore, the training data includes
9,072 observations, whereas the testing data has 3,888 values.
The finalized wind speed time series is shown in Fig. 4.

B. COMPARISON OF SINGLE MOVING WINDOW WITH

ADJUSTING MOVING WINDOW

Fig. 5(a) shows one step ahead of wind speed forecasting
with the testing dataset. The prediction results show excellent
agreement with the measured data with R = 0.94. Fig. 5(b)
shows that 81.3% of the data requires a maximum of a prior
week’s observation. Also, more than half of the values require
only 100 values (∼17 hours). These are much lesser data
points, as considered by Carpinone et al. [6]. When a large
moving window is considered, as shown in Fig. 5(a) for
N = 4320, i.e., 30 days, the model averages the wind speed
that eventually decreases the model performance instead of
improving model accuracy. Thus, the recent observations are
not much influenced by distant data, and a choice of smaller
window size yields more accurate predictions. This analysis
is also justified in defining a relatively small number of states
to avoid very low probabilities for certain states.
Another alternative is to select a smaller single moving

window. Based on Fig. 5(b), a moving window varying from
100 to 1000 is selected, and the statistical results are presented
in Fig. 6. After removing erroneous predicted values, if any,
the results of statistical indicators are plotted against window
size. For a single moving window, the curve behavior shows
that an increasing window improves the model performance
reaching an optimum value and then decreases. Based on the
results, the best-suited window is 200 with the least MAE and
RMSE values of 1.3262 m/s and 1.6557 m/s, respectively.
However, in contrast with the modified model, the sin-

gle optimal moving window still has lower performance,
as shown in Fig. 6. The maximum correlation coefficient
(R = 0.61) shows that the prediction results are not in good
agreement with the measured data for any case of a single
moving window. Also, from Table 4, if a single and updating
moving window is compared for N=200, then the proposed
model is relatively 54% better than a single moving window.
Among all, the proposed model with window size equiva-

lent to the length of the training dataset is the best with the
least MAE and RMSE values of 0.4875 m/s and 0.6501 m/s,
respectively.
It is observed from the analysis of Fig. 5(b) that the

larger training dataset will result in better model performance.
It might be confusing that a larger input dataset is required as
approximately 6.5% of the results are based on 30 to 60 days
observations; however, this is not the case. From Table 4,
it is observed that the absolute difference in MAE and RMSE
between adjusting the moving window based on one week
(∼1000 data points) and two months (∼9000 data points)
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FIGURE 4. The detailed information of the experimental dataset.

TABLE 4. Comparative analysis of single and adjusting moving window.

observations is 0.0085 m/s (1.62%) and 0.0088 m/s (1.22%),
respectively. This shows that prior week information with
10 min resolution would be enough to ensure better perfor-
mance. Therefore, the seasonality of the wind could not affect
the model performance.
Furthermore, as seen from Fig. 5(b), around 68% of the

forecasting results are based on only 100 data points. Out
of which, 48% of the predictions required a maximum of

20 historical values. For such a short interval, the non-
homogenous MC model might only increase the model com-
plexity. Therefore, a dynamic moving window is a better
approach for short intervals.
The modified Markov model is further compared with

six other statistical and machine learning models for three
window sizes. Table 5 shows that the size of training data
highly influenced the performance of machine learning algo-
rithms. For example, the MAE of the GSR model increased
from 0.437m/s to 0.615m/s (∼ 41%) when N varied from
9072 to 1000. The same problem occurred for every machine
learning model. In comparison, MAE of modified MCmodel
only increased 1.64% i.e. from 0.487m/s to 0.495m/s for the
same case. As a matter of fact, a machine learning model
results in a different solution whenever it is trained. Models
trained on the same input can give different outputs. It is
due to the different initial weights and bias values. Therefore,
the black boxmodels need to retrain several times. In contrast,
the statistical models do not exhibit such an issue.
Besides the excellent model performance and less com-

plexity, the first-order Markov Chain model is also helpful to
avoid overfitting issues. From the analysis of [84], overfitting
occurs in higher-order chains. The higher-order MC models
begin to fit attributes of the training data that are not general.
Hence, the modified model has no problem of overfitting.
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FIGURE 5. (a) Forecasting results of the proposed model (b) Frequency of optimal moving window.

TABLE 5. Comparative analysis of modified markov model with six other
statistical and machine learning models.

In general,
1. Identifying a single moving window size is not a suit-

able choice. A constant moving window size might
show promising results for a particular time series

fragment but does not capture the overall behavior.
Therefore, the adjusting moving window is superior to
a single moving window approach.

2. Both equal and unequal intervals of states have disad-
vantages. Therefore, the proposed state categorization
algorithm is generating the interval boundaries based
on time series fragments. Also, the state space is mod-
ifying at every time step.

3. A training dataset of < 200 data points achieves rea-
sonable estimates, whereas a dataset of 200 – 1000 has
excellent forecasting performance. In such a case,
modified MC is superior to machine learning models.

C. DISCUSSIONS ON MODWT-ARIMA-MARKOV MODEL

Based on the previous analysis, the maximum window size is
set to 1000. Therefore, the minimum level of decomposition
is evaluated as int [log (1000)] = 3. Fig. 7 shows
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FIGURE 6. Effect of moving window size on statistical indicators.

decomposed wind speed with level 3 for the training dataset
and forecasting results of the proposed model for the testing
dataset.

TABLE 6. Forecasting performance of the proposed models.

Table 6 shows the statistical results of the novel hybrid
model. A typical wind speed time series contains slow-
moving variations representing the long-term trend. Also,
the time series has high-frequency variation in a small-time
duration due to turbulence and gust [7]. Therefore, multilevel
decomposition of wind speed time series helps in extracting
subsequence signals for different frequency bands. In this
case, the MODWT-ARIMA-Markov model is advantageous
over the modified Markov model. The performance metrics
show that the proposed MODWT-ARIMA-Markov model
provided the best accuracy utilizing the individual capability
of both models. The performances of MODWT-Markov and
MODWT-ARIMA-Markov are about 11% and 55% more
than the modified MC model, respectively.

FIGURE 7. Decomposed signals of training dataset and forecasting results of the testing dataset.
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TABLE 7. Average computational time per prediction.

Table 7 shows the average computational time per predic-
tion. Every simulation was run ten times, and the average
value of these simulations was considered. The models were
programmed onMATLAB using Intel i5, 1.70 GHz processor
with quad-core, and 16GB RAM. It should be noted that the
computation complexity of MODWT is higher than DWT.
DWT requires O(N ) multiplications whereas MODWT can
be computed in O(N log2N ) multiplications. However, the
computational burden of MODWT is equivalent to that of a
fast Fourier transform algorithm and is quite acceptable [77].
It is observed from Table 7 that the average computational
time of the modified MC model is much lower than the
MODWT-ARIMA-Markov model. Similarly, the computa-
tional time of the hybrid model is lower than the considered
time resolution of 10 min. Therefore, the hybrid model is
practically applicable for very short to short-term wind speed
forecasts.
The accuracy of the predictions and the adequate compu-

tational time show that the forecasting model can be success-
fully applied to end-user requirements. It includes, but is not
limited to, electricity market clearing, operational security
in the electric market, real-time grid operation, and load
decisions for increments. According to the NIWAwind study
report [85], 10 min to hourly wind speed data is an important
parameter to model the performance of wind farms and their
impact on the national electricity grid.
Further, the model’s robustness is validated by the case

study of the Sotavento wind farm (43.359◦ N, 62.346◦ E)
[80]. The hourly data [81] from January 18 2019 to Febru-
ary 17 2019 is considered to compare the performance of
the novel model with SVR, KELM, LSTM, ConvLSTM,
EMD-KELM, EMD-ConvLSTM, CEEMDAN-KELM, and
CEEMDAN-SSAPSR-KELM. The training data includes
400 observations, whereas the testing data has 344 values.
The final predicted hourly wind speed time series is shown
in Fig. 8, whereas the comparison of statistical results for all
considered models is presented in Table 8.
The forecasting results of the MODWT-ARIMA-Markov

model showed significant improvements to the relevant con-
trast models. Considering the training dataset, the order of
ARIMA (p, d, q) is selected as (4,1,0) and (5,0,0) for approx-
imate and detailed subseries, respectively. The metrics MAE,
RMSE, and MAPE obtained by the proposed model are
0.3163 m/s, 0.4465 m/s, and 7.1829 m/s. The improvement in
MAPE is, on average, 55% for single deep learning models
and 30% for decomposition-based hybrid models. Although
the CEEMDAN-SSAPSR-FS-KELM-MHHOGWOmodel is

TABLE 8. Comparison among SVR, KELM, LSTM, ConvLSTM, EMD-KELM,
EMD-ConvLSTM, CEEMDAN-KELM, CEEMDAN-SSAPSR-KELM, and
MODWT-ARIMA-Markov.

FIGURE 8. Forecasting results of the proposed model for a case study of
Sotavento wind farm.

superior to the proposed model in terms of MAPE. How-
ever, RMSE values show that both models are applied for
long-term planning. The former model is better due to multi-
ple optimization algorithms applied to the model. Therefore,
the performance of the MODWT-ARIMA-Markov model
will further improve if the feature selection is applied. How-
ever, it will increase the complexity of the model. Currently,
the novel model is superior to counter artificial intelligence
prediction models when lesser historical data is available.

IV. CONCLUSION

This study presents a novel MODWT-ARIMA-Markov fore-
casting model integrating the maximal overlap discrete
wavelet transform (MODWT)with auto-regressive integrated
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moving average (ARIMA) and adjusting moving window
Markov chains. The novel hybrid model is used to forecast
very short to short term-term wind speeds. The following
conclusions can be drawn from the present work:

• A single window moving window integrated with MC
can provide a good estimation but is not always optimal.
A better choice is an adjusting moving window because
the wind speed time series do not possess an equal length
of behavior for all horizons.

• Compared with a single-window size, the adjusting
moving window shows 50% higher forecasting perfor-
mance. Also, a training dataset of 200 to 1000 observa-
tions would be enough to ensure excellent performance.

• The self-adaptive algorithm for state categorization itself
decides the interval boundaries (equal and non-equal)
using rounding and array functions.

• The novel MODWT-ARIMA-Markov model outper-
formed considered statistical, AI/ML, deep learning, and
hybrid models. The prediction results are in excellent
agreement with the measured data for both cases.

ACKNOWLEDGMENT

The authors would like to thank the National Institute
of Water and Atmospheric Research Ltd. (NIWA), New
Zealand, and Sotavento Galicia, S.A., for providing wind
speed data.

REFERENCES

[1] H. Liu and C. Chen, ‘‘Data processing strategies in wind energy fore-
casting models and applications: A comprehensive review,’’ Appl. Energy,
vol. 249, pp. 392–408, Sep. 2019.

[2] M. U. Yousuf, I. Al-Bahadly, and E. Avci, ‘‘Current perspective on
the accuracy of deterministic wind speed and power forecasting,’’ IEEE
Access, vol. 7, pp. 159547–159564, 2019.

[3] Z. Liu, P. Jiang, L. Zhang, and X. Niu, ‘‘A combined forecasting model
for time series: Application to short-term wind speed forecasting,’’ Appl.
Energy, vol. 259, Feb. 2020, Art. no. 114137.

[4] W. Zhang, L. Zhang, J. Wang, and X. Niu, ‘‘Hybrid system based
on a multi-objective optimization and kernel approximation for multi-
scale wind speed forecasting,’’ Appl. Energy, vol. 277, Nov. 2020,
Art. no. 115561.

[5] D. Song, J. Yang, M. Dong, and Y. H. Joo, ‘‘Kalman filter-based wind
speed estimation for wind turbine control,’’ Int. J. Control, Autom. Syst.,
vol. 15, no. 3, pp. 1089–1096, Jun. 2017.

[6] A. Carpinone, M. Giorgio, R. Langella, and A. Testa, ‘‘Markov chain
modeling for very-short-term wind power forecasting,’’ Electr. Power Syst.
Res., vol. 122, pp. 152–158, May 2015.

[7] Aasim, S. N. Singh, and A. Mohapatra, ‘‘Repeated wavelet transform
based ARIMAmodel for very short-term wind speed forecasting,’’ Renew.
Energy, vol. 136, pp. 758–768, Jun. 2019.

[8] L. O. Daniel, C. Sigauke, C. Chibaya, and R. Mbuvha, ‘‘Short-term wind
speed forecasting using statistical and machine learning methods,’’ Algo-
rithms, vol. 13, no. 6, p. 132, May 2020.

[9] M. U. Yousuf, I. Al-Bahadly, and E. Avci, ‘‘A modified GM(1,1) model
to accurately predict wind speed,’’ Sustain. Energy Technol. Assessments,
vol. 43, Feb. 2021, Art. no. 100905.

[10] V. N. Sewdien, R. Preece, J. L. R. Torres, E. Rakhshani, and
M. van der Meijden, ‘‘Assessment of critical parameters for artificial
neural networks based short-term wind generation forecasting,’’ Renew.
Energy, vol. 161, pp. 878–892, Dec. 2020.

[11] L.-L. Li, Z.-Y. Cen, M.-L. Tseng, Q. Shen, and M. H. Ali, ‘‘Improv-
ing short-term wind power prediction using hybrid improved cuckoo
search arithmetic—Support vector regression machine,’’ J. Cleaner Prod.,
vol. 279, Jan. 2021, Art. no. 123739.

[12] P. A. Adedeji, S. Akinlabi, N. Madushele, and O. O. Olatunji, ‘‘Wind
turbine power output very short-term forecast: A comparative study of data
clustering techniques in a PSO-ANFIS model,’’ J. Cleaner Prod., vol. 254,
May 2020, Art. no. 120135.

[13] W. Fu, K. Zhang, K. Wang, B. Wen, P. Fang, and F. Zou, ‘‘A hybrid
approach for multi-step wind speed forecasting based on two-layer decom-
position, improved hybrid DE-HHO optimization and KELM,’’ Renew.
Energy, vol. 164, pp. 211–229, Feb. 2021.

[14] L. Xiao, W. Shao, F. Jin, and Z.Wu, ‘‘A self-adaptive kernel extreme learn-
ing machine for short-term wind speed forecasting,’’ Appl. Soft Comput.,
vol. 99, Feb. 2021, Art. no. 106917.

[15] B. Gu, T. Zhang, H. Meng, and J. Zhang, ‘‘Short-term forecasting and
uncertainty analysis of wind power based on long short-term mem-
ory, cloud model and non-parametric kernel density estimation,’’ Renew.
Energy, vol. 164, pp. 687–708, Feb. 2021.

[16] A. Altan, S. Karasu, and E. Zio, ‘‘A new hybrid model for wind speed
forecasting combining long short-term memory neural network, decom-
position methods and grey wolf optimizer,’’ Appl. Soft Comput., vol. 100,
Mar. 2021, Art. no. 106996.

[17] H. Hu, L. Wang, and R. Tao, ‘‘Wind speed forecasting based on variational
mode decomposition and improved echo state network,’’ Renew. Energy,
vol. 164, pp. 729–751, Feb. 2021.

[18] X. Yan, Y. Liu, Y. Xu, and M. Jia, ‘‘Multistep forecasting for diurnal
wind speed based on hybrid deep learning model with improved singular
spectrum decomposition,’’ Energy Convers. Manage., vol. 225, Dec. 2020,
Art. no. 113456.

[19] K.-P. Lin, P.-F. Pai, and Y.-J. Ting, ‘‘Deep belief networks with
genetic algorithms in forecasting wind speed,’’ IEEE Access, vol. 7,
pp. 99244–99253, 2019.

[20] X. Zhao, N. Jiang, J. Liu, D. Yu, and J. Chang, ‘‘Short-term average
wind speed and turbulent standard deviation forecasts based on one-
dimensional convolutional neural network and the integrate method for
probabilistic framework,’’ Energy Convers. Manage., vol. 203, Jan. 2020,
Art. no. 112239.

[21] Q. Wu, F. Guan, C. Lv, and Y. Huang, ‘‘Ultra-short-term multi-step wind
power forecasting based on CNN-LSTM,’’ IET Renew. Power Gener.,
vol. 15, no. 5, pp. 1019–1029, Apr. 2021.

[22] Y. Chen, Z. He, Z. Shang, C. Li, L. Li, and M. Xu, ‘‘A novel combined
model based on echo state network for multi-step ahead wind speed
forecasting: A case study of NREL,’’ Energy Convers. Manage., vol. 179,
pp. 13–29, Jan. 2019.

[23] A. Tascikaraoglu andM. Uzunoglu, ‘‘A review of combined approaches for
prediction of short-term wind speed and power,’’ Renew. Sustain. Energy
Rev., vol. 34, pp. 243–254, Jun. 2014.

[24] L. Xiao, J. Wang, Y. Dong, and J. Wu, ‘‘Combined forecasting models for
wind energy forecasting: A case study in China,’’ Renew. Sustain. Energy
Rev., vol. 44, pp. 271–288, Apr. 2015.

[25] H. Li, J. Wang, H. Lu, and Z. Guo, ‘‘Research and application of a
combined model based on variable weight for short term wind speed
forecasting,’’ Renew. Energy, vol. 116, pp. 669–684, Feb. 2018.

[26] W. Zhang, Z. Qu, K. Zhang, W. Mao, Y. Ma, and X. Fan, ‘‘A combined
model based on CEEMDAN and modified flower pollination algorithm for
wind speed forecasting,’’Energy Convers.Manage., vol. 136, pp. 439–451,
Mar. 2017.

[27] X. Niu and J. Wang, ‘‘A combined model based on data preprocessing
strategy and multi-objective optimization algorithm for short-term wind
speed forecasting,’’ Appl. Energy, vol. 241, pp. 519–539, May 2019.

[28] M.-R. Chen, G.-Q. Zeng, K.-D. Lu, and J. Weng, ‘‘A two-layer nonlinear
combination method for short-term wind speed prediction based on ELM,
ENN, and LSTM,’’ IEEE Internet Things J., vol. 6, no. 4, pp. 6997–7010,
Aug. 2019.

[29] Y. Zhang, J. Han, G. Pan, Y. Xu, and F. Wang, ‘‘A multi-stage predicting
methodology based on data decomposition and error correction for ultra-
short-term wind energy prediction,’’ J. Cleaner Prod., vol. 292, Apr. 2021,
Art. no. 125981.

[30] L.-L. Li, X. Zhao, M.-L. Tseng, and R. R. Tan, ‘‘Short-term wind power
forecasting based on support vector machine with improved dragonfly
algorithm,’’ J. Cleaner Prod., vol. 242, Jan. 2020, Art. no. 118447.

[31] Y. Zhang, R. Li, and J. Zhang, ‘‘Optimization scheme of wind energy
prediction based on artificial intelligence,’’ Environ. Sci. Pollut. Res., early
access, Mar. 25, 2021, doi: 10.1007/s11356-021-13516-2.

[32] J. Duan, H. Zuo, Y. Bai, J. Duan,M. Chang, and B. Chen, ‘‘Short-termwind
speed forecasting using recurrent neural networks with error correction,’’
Energy, vol. 217, Feb. 2021, Art. no. 119397.

Chapter 4.  Short-term wind speed forecasting based on hybrid MODWT-ARIMA-Markov model

59

http://dx.doi.org/10.1007/s11356-021-13516-2


[33] W. Xu, P. Liu, L. Cheng, Y. Zhou, Q. Xia, Y. Gong, and Y. Liu, ‘‘Multi-
step wind speed prediction by combining a WRF simulation and an error
correction strategy,’’ Renew. Energy, vol. 163, pp. 772–782, Jan. 2021.

[34] Y. Hao and C. Tian, ‘‘A novel two-stage forecasting model based on error
factor and ensemble method for multi-step wind power forecasting,’’ Appl.
Energy, vol. 238, pp. 368–383, Mar. 2019.

[35] Z. Qian, Y. Pei, H. Zareipour, and N. Chen, ‘‘A review and discussion of
decomposition-based hybrid models for wind energy forecasting applica-
tions,’’ Appl. Energy, vol. 235, pp. 939–953, Feb. 2019.

[36] L.-L. Li, Y.-B. Chang, M.-L. Tseng, J.-Q. Liu, and M. K. Lim, ‘‘Wind
power prediction using a novel model on wavelet decomposition-support
vector machines-improved atomic search algorithm,’’ J. Cleaner Prod.,
vol. 270, Oct. 2020, Art. no. 121817.

[37] J. Ruiz-Aguilar, I. Turias, J. González-Enrique, D. Urda, and D. Elizondo,
‘‘A permutation entropy-based EMD-ANN forecasting ensemble approach
for wind speed prediction,’’ Neural Comput. Appl., vol. 33, no. 7,
pp. 2369–2391, 2020.

[38] N. Bokde, A. Feijóo, N. Al-Ansari, S. Tao, and Z. M. Yaseen, ‘‘The
hybridization of ensemble empirical mode decomposition with forecasting
models: Application of short-term wind speed and power modeling,’’
Energies, vol. 13, no. 7, p. 1666, Apr. 2020.

[39] Y. Zhang, Y. Zhao, C. Kong, and B. Chen, ‘‘A new prediction method based
on VMD-PRBF-ARMA-E model considering wind speed characteristic,’’
Energy Convers. Manage., vol. 203, Jan. 2020, Art. no. 112254.

[40] X. Liao, Z. Liu, andW. Deng, ‘‘Short-termwind speed multistep combined
forecasting model based on two-stage decomposition and LSTM,’’ Wind
Energy, early access, Feb. 1, 2021, doi: 10.1002/we.2613.

[41] K. U. Jaseena and B. C. Kovoor, ‘‘Decomposition-based hybrid wind speed
forecasting model using deep bidirectional LSTM networks,’’ Energy Con-
vers. Manage., vol. 234, Apr. 2021, Art. no. 113944.

[42] Z. Sun and M. Zhao, ‘‘Short-term wind power forecasting based on VMD
decomposition, ConvLSTM networks and error analysis,’’ IEEE Access,
vol. 8, pp. 134422–134434, 2020.

[43] F. Tagliaferri, B. P. Hayes, I. M. Viola, and S. Z. Djokić, ‘‘Wind mod-
elling with nested Markov chains,’’ J. Wind Eng. Ind. Aerodyn., vol. 157,
pp. 118–124, Oct. 2016.

[44] M. Yoder, A. S. Hering, W. C. Navidi, and K. Larson, ‘‘Short-term fore-
casting of categorical changes in wind power with Markov chain models,’’
Wind Energy, vol. 17, no. 9, pp. 1425–1439, 2014.

[45] A. Shamshad, M. Bawadi, W. Wanhussin, T. Majid, and S. Sanusi, ‘‘First
and second order Markov chain models for synthetic generation of wind
speed time series,’’ Energy, vol. 30, no. 5, pp. 693–708, Apr. 2005.

[46] H. Nfaoui, H. Essiarab, and A. A. M. Sayigh, ‘‘A stochastic Markov chain
model for simulatingwind speed time series at Tangiers,Morocco,’’Renew.
Energy, vol. 29, no. 8, pp. 1407–1418, Jul. 2004.

[47] A. Carpinon, R. Langella, A. Testa, and M. Giorgio, ‘‘Very short-term
probabilistic wind power forecasting based on Markov chain models,’’
in Proc. IEEE 11th Int. Conf. Probabilistic Methods Appl. Power Syst.,
Jun. 2010, pp. 107–112.

[48] A. D. Sahin and Z. Sen, ‘‘First-order Markov chain approach to wind speed
modelling,’’ J. Wind Eng. Ind. Aerodyn., vol. 89, nos. 3–4, pp. 263–269,
Mar. 2001.

[49] H. Yang, Y. Li, L. Lu, and R. Qi, ‘‘First order multivariate Markov chain
model for generating annual weather data for hong kong,’’ Energy Build-
ings, vol. 43, no. 9, pp. 2371–2377, Sep. 2011.

[50] J. Tang, A. Brouste, and K. L. Tsui, ‘‘Some improvements of wind speed
Markov chain modeling,’’ Renew. Energy, vol. 81, pp. 52–56, Sep. 2015.

[51] F. Y. Ettoumi, H. Sauvageot, and A.-E.-H. Adane, ‘‘Statistical bivariate
modelling of wind using first-order Markov chain and weibull distribu-
tion,’’ Renew. Energy, vol. 28, no. 11, pp. 1787–1802, Sep. 2003.

[52] S. Z. Djokic, B. P. Hayes, R. Langella, and A. Testa, ‘‘Modelling of wind
energy resources and wind farm power outputs using nested Markov chain
approach,’’ in Proc. Int. Conf. Clean Electr. Power (ICCEP), Jun. 2015,
pp. 241–246.

[53] K. Xie, Q. Liao, H.-M. Tai, and B. Hu, ‘‘Non-homogeneous Markov
wind speed time series model considering daily and seasonal variation
characteristics,’’ IEEETrans. Sustain. Energy, vol. 8, no. 3, pp. 1281–1290,
Jul. 2017.

[54] M. He, L. Yang, J. Zhang, and V. Vittal, ‘‘A spatio-temporal analysis
approach for short-term forecast of wind farm generation,’’ IEEE Trans.

Power Syst., vol. 29, no. 4, pp. 1611–1622, Jul. 2014.
[55] S. Murugesan, J. Zhang, and V. Vittal, ‘‘Finite state Markov chain model

for wind generation forecast: A data-driven spatiotemporal approach,’’ in
Proc. IEEE PES Innov. Smart Grid Technol. (ISGT), Jan. 2012, pp. 1–8.

[56] L. Yang, M. He, J. Zhang, and V. Vittal, ‘‘Support-vector-machine-
enhancedMarkovmodel for short-termwind power forecast,’’ IEEE Trans.
Sustain. Energy, vol. 6, no. 3, pp. 791–799, Jul. 2015.

[57] A. Wilinski, ‘‘Time series modeling and forecasting based on a Markov
chain with changing transition matrices,’’ Expert Syst. Appl., vol. 133,
pp. 163–172, Nov. 2019.

[58] A. Gellert, A. Florea, U. Fiore, F. Palmieri, and P. Zanetti, ‘‘A study on
forecasting electricity production and consumption in smart cities and
factories,’’ Int. J. Inf. Manage., vol. 49, pp. 546–556, Dec. 2019.

[59] M. F. Niri, T. Q. Dinh, T. F. Yu, J. Marco, and T. M. N. Bui, ‘‘State of
power prediction for lithium-ion batteries in electric vehicles via wavelet-
Markov load analysis,’’ IEEE Trans. Intell. Transp. Syst., early access,
Oct. 20, 2020, doi: 10.1109/TITS.2020.3028024.

[60] T. R. Ayodele, A. S. O. Ogunjuyigbe, R. O. Olarewaju, and J. L. Munda,
‘‘Comparative assessment of wind speed predictive capability of first-and
second-order Markov chain at different time horizons for wind power
application,’’ Energy Eng., vol. 116, no. 3, pp. 54–80, Mar. 2019.

[61] K. Brokish and J. Kirtley, ‘‘Pitfalls of modeling wind power using Markov
chains,’’ in Proc. IEEE/PES Power Syst. Conf. Exposit., Mar. 2009,
pp. 1–6.

[62] G. Papaefthymiou and B. Klockl, ‘‘MCMC for wind power simu-
lation,’’ IEEE Trans. Energy Convers., vol. 23, no. 1, pp. 234–240,
Mar. 2008.

[63] S. A. P. Kani, G. H. Riahy, and D. Mazhari, ‘‘An innovative hybrid algo-
rithm for very short-term wind speed prediction using linear prediction and
Markov chain approach,’’ Int. J. Green Energy, vol. 8, no. 2, pp. 147–162,
Mar. 2011.

[64] T. R. Ayodele, R. Olarewaju, and J. L. Munda, ‘‘Comparison of dif-
ferent wind speed prediction models for wind power application,’’ in
Proc. Southern Afr. Universities Power Eng. Conf./Robotics Mecha-

tronics/Pattern Recognit. Assoc. South Afr. (SAUPEC/RobMech/PRASA),
Jan. 2019, pp. 223–228.

[65] F. Hocaoglu, O. Gerek, and M. Kurban, ‘‘The effect of Markov chain
state size for synthetic wind speed generation,’’ in Proc. 10th Int. Conf.
Probablistic Methods Appl. Power Syst., May 2008, pp. 1–4.

[66] Z. Song, X. Geng, A. Kusiak, and C. Xu, ‘‘MiningMarkov chain transition
matrix fromwind speed time series data,’’ Expert Syst. Appl., vol. 38, no. 8,
pp. 10229–10239, Aug. 2011.

[67] S. A. P. Kani andM.M. Ardehali, ‘‘Very short-term wind speed prediction:
A new artificial neural network–Markov chain model,’’ Energy Convers.
Manage., vol. 52, no. 1, pp. 738–745, Jan. 2011.

[68] G. D’Amico, F. Petroni, and F. Prattico, ‘‘Wind speed and energy fore-
casting at different time scales: A nonparametric approach,’’ Phys. A, Stat.
Mech. Appl., vol. 406, pp. 59–66, Jul. 2014.

[69] Y. Wang, J. Wang, and X. Wei, ‘‘A hybrid wind speed forecasting model
based on phase space reconstruction theory and Markov model: A case
study of wind farms in northwest China,’’ Energy, vol. 91, pp. 556–572,
Nov. 2015.

[70] S. Chen, L. Ye, G. Zhang, C. Zeng, S. Dong, and C. Dai, ‘‘Short-term wind
power prediction based on combined grey-Markov model,’’ in Proc. Int.
Conf. Adv. Power Syst. Autom. Protection, Oct. 2011, pp. 1705–1711.

[71] L. Lijuan, L. Hongliang, W. Jun, and B. Hai, ‘‘A novel model for wind
power forecasting based on Markov residual correction,’’ in Proc. IREC
6th Int. Renew. Energy Congr., Mar. 2015, pp. 1–5.

[72] N. Bokde, A. Feijóo, D. Villanueva, and K. Kulat, ‘‘A review on hybrid
empirical mode decomposition models for wind speed and wind power
prediction,’’ Energies, vol. 12, no. 2, p. 254, Jan. 2019.

[73] G. D’Amico, F. Petroni, and F. Prattico, ‘‘First and second order semi-
Markov chains for wind speed modeling,’’ Phys. A, Stat. Mech. Appl.,
vol. 392, no. 5, pp. 1194–1201, Mar. 2013.

[74] P. Brémaud, Markov Chains: Gibbs Fields, Monte Carlo Simulation, and
Queues. New York, NY, USA: Springer-Verlag, 2013.

[75] L. Lakatos, L. Szeidl, andM. Telek, Introduction to Queueing SystemsWith
Telecommunication Applications. Cham, Switzerland: Springer, 2019.

[76] N. N. Zakaria, M. Othman, R. Sokkalingam, H. Daud, L. Abdullah, and
E. A. Kadir, ‘‘Markov chain model development for forecasting air pol-
lution index of Miri, Sarawak,’’ Sustainability, vol. 11, no. 19, p. 5190,
Sep. 2019.

[77] D. B. Percival andA. T.Walden,WaveletMethods for Time Series Analysis.
Cambridge, U.K.: Cambridge Univ. Press, 2000.

[78] V. Alarcon-Aquino and J. Barria, ‘‘Change detection in time series using
the maximal overlap discrete wavelet transform,’’ Latin Amer. Appl. Res.,
vol. 39, no. 2, pp. 145–152, 2009.

Chapter 4.  Short-term wind speed forecasting based on hybrid MODWT-ARIMA-Markov model

60

http://dx.doi.org/10.1002/we.2613
http://dx.doi.org/10.1109/TITS.2020.3028024


[79] R. Prasad, R. C. Deo, Y. Li, and T. Maraseni, ‘‘Input selection and perfor-
mance optimization of ANN-based streamflow forecasts in the drought-
prone murray darling basin region using IIS and MODWT algorithm,’’
Atmos. Res., vol. 197, pp. 42–63, Nov. 2017.

[80] W. Fu, K. Wang, J. Tan, and K. Zhang, ‘‘A composite framework coupling
multiple feature selection, compound prediction models and novel hybrid
swarm optimizer-based synchronization optimization strategy for multi-
step ahead short-term wind speed forecasting,’’ Energy Convers. Manage.,
vol. 205, Feb. 2020, Art. no. 112461.

[81] Historical-Real Time Data. Sotavento. Accessed: May 25, 2019. [Online].
Available: http://www.sotaventogalicia.com/en/technical-area/real-time-
data/historical/

[82] The National Climate Database. National Institute of Water and Atmo-
spheric Research (NIWA). Accessed: May 25, 2019. [Online]. Available:
https://cliflo.niwa.co.nz/

[83] P. R. Chappell, The Climate and Weather of Manawatu-Wanganui. Auck-
land, New Zealand: NIWA, Taihoro Nukurangi, 2015.

[84] C. McComb, J. Cagan, and K. Kotovsky, ‘‘Capturing human sequence-
learning abilities in configuration design tasks through Markov chains,’’
J. Mech. Des., vol. 139, no. 9, pp. 1–38, Sep. 2017.

[85] (2009). Multi-Year Ten-Minute Synthetic Wind Speed Time-Series for

15 Actual or Proposed New Zealand Wind Farms. [Online]. Avail-
able: https://niwa.co.nz/sites/niwa.co.nz/files/import/attachments/NIWA-
Synthetic-Wind-Study-report.pdf

MUHAMMAD UZAIR YOUSUF received the
B.E. and M.E. degrees in mechanical engineer-
ing from the NED University of Engineering and
Technology, Karachi, Pakistan, in 2013 and 2016,
respectively. He is currently pursuing the Ph.D.
degree in mechanical and electrical engineering
withMassey University. His current research inter-
ests include wind energy forecasting and solar
energy modeling.

IBRAHIM AL-BAHADLY (Senior Member,
IEEE) received the B.Sc. (Eng.) degree from the
Baghdad University of Technology, in 1987, and
the M.Sc. and Ph.D. degrees from Nottingham
University, in 1990 and 1994, respectively, all in
electrical and electronic engineering.

From 1994 to 1996, he was a Research Asso-
ciate with the Electric Drives andMachines Group,
Newcastle University, Newcastle upon Tyne, U.K.
Since 1996, he has been with Massey University,

where he is currently an Associate Professor in electrical and electronic engi-
neering. His research interests include power electronic applications, vari-
able speed machines and drives, renewable energy systems, instrumentation,
robotics, and automation.

EBUBEKIR AVCI (Member, IEEE) received the
Ph.D. degree in robotics from Osaka University,
Japan, in 2013. He was a Postdoctoral Researcher
in parallel mechanism robots with the Toyota
Technological Institute, Japan, from 2013 to 2014.
He was a Research Associate with the Hamlyn
Centre for Robotic Surgery, Imperial College Lon-
don, U.K., from 2014 to 2015. He is currently
a Senior Lecturer in mechatronics with Massey
University.

Chapter 4.  Short-term wind speed forecasting based on hybrid MODWT-ARIMA-Markov model

61



CHAPTER 5 
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MODEL 
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1  |  INTRODUCTION

Wind power has proliferated in recent decades. Despite 

massive disruptions from the global pandemic and the de-

cline in the gross domestic product (GDP) in 2020, wind 

capacity grew almost double its previous highest annual 

increase (equivalent to 111 GW).1 As of the end of the 

last year, installed wind capacity increased by 17.84% to 

733.3 GW, and wind power generation increased by 12% 

to 1591 TWh.2 Overall, wind power accounts for 5.93% of 

global power generation.

According to renewable capacity statistics 2021,1 

China, the USA, Germany, and India account for 38.46%, 

16.06%, 8.48%, and 5.26% share, respectively. In addition, 

an impressive increase in new installations is observed for 

Colombia and Russia, with almost 28 and 9 times more 

capacity than the previous year. Other notable countries 

include Sri Lanka (1.96 times), Kazakhstan (1.71 times), 
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Abstract

Wind power generation has recently emerged in many countries. Therefore, the 

availability of long- term historical wind speed data at various potential wind 

farm sites is limited. In these situations, such forecasting models are needed 

that comprehensively address the uncertainty of raw data based on small sample 

size. In this study, a hybrid first- order accumulated generating operation- based 

double exponential smoothing (AGO- HDES) model is proposed for very short- 

term wind speed forecasts. Firstly, the problems of traditional Holt's double ex-

ponential smoothing model are highlighted considering the wind speed data of 

Palmerston North, New Zealand. Next, three improvements are suggested for the 

traditional model with a rolling window of six data points. A mixed initialization 

method is introduced to improve the model performance. Finally, the superior-

ity of the novel model is discussed by comparing the accuracy of the AGO- HDES 

model with other forecasting models. Results show that the AGO- HDES model 

increased the performance of the traditional model by 10%. Also, the modified 

model performed 7% better than other considered models with three times faster 

computational time.
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Argentina (1.63 times), and Vietnam (1.6 times) for a re-

markable increase in wind power from the preceding year. 

An overall summary of the total installed wind capacity is 

visualized in Figure 1.

Although wind energy is one of the rapidly evolving 

technologies, the main disadvantage of wind energy is 

its intermittent, stochastic, and non- stationary nature. 

The randomness in wind speed hinders the stability of 

wind energy, which leads to additional operating costs. 

Therefore, effective wind speed forecasts are needed to 

improve wind energy utilization in power systems and to 

reduce the additional reserve capacity.

Wind speed forecasting methods are mainly classified 

into five categories: persistence, physical, statistical, ar-

tificial intelligence/machine learning (AI/ML), and hy-

brid. A brief description of these models is given below, 

whereas detailed reviews are available in the literature.3- 5

• The persistence method is also known as the naïve pre-

dictor. In this method, the current wind speed is strongly

correlated with the immediate future wind speeds as

v (t +Δt) = v(t). This method is only applicable for very 

short- term wind speed forecasts (0 –  30min).

• Physical models are based on numerical weather pre-

dictions (NWP) as input.6 These models require exten-

sive information of various meteorological data and

characteristics of wind farms. Therefore, physical mod-

els are computationally extensive and are appropriate

for medium-  (6– 24 h) to long- term (>24 h) predictions,

such as 12 h,7 24 h,8 48 h,9 and 72 h.10

• Statistical models map internal relationships among

historical data. Such models are fast to calculate and

easy to build. In addition, these models have strong

linear estimation ability and are best suited for very

short to short- term (30  min to 6  h) wind forecasts.

Commonly used statistical models include ARIMA,11

exponential smoothing,12 gray predictors,13 and Markov

chain14 models.

• Artificial intelligence/machine learning (AI/ML)

models are motivated by how the human brain would

solve the problem. These algorithms learn from past

data to predict future wind speeds through computer

F I G U R E  1  Global distribution of wind capacity (in MW) for the year 2020

Installed Wind Capacity in MW (2020)

Overall 733.3 GW

% Share

(2020)
Frequency

Capacity in MW

Chapter 5.  Hybrid first‐order accumulated generating operation‐based double exponential smoothing model

64



simulations considering logical thinking, reasoning, 

and group behavior. Also, AI/ML models have power-

ful feature extraction and nonlinear mapping abilities. 

Such models effectively deal with incomplete and/

or uncertain data and are suitable for very short-  to 

short- term forecasts. AI/ML models are further sub- 

categorized into traditional and deep learning models. 

Commonly applied traditional models include ANN,15 

SVM,14 and Fuzzy Logic,16 while deep learning models 

include LSTM,14 DBN,17 CNN,18 ESN,19 and ELM.20

• Hybrid models are the combination of two or more

methods from other categories. Since a single predic-

tive model does not fully capture the complex rela-

tionship of wind speed, therefore, a hybrid model can

recompense for some of the deficiencies of individual

models at the expense of additional complexity. Hybrid

models can further be classified into four subcategories:

weighted models, feature selection models, decomposi-

tion models, and error processing models. Some of the

recent architectures include VMD- DE- ESN,21 MODWT- 

ARIMA- Markov,14 and ICEEMDAN– LSTM– GWO.22

While analyzing the global distribution of wind ca-

pacity for the year 2020 (as shown in Figure 1), it is ob-

served that more than 20% of countries have a maximum 

installed wind capacity of 5 MW. Also, wind power gener-

ation has recently emerged in many countries. For exam-

ple, in Saudi Arabia, the first wind farm with a capacity 

of 400MW started generating electricity in August 2021.23 

Hence, the availability of long- term historical data at vari-

ous potential wind farm sites is limited. In these situations, 

such forecasting models that use only a small sample size 

are needed to comprehensively address the uncertainty of 

raw data.

Literature studies of wind speed forecasting showed 

that grey models are the most applied method for small 

sample datasets. Satisfactory prediction accuracy can 

be achieved with a minimum dataset of 5– 11.13 For this 

reason, many researchers focused on improving the grey 

models for wind forecasting and proposed improved 

versions, including FOTP- GM(1,1), NDGM(1,1), and 

FAGM(1,1).24 Other statistical models such as ARIMA 

and Markov chain models are applied for datasets of 1525 

and 20014 samples, respectively. On the contrary, exponen-

tial smoothing (ES) models are rarely considered for small 

sample datasets.

1.1 | Previous studies on exponential
smoothing model

The exponential smoothing (ES) forecasting mod-

els26- 28  have been popular since their development. 

Forecasts generated from ES models are a weighted av-

erage of past observations, with previous values assigned 

exponentially decreasing weights. It means that the recent 

observations are given more weight as compared to the 

older ones. This simple structure provides fast and reliable 

forecasts for various applications, including wind speed 

predictions.

Standard ES models are based on the trend and season-

ality of time series. These include simple ES, Holt's linear 

trend, Brown's linear trend, damped trend, and Holt- 

Winter ES methods. Most of these methods are success-

fully applied in wind speed forecasting.12,29- 38 However, as 

this study aims to analyze wind speed forecasts for a small 

dataset, therefore, double exponential smoothing models 

(trends with no seasonality) are considered for further 

discussions.

Kusiak and Zhang34 applied Holt's linear trend model 

for six steps ahead wind speed forecast considering a 

resolution of 10 s. The evolutionary strategy algorithm 

is used to identify the optimal smoothing constants. The 

results showed that the prediction performance of the 

double exponential smoothing (DES) model is compa-

rable to that of the artificial neural network. However, a 

dataset of 80,000 instances was considered for the anal-

ysis. Another method of DES, Brown's DES model, is 

applied by Yang et al.32 The training is performed for a 

dataset of 1500. The smoothing constant is selected as 

0.9 with no further discussion on the selection criteria. 

Furthermore, the DES method performed the least as 

compared to other models. Hybrid exponential smooth-

ing models are also considered to improve forecasting 

performance. These include DES- PSO- BPNN- Elman31 

and CEEMDAN- CC- FA- Holt- SVR.36 Both the models 

applied for a training dataset of 4500 and 1300, respec-

tively. The optimal smoothing constants are evaluated 

based on the sum of squared errors of prediction. Results 

showed that the DES model is a better substitute for 

other statistical models. Besides technical programming, 

built- in software functions are also commonly used for 

the double exponential smoothing forecasting model. 

These include Minitab,39 Eviews,40 forecast package of 

R,41 and SAS.42 Table  1  summarizes the studies imple-

menting the DES model for wind speed forecasting.

1.2 | Limitations of previous studies

From Table 1, three major observations are summarized 

as follows:

• None of the studies considered the DES model for a

small wind speed dataset, and hence, the problems as-

sociated with the small dataset are not analyzed.
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• There is no specific method to initialize the level and

trend. However, several studies suggest a least- square

estimate to be the best choice. This is why some soft-

ware, such as Minitab,39 SAS,42 and Eviews,40 are work-

ing on least- square estimates. A linear regression model

is fit in time to available data as v̂o = �̂o,T + �̂1,T t. This

would imply y- intercept (�̂o,T ) and slope (�̂1,T ) of the

trend line as Lo and To.

• A common approach to finding optimal values of

smoothing constants is to search a combination of pa-

rameters that minimizes the prediction errors. The val-

ues are constrained between 0 and 1. Furthermore, once

the smoothing constants are evaluated, they remain

constant for the rest of the dataset without recalibration.

To address the first observation, we analyze the wind 

speed data of Palmerston North, New Zealand. The sum-

mer season data are gathered from NIWA with a tem-

poral resolution of 10  min. The traditional Holt's DES 

model is applied with a rolling window of 6, and the 

results are displayed in Figure  2. It is observed that the 

traditional model starts predicting negative values for 

non- negative time series. Even, for a time series fragment 

of V = {3.6, 2.9, 1.9, 1.8, 1.1, 0.5}, all the combinations of 

smoothing constants 0 < (𝛼, 𝛾) < 1 are providing negative 

predictions when the least- square estimate method is con-

sidered to initiate the level and trend. This led our focus 

to the second observation of how to initialize the level 

and trend.

In an early study, Makridakis and Hibon43 analyzed 

seven methods to initiate the first forecast. The major 

conclusion is that type of initial values does not affect 

the accuracy of the prediction. Also, initializing by least 

square provides satisfactory results.44 However, the con-

clusion is not suitable for a small- size dataset. As seen in 

Figure 2, the choice of the initial value is critical when 

the sample size is small. For the considered example of 

time series fragment, the Holt function of the forecast 

package of R applied a convenient initial value method, 

whereas Minitab used a least- square estimate. With 

(�, � ) = (0.72, 0.01), both software predicted negative 

wind speeds, that is, −0.2259 and −0.1002  m/s, respec-

tively. However, if some other combination of zero- value 

initialization method is considered, then the problem is 

rectified. This brought our attention to the third major 

observation, that is, calibrating smoothing constants at 

every instant.

From the analysis of Figure  2, it is observed that if 

uncalibrated smoothing constants are considered, and 

then, there are more chances for negative wind speeds. It 

is because the addition of the latest observation does not 

change the parameters of the prediction model. Hence, 

unoptimized smoothing constants imposed an arbitrary 

handicap on the forecasting model.45 As depicted in the 

heat map of Figure  2, with the zero- value initialization 

method, more than half combinations of 0 < (𝛼, 𝛾) < 1 are 

predicting erroneous values, while the rest are under the 

acceptable limits. Therefore, optimizing at each time ori-

gin is required than optimizing only once.46

To the best of the authors’ knowledge, these prob-

lems are not discussed in any wind forecasting literature. 

Therefore, in this study, we improve the forecasting per-

formance of the traditional Holt's method by considering 

the above- discussed observations to avoid erroneous wind 

speed forecasts. The main contributions of this study are 

as follows:

T A B L E  1  Studies implementing the DES model for wind speed forecasting

Double Exponential Smoothing (DES) Model

Brown's method Holt's method

Studies Niu et al.,31 Yang et al.,32 Zhang et al.33 Kusiak and Zhang,34 Prema and Rao,35 Jiang 

et al.,36 Priya and Arulanand12

Training data 1500,32 450031 1300,36 80,000,34 432035

Data resolution 10 min31 10 s,34 10 min,35,36 30 min36

Initial values S
(2)

0
= S

(1)

0
= v1

31

S
(1)

0
=

∑n+1
t=1

vt

2

39

v̂0 = L0 + T0where

L0 = v1, T0 =
∑

−2
t=−5

vt −
∑

−1
t=−4

vt

4

34

L0 = v1, T0 = 036

L0 = �̂o,T , T0 = �̂1,T

Smoothing constant � = 0.932 evolutionary strategy algorithm34

forecast package of R35

Hybrid model DES- PSO- BPNN- Elman31 CEE- CC- Holt- GRNN36

Software Eviews39 Minitab,40,41 Eviews39

forecast package of R37

Other model Simple exponential smoothing model29,30 Holt- Winter exponential smoothing model37,38
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• A hybrid model integrating accumulated generating op-

erator and Holt's DES model (AGO- HDES) is proposed.

Three improvements are suggested to improve the per-

formance of the traditional model for very short- term

wind speed forecasts.

• A mixed initialization method is introduced, which has

not been discussed in any literature. Instead of consid-

ering a single initial value throughout the process, the

first initialization method is applied to identify the opti-

mal damping constant, while the second method is used

for final forecasts. Overall, eight choices of initial values

from four categories are considered for the comparison.

• A comparative analysis is carried out for AGO- HDES

with traditional Holt's DES, Brown's DES, and damped

trend DES models.

• The superiority of the proposed model is discussed by

comparing the forecasting performance of the AGO- 

HDES model with other statistical forecasting models

available in the literature.

The remainder of this paper is organized as follows. 

In section 2, the traditional models are defined. In sec-

tion 3, three improvements are suggested to enhance the 

forecasting accuracy. The performance of the novel hybrid 

F I G U R E  2  Forecasting issues with the traditional Holt's Double exponential smoothing model for a rolling widow of 6
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model is discussed in Section 4, considering wind speed 

data of Palmerston North, New Zealand. Finally, conclu-

sions are highlighted in Section 5.

2  |  MATERIALS AND METHODS

2.1 | Double exponential smoothing
model

Double exponential smoothing models are preferred when 

data exhibit a trend. Two commonly used DES models are 

Brown's method and Holt's method.

Brown's method is the extension of simple exponential 

smoothing model and is given by

where � is the smoothing constant and S(1)
t

 and S(2)
t

 are first-  

and second- order exponential smoothing values. Based on 

S
(1)
t

 and S(2)
t

, k- step ahead forecast can be evaluated as

where at = 2S
(1)
t

− S
(2)
t

 and bt =
�

1−�

(

S
(1)
t

− S
(2)
t

)

Different from Brown, the time series is divided into 

two components in Holt's method: Level (Lt) and Trend 

(Tt). The two components can be calculated as

where � and � are the smoothing constants. In Holt's method, 

the trend also updates itself via equation (5), expressed as the 

difference between the last two smoothed values.47 Based on 

level and trend, k- step ahead forecast can be evaluated as

In Holt's method, generated forecast shows an indefinite 

increasing or decreasing trend. Gardner and McKenzie48 

introduced a damped parameter to the traditional model 

to flatten the trend line sometime in the future. The level 

and trend for the damped model are calculated as:

where � is the damping parameter. If � = 1, then the damped 

model is identical to Holt's DES model.

3  |  IMPROVED DOUBLE
EXPONENTIAL SMOOTHING 
MODEL

For any of the above- mentioned DES models, forecasting 

is summarized in three major steps: initial value calcula-

tion, optimal smoothing constants selection, and applying 

forecasting equations (as discussed in Section 2). In this 

section, we discuss the improvements related to the first 

two steps. Hereafter, the traditional model with the first 

two improvements is termed as HDES.

3.1 | Improvement # 01: optimal
smoothing constant

A common approach for finding the optimal values of 

smoothing constants (�, �) is to explore the parameter 

combination that minimizes the sum or mean of squared 

error of predictions,

However, there are two issues with the tradi-

tional approach. It is possible that a combination of 

(�, �) with least MSE might predict negative wind 

speed. As an example, a time series fragment of 

V = {1.1, 0.8, 0.6, 0.2, 0.2, 0.3}, suggests the best com-

bination as (α  =  0.41, γ  =  0.01) based on least MSE. 

However, the predicted value is −0.0506 m/s. The same 

problem occurred with other rolling windows (N) as 

well, as shown in Table 2. One solution is to apply Box- 

Cox transformation with λ = 0 for imposing a positivity 

constraint.

Secondly, in most cases, the range of smoothing con-

stants are constrained between 0 ≤ (�, �) ≤ 1. As discussed 

in Figure 2, it might be possible that none of the combi-

nations is applicable for prediction, and thus, the tradi-

tional constraints limit the model applicability. Although 

Hyndman et al.49 proved that the model is forecastable if 

0 < 𝛼 < 2 and 0 < 𝛾 < 4 − 2𝛼 (see condition 1 of Theorem 

10.2 in ref. 49); however, the concept of admissible con-

straints is rarely used for wind speed predictions (see 

Table 1).

(1)S
(1)
t

= �vt + (1 − �) S
(1)
t−1

(2)S
(2)
t

= �S
(1)
t

+ (1 − �) S
(2)
t−1

(3)v̂t+k = at + kbt

(4)Lt = �vt + (1 − �)
(

Lt−1 + Tt−1
)

(5)Tt = �

(

Lt − Lt−1
)

+ (1 − �)Tt−1

(6)v̂t+k = Lt + kTt

(7)Lt = �vt + (1 − �)
(

Lt−1 + �Tt−1
)

(8)Tt = �

(

Lt − Lt−1
)

+ (1 − �)�Tt−1

(9)SSE =

n
∑

t=1

(

vt− v̂t
)2

(10)MSE =
SSE

n
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In this study, instead of identifying a single combina-

tion of (�, �), the model stores a vector of all combinations. 

Initially, the smoothing constants are considered between 

0 < (𝛼, 𝛾) < 1 with a step size of 0.1. Therefore, a vector of 

81 combinations is stored in memory. If a particular combi-

nation predicts a negative wind speed, it is discarded from 

the primary vector. The final vector is then sorted by the 

least MSE value to identify the ascending series of combi-

nations. However, if all the combinations predict errone-

ous values, then admissible constraints are considered to 

find the optimal smoothing constants in the next step.

3.2 | Improvement # 02: Initial Value
calculation

Considering the simplest form of exponential smoothing 

model with no trend,

The equation shows that the final forecast (̂vt) is in-

fluenced by the initial value (v̂0) with a factor (1−�)t . 

Therefore, for a small sample dataset, the estimation of 

initial values has high relevance to the final forecast.

Different methods are identified in the literature to ini-

tialize the level and trend. A general approach is to obtain 

by least- square estimates. A linear regression model is fit 

in time to available data as,

where �̂o,T and �̂1,T are considered as the initial values Lo 

and To.

Other methods include convenient initial val-

ues, zero values, and first data point. In this study, 

we considered eight different initialization meth-

ods, including least- square estimates. Such meth-

ods include (Lo = 0, To = 0), (Lo = v1, To = 0), 

(Lo = 0, To = v1), (Lo = v1, To = v1), (Lo = v1, To = v2−v1), 

(Lo = �̂o,T , To = 0), and (Lo = 0, To = �̂1,T ). These meth-

ods are labeled as IV1– IV8.

This study introduces a mixed initial value method. 

The first initialization method is applied to identify the 

optimal damping constant, while the second method is 

used for final forecasts.

3.3 | Improvement # 03: first- order
accumulated generating operation

The third modification is to apply First- order Accumulated 

Generating Operation (1- AGO) to the original time series as:

(11)

v̂1=�v1+(1−�) v̂0

v̂2=�v2+(1−�) v̂1=�v2+(1−�)
{

�v1+(1−�) v̂0
}

v̂2=�
{

v2+(1−�) v1
}

+(1−�)2 v̂0

v̂3=�
{

v3+(1−�) v2+(1−�)2 v1
}

+(1−�)3 v̂0

⋮

v̂t =�
{

vt+(1−�) vt−1+…+(1−�)t−1 v1
}

+(1−�)t v̂0

(12)v̂o = �̂o,T + �̂1,T t

(13)V (1)
=

{

v
(1)
1
, v
(1)
2
, v
(1)
3
,⋯, v

(1)
n

}

T A B L E  2  One step ahead wind speed forecast for the best possible combination

N V (m/s) Methoda

v̂0=Lt + Tt
(m/s) � �

v̂t+1
(m/s)

Sign 

(v̂t+1)

5 {1.6, 1.4, 1.1, 0.4, 0.3} Least MSE 1.68 0.45 0.01 −0.1208 −

Minitab — — — — 

Forecast package of R 1.4 0 0 0.4 +

6 {2.1, 1.6, 1.1, 0.8, 0.6, 0.3} Least MSE 1.9619 0.7 0.01 −0.0799 −

Minitab 2.0921 1.7259 0.0999 −0.0629 −

Forecast package of R 1.6 0.351 0.9123 −0.0261 −

7 {1, 1.2, 0.5, 0.4, 0.2, 0.2, 0.3} Least MSE 1.0143 0.28 0.01 −0.0670 −

Minitab 1.0143 1.7453 0.01 0.0131 +

Forecast package of R 1.2 0.9235 0.3931 0.2521 +

8 {1.7, 1.8, 1.5, 1.3, 0.6, 0.6, 0.6, 0.2} Least MSE 1.8667 0.89 0.01 −0.0219 −

Minitab 1.8309 0.3629 0.4207 −0.0119 −

Forecast package of R 1.8 0.9092 0.3915 −0.0037 −

aInitial Value calculation

Least MSE: Least- square estimate

Minitab: Backcasting

Forecasting package of R: Convenient value method
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where v(1)
k

=
∑k

i=1 vi, k = 1, 2, 3,⋯,n

Once the prediction is completed, then the forecasting 

series can be obtained by inverse 1- AGO as:

Based on the above improvements, the modified model 

is summarized as follows:

1. Apply 1- AGO on the original wind speed sequence

to obtain V (1).

2. Select the first method to initialize level and trend.

This method is used to obtain the optimal damping

constants.

3. Calculate the mean squared error for all the combina-

tions of smoothing constants considering traditional

constraints, that is, 0 < (α, γ) < 1 with a step size of 0.1

and stored in a vector and then sort the matrix in as-

cending order corresponding to the least MSE against

the values of smoothing constants. For more optimized

results, a smaller step size such as 0.01 can also be

used at the expense of higher computational time and

storage.

4. Select the second method to initialize level and trend

and then compute the predictive value using the DES

model based on the order of optimal smoothing con-

stant matrix.

5. Apply inverse 1- AGO on the forecasting sequence.

6. Discard the combination if the model forecasts nega-

tive wind speed, then use the next combination for

prediction.

7. If none of the combinations is applicable, then apply

admissible constraints, that is, 1 < α < 2, to find the

best order and repeat steps 3 to 6.

The overall methodology of the prediction model is 

presented in Figure 3.

4  |  RESULTS AND DISCUSSIONS

4.1 | Site description

New Zealand has 17 wind farms operating with a total in-

stalled capacity of 690 MW. It supplies about 6% of New 

Zealand's annual electricity production that roughly cor-

responds to the electricity consumption of 300,000 house-

holds per year. Of these wind farms, more than 40% of the 

wind capacity is installed near Palmerston North. Tararua 

wind farm is the largest one (161 MW) and is 10 km from 

Palmerston North. Other operating wind farms near 

the city are Te Apiti Wind Farm (90  MW) and Te Rere 

Hau Wind Farm (48.5 MW). In the near future, Turitea 

wind farm will be the largest wind farm of New Zealand 

(222 MW) and is planned approximately 10 km southeast 

of Palmerston North.50

Palmerston North (40.382°S, 175.609°E) has a large 

number of strong winds (>8.6 m/s) with west- northwest 

as the predominant direction. From the analysis of the 

recorded data, the seasonal percentage of strong winds is 

37%, 26%, 19%, and 18% in spring, summer, winter, and au-

tumn, respectively.51 In this study, wind speed data from 

December 1, 2017 to February 28, 2018 is considered.52 

The collected data are first preprocessed to identify any 

anomalies using Box- plot analysis. A total of 30 inaccura-

cies were found that were imputed using Piecewise Cubic 

Hermite Interpolating Polynomials (PCHIP). Next, the fi-

nalized observations are divided into training and testing 

datasets with a ratio of 3:1. Thus, the training dataset con-

tains 9072 observations, whereas the testing dataset has 

3888 observations.

4.2 | Mixed initialization method

The results of the mixed initialization method for 

HDES, damped HDES, and AGO- HDES are tabulated in 

Tables  3– 5. First initialization is applied to evaluate the 

optimal smoothing constants, whereas the latter is used 

for wind speed forecast. Four categories of initial values 

are considered in the analysis. These include zero level 

and non- zero trend (IV4 and IV8), non- zero level and zero 

trend (IV3 and IV7), both zero (IV2) and both non- zero 

(IV1, IV5, and IV6).

Results show that the mixed method strategy is improv-

ing the model performance. The best initial values to eval-

uate optimal smoothing parameters are IV2 and IV8 for all 

three models. Similarly, the best initialization method for 

the final forecast is IV3 and IV7 for HDES, IV2, IV3 and 

IV7 for damped HDES, and IV1 and IV8 for AGO- HDES. 

More specifically, zero trend is the best choice for the orig-

inal time series, whereas zero level provides the best fore-

cast for the AGO time series. It is because the AGO time 

series always have an uptrend.

Compared with HDES and damped HDES models, it 

is observed that the damped model provides three times 

more suitable initialization combinations than the HDES 

model. Among 64 combinations, HDES provides four op-

tions with the least MSE, while the damped HDES model 

has 13 appropriate options for the same case study.

While comparing all three models, it is observed that 

the novel AGO- HDES is lesser affected by incorrect selec-

tion of initialization method. The MSE values for AGO- 

HDES are adjusted between 0.3705 and 3.9469 whereas, 

for HDES and damped HDES, MSE varies from 0.3839 to 

(14)v̂k = v̂
(1)

k
− v̂

(1)

k−1
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F I G U R E  3  Proposed framework for AGO- HDES forecasting model

Chapter 5.  Hybrid first‐order accumulated generating operation‐based double exponential smoothing model

71



371.16 and 0.3762 to 22.59, respectively. Therefore, it is 

concluded that the novel AGO- HDES model is a better op-

tion than HDES and damped HDES models.

It should be noted that this conclusion is only applicable 

for small sample dataset. For larger rolling windows, the 

initialization method does not affect the accuracy of the 

prediction, as shown in Figure 4. Therefore, it follows the 

same conclusion as inferred by Makridakis and Hibon.43

4.3 | One step ahead wind speed forecast

Figure  5  shows one step ahead wind speed forecast for 

multiple models. For the AGO- HDES method, the most 

frequent pairs for � and � belonged to the intervals (0.7, 

1.0) and (0, 0.3), respectively. It shows that higher weights 

are given to the most recent observations, whereas lower 

weights are given to the earlier observations. Overall, it 

T A B L E  3  MSE of the mixed initialization method for HDES

Forecast

Evaluation of optimal smoothing constants

IV1 IV2 IV3 IV4 IV5 IV6 IV7 IV8

IV1 0.4652 0.4456 0.4723 0.6357 0.6414 0.5045 0.4512 0.4409

IV2 3.0052 0.4996 2.1920 0.6369 0.6463 1.2354 2.3876 0.4858

IV3 0.4696 0.3891 0.4656 0.6351 0.6437 0.5196 0.4457 0.3846

IV4 323.03 11.3610 126.67 0.6451 0.6440 54.212 109.43 11.170

IV5 371.16 9.2163 139.37 0.6471 0.6425 60.461 119.56 9.0643

IV6 5.0482 0.5548 2.1818 0.6513 0.6573 0.5248 2.1044 0.5529

IV7 0.4998 0.3913 0.4869 0.6359 0.6444 0.5319 0.4428 0.3839

IV8 3.0900 0.5297 2.1905 0.6356 0.6430 1.2174 2.3870 0.5294

Bold indicates best options of initialization method based on MSE criterion.

T A B L E  4  MSE of the mixed initialization method for damped HDES

Forecast

Evaluation of optimal smoothing constants

IV1 IV2 IV3 IV4 IV5 IV6 IV7 IV8

IV1 0.4006 0.3816 0.4485 0.5174 0.4778 0.4760 0.4164 0.3796

IV2 2.6392 0.3853 1.9697 1.6949 1.3779 3.4763 1.9718 0.3800

IV3 0.4220 0.3825 0.4359 0.5264 0.4788 0.5411 0.4295 0.3782

IV4 75.6383 0.5929 11.7941 0.3813 1.1462 16.4322 14.2378 0.6081

IV5 94.2902 0.5501 12.1401 1.8834 0.4499 22.5899 15.2632 0.5651

IV6 1.5031 0.3853 0.5258 0.5072 0.4687 0.4255 0.5526 0.3802

IV7 0.4418 0.3801 0.4566 0.5914 0.4877 0.5704 0.4258 0.3762

IV8 2.6229 0.3872 1.9600 1.6113 1.3598 3.4594 1.9642 0.3834

Bold indicates best options of initialization method based on MSE criterion.

T A B L E  5  MSE of the mixed initialization method for AGO- HDES

Forecast

Evaluation of optimal smoothing constants

IV1 IV2 IV3 IV4 IV5 IV6 IV7 IV8

IV1 0.4396 0.3705 0.4479 0.6337 0.6384 0.4770 0.4257 0.3711

IV2 3.0052 0.4996 2.1920 0.6369 0.6463 1.2354 2.3876 0.4858

IV3 3.9469 0.5365 2.6106 0.6425 0.6524 1.5322 2.8676 0.5154

IV4 0.4696 0.3891 0.4656 0.6351 0.6437 0.5196 0.4457 0.3846

IV5 0.6462 0.3960 0.6318 0.6403 0.6496 0.6564 0.6793 0.3842

IV6 0.6637 0.3919 0.6526 0.6398 0.6485 0.6432 0.6795 0.3814

IV7 2.9736 0.4942 2.1734 0.6355 0.6427 1.2117 2.3659 0.4825

IV8 0.4741 0.3744 0.4639 0.6341 0.6411 0.4957 0.4444 0.3734

Bold indicates best options of initialization method based on MSE criterion.
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concludes that forecasts are more responsive to recent lev-

els and less emphasized by trend estimates. Figure 5 is a 

screenshot of the sample real- time forecasting video. The 

complete video is attached in the Video S1.

This study evaluates the forecasting models’ perfor-

mance based on commonly used mean absolute error 

(MAE) and root mean square error (RMSE). Furthermore, 

the enhancement of the traditional model is estimated 

through improving ratio. The formulations of the consid-

ered three metrics are given in equations 15 to 17.

where ̂vt and vt are the predicted and measured wind speeds 

at instant t, n is the number of observations, and I is a gen-

eral index for comparison.

Table  6  shows the performance of the forecasting 

models. Holt DES method is better than the Brown DES 

method. This is because Holt's method updates both level 

and trend. However, the traditional DES methods are 

lesser accurate than other statistical models. The proposed 

modifications enhanced the prediction accuracy. Analysis 

shows that the mixed initialization method increased the 

performance of the traditional model by 10%. The MAE 

and RMSE values of traditional DES model dropped to 

0.452  m/s and 0.608  m/s from 0.509 and 0.678  m/s, re-

spectively. Similarly, the modified models performed 7% 

better than GM (1,1) and Markov chain models. The accu-

racy measures show that AGO- HDES performed the best 

among all models with the least MAE and RMSE values 

of 0.452 m/s and 0.609 m/s. With the lowest RMSE, the 

AGO- HDES model captures the intermittency of small 

sample size wind speed in finer detail with fewer outlier 

errors. Furthermore, Figure 6  shows the scatter plot be-

tween measured and predicted wind speed by the AGO- 

HDES model for one step ahead forecast. The correlation 

coefficient of 0.96 also endorses the strong correlation be-

tween measured and predicted wind speed.

In addition, the best performance is also accompanied 

by very short computational time. All models were pro-

grammed in MATLAB with an Intel i5, 1.70 GHz proces-

sor with quad- core, and 16 GB RAM. For each model, the 

test was run ten times, and the average computational 

time was considered. Table 7 shows that the AGO- HDES 

model is almost three times faster than the GM (1,1) 

model. Therefore, the proposed model is practically appli-

cable for wind speed forecasts.

5  |  CONCLUSION

The performance of most of the existing data- driven wind 

speed forecasting models decreases considerably for small 

datasets. Also, long- term wind speed historical data are 

not always available for newly identified sites. Therefore, 

in this study, a hybrid first- order accumulated generating 

operation- based double exponential smoothing model is 

proposed for small- size wind datasets. The generalized 

conclusions are as follows:

• The traditional model might predict negative wind

speed values because of two reasons. Firstly, the most

common initialization method is the least- square esti-

mate, which is biased to a small- size dataset. Secondly, a

combination of smoothing constants with the least MSE

might cause erroneous wind speed predictions.

• In comparison, we proposed three modifications and

named the model as AGO- HDES. Firstly, the model

stores a vector of all combinations of smoothing con-

stants instead of identifying a single combination. If a

particular combination predicts a negative wind speed,

it is discarded from the primary vector. The final vector

is then sorted by w.r.t least MSE value to identify the as-

cending series of combinations. Secondly, a mixed ini-

tial value method is introduced. Instead of considering

a single initial value throughout the process, the first

initialization method is applied to identify the optimal

(15)MAE =

1

n

n∑

t=1

|
|̂vt − vt

|
|

(16)RMSE =

√

√

√

√
1

n

n
∑

t=1

(

v̂t−vt
)2

(17)Improving ratio (%) =
Ireference − Imodified

Ireference

F I G U R E  4  Effect of the initialization method on the 

performance of the proposed forecasting models for varying rolling 

window
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damping constant, while the second method is used 

for final forecasts. Thirdly, First- order Accumulated 

Generating Operation (AGO) is applied to the origi-

nal time series. Once the prediction is completed, then 

the forecasting series can be obtained by inverse- AGO 

(I- AGO).

• In a comparison of both HDES and AGO- HDES mod-

els, it is observed that the novel AGO- HDES is lesser

affected by incorrect selection of initialization method.

As a result, the MSE values for AGO- HDES are adjusted

between 0.3705 and 3.9469 whereas, for HDES, it varies

from 0.3839 to 371.16.

• The novel AGO- HDES model increased the perfor-

mance of the traditional model by 10%. Similarly, the

modified model performed 7% better than GM (1,1) and 

Markov chain models.

• The AGO- HDES model is almost three times faster than

the GM (1,1) model with the same rolling window.

The novel AGO- HDES model is well- suited for short- 

term wind speed forecasts. However, the problem of 

trend lag is not eliminated entirely, and a study is needed 

in this regard. Dixit et al.53 addressed the issue of “pre-

diction lag” or “timing error” in wave height forecasting 

by proposing a multilevel neuro- wavelet technique. The 

central idea of the study is to apply wavelet transforma-

tion multiple times such that the correlation is removed. 

Therefore, decomposition- based hybrid models are 

F I G U R E  5  One step ahead wind 

speed forecast for Markov Chain, GM 

(1,1), Traditional DES and AGI- HDES 

models

T A B L E  6  Performance evaluation of the forecasting models

Type Models

MAE 

(m/s)

Improving ratio w.r.t. the 

best model (%)

RMSE 

(m/s)

Improving ratio w.r.t. 

the best model (%)

Traditional DES 0.509 11.20 0.678 10.17

Damped DES 0.476 5.04 0.635 4.09

Brown 0.515 12.23 0.695 12.37

Modified HDES 0.459 1.53 0.620 1.77

Damped HDES 0.457 1.09 0.613 0.65

AGO- HDES 0.452 — 0.609 — 

Comparison GM(1,1)α′ =0.9
13a 0.489 7.57 0.654 6.88

GM(1,1)α′ = var
13 0.544 16.91 0.738 17.48

Markov Chain14 0.487 7.19 0.650 6.31

aHere α′ is the weighting factor.

Bold indicates best options of initialization method based on MSE criterion.
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required to address the same in wind speed forecasting. 

Similarly, a dataset of only six values was considered, 

with a resolution of 10 min, to predict one step ahead 

wind speed. Hence, the cyclic component is not consid-

ered. Therefore, an adaptive higher order exponential 

smoothing model will also be considered in the future 

for low- resolution data to address the diurnal effects of 

wind speed.
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A B S T R A C T

Wind speed forecasting models have seen significant development and growth in recent years. In particular, 
hybrid models have been emerging since the last decade. Hybrid models combine two or more techniques from 
several categories, with each model utilizing its distinct strengths. Mainly, data-driven models that include 
statistical and machine learning models are deployed in hybrid models for shorter forecasting time horizons 
(<6hrs). Literature studies show that machine learning models have gained enormous potential owing to their 
accuracy and robustness. On the other hand, only a handful of studies are available on the performance 
enhancement of statistical models, even though hybrid models are incomplete without statistical models. To 
address the knowledge gap, this paper addressed the problems of traditional statistical models while enhancing 
prediction accuracy. Initially, the multi-step ahead wind speed forecasting performance of eight commonly used 
statistical approaches is evaluated using four different case studies and three rolling windows. The reasons for 
erroneous wind speed forecasts are discussed in detail. Next, four enhanced models were considered while 
addressing the shortcomings of conventional methods. In addition, four machine learning models are also 
analyzed for comparison. Moreover, the outcomes of the comparisons are discussed, explaining the higher 
prediction accuracy of improved models. A Global Performance Indicator (GPI) is used to rank the investigated 
wind speed forecasting models. Results showed that exponential smoothing models have a greater GPI in most 
cases, whereas Markov Chain models are among the poorest. The grey models are more suitable for smaller 
samples of data. In machine learning models, Support Vector Machine (SVM) has proven to be the best choice. 
Overall, the improved models show between 4% and 28% higher accuracy than their counter traditional models. 
Lastly, the future directions are highlighted that need subsequent research to further improve forecasting 
performance.   

1. Introduction

Wind energy plays an essential role in addressing environmental and
resource challenges. It is a widely available and environmentally 
friendly renewable energy source. According to the BP Statistical Re-
view of World Energy 2021 [1], the highest contribution to renewable 
energy growth came from wind in 2020. In addition, the wind capacity is 
expected to expand further, as onshore wind power costs have dropped 
by around 40% in the last five years [1]. Despite being one of the fast- 
expanding technologies, the fundamental drawback is the stochastic 
nature of wind. Wind speed intermittency has a significant influence on 
power system stability. As a result, several studies have been carried out 
to accurately forecast the wind speed that would support power 

generation planning while reducing the need for extra reserve capacity. 
According to a study conducted for the California Independent System 
Operator (CASIO), the annual total cost savings from improved short- 
term wind forecasting are estimated to range from $5.05 million to 
$146 million [2]. Similarly, for the Irish electricity system with 33% 
wind penetration, it is concluded that the total system costs reduced 
between 0.5% and 1.6%, with a decrease in wind forecast mean absolute 
error from 8% to 4% [3]. Xu et al. [4] evaluated that the improper se-
lection of the forecasting model resulted in additional 57 MW reserves 
for 50% wind power generation of the total installed capacity. Also, 
Zhang et al. [5] concluded that if dispatchers do not take wind fore-
casting errors into account when identifying reserve plans, the proba-
bility of insufficient reserve capacity in a 15-minute period would be 
unacceptably high. 
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Existing forecasting methods can be classified into five categories: 
persistence model, physical model, statistical model, Artificial Intelli-
gence/Machine Learning (AI/ML) model, and Hybrid model. In the 
persistence model, the immediate-future wind speed (vt+Δt) is assumed 
to be the same as the present time (vt). This model is termed a naïve 
predictor. However, it cannot be upgraded to enhance further. 

Physical models are established on meteorological and geographic 
data, such as temperature, pressure, terrain structure, and obstacles [6]. 
There are two types of physical methods: diagnostic models and 
computational fluid dynamics (CFD) models [7]. Diagnostic models 
employ boundary layer parameterizations and are suitable for flow over 
flat terrain. CFD models simulate wind flow fields dynamically and are 
useful for flow over complicated terrain. Physical models use initial 
conditions to solve complex numerical systems to provide global and 
regional forecasts [8] without requiring historical data [9]. However, 
detailed information on surface roughness and wind farm features is 

essential. As a result, these models need a significant amount of work to 
set up. 

Statistical models are data-driven models that use historical wind 
speed data to generate forecasts. Grey models [10,11], Markov Chain 
[12,13], exponential smoothing [14,15], ARMA [16,17], and ARIMA 
[18,19] models appear to be the top among the several approaches that 
have been studied and evaluated. 

Artificial Intelligence/ Machine learning (AI/ML) models are also 
data-driven models. However, different from statistical models, machine 
learning algorithms are more capable of addressing the nonlinearity of 
wind speed. Neural Networks (NN) [20], Support Vector Machine (SVM) 
[21,22], Decision Trees (DT) [23,24], Gaussian Process Regression 
(GPR) [25,26], and Extreme Learning Machine (ELM) [27] are some of 
the approaches explored within machine learning models. 

Hybrid models combine two or more techniques from several cate-
gories, with each model utilizing its distinct strengths [28]. A single 

Nomenclature 

Abbreviations 
ACF Autocorrelation Function 
AGO Accumulated Generating Operation 
ARIMA Autoregressive Integrated Moving Average 
ARMA Autoregressive Moving Average 
BPNN Back Propagation Neural Network 
CEEMDAN Complementary Ensemble Empirical Mode 

Decomposition with Adaptive Noise 
CFD Computational Fluid Dynamics 
DES Double Exponential Smoothing 
DT Decision Trees 
ELM Extreme Learning Machine 
EMD Empirical Mode Decomposition 
ESMAP Energy Sector Management Assistance Program 
ESN Echo State Network 
FFOTR Fuzzy First-Order Transition Rules 
GM Grey Model 
GPI Global performance Indicator 
GPR Gaussian Process Regression 
IGA Improved Genetic Algorithm 
LSSVM Least Squares Support Vector Machine 
LSTM Long Short-Term Memory 
MC Markov Chain 
modDES Modified Double Exponential Smoothing 
modGM Modified Grey Model 
modMC Modified Markov Chain 
MSE Mean Square Error 
NASA National Aeronautics and Space Administration 
NIWA National Institute of Water and Atmospheric Research 
nMAE normalized Mean Absolute Error 
NN Neural Networks 
nRMSE normalized Root Mean Square Error 
PCHIP Piecewise Cubic Hermite Interpolating Polynomials 
PRBF Principal component analysis- Radial Basis kernel Function 
PSO Particle Swarm Optimization 
SSE Sum of Squares Error 
SVM Support Vector Machine 
VMD Variational Mode Decomposition 
WDD Wavelet Domain Denoising 
WFGM Weighted Fractional Grey Model 
WPD Wavelet Packet Decomposition 

Roman 
a developing coefficient 

b grey actuating quantity 
c constant term 
cv scale factor 
d degree of differencing 
f fractional order-AGO 
k steps ahead forecast 
k(xi,x) kernel function 
kv shape factor 
p order of autoregressive 
q order of moving average 
t time 
v measured wind speed 
v̂ predicted wind speed 
w weighting parameter 
B backward difference operator 
C post-error ratio 
E′ centered RMSE 
I scaled value of an indicator 
L level 
N rolling window sizes 
Nf frequency of transition 
Nt the theoretical minimum value for rolling window 
P probability 
R correlation coefficient 
S state-space 
S(1) first-order exponential smoothing values 
S(2) second-order exponential smoothing values 
T Trend 
Z background value array 

Greek 
α weighting factor 
β smoothing constant for the level 
β̂o y-intercept
β̂1 Slope
γ smoothing constant for the trend
δ Lagrange multiplier
ε error term
ξ weight factor in GPI (− 1 or 1)
θ moving average parameter coefficient
μ mean
σ standard deviation
φ mapping function
ϕ autoregressive parameter coefficient
Π state probability vector
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prediction model cannot fully represent the inherent complex relation-
ship of wind speed such as nonlinearity and randomness w.r.t. time. 
Hence, a hybrid model can compensate for some of the deficiencies of 
distinct models while adding to the computational complexity. 
Weighted models [29], feature selection models [30], decomposition 
models [31], and error processing models [32] are the four sub-
categories of hybrid models. The details of each subcategory are readily 
available in review articles [7,33]. 

1.1. Objectives and motivation 

It is observed from the literature review that AI/ML approaches have 
gained more attraction in recent years in the field of wind speed fore-
casting and have occupied “irreplaceable dominance” [34,35]. The 
success of machine learning models is based on algorithms capable of 
learning by trial and error and increasing their performance over time, 
rather than the traditional programming of step-by-step coding in-
structions based on logic and if-then rules [36]. For this reason, most of 
the current research is mainly focused on improving the performance of 
AI/ML models. As an example, the variants of support vector machines 
(SVM) that are applied for wind speed forecasting include linear epsilon- 
insensitive SVM (ε-SVM), reduced SVM (RSVM), least-square SVM 
(LSSVM), twin SVM (TSVM), ε-twin SVM (ε-TSVM), primal least square 
SVM (PLSSVM), primal least square twin SVM (PLSTSVM), iterative 
Lagrangian twin parametric insensitive SVM (ILTPISVM), and proximal 
SVM (PSVM) [37–41]. Such vast improvements and advancements have 
not been observed in most statistical models. It is important to note that 
the statistical models are not only easy to build and fast to calculate, but 
they are also robust and less prone to overfitting than machine learning 
approaches. In that respect, statistical models are valuable not just on 
their own but also as part of hybrid models that incorporates more 
advanced methodologies [42]. Keeping in view the advantages of sta-
tistical models, numerous studies integrated statistical and machine 
learning algorithms together for wind speed forecasting. A few of them 
are discussed in Table 1. Hence, accuracy improvements of statistical 
models are as significant as machine learning models. To the best of the 
authors’ knowledge, only a few works reported in this domain, and a 
detailed study is still required to address the problems of traditional 
statistical models while enhancing the prediction performance. There-
fore, this research has three primary objectives to fill this gap.  

• The first objective is to identify the prediction problems of statistical
models in terms of forecasting results acceptability. Four distinct
case studies are considered to evaluate the performance of eight
frequently used statistical methods. A total of n-100 observations,
with three rolling windows, were used to develop the prediction
models. One to three steps ahead forecast performance was assessed
by comparing them to actual values not employed in the forecasting
model development.

• The second purpose is to explore four improved models while
addressing the limitations of existing approaches. In addition, four
common AI/ML models are also considered for comparison.

• The final goal is to describe the results of the comparisons and try to
explain why updated models have better prediction performance.
Further issues that restrict the utilization of statistical forecasting
models are also mentioned as potential future areas.

The rest of the paper is organized as follows. In section 2, case studies
are discussed initially. Next, the theoretical framework of traditional 
statistical models is presented while highlighting the problems of con-
ventional models. Also, the improved models and machine learning 
models are introduced in this section. Next, the results and discussions of 
the forecasting models are presented in Section 3, followed by future 
directions. Finally, conclusions are presented in Section 4. 

2. Materials and methods

2.1. Case studies 

Keeping in view the objectives of the study, wind speed data for 
diversified regions were selected to compare the effectiveness of the 
forecasting models. Therefore, sites from New Zealand, Pakistan, 
Zambia, and Spain were chosen, as shown in Fig. 1. The descriptive data 
of the selected sites are provided in Table 2. The raw data is retrieved 
from ESMAP (Energy Sector Management Assistance Program) [58], 
NIWA (National Institute of Water and Atmospheric Research) [59], and 
Sotavento wind farm databases [60]. 

The preliminary step is to post-process the collected raw data to 
identify the anomalies. Data repositories such as ESMAP and NASA show 
that inaccuracies may exist in the data in terms of no value (NaN), 
missing value (no data recorded, 999, − 999), erroneous value (all 
zeros), and out of range value (outliers). The first three anomalies can 
easily be recognized in the datasets. To identify the outliers, two 
commonly applied approaches are median absolute deviation [61,62] 
and the boxplot rule [63,64]. Jeong et al. [65] applied both techniques 
to a hydrogeological dataset and concluded that both methods worked 
well at a 5% outlier level. Because the outlier detection method is not the 
primary objective of the study, the boxplot rule is selected to identify the 
outliers. 

To eliminate anomalies, multiple approaches are applied by the re-
searchers. Hence, there is no standard procedure for processing the 
outlier. Schlechtingen and Santos [66] are in favor of neglecting the 
missing input and target values from the large dataset. As we already 
have a small sample dataset, therefore, deletion of a certain row is not a 
solution. Wang and Xiong [67] applied cubic spline interpolation, Zhou 
et al. [63] applied a modified boxplot method, Ouyang et al. [68] 
applied simple interpolation, and Qiu et al. [61] applied a moving 
average filter to estimate the outlier data points. Based on available 
literature [69–71], it is observed that Piecewise Cubic Hermite Inter-
polating Polynomials (PCHIP) is better than piecewise linear functions 
and cubic spline and is used in solar [72] and wind energy [73]. 
Furthermore, PCHIP offers a smooth slope transition between data 
points [74] and is more robust [69]. Based on these discussions, PCHIP is 
selected to synthesize the anomalies. 

Table 1 
Examples of studies that integrated statistical and machine learning algorithms.  

Statistical 
Model 

Hybrid Models Purpose 

ARMA WDD-WPD-ARMA-EMD- 
ELM [43] 

To capture the linear patterns    

Applied as an error correction 
model to improve the accuracy of 
the prediction model    

Suitable option for uncertain 
systems with poor information      

Less operation data is needed 

VMD-PRBF-ARMA-E [44] 
ARMA-ESN [45] 

ARIMA ELM-CEEMDAN-ARIMA  
[46] 
EMD-LSTM-ARIMA [47] 
ARIMA–NN–FFOTR [48] 

Exponential 
Smoothing 

CEEMDAN-CC-Holt-GRNN  
[49] 
DES-PSO-BPNN-Elman  
[50] 
CEEMD-ES-CS-BPNN [51] 

GM (1,1) Grey-ELM [52] 
PSO-SVR and Grey 
Combination Model [53] 
SVM-GM [54] 

Markov Chain ANN-Markov [55] 
CEEMD-IGA-FNN-Markov  
[56] 
LSSVM-Markov [57]  
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2.2. Traditional statistical models 

Literature studies show that the most commonly applied statistical 
models are Auto-Regressive Integrated Moving Average (ARIMA), 
Double Exponential Smoothing (DES), Grey models, and Markov Chains. 
Considering the conventional and modified versions of these models, 
eight statistical models are included in this study (see Fig. 2), whose 
brief description is provided next. 

2.2.1. Auto-Regressive integrated moving average 
The most often used statistical models are ARIMA. The generalized 

non-seasonal model structure is ARIMA (p, d, q), where p and q shows the 
order of autoregressive (AR) and moving average (MA) parts. For sta-
tionary time series, the model is ARMA (p, q). For non-stationary time 
series, the stationarity condition is achieved by taking d degree of dif-
ferencing as shown in (1). 

Bdvt = vt− d (1)  

Hence, with (p,d,q), the linear equation is expressed as, 

vt = c+

(
∑p

i=1
ϕivt− i +

∑q

j=1
θjεt− j

)
(2)  

where ϕi and θj are the ith autoregressive and jth moving average pa-
rameters coefficients respectively. The model is a three-step iterative 
process as follows. 

Step 1. Model identification: First, the unit root test (here, the Dickey 
and Fuller tests) is conducted to determine the stationarity. Next, the 
differencing is applied, if required. Once the stationarity is achieved, the 
plots of sample and partial Auto Correlation Function (ACF) are utilized 
to identify the orders of autoregressive (AR) and moving average (MA). 

Step 2. Parameter Estimation: The parameters are then estimated using 
the maximum likelihood method. 

Step 3. Diagnostic Checking: To assure the performance of the model, it 
is necessary to confirm the model adequacy conditions. The residual 
values will behave like a white noise process if the specified model is 
acceptable. 

2.2.2. Double exponential smoothing model 
Exponential Smoothing (ES) techniques are also frequent in fore-

casting applications. In contrast with the moving average methods, ES 

Fig. 1. Sites from New Zealand, Pakistan, Zambia, and Spain are selected as case studies.  
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assigns exponentially decreasing weights to the older values to predict 
the future state. 

Double Exponential Smoothing (DES) is used when data shows a 
trend. Brown [75] and Holt [76] are two widely used DES models. 
Brown’s approach is an expansion of the simple ES model, and it is 
defined as, 

S(1)
t = βvt +(1 − β)S(1)

t − 1 (3)  

S(2)
t = βS(1)

t +(1 − β)S(2)
t− 1 (4) 

where S(1)
t and S(2)

t are first and second-order exponential smoothing 
values.Holt DES model has two components: level. ’Lt’ (smoothed esti-
mates of the value) and trend ’Tt’ (smoothed estimates of the average 
growth). The two components can be calculated as: 

Lt = βvt +(1 − β)(Lt− 1 +Tt− 1) (5)  

Tt = γ(Lt + Lt− 1)+ (1 − γ)Tt− 1 (6)  

where β and γ are smoothing constants that decide the weights given to 
the observations. The more the value closer to 1, the higher the weight 
given to the newer observation. Forecasting through DES is summarized 
in three steps. 

Step 1. Initial value calculation: As seen in equations (3)-(6), initial 
values are needed in the recursive calculations. Literature studies sug-
gested that the least square estimate is the most common method to 
calculate the initial values [77]. A linear regression model is fit to 
available wind speed time series data as v̂o = β̂o,T + β̂1,Tt. 

For Brown’s Model [78]: 

S(1)
0 = β̂o,T −

(
1 − β

β

)
β̂1,T (7)  

S(2)
0 = β̂o,T − 2

(
1 − β

β

)
β̂1,T (8) 

For Holt’s Model [79]: 

Lo = β̂o,T (9)  

To = β̂1,T (10) 

Step 2. Optimal smoothing constants: Next is to obtain the optimal 
values of smoothing constants (β, γ) that minimize the sum or mean of 
squared error of predictions. 

SSE =
∑n

t=1
(vt − v̂t)

2 (11)  

MSE =
SSE

n
(12) 

Step 3. Forecasting Equation: The last step is to generate k-step ahead 
forecast as: 

For Brown’s Model: 

v̂t+k = at + kbt (13)  

where at = 2S(1)
t − S(2)

t and.bt = 1
1− β

(
S(1)

t − S(2)
t

)

For Holt’s Model: 

v̂t+k = Lt + kTt (14)  

2.2.3. Markov Chain model 
The Markov Chain (MC) is a stochastic process that sequentially 

travels from one state to the next in state space. MCs have the benefit of 
being able to represent wind time dependency features. The following 
five steps outline the forecasting process using MC. 

Step 1. State categorization: The categorization of states is the first step 
of the MC model. Instead of manually giving the state-space (S), a self- 
adaptive method is applied in this study. At each time step, the state- 
space is defined as {0, ceil(vmin), sort(v, ascend), ceil(vmax) } with no re-
petitive values. 

Step 2. State Transition Matrix: As per definition, a first-order MC 
satisfies: 

P{Xt+1= j|Xt = it, Xt− 1 = it− 1,⋯Xo = io} = P{Xt+1= j|Xt = it} = pij (15) 

Equation (15) shows that the probability of the future state (Xt+1) 
depends only on the current state (Xt). Therefore, {Xt+1= j|Xt = i} for all 
t and all i and j. 

A matrix that describes the probability (P) of the observed frequency 
of transition (Nf ) is termed a transition matrix. Thus, 

Nf =

⎡
⎣

n11⋯n1s
⋮⋱⋮

ns1⋯nss

⎤
⎦,P =

⎡
⎣

p11⋯p1s
⋮⋱⋮

ps1⋯pss

⎤
⎦ (16)  

where pij =
nij∑s
j=1

nij 
and for all i and j, pij ≥ 1 and 

∑s
j=1pij = 1.

Step 3. Confirmation of Ergodic Properties: The next step is to verify the 
ergodic properties. If MC is irreducible and its states are positive 
recurrent, and aperiodic, it is ergodic. For the ergodic MC, the limit πi =

lim
n→∞

P{Xn = i} = 1
μi 

exists and is independent of the initial distribution, 

where μi determines the average time it takes to return to a state i [80]. 
Step 4. State transition probability vector: Based on the initial state 

probability vector (Π0) and state transition matrix (P), the state transi-
tion probability of the future state is determined as Πk = Π0 × Pk. Except 
for the element corresponding to the present state at time t, all the el-
ements of Π0 are zero. 

Step 5. Forecasting Equation: Finally, one step ahead wind speed is 
computed as. 

v̂t+1 =
∑s

i=1
ΠiSi (17)  

where (S) is an average wind speed of the specific state. 

Table 2 
Descriptive data of the selected case studies.   

Case Study 

Description Palmerston 
North 

Gwadar Mpika Galicia 

Country New Zealand Pakistan Zambia Spain 
Latitude 40.382 ◦S 25.279 ◦N 11.643 ◦S 43.359 ◦N 
Longitude 175.609 ◦E 62.346 ◦E 31.341 ◦E 7.879 ◦W 
Observing 

authority 
NIWA [59] ESMAP  

[58] 
ESMAP  
[58] 

Sotavento  
[60] 

Data Duration 01/12/2017 
–28/02/2018 

01/09/ 
2017 –30/ 
11/2017 

01/12/ 
2017 –28/ 
02/2018 

01/06/2018 
–31/08/2018 

Data resolution 
(min) 

10 10 10 10 

Maximum – 
vmax (m/s) 

9.90 10.26 10.31 10.49 

Mean – v̂ (m/s) 3.52 4.14 4.35 4.76 
Standard 

deviation – 
σv (m/s) 

2.15 2.14 2.03 2.09 

*Scale factor – 
cv (m/s) 

3.92 4.67 4.85 5.36 

*Shape factor 
–kv 

1.64 2.03 2.12 2.42 

*kv =

[∑n
i=1vkv

i ln(vi)∑n
i=1vkv

i
−

∑n
i=1 ln(vi)

n

]− 1

,cv =

[∑n
i=1vkv

i
n

] − 1
kv
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2.2.4. Grey model [GM (1,1)] 
The Grey system theory was devised by Deng [81], which is the focus 

of the grey prediction model. Following are six steps to forecast wind 
speed using GM (1,1). 

Step 1. First-order Accumulated Generating Operation (1-AGO): For a 
given wind speed time series V(0) =

{
v(0)(1), v(0)(2),⋯, v(0)(n)

}
,

perform 1-AGO as: 

V (1) =
{

v(1)(1), v(1)(2),⋯, v(1)(n)
}

(18)  

where v(1)(k) =
∑k

i=1v(0)(i), k = 1,2,3, ⋯, n
Step 2. Background value array calculation: Next is to establish the 

background value array Z(1) same as.V(1)

Z(1) =
{

z(1)(1), z(1)(2),⋯, z(1)(n)
}

(19)  

where z(1)(k) = αv(1)(k) + (1 − α)v(1)(k − 1), k = 2, 3, ⋯, n. α is a 
weighting factor. The value of α defines three different models. 

Traditional model: α = 0.5 
Best selection model: α = 0.9 
Adaptive model: the value of 0.1 < α < 0.9 corresponds to the least 

MSE. 
Step 3. Equation parameter calculation: The GM (1,1) model is stated as 

a difference equation in its original form as (20), 

v(0)(k) + az(1)(k) = b (20)  

where a and b are the developing coefficient and grey actuating quan-
tity, respectively. The vector of parameters in the expression â = [a, b]T 

is calculated using the least square approach, which meets the following 
conditions: 

â =
(
BT B

) − 1BT Y (21)  

where Y =

⎡
⎢⎢⎣

v(0)(2)
v(0)(3)

⋮
v(0)(n)

⎤
⎥⎥⎦, B =

⎡
⎢⎢⎣

− z(1)(2) 1
− z(1)(3) 1

⋮ ⋮
− z(1)(n) 1

⎤
⎥⎥⎦ and.v(0)(1) = v(1)(1)

Table 3 shows the suitability of the prediction w.r.t. developing co-
efficient and prediction length. In Table 3, short-, medium- and long- 
term predictions is considered as two, five, and ten steps ahead fore-
casts, respectively [82]. 

Step 4. Whitenization equation: The whitenization equation of (20) is a 

Traditional Statistical 
Models

Auto Regressive Moving Average (ARMA)

Auto Regressive Integrated Moving Average 
(ARIMA)

Grey Model (GM)

Double Exponential Smoothing (DES)

Holt DES

Brown DES

Markov Chain (MC)

Improved Models

modDES

modMC

Improved GM(1,1)

modGM

WFGM

Machine Learning 
Models

Gaussian Process Regression (GPR)

Decision Trees (DT)

Ensemble Learning 

Support Vector Machine (SVM)

Fig. 2. Taxonomy of the selected 16 models from three categories.  

Table 3 
Effect of developing coefficient on prediction length.  

Developing Coefficient |a| Prediction Length 

|a|⩽0.3 Medium to long-term predictions 
0.3 < |a|⩽0.8 Short to medium term predictions 
0.8 < |a|⩽1 Modified the traditional GM(1,1) model 
|a|〉1 GM(1,1) is not suitable for predictions  
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differential equation dv(1)
dt +av(1) = b whose time response is. 

v̂(1)(t) =
(

v(0)(1) −
b
a

)
e− a(k− 1) +

b
a

(22) 

Hence equation (22) is a solution of equation (20). 
Step 5. Inverse 1-AGO: Final forecasting can be achieved by obtaining 

inverse 1-AGO as in (23). 

V̂
(0)

=

⎧
⎪⎨
⎪⎩

v̂(0)(1) = v(0)(1)

v̂(0)(k) = v̂(1)(k) − v̂(1)(k − 1) = (1 − ea)

(
v(0)(1) −

b
a

)
e− a(k− 1)

(23) 

Step 6. Diagnostic Checking: To ensure the appropriateness of the grey 
model, accuracy testing is recommended. As mentioned in literature 
studies, the posterior error detection method, including small error 
probability (P) and post-error ratio (C), is employed to assess the accu-
racy of grey models. Based on standard deviations of original time series 
and error sequence (σ1, σ2), the formulation for both the measures are 
given in equations (24)-(25) and the acceptable levels in Table 4. Only if 
the model passes both accuracy tests can the forecast be considered 
valid. 

p = P{|ε(k) − ε |〈0.6745σ1 } (24) 

Table 4 
Accuracy levels for posterior error detection measures.  

Accuracy Level Small error probability (P) Post-error ratio (C) 

I 0.95⩽P C⩽0.35 
II 0.80⩽P < 0.95 0.35 < C⩽0.50 
III 0.70⩽P < 0.80 0.50 < C⩽0.65 
IV 0.60⩽P < 0.70 0.65 < C⩽0.80  

Fig. 3. Examples of erroneous predictions: exceeding and negative.  

Fig. 4. The traditional value of α = 0.5 is not always the best selection, and hence an optimal parameter is required.  
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C =
σ2

σ1
(25)  

where σ1 =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

k=1(v(0)(k) − v )2
√

, v = 1
n
∑n

k=1v(0)(k), σ2 =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

k=1(ε(k) − ε )2
√

,

ε =
1
n
∑n

k=1
ε(k)

2.3. Problems associated with traditional models 

In this section, problems associated with the traditional models are 
defined w.r.t. the case studies described in the previous section. Rolling 
window sizes (N) of 10, 50, and 100 are considered for multistep ahead 
wind speed forecast in the present study. 

The major problem with all the considered models except Markov 
Chain is erroneous wind speed forecast, as shown in Fig. 3. For the 
Markov chain, the minimum and maximum state boundaries are always 
defined as zero and vmax (See Step 1. State categorization). Therefore, 
erroneous wind speed prediction is not possible. 

Two types of erroneous predictions are observed: exceeding and 
negative. Exceeding predictions are the unreasonable wind speeds that 
differ considerably from the rest of the observations, whereas negative 
predictions are impossible values. 

There might be three possible reasons for erroneous forecasts: un-
calibrated model parameters, incorrect selection of initial conditions, 
and truncation error. 

Uncalibrated parameters are the most common reason for erroneous 
predictions. As shown in equations (2), (5), (6), and (19), (p, d, q), (β, γ)
and (α) are the parameters for ARIMA, exponential smoothing, and GM 
(1,1) models. 

From Fig. 4, it is observed that the traditional value of α = 0.5 for GM 
(1,1) is not the best selection in every case. Therefore, an optimal 
parameter is required. However, special attention is still required when 
applying this approach. In general, researchers used software packages 
to identify the optimal parameters. It includes Minitab for the DES 
model [79] and auto.arima for ARIMA models [83]. It is possible that 
the parameters identified by the software based on the least error still 
predict negative wind speed. As an example, Holt’s function of forecast 
package [83] and Minitab is identifying parameters of Holt DES model 
as (0.001,0.001) and (0.18910.1314) respectively for a time series 
fragment of v = {2.1,2.3, 1.7,1.8, 1.5, 1.3,0.6, 0.4, 0.6,0.2}. However, 
in these cases, the predicted wind speed is − 0.0632 m/s and − 0.0369 
m/s. Therefore, a positivity constraint is required for such models by 
applying Box-Cox transformation with λ = 0 or identifying multiple 
combinations of parameters for prediction. As mentioned in [14], if a 
particular combination predicts a negative wind speed, the following 
combination will be applied for prediction. Similarly, parsimony is very 
important for any model. In the case of ARIMA, simpler order must be 
used in contrast with high order models. Otherwise, it may be possible 
that autoregressive polynomial becomes unstable and moving average 
polynomial becomes non-invertible for small sample size dataset. 

The second possible reason that is mainly related to DES models is 
the inappropriate initial value selection. As seen in equations (3)-(6), the 
initial value is needed in the recursive calculations of the DES model. 
Hence, inappropriate selection of initial value results in erroneous wind 
speed. For example, Fig. 5 shows two different selections of initial value: 
least square estimation (traditional approach) and zero value initiali-
zation. It is evident from Fig. 5 that the zero value initialization method 
is a better approach than the least square estimate for the given time 
series fragment. Other methods include, but are not limited to, conve-
nient initial values, backcasting, first data point, and zero values. One 
may note that the initialization method has very low relevance to the 

Fig. 5. Effect of initialization method on DES model.  
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prediction for larger window sizes. Therefore, another solution is to 
increase the rolling window, as shown in Fig. 5. 

The third cause of erroneous prediction is truncation error, mainly 
related to the GM (1,1) model. As shown in Fig. 3, GM(1,1) is predicting 
16m/s for a time series fragment of v = {2.8,2.5, 2.6,3.1, 2.7, 2.6,
3.2, 2.9, 2.3,2.7}. The problem of exceeding prediction is caused by 
singular phenomena that arise mainly because of the developing coef-
ficient a. As seen in equation (22), the developing coefficient a is in the 
denominator. Therefore, a smaller value of a results in a larger value of 
the factor 

[
v(0)(1) − b

a
]
. Hence, due to truncation error, the factor a

shows an extremely small value (for the considered time series fragment, 
a = 2.77× 10− 17). It causes the factor 

[
v(0)(1) − b

a
]

approaches to be
extremely large, which results in exceeding prediction. Although high 
accuracy variants of GM(1,1) model such as the Fractional Accumulated 
Grey Model (FAGM), Heuristic Fuzzy time series Grey Model (HFGM), 
and Data Grouping Grey Model (DGGM) is proposed in literature 
[84,85], but such issue has not been discussed in these models. As 
defined in [67], one solution is to apply L’Hopital’s rule to overcome the 
singular phenomenon. 

Besides erroneous predictions, the second major problem is how 
much data is required to fulfill the necessary conditions. Such conditions 
include the ergodic theorem for the Markov Chain model, the traditional 
constraint of 0 < (β, γ)〈1 for DES model and posterior check for GM 
(1,1). According to some research articles, a forecast can only be 
achievable or reliable if the defined conditions are fulfilled. As consid-
ered in [86–88], the model can be used for prediction only if the small 
probability error is greater than 0.70 and the post-error ratio is less than 
0.65. Similarly, Liu et al. [82] analyzed that the grey models should not 
be applied if the developing coefficient is greater than 1. However, the 
historical wind speed does not exhibit the same behavior for all hori-
zons. Hence, accomplishing these conditions is not always possible. In 
such circumstances, traditional restrictions and/or a single rolling 
window size are not enough. Therefore, admissible constraints and/or 
adjusting rolling windows are required. It should also be noted that 
there is no rule of thumb for the minimum sample size for a certain data- 
driven model. Theoretically, the minimum limit is more observations 
than the number of parameters in the forecasting model [89]. 

Based on the above discussions, the shortcomings of considered 
statistical models and suggested improvements are outlined in Table 5. 

2.4. Improved models 

To address the limitations of the traditional models, improved ver-
sions are introduced. This study considers four models: modDES [14], 
modMC [12], modGM [11], and WFGM [90]. 

2.4.1. Modified double exponential smoothing model (modDES) 
In the modDES model, two optimizations are suggested to overcome 

the shortfalls of the conventional model: mixed initialization method 
and admissible constraints application. 

As seen in equations (3)-(6), initialization is required in the recursive 
calculations of the DES model. Further, Fig. 5 suggests using a proper 
initialization method to avoid erroneous predictions. Therefore, a mixed 
initialization method is introduced in [14] to improve the model 
performance. 

The first initialization method determines the best smoothing con-
stants correspond to the least MSE, whereas the following method makes 
final predictions. Instead of selecting a specific (β, γ), the framework 
initially records a vector of 81 possible combinations considering a step 
size of 0.1. A combination is omitted from the principal vector if it 
predicts a negative wind speed. The final vector is then sorted according 
to the least MSE value. However, if the resultant is a null vector, then 
admissible constraints (1 < α < 2) [91] are applied to determine the 
best smoothing constants. Table 6 shows the four choices for the mixed 
initialization method. 

2.4.2. Modified Markov chain model (modMC) 
As mentioned earlier, it is quite challenging to achieve the ergodic 

properties of Markov processes for every fragment of wind speed. 
Therefore, a concept of adjusting the rolling window is introduced 
instead of a single rolling window. In this framework, the theoretical 
minimum value (Nt) of a particular model is considered as the first 
window. The k-step ahead wind speed is forecasted and is stored in the 
memory matrix along with the mean square error. In the next step, more 
previous training data is added to increase the size of the rolling window 
(VNt+d)

N− Nt
d=1 and correspondingly, the predicted wind speed and MSE 

values are stored in the final prediction matrix. After obtaining a matrix 
of length (N − Nt + 1) values, the best window size is chosen based on 
the lowest MSE. The optimal window size is modified in this manner for 
each time step. 

2.4.3. Modified grey model (modGM) 
In modGM, three improvements are suggested to overcome the 

shortcomings of the traditional model. Firstly, the singularity phenom-
enon is solved by applying L’Hopital’s rule (see [11] for more details). 

Secondly, as discussed in Table 3, the condition of the developing 
coefficient must be analyzed before making any prediction. Therefore, 
an additional grey model (termed as Remnant GM (1,1) model) is 
applied to the residuals when 0.8 < |a| ≤ 1. Based on the two im-
provements mentioned above, equation (23) is modified as:   

Table 5 
Shortcomings of considered statistical models and suggested improvements.  

Models Parameters Shortcomings Improvements 

ARIMA p,d,q -Chances of 
erroneous wind 
speed 
-Unstable 
autoregressive 
polynomial 
-Invertible moving 
average polynomial 

-Considering low order 
autoregressive and moving 
average polynomial 
-Imposing positivity 
constraints using Box-Cox 
transformation with λ = 0 

DES β, γ -Chances of 
erroneous wind 
speed 
-Failure of traditional 
constraint 

-Modifying the initialization 
method 
-Applying the admissible 
constraint 
-Considering larger rolling 
window 

Markov 
Chain 

S,Pij -Poor state 
categorization 
-Failure of the 
ergodic theorem  

- Considering adjusting the 
rolling window 
- Applying adaptive state 
boundary selection algorithm 

GM (1,1) α -Singularity 
Phenomena 
-Failure of posterior 
error detection 
-Failure of traditional 
constraint 
-Developing 
Coefficient is out of 
range 

-Applying L’Hopital’s rule  
-Considering adjusting the 
moving window 
-Apply remnant model for 
residual time series  

Table 6 
Choices of Mixed Initialization Combinations.  

S. No. First Initialization Method Second Initialization Method 

1 Lo = 0, To = 0 Lo = v1, To = 0 
2 Lo = 0, To = β̂1,T Lo = β̂o,T , To = 0 
3 Lo = 0, To = β̂1,T 

Lo = v1, To = 0 

4 Lo = 0, To = 0 Lo = β̂o,T , To = 0  

86

Chapter 6.  Statistical wind speed forecasting models for small sample datasets: Problems, Improvements, and prospects



Similar to the MC model, it is quite difficult to achieve the required 
levels of posterior error mentioned in Table 4 for a single rolling win-
dow. Therefore, the adjusting rolling window is also applied as a third 
modification to the modGM. 

2.4.4. Weighted fractional grey model (WFGM) 
Another improved GM model considered in this study is Weighted 

Fractional Grey Model (WFGM). Instead of considering first-order AGO 
as in equation (18), a weighting parameter (w) and fractional order-AGO 
(f) are introduced,

V (wf ) =
{

v(wf )(1), v(wf )(2), v(wf )(3),⋯, v(wf )(n)
}
, (26)  

where v(wf)(k) =
∑k

i=1

[
f

k − i

]
w(k− i)v(0)(i), k = 1,2,3, ⋯, n 

The corresponding whitenization and time response equations in 
(22) are modified accordingly. 

2.5. Machine learning models 

Further, to compare the accuracy of the improved models, four 
machine learning models are also considered. These include Gaussian 
Process Regression (GPR), Decision Trees (DT), Ensemble Learning, and 
Support Vector Machines (SVM). The brief description of these models is 

as follows. 

2.5.1. Gaussian process regression 
Gaussian process regression (GPR) is a nonparametric kernel-based 

probabilistic machine learning model. Consider a training data 
(xi, yi)

n
i=1 with x as input data and y as response. The linear regression 

function is defined as: 

y = f (x)+ ε (27)  

where ε is assumed to be a Gaussian distribution with a mean and 
variance of zero, i.e., εN(0,σ2). A GPR model describes the response by 
incorporating latent variables from a Gaussian process and explicit basis 
functions. The smoothness of the response is captured by the covariance 
function of the latent variables, and basis functions project the inputs ×
into a p-dimensional feature space. A Gaussian process is entirely 
specified by its mean and covariance function [92]. A set of kernel pa-
rameters is frequently used to parameterize the covariance function. 

2.5.2. Decision tree 
A decision tree is a symbolic learning approach that uses nodes and 

consequences to organize information gathered from a training dataset 
in a hierarchical structure [93]. The objective is to create a model that 
can predict a target value by learning simple decision rules derived from 

Fig. 6. Qualitative Performance of the forecasting models in terms of the average quality of forecasts per a) case study b) model type c) forecasting horizon d) 
Rolling window. 

V̂
(0)

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

v̂(0)(1) = v(0)(1)

v̂(0)(k) = b a = 0, k > 1

v̂(0)(k) = v̂(1)(k) − v̂(1)(k − 1) = (1 − ea)

(
v(0)(1) −

b
a

)
e− a(k− 1) 0 < a ≤ 0.8, k > 1

v̂(0)(k) = (1 − ea)

(
v(0)(1) −

b
a

)
e− a(k− 1) ± (1 − eaε )

(
ε(0)(2) − bε

aε

)
e− aε(kε − 1) 0.8 < a ≤ 1, k > 1, kε > 2
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data attributes. Binary recursive partitioning is commonly used to fit 
trees. The word binary refers to the fact that the parent node is always 
divided into two child nodes. Unless it is a terminal node, the term 
recursive refers to the fact that each child node will eventually become a 
parent node [94]. The method begins with a root node that branches out 
into probable consequences. Then, each of those resultant nodes leads to 
more, which are connected to other possibilities [23]. Eventually, a 
terminal node or leaf is reached, and the predicted response is stored. 
The output of a decision tree can be structured in the form of a tree or 
rules, making the outcomes of decision trees simple to comprehend. 

2.5.3. Ensemble learning 
An ensemble learning is a predictive model that combines many 

regression trees in a weighted combination to improve the prediction 
performance. The typical representatives of ensemble learning include 
Bagging and Boosting, and the same is considered in this study. These 
iterative approaches generate a committee of expert tree models by 
resampling with replacement from the initial data set. Next, the expert 
tree models are averaged using simple averaging [94]. Bagging models 
average the output of numerous independent estimators trained on 
bootstraps of the original dataset. On the other hand, boosting models 
employ a series of decision trees, each of which aims to compensate for 
the errors of the prior model [23]. 

2.5.4. Support vector machine 
Support Vector Machine (SVM) is a commonly applied machine 

learning model based on Structural Risk Minimization (SRM) from 
Statistical Learning Theory (SLT) [95]. In this study, linear epsilon- 
insensitive SVM (ε-SVM) regression is applied. SVM uses a nonlinear 
kernel function to map the input data into a high-dimensional feature 
space and then constructs a linear regression function in this hyperspace. 
Consider a training data xn and response yn. The linear regression 
function is defined as: 

f (x) = wiφi(x)+ b
′ (28)  

where w, b′
, and φ(x) represents the associative weight, bias term, and 

mapping function. For each training point x, the aim is to find a function 
f(x) that deviates from yn by no more than ε and is as flat as possible. The 
function is formulated as a convex optimization problem to minimize 
the regularized function with constraints of equations. Slack variables 
are also introduced to deal with infeasible constraints. The optimization 
problem is computationally simpler to solve in Lagrange dual formula-
tion. Finally, new values can be predicted from the following function: 

f (x, δ, δ*) =
∑n

i=1
(δ − δ*)k(xi, x)+b’ (29)  

where δ and δ* are the Lagrange multipliers and k(xi, x) is the kernel 
function. 

3. Results and discussions

The performance of the forecasting models is assessed based on
normalized Mean Absolute Error (nMAE) and normalized Root Mean 
Square Error (nRMSE) and is defined as: 

nMAE =
MAE

vmax − vmin
,where MAE =

1
n
∑n

i=1
|v̂i − vi| (30)  

nRMSE =
RMSE

vmax − vmin
,where RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

i=1
(v̂i − vi)

2

√
(31) 

The normalized performance indicators are feasible for comparing 
accuracy results, especially when the datasets are non-identical. 

3.1. Qualitative results 

Figure 6 highlights the performance of the forecasting models in 
terms of the average quality of forecasts. The analysis presented in the 
figure is illustrative rather than quantitative. With four case studies, 
sixteen models, three forecasting horizons, and three rolling windows, 
the final quality-controlled database contains 576 entries. The averages, 
presented in terms of filled circles, are generated using all nMAE and 
nRMSE results of that specific category. For instance, sixteen filled cir-
cles present the averaged accuracy of sixteen models in Fig. 6b. In 
contrast, three filled circles show the average quality of forecasts for 
three forecasting horizons in Fig. 6c. It shows that (4 case studies ×

3 forecasting horizon × 3 rolling window =)36 data entries are considered 
to plot Fig. 6b, whereas (4 case studies × 16 models ×

3 rolling windows =)192 data entries are averaged out to plot Fig. 6c. 
Figure 6a shows the prediction accuracy per case study. The least 

errors are observed for Galicia, followed by Palmerston North, Gwadar, 
and Mpika. On average, Mpika has 30% more errors than Galicia. The 
main reason for larger errors is the failure of certain model conditions 
for different time fragments. Even some rare cases of erroneous pre-
dictions are also happening, such as the failure of the grey model with a 
rolling window of 50. As per our analysis, the model’s failure is mainly 
due to frequent flat line data, i.e., no change in the mean value 
throughout a certain time period in the Mpika case study. 

Figure 6b shows prediction accuracy per model type. Visual inspec-
tion reveals that the DES models have the least nMAE and nRMSE on 
average, followed by ARIMA and SVM models. The significantly large 
errors are witnessed for the Markov Chain model, almost double the 
errors of the modDES model. However, the accuracy is increased for the 

Fig. 7. Variations of errors in terms of boxplot.  
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modMC model. It concludes that the adaptive rolling window is superior 
to the single rolling window. It is also observed that the modified models 
showed substantial improvements in the traditional forecasting models. 
On average, modDES, modMC, and modGM show 4%, 25%, and 28% 
better performance than the counter traditional models. Further, it 
seems that grey models have high systematic biases; however, to gain a 
deeper understanding, one must consider the relationship between 
model type and rolling window size. 

As per expectations, the accuracy of the forecasting models tends to 
decrease with increasing forecasting horizons, as shown in Fig. 6c. The 
tendency for errors is 18% and 32% more in 2- and 3-steps ahead. 
Surprisingly, the accuracy of the forecasting models is also decreasing 
with increasing rolling window size, as shown in Fig. 6d. However, it 
does not exclude the possibility that any one kind of model is performing 
satisfactorily only for a lower rolling window. Therefore, the relation-
ship between model type and rolling window size must be considered 
before drawing a conclusion. 

3.2. Quantitative results 

Figure 7 shows the variations of errors in terms of the boxplot. The 
highest volatility is observed for the WFGM model (σnMAE = 0.0445,
σnRMSE = 0.0566). Hence, proper justification is required while selecting 
the rolling window for WFGM. Further, the boxplots displayed that 
Markov Chain models have larger mean errors 
(μnMAE = 0.1409, μnRMSE= 0.178) with small volatility (σnMAE = 0.0165,
σnRMSE = 0.017). It indicates that the model has generated systematic 
errors rather than stochastic. Hence, considering a higher window might 
improve the model performance. Overall, machine learning models have 
higher volatility than statistical models. 

Besides the statistical indicators, the Taylor diagram is a valuable 
visual tool for comparing several models, as shown in Fig. 8. In terms of 
their correlation (R), root mean square error (RMSE), and standard de-
viation, the Taylor Diagram gives a concise statistical description of how 
well the models fit the measured data. A single point on a 2D polar plot 
represents the correlation coefficient, root mean square error, and 

standard deviation as: 

E′2 = σ2
m + σ2

f + 2σmσf R (32)  

where E′ is the centered RMSE, σm is the standard deviation of measured 
values and σf is the standard deviation of the model field. The correla-
tion coefficient and the standard deviation are defined as, 

R =

∑n
i=1(vi − vmean)(v̂i − v̂mean)̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∑n

i=1
(vi − vmean)

2(v̂i − v̂mean)
2

√ (33)  

σ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n

∑n

i=1
(vi − vmean)

2

√
(34) 

The standard deviation is related to the radial distance from the 
origin, and the azimuthal position is proportional to a correlation be-
tween the two models. The measured field’s point is shown on a hori-
zontal axis corresponding to the standard deviation. The accuracy of the 
model is measured by the distance between the reference and the esti-
mated model. 

Figure 8 shows that the performance of the forecasting models is 
almost following the same trend in every case study. Therefore, the best 
forecasting model is modDES for the considered three rolling windows. 
Two important conclusions are also drawn from Fig. 8. First, in every 
case study, the accuracy of WFGM and GM(1,1) decreases with 
increasing rolling window. It is because when the sample size is large, 
the perturbation bound of the parameters of GM(1, 1) will change larger 
[96]. Hence, in terms of model stability, the smaller the sample size of 
GM(1, 1), the more stable the solution of GM(1, 1) is, and vice versa. 
However, if a certain time series fragment satisfies quasi-smooth and 
quasi-exponential checking conditions, then the grey models can make 
well predictions even with a large number of samples [96]. For this 
reason, the modGM model has higher accuracy than all the other grey 
models as it has an adjusting moving window. 

Secondly, the size of the rolling window cannot be chosen arbitrarily. 

Fig. 8. Taylor Diagram for the comparison of 48 models (16 × 3 rolling windows) for 1-step ahead wind speed forecast.  

89

Chapter 6.  Statistical wind speed forecasting models for small sample datasets: Problems, Improvements, and prospects



Ranking of models according to Global Performance Indicator (GPI).    

1 step 2 steps 3 steps 

10 50 100 10 50 100 10 50 100 

Case Study Models GPI Rank GPI Rank GPI Rank GPI Rank GPI Rank GPI Rank GPI Rank GPI Rank GPI Rank 

Palmerston North 

ARMA 0.12 6 1.62 3 1.2 3 0.54 4 1.71 5 1.57 4 0.91 3 1.76 5 1.65 5 
ARIMA − 0.22 10 1.61 4 1.2 4 − 0.45 10 1.72 3 1.58 3 − 0.71 13 1.79 4 1.68 3 
Holt DES 0.34 2 1.67 2 1.22 2 0.57 3 1.79 2 1.59 2 0.62 4 1.86 2 1.68 4 
Brown DES 0.15 4 1.53 5 1.12 5 0.63 2 1.72 4 1.55 5 1.07 2 1.84 3 1.7 2 
Markov Chain − 3.59 16 − 2.03 16 − 1.19 11 − 3.14 16 − 1.52 14 − 1.12 9 − 2.78 16 − 1.19 13 − 0.77 9 
GM 0.02 8 − 0.74 11 − 2.71 16 0.13 7 − 0.39 11 − 2.34 16 − 0.06 9 − 0.23 12 − 2.07 16 
GM with 0.9 0.15 5 − 0.63 10 − 2.66 14 0.46 5 − 0.26 10 − 2.28 15 0.47 5 − 0.1 10 − 2.01 15 
GM with 0.1 to 0.9 0.06 7 − 0.61 9 − 2.65 13 0.24 6 − 0.25 9 − 2.27 14 0.13 6 − 0.08 9 − 2 14 
WFGM − 0.02 9 − 0.91 12 − 2.68 15 0.07 8 − 0.46 12 − 2.22 13 − 0.13 11 − 0.23 11 − 1.86 13 
Mod GM 0.20 3 1.4 6 1.01 6 − 0.07 9 1.14 6 1.08 6 − 0.96 14 0.7 7 0.77 7 
Mod DES 0.41 1 1.69 1 1.23 1 0.86 1 1.82 1 1.62 1 1.22 1 1.92 1 1.74 1 
Mod MC − 2.29 15 0.65 8 0.58 8 − 2.33 15 0.97 7 1.04 7 − 1.93 15 1.13 6 1.2 6 
GPR − 0.83 12 − 1.98 15 − 1.05 10 − 0.59 13 − 2.14 16 − 1.46 12 − 0.11 10 − 2.08 16 − 1.52 12 
DT − 0.97 13 − 1.4 13 − 1.04 9 − 0.58 11 − 1.36 13 − 1.13 10 0.02 7 − 1.36 14 − 1.04 10 
Ensemble − 0.97 14 − 1.71 14 − 1.24 12 − 0.58 12 − 1.66 15 − 1.29 11 0.02 8 − 1.59 15 − 1.24 11 
SVM − 0.38 11 0.66 7 0.86 7 − 0.8 14 0.22 8 0.84 8 − 0.64 12 − 0.07 8 0.63 8

Gwadar 

ARMA 0.64 4 1.98 3 1.48 2 1 3 2.05 2 1.44 1 1.49 3 2.05 2 1.58 1 
ARIMA 0.54 6 1.97 4 1.47 4 0.31 7 2.01 4 1.42 3 0.13 6 1.97 5 1.54 3 
Holt DES 0.81 2 1.99 2 1.48 3 0.92 4 2.03 3 1.41 4 0.98 4 2 4 1.52 4 
Brown DES 0.62 5 1.83 5 1.36 6 1.11 2 1.97 5 1.34 5 1.73 1 2.04 3 1.5 5 
Markov Chain − 3.07 16 − 1.83 16 − 1.01 12 − 2.7 16 − 1.5 16 − 0.97 12 − 2.03 16 − 1.21 13 − 0.75 9 
GM − 0.05 9 − 1.06 14 − 2.08 15 − 0.08 10 − 0.88 12 − 2.14 15 − 0.29 9 − 0.77 11 − 2.04 15 
GM with 0.9 0.15 7 − 0.98 13 − 2.07 13 0.35 6 − 0.78 9 − 2.12 13 0.42 5 − 0.64 9 − 2.01 13 
GM with 0.1 to 0.9 0.04 8 − 0.98 12 − 2.08 14 0.07 8 − 0.78 10 − 2.14 14 − 0.1 8 − 0.65 10 − 2.02 14 
WFGM − 0.06 10 − 1.64 15 − 2.51 16 − 0.07 9 − 1.38 14 − 2.55 16 − 0.3 10 − 1.16 12 − 2.41 16 
Mod GM 0.66 3 1.7 6 1.22 7 0.64 5 1.51 6 0.97 7 0.12 7 0.96 6 0.67 8 
Mod DES 0.93 1 2.01 1 1.49 1 1.3 1 2.08 1 1.43 2 1.71 2 2.1 1 1.57 2 
Mod MC − 2.44 15 0.32 8 − 0.62 11 − 1.96 15 0.59 8 0.6 8 − 1.24 15 0.78 7 0.8 7 
GPR − 1.29 12 − 0.61 11 0.02 8 − 1.11 12 − 1.47 15 − 0.89 10 − 0.43 13 − 1.81 16 − 1.32 12 
DT − 1.89 13 − 0.33 9 − 0.2 9 − 1.27 13 − 0.84 11 − 0.74 9 − 0.36 11 − 1.23 14 − 1.08 10 
Ensemble − 1.89 14 − 0.61 10 − 0.36 10 − 1.27 14 − 1.03 13 − 0.94 11 − 0.36 12 − 1.35 15 − 1.29 11 
SVM − 0.31 11 1.66 7 1.37 5 − 1.08 11 1.08 7 1.18 6 − 1.02 14 0.53 8 1.11 6

Mpika 

ARMA 1.06 3 1.31 2 0.55 2 1.77 1 1.57 2 0.86 2 1.95 1 1.86 1 1.11 1 
ARIMA 0.88 5 1.27 4 0.53 4 0.79 6 1.47 4 0.81 4 0.26 7 1.61 4 0.99 5 
Holt DES 1.15 2 1.3 3 0.55 3 1.27 4 1.52 3 0.85 3 0.81 4 1.69 3 1.07 3 
Brown DES 0.84 6 0.8 7 0.13 8 1.64 3 1.06 5 0.47 7 1.89 2 1.32 6 0.7 6 
Markov Chain − 2.44 16 − 2.08 15 − 0.9 12 − 1.63 16 − 0.51 9 − 0.34 10 − 1.01 13 0.08 8 0.08 8 
GM − 0.55 11 − 1.26 14 − 1.75 15 − 0.74 13 − 0.84 12 − 1.21 15 − 1.35 16 − 0.26 11 − 0.81 15 
GM with 0.9 0.1 7 − 1.23 12 − 1.74 13 0.12 7 − 0.8 10 − 1.2 13 − 0.36 10 − 0.2 9 − 0.79 13 
GM with 0.1 to 0.9 0.03 8 − 1.25 13 − 1.75 14 − 0.29 8 − 0.81 11 − 1.21 14 − 1.09 14 − 0.22 10 − 0.8 14 
WFGM − 0.2 10 − 2.57 16 − 3.44 16 − 0.31 9 − 2.39 16 − 3.12 16 − 1.09 15 − 1.87 16 − 2.86 16 
Mod GM 0.99 4 0.82 6 0.19 6 0.87 5 0.49 8 0.15 8 − 0.63 11 − 0.5 12 − 0.42 10 
Mod DES 1.29 1 1.32 1 0.56 1 1.73 2 1.57 1 0.86 1 1.62 3 1.79 2 1.1 2 
Mod MC − 1.8 15 0.53 8 0.16 7 − 0.92 14 1.05 6 0.66 5 − 0.26 9 1.57 5 1.03 4 
GPR − 1.44 12 − 0.62 10 − 0.12 9 − 0.62 12 − 1.05 14 − 0.26 9 0.19 8 − 0.88 13 − 0.35 9 
DT − 1.79 13 − 0.56 9 − 0.35 10 − 0.55 10 − 0.93 13 − 0.43 11 0.45 5 − 0.96 14 − 0.52 11 
Ensemble − 1.79 14 − 0.71 11 − 0.57 11 − 0.55 11 − 1.12 15 − 0.67 12 0.45 6 − 1.13 15 − 0.73 12 
SVM − 0.11 9 1.03 5 0.47 5 − 1.27 15 0.74 7 0.56 6 − 0.81 12 0.55 7 0.56 7               
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This is because the historical data does not have an equivalent length of 
behavior throughout. As a result, the selection of incorrect window sizes 
increased the prediction errors. Therefore, a dynamic moving window is 
necessary for these models. For better understanding, individual Taylor 
diagrams are also provided in the Supplementary Material. 

The analyses of Fig. 8 concluded that the modDES model has the best 
overall performance of all the models studied. However, comparing a 
large number of models in this manner is quite challenging. Therefore, 
another popular method for assessing model performance is to rank the 
model. Instead of analyzing individual accuracy measures, the global 
performance indicator (GPI) scales all statistical indicators between 
0 and 1 to give them equal weight [97]. GPI is defined mathematically 
as, 

GPIi =
∑n

j=1
ξj

(
Ĩi − Iij

)
(35)  

where ξj equals − 1 for Pearson’s Correlation Coefficient and equals 1 for 
all the other indicators. ̃Ii is the median of scaled values of indicator j and 
Iij is the scaled value of indicator j for model i. The interpretation of the 
GPI shows that if the value of a statistical indicator is smaller than the 
median, the greater the distance between the value and the median 
value of all other models, the more accurate the model is compared to 
other models. Similarly, if a value of a statistical indicator is greater than 
the median, the higher the value goes from the median, the model is less 
accurate than other models. Therefore, a greater GPI score indicates that 
a model is more accurate. 

Table 7 shows the ranking of the investigated wind speed forecasting 
models according to GPI. Based on tabulated results, it is concluded that 
exponential smoothing models have greater GPI in most of the cases, 
whereas Markov Chain models are among the poorest. Although the 
modMC model is far better than the traditional MC model, however, a 
rolling window of n − 100 is not enough to address the uncertainty of 
data. It is again evident from the ranking that the grey models are more 
suitable for lesser sample data. 

3.3. Comparison of the best models 

Table 7 and Fig. 8 illustrate that modDES and SVM models are the 
best choice from the categories of improved and machine learning 
models. To further exhibit the forecasting performance of the best 
models, a more explicit comparison is provided in Table 8. As seen in the 
Table, the nMAE, nRMSE, and R of the modDES model are higher than 
the SVM model in most cases. Considering the Gwadar case study (N =

10, k = 1 step ahead), for instance, the nRMSE of the modDES and SVM 
model is 0.053 and 0.083, respectively. It is also observed that the dif-
ference in error decreases with increasing the rolling window. For the 
Mpika case study (N = 100, k = 2 steps ahead), the nRMSE of the 
modDES and SVM model is 0.107 and 0.117. However, this is not a 
generalized conclusion. For the Palmerston North case study (N = 100,
k = 3 steps ahead), the difference is still higher, with nRMSE values of 

0.086 and 0.124 for modDES and SVM models. These conclusions show 
that wind speed time series contain linear, nonlinear, or both patterns in 
different fragments of wind time series. Hence a single prediction model 
is not adequate for forecasting wind speed. Therefore, an ensemble of 
SVM with modDES would be the best choice for small sample datasets to 
handle both linear and nonlinear characteristics of wind speed equally. 

3.4. Future directions 

3.4.1. Unaddressed issues of GM (1,1) 
The problem of exceeding prediction in GM(1,1) is due to the sin-

gular phenomena that arise mainly because of the developing coefficient 
a. However, as shown in Fig. 9, there are still areas that need to explore
for the erroneous prediction. For the given time series fragment, |a| =Ta

bl
e 

7 
(c

on
tin

ue
d)

   

1 
st

ep
 

2 
st

ep
s 

3 
st

ep
s 

10
 

50
 

10
0 

10
 

50
 

10
0 

10
 

50
 

10
0 

Ca
se

 S
tu

dy
 

M
od

el
s 

G
PI

 
Ra

nk
 

G
PI

 
Ra

nk
 

G
PI

 
Ra

nk
 

G
PI

 
Ra

nk
 

G
PI

 
Ra

nk
 

G
PI

 
Ra

nk
 

G
PI

 
Ra

nk
 

G
PI

 
Ra

nk
 

G
PI

 
Ra

nk
 

G
al

ic
ia

 

A
RM

A
 

0.
33

 
4 

1.
86

 
3 

1.
35

 
2 

0.
6 

2 
1.

94
 

2 
1.

76
 

1 
0.

9 
3 

1.
93

 
2 

0.
33

 
4 

A
RI

M
A

 
0.

18
 

6 
1.

83
 

4 
1.

33
 

4 
0.

04
 

8 
1.

84
 

4 
1.

71
 

4 
−

0.
25

 
12

 
1.

82
 

4 
0.

18
 

6 
H

ol
t D

ES
 

0.
52

 
2 

1.
89

 
2 

1.
35

 
3 

0.
51

 
4 

1.
94

 
3 

1.
72

 
3 

0.
52

 
4 

1.
87

 
3 

0.
52

 
2 

Br
ow

n 
D

ES
 

0.
27

 
5 

1.
65

 
5 

1.
13

 
6 

0.
56

 
3 

1.
76

 
5 

1.
52

 
5 

0.
92

 
2 

1.
76

 
5 

0.
27

 
5 

M
ar

ko
v 

Ch
ai

n 
−

3.
38

 
16

 
−

2.
09

 
16

 
−

2.
11

 
12

 
−

3.
17

 
16

 
−

2.
01

 
16

 
−

1.
69

 
12

 
−

2.
87

 
16

 
−

1.
84

 
16

 
−

3.
38

 
16

 
G

M
 

−
0.

01
 

9 
−

0.
48

 
14

 
−

2.
3 

15
 

−
0.

02
 

9 
−

0.
32

 
11

 
−

1.
88

 
15

 
−

0.
19

 
11

 
−

0.
25

 
11

 
−

0.
01

 
9 

G
M

 w
ith

 0
.9

 
0.

1 
7 

−
0.

44
 

12
 

−
2.

29
 

14
 

0.
21

 
5 

−
0.

26
 

9 
−

1.
86

 
14

 
0.

18
 

7 
−

0.
17

 
9 

0.
1 

7 
G

M
 w

ith
 0

.1
 to

 0
.9

 
0.

01
 

8 
−

0.
45

 
13

 
−

2.
28

 
13

 
0.

04
 

7 
−

0.
28

 
10

 
−

1.
86

 
13

 
−

0.
09

 
9 

−
0.

2 
10

 
0.

01
 

8 
W

FG
M

 
−

0.
04

 
10

 
−

0.
57

 
15

 
−

2.
64

 
16

 
−

0.
03

 
10

 
−

0.
41

 
12

 
−

2.
24

 
16

 
−

0.
18

 
10

 
−

0.
33

 
12

 
−

0.
04

 
10

 
M

od
 G

M
 

0.
36

 
3 

1.
54

 
7 

0.
98

 
7 

0.
07

 
6 

1.
11

 
7 

0.
86

 
7 

−
0.

65
 

14
 

0.
25

 
8 

0.
36

 
3 

M
od

 D
ES

 
0.

62
 

1 
1.

91
 

1 
1.

36
 

1 
0.

83
 

1 
1.

99
 

1 
1.

74
 

2 
1.

13
 

1 
1.

97
 

1 
0.

62
 

1 
M

od
 M

C 
−

3.
01

 
15

 
0.

07
 

8 
0.

21
 

8 
−

2.
8 

15
 

0.
26

 
8 

0.
69

 
8 

−
2.

46
 

15
 

0.
4 

7 
−

3.
01

 
15

 
G

PR
 

−
0.

75
 

12
 

−
0.

16
 

10
 

−
0.

21
 

9 
−

0.
34

 
11

 
−

1.
12

 
15

 
−

0.
7 

9 
0.

18
 

8 
−

1.
45

 
15

 
−

0.
75

 
12

 
D

T 
−

0.
96

 
13

 
−

0.
12

 
9 

−
0.

55
 

10
 

−
0.

37
 

12
 

−
0.

59
 

13
 

−
0.

78
 

10
 

0.
25

 
5 

−
1.

01
 

13
 

−
0.

96
 

13
 

En
se

m
bl

e 
−

0.
96

 
14

 
−

0.
38

 
11

 
−

0.
79

 
11

 
−

0.
37

 
13

 
−

0.
82

 
14

 
−

0.
97

 
11

 
0.

25
 

6 
−

1.
12

 
14

 
−

0.
96

 
14

 
SV

M
 

−
0.

21
 

11
 

1.
6 

6 
1.

26
 

5 
−

0.
66

 
14

 
1.

21
 

6 
1.

45
 

6 
−

0.
5 

13
 

0.
59

 
6 

−
0.

21
 

11
  

91

Chapter 6.  Statistical wind speed forecasting models for small sample datasets: Problems, Improvements, and prospects



0.0723, hence the problem is not due to a singular phenomenon. The 
rolling window is 50, and optimizing the hyperparameters does not 
solve the erroneous prediction problem. 

3.4.2. Prediction lag 
Two main inconsistencies might be present in comparing wind speed 

forecasting models with measured data: amplitude and phase errors (see 
Fig. 10) [18]. Vertical deviations are defined by amplitude errors after 
the values are under/overestimated, whereas phase errors are induced 
by horizontal mismatches that lag the predicted wind speeds. One so-
lution is to apply multilevel decomposition [98] with proper methods of 
selecting length and level [99]. 

3.4.3. Imputation techniques 
Boxplots and PCHIP are applied to identify and impute the outliers in 

this study. However, caution is needed when the repository shows flat 
data over time. Hence, appropriate anomaly detection methods are 
required to identify the outliers in small sample datasets. 

4. Conclusions

This study analyzed statistical wind speed forecasting models for
small sample datasets. With four case studies, sixteen models, three 
rolling windows, and three forecasting horizons, the final quality- 
controlled database contains 576 entries. The generalized conclusions 
are as follows: 

Table 8 
Comparison of modDES and SVM models for selected case studies.  

Case study Rolling Window (N) Models k steps ahead 

1-step 2-steps 3-steps 

nMAE nRMSE R nMAE nRMSE R nMAE nRMSE R 

Palmerston North 10 modDES  0.046  0.061  0.960  0.058  0.079  0.935  0.068  0.091  0.915 
SVM  0.061  0.082  0.928  0.079  0.106  0.882  0.087  0.117  0.857 

50 modDES  0.044  0.059  0.963  0.056  0.075  0.940  0.065  0.086  0.923 
SVM  0.064  0.089  0.913  0.087  0.121  0.840  0.103  0.142  0.781 

100 modDES  0.044  0.059  0.963  0.056  0.075  0.940  0.065  0.086  0.923 
SVM  0.054  0.074  0.941  0.076  0.102  0.883  0.092  0.124  0.823  

Gwadar 10 modDES  0.037  0.053  0.964  0.055  0.080  0.921  0.070  0.101  0.876 
SVM  0.058  0.083  0.910  0.086  0.122  0.814  0.102  0.142  0.753 

50 modDES  0.036  0.052  0.966  0.054  0.076  0.925  0.068  0.096  0.884 
SVM  0.045  0.063  0.947  0.076  0.103  0.854  0.101  0.134  0.753 

100 modDES  0.036  0.051  0.966  0.054  0.076  0.925  0.068  0.095  0.885 
SVM  0.039  0.057  0.957  0.062  0.084  0.903  0.081  0.108  0.836  

Mpika 10 modDES  0.055  0.080  0.919  0.083  0.120  0.826  0.102  0.150  0.745 
SVM  0.078  0.112  0.836  0.120  0.169  0.653  0.134  0.186  0.595 

50 modDES  0.052  0.074  0.930  0.077  0.108  0.849  0.093  0.131  0.782 
SVM  0.060  0.083  0.907  0.092  0.126  0.772  0.114  0.153  0.650 

100 modDES  0.052  0.073  0.931  0.076  0.107  0.852  0.092  0.128  0.787 
SVM  0.056  0.077  0.921  0.086  0.117  0.807  0.107  0.142  0.700  

Galicia 10 modDES  0.039  0.057  0.954  0.056  0.080  0.913  0.066  0.094  0.878 
SVM  0.056  0.081  0.908  0.080  0.113  0.827  0.090  0.125  0.788 

50 modDES  0.038  0.056  0.956  0.055  0.078  0.917  0.065  0.091  0.885 
SVM  0.046  0.064  0.941  0.070  0.094  0.870  0.088  0.118  0.791 

100 modDES  0.038  0.056  0.956  0.054  0.077  0.918  0.064  0.090  0.888 
SVM  0.042  0.058  0.952  0.061  0.082  0.900  0.076  0.101  0.848  

Fig. 9. Failure of GM(1,1) at a rolling window of 50.  
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• The primary problem with the ARIMA, DES, and GM(1,1) is erro-
neous wind speed forecast. Two types of erroneous predictions were
observed: exceeding and negative. Exceeding predictions are the
unreasonable wind speeds that differ considerably from the rest of
the observations, whereas negative predictions are impossible
values.

• Three possible reasons for erroneous forecasts are uncalibrated
model parameters, incorrect selection of initial conditions, and
truncation error.

• Specific optimizations can overcome the shortcomings of the tradi-
tional models. Such optimizations include the Mixed initialization
method, admissible constraints application, residual time series
model, and adjusting rolling window.

• The highest errors were observed for Mpika. The main reason for
larger errors is the failure of certain model conditions for different
time fragments. The failure of the model is mainly due to frequent
flat line data, i.e., no change in the mean value throughout a certain
time period.

• Visual inspection revealed that the DES models have the least nMAE
and nRMSE on average, followed by ARIMA and SVM models.
However, the significantly larger errors are witnessed for the Markov
Chain model, almost double the errors of the modDES model.

• On average, modDES, modMC, and modGM show 4%, 25%, and 28%
better performance than the counter traditional models.

• The tendency of errors is 18% and 32% more in 2- and 3-steps ahead.
• The highest volatility is observed for the WFGM model. Hence,

proper justification is required while selecting the rolling window for
WFGM.

• Analysis showed that Markov Chain models have larger mean errors
with small volatility. It indicates that the model has generated sys-
tematic errors rather than stochastic. Hence, considering a higher
window might improve the model performance.

• Grey models perform the best with small sample datasets. It revealed
that increasing the rolling window is not always helpful to increase
the model accuracy.

• From the category of machine learning models, SVM is proven to be
the best choice.

Although the improved models showed higher accuracy than the
conventional models, there are still erroneous prediction problems that 
need further research to enhance the model performance. 

5. Data availability

The raw data is retrieved from Energy Sector Management Assistance
Program (https://energydata.info/), National Institute of Water and 
Atmospheric Research (https://cliflo.niwa.co.nz/), and Sotavento wind 
farm (https://www.sotaventogalicia.com/en/technical-area/real-time- 
data/historical/) databases. 
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CHAPTER 7 

CONCLUSIONS AND FUTURE DIRECTIONS 

7.1. Conclusions 

This work has resulted in five journal articles. The primary aim of this thesis is to address the 

problems of traditional statistical models while enhancing the prediction performance. To 

answer the research questions, three objectives were defined. For the first objective, problems 

that limit forecasting models' applicability are highlighted. Such issues include negative wind 

speed predictions, predetermined accuracy levels failure, non-optimal estimates, and higher 

computational cost with limited performance. To address these concerns, improved models 

are developed as second objective. Several methodologies are established to enhance the 

forecasting performance and fulfill the necessary and sufficient conditions. These approaches 

include adjusting dynamic moving window, self-adaptive state categorization algorithm, 

similar approach to leave-one-out method, and mixed initialization method. As a third 

objective, multiple models are compared, each for four case studies, three rolling windows, 

and three forecasting horizons and discussed outcomes of comparisons explaining higher 

prediction accuracy of improved models.  

The novelty of the work and the original contributions are outlined in each chapter. Further, 

the summary of  the novel research contributions is provided below: 

 The first model enhanced in this study is GM (1,1). A comprehensive modified

GM(1,1) model is based on the remnant model, L' Hopital's rule, optimal moving

window, and the adaptive weighting factor.

 The second model considered in this study is Markov Chain. The enhanced model

integrates MCs with an adjusting dynamic moving window, a similar approach to the

leave-one-out method, and a self-adaptive state categorization algorithm.

 The third model improved in this study is Holt's Double Exponential Smoothing

model. Again, the traditional model is enhanced by considering optimal parameters

matrix, admissible constraints, and mixed initialization method.

 The hybrid models such as MODWT-ARIMA-Markov and AGO-HDES further

improved the forecasting performance.

 Visual inspection revealed that the DES models have the least nMAE and nRMSE on

average, followed by ARIMA and SVM models. However, the significantly larger
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errors are witnessed for the Markov Chain model, almost double the errors of the 

modDES model. 

 On average, modDES, modMC, and modGM show 4%, 25%, and 28% better

performance than the counter traditional models. Also, errors are 18% and 32% more

in 2- and 3-steps ahead.

Although the improved models showed higher accuracy than the conventional models, other 

challenges still need further research to enhance the model performance. 

7.2. Future Directions 

This research opened up several directions for future work. A few of them are discussed 

below. 

The problem of exceeding prediction in GM(1,1) addressed in this thesis was due to the 

singular phenomena. However, another issue that causes the wind speed prediction to be 

negative is highlighted in chapter 6, where the larger rolling window and optimizing the 

hyperparameters do not solve the erroneous prediction problem. 

The highest volatility is observed for the WFGM model. Four parameters need to evaluate 

the WFGM model. Applying the loss minimization function for a dynamic rolling window 

will significantly increase the computational time. Therefore, metaheuristic algorithms may 

be applied to minimize the computational cost. 

The problem of trend lag is not eliminated entirely, and a complete study is needed in this 

regard. Proper utilization of decomposition models would address the issue of 'prediction lag' 

or 'timing error'.  

The cyclic component is not considered in this study as we have a resolution of 10 minutes 

for small samples. Therefore, an adaptive higher order exponential smoothing model may 

also be considered in the future for low-resolution data to address the diurnal effects of wind 

speed. 

We have considered three models in this study. However, it is recommended to further 

explore the other statistical models for forecasting performance enhancement. 

97

Chapter 7.  Conclusions and future directions



SUPPLEMENTARY MATERIAL 

Comparison of 16 models for one step ahead wind speed forecasting for three rolling windows 

This file contains individual Taylor diagrams illustrated in Figure 8 of original article. Taylor diagram is a valuable visual tool for comparing several 

models. In terms of their correlation (R), root mean square error (RMSE), and standard deviation, the Taylor Diagram gives a concise statistical 

description of how well the models fit the measured data. A single point on a 2D polar plot represents the correlation coefficient, root mean square 

error, and standard deviation as:  

𝐸′2 = 𝜎𝑚
2 + 𝜎𝑓

2 + 2𝜎𝑚𝜎𝑓𝑅

where 𝐸′ is the centered RMSE, 𝜎𝑚 is the standard deviation of measured values and 𝜎𝑓 is the standard deviation of the model field.

The standard deviation is related to the radial distance from the origin, and the azimuthal position is proportional to a correlation between 

the two models. The measured field's point is shown on a horizontal axis corresponding to the standard deviation. The accuracy of the 

model is measured by the distance between the reference and the estimated model.  

Readers are requested to consider the following legends for analyzing the Taylor diagrams 

Models 

Rolling Window 

10 50 100 
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Standard Deviation Standard Deviation Standard Deviation 

Figure A.1. Comparison of 16 models for one step ahead wind speed forecasting for three rolling windows: Case study of Palmerston North.
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Standard Deviation Standard Deviation Standard Deviation 

Figure A.2. Comparison of 16 models for one step ahead wind speed forecasting for three rolling windows: Case study of Gwadar.
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Standard Deviation Standard Deviation Standard Deviation 

Figure A.3. Comparison of 16 models for one step ahead wind speed forecasting for three rolling windows: Case study of Mpika.
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Standard Deviation Standard Deviation Standard Deviation 

Figure A.4. Comparison of 16 models for one step ahead wind speed forecasting for three rolling windows: Case study of Galicia.
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Figure A.5. DRC 16 - Chapter 2
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Figure A.6. DRC 16 - Chapter 3
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Figure A.7. DRC 16 - Chapter 4
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Figure A.8. DRC 16 - Chapter 5
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Figure A.9. DRC 16 - Chapter 6
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