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ABSTRACT
The scale, heterogeneity, pervasiveness and dynamism of Internet
of Things (IoT) environments introduce some privacy issues for
the users and those who are affected by the environments. This is
because IoT systems rely heavily on collecting data; and the major
areas of concerns include the potential impact of such information
flow on the privacy of users. Recently, contextual integrity the-
ory was developed to define context-relative norms for governing
information flow. Context-relative norms are characterized by a sit-
uation’s general institutional and social circumstances; the involved
actors and their roles; the information being collected, processed,
or shared; and the expected transmission principles. One key issue
is that individual users may have varying preferences regarding
data collection, retention time and who the collected data can be
shared with. In this paper, we provide a motivation for a dialogue
between agents (human or artificial) about privacy requirements.
Therefore, we introduce an argumentation-based dialogue in which
participants interact by exchanging arguments about privacy re-
quirements. Our claim is that such dialogues could help agents in
understanding the users’ needs in this domain.

CCS CONCEPTS
• Security and privacy → Privacy protections; • Computing
methodologies→Cooperation and coordination;Multi-agent
systems.
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1 INTRODUCTION
The Internet of Things (IoT) envisions the pervasive interconnection
and cooperation of smart things over the current and future Internet
infrastructure [43]. Kökciyan and Yolum [12] highlighted some of
the important characteristics of IoT that set it apart from other
computational systems in terms of privacy to include: dynamism:
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ever-evolving IoT entities with no central point of entry, large scale:
the scale of IoT makes it infeasible to realise and maintain privacy
policies, and, heterogeneity: IoT is a collection of heterogeneous
technologies that function together from different vendors, installed
for different reasons, having different capabilities and possibly being
managed by different principals. Also, IoT generates high-volume
streams of heterogeneous yet correlated contextual information of
varying quality and complexity [11].

Indeed, IoT systems rely on ubiquitous data collection or track-
ing to operate, but these useful features also expose the IoT world
to privacy breeches that can limit its vision. These systems often
obtain users’ data from their surrounding environment to provide
useful services such energy saving, home automation, transporta-
tion and security among others. The perpetual collection of people’s
data evokes some privacy implications such as the actions and be-
haviours of the users being tracked, sensitive information about
individuals being exposed, and situations where the collected data
are not only being utilised by the technology itself but also by third
parties such as businesses, hackers and governments [25].

Unlike Web systems like recommender systems where privacy
settings are managed through well-defined policies and standard
procedures, the pervasiveness, scale, dynamism and heterogeneity
of the IoT systems make it impossible to specify privacy policies for
all situations [13]. In IoT, users have varying privacy preferences
and expectations. According to [22, 23], individual privacy expec-
tations are highly contextualised and shaped by individual, social,
and cultural expectations and norms. In view of this, the concept of
contextual integrity was developed to define context-relative norms
for governing information flow. These norms are characterized
by a situation’s general institutional and social circumstances; the
involved actors and their roles; the information being collected,
processed, or shared; and the expected transmission principles [31].
Depending on the context of the user, some information is appropri-
ate (resp. inappropriate) to share. For example, lawyers and doctors
are expected to keep information about their clients and patients
confidential. However, in a medical emergency, it would be appro-
priate to share a patient’s information with medical staff even if
explicit consents were not given for each medical staff.

Because privacy expectations vary with context, there is a need
for dynamic privacy decision-making process. According to [31],
the goal of context-adaptive privacy mechanisms should be to pre-
dict and anticipate the user’s privacy preferences for a specific
change in context. Kökciyan and Yolum [13] argue that handling
of privacy has to be reasoned by the IoT devices, depending on the
norms, context, as well as the trust among entities. In this paper, we
motivate the need for an argumentation-based dialogue between
agents (human or artificial) to reason about privacy. Computational
argumentation is a reasoning technique that put much emphasis
on the importance of exchanging information and explanations
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between participants in order to resolve differences and conflicts
of opinions. An argumentation-based dialogue is useful to reason
about users’ context to capture the dynamic nature of privacy. In
IoT, information (as well as information requests) may originate
from sources (including IoT devices, software agents, human agents
and such) who may be more or less trusted, which will impact the
weight attributed to the information (as well as the requests), and
will in turn affect the decision making process for information flow.

2 BACKGROUND
In this paper, we propose argumentation-based dialogues between
agents to reason about context in a dynamic IoT environment, and
we therefore begin by describing user context. Following this, we
describe the components of an argumentation-based dialogue.

2.1 User Context
Because IoT devices perform actions in users’ environment that
potentially expose the users to privacy risks, it is imperative to
incorporate users’ context into the privacy decision-making pro-
cesses of the devices. A user’s context in this sense, encompasses
user’s location, the ambience, resources and people nearby, and
the activities they are engaged in and other things of interest. User
context is defined as information that describes the situation of
a human user either directly or indirectly [32]. This context can
be dynamic and indeterminate of what data to be shared about
the user. For instance, it might not be acceptable to share a user’s
location information in an environment that exposes the user to
danger. However, in some other situations, context is determinate
of what data to be shared about a user.

In addition to user’s context, there are other dynamic elements
such as the requester context, sources of contextual information
which are of varying degrees of trust, the inherent complexity in
the contextual information and the contextual norms guiding the
appropriateness of information sharing among others that need to
be taken into consideration for privacy decision making [10, 13].

2.2 Agent Communication
An important step towards ensuring contextual integrity is to allow
for communication between agents (human or artificial). These
agents must communicate to resolve differences and conflicts of
opinions, or simply inform each other of pertinent facts about
context and the impact of the changing context on privacy decision
making.

We note that several techniques have been adopted in specifying
protocols for agents’ communication, such as those base onMarkov
decision processes [42], heuristics [7, 8], game theory [15, 36] and
argumentation [16, 28]. In the first three approaches, agents do
not have the ability to argue with each other about the topic of
discussion. Argumentation-based approaches, on the other hand,
enable exchange of arguments among agents, where each agent
aims to persuade other agents to accept its claims. According to [4],
game-theoretic approaches usually assume complete information
and unlimited computation capabilities which are sometimes not
realistic. Heuristic-based approaches try to cope with the limita-
tions of game-theoretic approaches. However, argumentation-based
approaches put much emphasis on the importance of exchanging

information and explanations between participants in order to mu-
tually influence their behaviours (e.g., a participant may concede
a goal having a small priority). According to Amgoud et al. [4],
game-theoretic and heuristic-based approaches do not allow for the
addition of information or for exchanging opinions about offers.

2.3 Argumentation
Computational argumentation is a reasoning mechanism to compute
acceptable arguments based on evidence. It is a social process of
reasoning to take a stand on whether to accept a disputable view-
point by formulating propositions that are aimed at justifying (or
refuting) the viewpoint. According to Walton [41], people present
arguments to try to persuade others to accept claims. In turn, a claim
is a position that one holds or is committed to.

The study of argumentation has been approached from two
different perspectives [14]. The first approach is to consider argu-
mentation as a reasoning model. This non-monotonic conception of
argumentation has been studied by [6, 19, 30, 33] and many others.
The second approach concerns the dialectical theory of argumenta-
tion, and in particular the role of argumentation in communication.
This approach has been studied by [17, 37, 39] among others. In this
paper, we consider the latter to reason about context in a dynamic
IoT environment.

A dialogical (or dialectical) argumentation usually involves a set
of entities or agents interacting to construct arguments for (pro
arguments) and against (contra arguments) a particular claim. The di-
alogical process begins with the assertion of a statement (i.e., claim
or thesis) by one of the participants (i.e., proponent) and the other
participant(s) (i.e., opponent(s)) can accept the claim, ending the
process, or can challenge the proponent’s claim, requesting support
for it. Evaluation in this approach examines how the strongest argu-
ments for and against a particular proposition under consideration
are aggregated and made to interact with each other and in partic-
ular, how contra arguments are used to probe each pro arguments
with a view to revealing doubts about the claim in question [40].
The decision of which is better between pro and contra arguments
might depend on who is observing the dialogue. An argument is a
set of statements (propositions) made up of (at least) three compo-
nents including a set of premises upon which a conclusion could be
drawn using inference rules.

3 ARGUMENTATION-BASED DIALOGUES
We consider an argumentation-based dialogue system where IoT
entities and users (service providers and clients etc) are represented
as software agents that can perceive, reason, act and communicate
with other agents. We assume that there is one agent represent-
ing each user involved in a privacy decision making process, and
they will be communicating to resolve conflicts. Each agent has a
knowledge base containing information about its environment as
well as some of the other agents around it. Intuitively, a knowl-
edge base encodes a user’s context at a given time. At any point
in time, an agent can request and provide information to another
agent; however it is possible that an agent might decline to provide
information.

To see more concretely the context that motivates our research
and the kind of real-world applications that could benefit from
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the argumentation-based dialogues, we consider a simple privacy
scenario (adapted from [13, 21]):

Bob works for a firm. When he is at work, he uses his smart
mobile phone to log his hours. Through his login data, his boss
know when he comes into the building and leaves. His smart mobile
phone keeps track of his data (such as specific position, browsing
history, calls/textmessages log, financial data, passwords, im-
ages/audio/videos files, demographic information, saved con-
tacts and health records etc). His data is shared with the phone
network provider. For crime prevention, the phone network provider
can share Bob’s data with the Police. Also, in the case of an emer-
gency, emergency service providers can request for Bob’s data
without his consent. This data will be kept by the phone network
provider until Bob deactivates his account. Assume we have
the following information:

• Bob prefers to share his location and financial data for per-
sonalised service recommendations with trustworthy agents
only but he will not share such data in work context.

• If Bob’s hours at work are not correctly logged in, his wages
may not be paid in full.

• The quality of Bob’s office login data from the QR code
scanner is not very good, so they are not very trusted.

3.1 Trust Dynamics
The scenario above shows that Bob is willing to share data with
different agents with varying degrees of trust. In the example, there
are six agents (Bob, smart mobile phone, phone network provider,
bob’s boss, police and an emergency service provider). Some agents
may be malicious—and data request from such agents should be
discounted. According to [38], each time an agent (hereafter named
truster) needs to interact with, or rely on the intention of another
agent (hereby named trustee) a decision about trust is made. Trust
is a social construct that is necessary in our everyday life [29, 38],
and is a mechanism used for managing the uncertainty about au-
tonomous entities and the information they deal with [35]. Trust
plays an important role in any decentralized system to control the
interactions among agents, and in particular, is used to protect
agents from fraudulent and malicious entities [27, 29].

Tang et al. [35] point out that trust is associated with a degree of
uncertainty and also affected by relationships between individuals.
It is related to the actions of individuals and how those actions affect
others. According to [38], trust is by nature contextual (e.g.,𝐴 trusts
𝐵 to do𝑋 but not 𝑌 ). Paglieri et al. [26] argued that trust should not
be treated as a monolithic and static concept but should be reasoned
about dynamically. Castlefranchi and Falcone [5] argued against
the economic and game-theoretic view of trust and presented a
principled quantification of trust “degree of trust" as a basis for
a rational decision to delegate or not to another agent. In this
work, we propose argumentation-based dialogue to reason about
different factors of trust such as competence (ability of the evaluated
entity to perform a given task [38]), benevolence (the extent to
which a trustee is believed to want to do good to the truster, aside
from an egocentric profit motive [38]), integrity (commitment to
the principles acceptable by the truster. Building on the existing
work [13] on trust reasoning to handle privacy regulation in IoT
that has specified how the trust rating of a target agent should be

updated following a feedback from another agent on the target
agent’s actions and decisions, we propose a dialogue system to
represent the dynamics of such trust updates. Argumentation is
an effective reasoning mechanism to model trust dynamics and
to reason about trust and belief [35]. Such reasoning will help an
agent to assign degrees of trust to other interacting agents and to
determine when and what to share with them.

3.2 Reasoning about Context
From the running example, we have three user contexts: work,
emergency and crime prevention. Privacy preferences and expecta-
tions vary with contexts. For instance, in crime prevention context,
police may obtain Bob’s location information from his phone’s net-
work provider. This information will not be shared with Bob’s boss
based on Bob’s privacy preferences. However, in a case of dispute
about his office logging hours, Bob might temporarily change his
privacy preference to allow his boss have access to his location
information in order to support his argument about being in the
office building on a particular day where QR scanner malfunctioned.
Also, Bob can specify the retention time for certain personal data
to be shared with other agents, however, this may not be the case
in crime prevention context.

This example shows that identifying context is a complex and
dynamic process. Understanding this process is essential for design-
ing context-adaptive privacy mechanisms to effectively support
continuous and dynamic privacy regulation process [31]. Irwin Alt-
man’s privacy regulation theory [3] describes privacy as a dynamic,
dialectic, and non-monotonic process. In this process, individuals
have varying privacy expectations and the dynamics of privacy
contexts have significant impact on these expectations. In addition,
a privacy context may be uncertain due to unreliable information
obtained from different sources, incomplete or partial due to certain
key information undetected or unavailable. The consequences of
uncertain or incomplete privacy contexts are incorrectly formed
mental models and misconceptions about afforded privacy in a
given situation; these increase the chance of contextual integrity
violations [31]. For example, a person caught on a CCTV camera at
a location might not be aware of its video footage even though the
footage might reveal its identity and location information to other
3rd party applications in other remote locations.

To reason about contexts in IoT, effective techniques are required
to represent the dynamics of privacy contexts and to minimise the
inconsistencies and uncertainties in order to obtain optimal pri-
vacy decisions. Argumentation is an effective mechanism to reason
about uncertain, incomplete, partial and inconsistent information
[24]. Argumentation-based dialogues between agents will not only
allow agents to specify their privacy preferences in a given context,
but also allow them to exchange arguments about the preferences
and to evaluate the exchanged arguments using an appropriate
argumentation semantics to compute acceptable arguments.

3.3 Handling Conflicts
An important problem in the scenario above is the handling of con-
flicts. By conflicts, we mean several conflicting privacy preferences
by different agents. For instance, an agent might request for Bob’s
financial data to make personalised recommendations to him, but
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Bob might decline such request. Also, there are many situations
when an agent needs to collect some other agents’ preferences over
privacy settings in order to decide what would be optimal for an
individual agent and a group of agents.

Conflicts may arise in the preferences of agents due to their lim-
ited knowledge about the available options or because an individual
agent assigns different utilities to possible options. For example,
an agent may be willing to give up its financial data in return for
personalised recommendations, while, another agent may consider
financial data as a commodity that should not be shared. There is
also a problem of privacy paradox, a phenomenon where people
say that they value privacy highly, yet in their behavior relinquish
their personal data for a relatively small rewards [34].

Argumentation-based dialogues between agents are effective to
harmonise conflicting views and come up with the best views to-
wards achieving the goals under consideration. Essentially, in such
dialogues, an agent specifies its privacy preferences in a certain con-
text and provide arguments to support them. The arguments can be
accepted, refuted, or questioned by another agent. Dialogues with
other agents are useful to agree on a set of privacy constraints. Once
a dialogue between agents is terminated, agents will have access
to a set of arguments and a set of attacks that represent conflicts
among arguments. In argumentation theory, various semantics are
used in order to decide on acceptable (justified) arguments.

3.4 Exchanging Explanations
We propose argumentation-based dialogues between agents to fa-
cilitate exchange of explanations over privacy preferences and ex-
pectations. Explanations are important to enhance users’ under-
standing of privacy settings in order to help them make informed
decisions. FollowingMiller’s definition of explainability [18], Mosca
and Such [20] defines an explanation as a cognitive process, the
process of abductive inference determining the causal attribution
for a given event and a social process, i.e. the process of transfer-
ring knowledge between the explainer and the explainee. In the
field of Explainable AI, explanations are used to make AI results
more understandable to humans [2]. In the literature, the concept
of explainability has been defined in different ways. Abdul et al [1]
relate the concept of explainability to transparency, interpretabil-
ity, trust, fairness and accountability among others. Halpern and
Pearl [9] define a good explanation as a reason to a why question
that provides information that goes beyond the knowledge of the
individual asking the question.

3.5 An Example Dialogue between Agents
A dialogue between two or more agents consists of a sequence
of moves, where each move references both a statement and the
agent that made the statement. A statement can be a request for an
information, a provided information or a privacy decision to grant
(resp. decline) an information request. More formally, a dialogue
involves 𝑛 agents Ag1, . . . ,Agn where (n ≥ 2). Within a dialogue
𝐷 , a move is denoted as Mt

x where x, t ∈N, denoting that a move
with identifier 𝑥 is made at a timepoint 𝑡 . Then, a dialogue 𝐷 can
be defined as 𝐷 = [[𝑀1

1 , . . . , 𝑀
1
𝑥 ], . . . , [𝑀𝑡

1, . . . , 𝑀
𝑡
𝑥 ]].

In Table 1, we illustrate a dialogue between two agents Bob (𝐴𝑔1)
and his phone network provider (𝐴𝑔2) based on the running example.

Moves/Agents Arguments
𝑀1
1 by Ag2 Hi, 𝐴𝑝𝑝𝐴 is requesting access to your card details

𝑀1
2 by Ag1 Sure, access granted

𝑀1
3 by Ag1 My phone is hacked!

𝑀1
4 by Ag1 𝐴𝑝𝑝𝐵 has access to my card details

𝑀1
5 by Ag2 𝐴𝑝𝑝𝐴 shared your card details with 𝐴𝑝𝑝𝐵

𝑀1
6 by Ag1 I have deleted 𝐴𝑝𝑝𝐴 and 𝐴𝑝𝑝𝐵

𝑀1
7 by Ag1 Do not share my card details with any other app

𝑀2
1 by Ag2 Hi, 𝐴𝑝𝑝𝐶 is requesting access to your card details

𝑀2
2 by Ag1 Access denied

𝑀2
3 by Ag2 𝐴𝑝𝑝𝐶 is a secured and trustworthy app

𝑀2
4 by Ag1 Okay, access granted
Table 1: An example dialogue between two agents

The example demonstrates how the exchange of messages be-
tween agents can enhance privacy decision making process. In
addition, the example shows how trust evolves in a dialogue and
how the dynamics of privacy contexts can be represented. While
the work in [13] has considered how the trust of an agent can be
updated following a feedback on the decisions of the agent, we
observe that within a dialogue, trust in an agent can change and
such change in trust should affect privacy decision making when
dealing with the agent. Our approach put emphasis on the fact that
trust updates occur during a dialogue, which have an immediate
effect on the decision being made. In long-lasting agents (human
or artificial) discussions, conflicts may arise in the opinions of the
participating agents. Such conflicts will be represented and resolved
through argumentation-based reasoning by participating agents.
In addition, contextual integrity [22] defines context-related norms
of information flow. These norms will be represented as explana-
tions/arguments to the participating agents of an argumentation-
based dialogue.

4 CONCLUSIONS
In this paper, we emphasized how argumentative dialogues can be
used for privacy policy reasoning in IoT. We have also described
a research path we are currently pursuing to create a complete
argumentation-based dialogue system for privacy policy reasoning
and understand its properties. Argumentation-based dialogues is
a promising mechanism to represent the context-related norms of
information flow in contextual integrity, the dynamics of privacy
contexts and to reason about uncertain, incomplete and conflicting
privacy preferences. Moreover, we are planning to use argument
graphs to communicate privacy decisions to the users while pro-
viding visual explanations.
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