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The structure of the flow induced by the van der Waals destabilization of a non-wetting liquid film
placed on a solid substrate is studied by means of theory and numerical simulations of the Stokes
equations. Our analysis reveals that lubrication theory, which yields hmin ∝ τ1/5 where hmin is the
minimum film thickness and τ is the time until breakup, cannot be used to describe the local flow
close to rupture. Instead, the slender lubrication solution is shown to experience a crossover to a
universal self-similar solution of the Stokes equations that yields hmin ∝ τ1/3, with an opening angle
of 37◦ off the solid.
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I. INTRODUCTION

Thin liquid films are ubiquitous in nature and everyday life, and they play important roles in many engineering
processes, medical and physiological contexts, and in geophysics and biophysics, among other fields. As a consequence,
many research efforts have been devoted to study the structure, stability and nonlinear dynamics of liquid films. For
instance, falling films are relevant in coating processes [1, 2], gravity currents are important in geological phenomena
[3–5], and pulsed-laser-heated thin films are used in patterning and plasmonic applications [6–8]. Tear-film dynam-
ics [9–12] and surfactant replacement therapy [13–19] are examples where the stability of surfactant-driven films is
crucial for the healthy functioning of the eye and lungs. The reader is referred to [8, 20–24] for detailed and excellent
reviews of the vast amount of scientific literature devoted to liquid films.

The present work is of fundamental character, and deals with a non-wetting ultrathin liquid film placed on a solid
substrate. The liquid film becomes unstable to infinitesimal surface waves when its thickness becomes smaller than
about 100 nm, leading to a spinodal dewetting pathway coexistent with hole nucleation [21–30]. The spontaneous
growth of perturbations takes place when the destabilizing van der Waals (vdW) forces exceed the stabilizing surface
tension force, provided that the disturbance wavenumber is below a certain cut-off [31–33]. Previous theoretical
efforts to describe the nonlinear dynamics leading to film rupture were based on lubrication theory [24, 34–36], which
assumes that the longitudinal length scale is much larger than the film thickness, and provides models with simpler
mathematical structure than the Navier-Stokes equations. Indeed, while the latter must be solved as a free boundary
problem where the film thickness h is part of the solution, the former leads to a partial differential equation (PDE)
for h as a function of the relevant spatial coordinates and time, that is physically transparent and more amenable to
analysis.

In this paper, through dimensional arguments, numerical computations and similarity theory, we reveal that the
Stokes flow close to the rupture singularity is not slender, and provides results markedly different from previous ones
based on lubrication theory [36]. Our local theory, motivated by dimensional analysis, is inspired by pioneering studies
of singularities in free-surface flows without resorting to one-dimensional approximations of the equations of motion,
in contexts like the breakup of liquid jets [37, 38], or the ejection of jets from Faraday waves [39].

II. FORMULATION

Consider a planar film of Newtonian liquid of viscosity µ coating a solid surface that spans the (x, z) plane. As
sketched in Fig. 1 the film, of initial height ho, is surrounded by a passive gaseous atmosphere at constant pressure,
such that the gas-liquid interface has a surface tension σ, and is described by the function y = h(x, t). The liquid film,
initially at rest, becomes unstable due to the long-range vdW forces, whose collective effects are modeled through
a disjoining pressure, A/(6πh3), with associated Hamaker constant A [40], being A > 0 in the non-wetting case
considered herein. The latter intermolecular force model, which considers only non-retarded vdW interactions, is the
simplest one among a hierarchy of existing models to rationalize the experimental observations [28, 41, 42]. Note
that, as argued in Appendix A, liquid inertia is negligible under realistic experimental conditions. The cartesian
components of the liquid velocity field in the (x, y) directions are (u, v), and the pressure field is p.

The molecular length scale [20], a = [A/(6πσ)]1/2, is taken as the relevant characteristic length scale for the ultrathin
liquid films considered in the present work, together with µa/σ, σ/µ and A/(6πa3) as time, velocity and pressure
scales, respectively. The non-dimensional Stokes equations read

∇ · u = 0, 0 = −∇φ+∇ · T , (1)

where u = (u, v), T = −pI +∇u+(∇u)T is the liquid stress tensor and φ = h−3 is the dimensionless vdW potential.
The accompanying boundary conditions include the non-slip condition u = 0 at the solid wall y = 0, and

T · n + (∇ · n)n = 0, (2)

n · (∂xs/∂t− u) = 0, (3)

at the free surface y = h(x, t), with corresponding parametrization xs and unit normal vector n, accounting for the
stress balance and the kinematics of the interface, respectively.

In contrast with Stokes flow, the lubrication approximation provides the much simpler leading-order description

ht +
(
h3hxxx/3 + h−1hx

)
x

= 0, (4)

governing the evolution of the free surface under the small-slope assumption [34–36]. Hereafter, subscripts will denote
partial derivatives. Finally, note that the dimensionless initial film thickness, ho/a, is the only governing parameter.
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Figure 1. Schematics of the flow configuration, including a sample numerical evolution of the free surface for ho/a = 4.34,

where a = [A/(6πσ)]1/2 is the molecular length scale [20]. The free-surface shapes are plotted at the four time instants
indicated with blue dots in Fig. 2(b). The initial condition is ho/a(1 − 10−3 cos 0.063x), with an associated rupture time
tR ≈ 1.3207501 × 104 (Fig. 2d). The entire computational domain, which spans a streamwise length π/0.063 ' 49.87, is not
represented for convenience.

III. RESULTS

The presentation of results is divided into three parts. First, we will show that dimensional analysis demonstrates
the existence of a non-slender self-similar solution of the first kind for the Stokes equations, governed by a balance
between viscous and vdW forces, for which capillary forces are negligible. Second, we will present several comparisons
of the film evolution given by the numerical integration of the Stokes equations, with that predicted by the lubrication
model. Finally, we formulate and solve the self-similar Stokes problem, comparing the resulting solution with the
rescaled numerical results for the full temporal evolution for times close to rupture.

A. Dimensional analysis

Dimensional arguments suggest the existence of a similarity solution of the Stokes equations near film rupture that
differs from the lubrication result [36]. Indeed, the parametric dependences of the longitudinal velocity, transverse
velocity, pressure and film thickness are

[u∗, v∗, p∗] =
[
F ∗u , F

∗
v , F

∗
p

]
(x∗, y∗, τ∗, µ,A, σ, ho), (5)

h∗ = F ∗h (x∗, τ∗, µ,A, σ, ho), (6)

where τ∗ = t∗R−t∗ is the time remaining to rupture, and asterisks denote the dimensional versions of the flow variables.
Taking (τ∗, µ,A) as dimensional basis, the Buckingham Π theorem provides the reduced functional dependences,

[u∗, v∗] = [Πu,Πv] (ξ, η,Πσ,Πho
) (A/µ)1/3τ

−2/3
∗ , (7)

p∗ = Πp (ξ, η,Πσ,Πho)µτ−1
∗ , (8)

h∗ = Πh (ξ,Πσ,Πho) (A/µ)1/3τ
1/3
∗ , (9)

where [ξ, η,Πho
] = (µ/A)1/3τ

−1/3
∗ [x∗, y∗, ho] and Πσ = σ/(A1/3µ2/3)τ

2/3
∗ . When τ∗ → 0, Πσ → 0 and Πho

→ ∞,
suggesting that as rupture is approached surface tension forces become negligible, and that the local flow becomes
independent of ho. Note also that the velocity components blow up near rupture, as dictated by (7), a common
feature exhibited in most finite-time singularities in free surface flows. Thus, we expect a local self-similar Stokes flow
of the form

[u∗, v∗]
τ∗→0−−−→ [U (ξ, η) , V (ξ, η)] (A/µ)1/3τ

−2/3
∗ , (10)

p∗
τ∗→0−−−→ P (ξ, η)µ/τ∗, (11)

h∗
τ∗→0−−−→ H (ξ) (A/µ)1/3τ

1/3
∗ . (12)

Note also that, since the self-similar scalings for x and y are the same, it can be anticipated that the approach of the
flow to the singularity cannot be described using lubrication theory, which assumes that the characteristic length in
the x direction is much larger than the film thickness.
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Figure 2. (a) Minimum film thickness as a function of the time remaining to rupture (solid lines) for ho/a =
(1.37, 4.34, 13.73, 43.42) and initial conditions ho/a(1 − 10−3 cos k x), using the corresponding optimal wavenumbers, k =
(0.17, 0.063, 0.021, 0.0065). The results obtained with the lubrication approximation [36] are also presented for ho/a = 43.42
(dashed line). (b) Instantaneous exponent n(τ) = d log10 hmin/d log10 τ . The blue dots indicate the times at which the interface
profiles are plotted in Fig. 1, and the red dot marks the time chosen for the self-similarity test of Fig. 4. (c) Times at which
n(τ1/5) = 1/5 + 0.1 × (1/3 − 1/5), and at which n(τ1/3) = 1/5 + 0.9 × (1/3 − 1/5), obtained from the Stokes equations. (d)
Rupture time tR obtained from the Stokes equations (solid line), from the lubrication equation (dashed line), and estimated
from (16) (thin line). The dot marks the rupture time associated with Fig. 1.

B. Flow evolution

The equations (1)–(3) were numerically integrated with the symmetry conditions u = vx = 0 imposed at the planes
x = 0 and x = π/k, and the initial conditions u = 0 and h(x, 0) = ho/a(1 − 10−3 cos kx) for 0 < x < π/k. Here,
the wavenumber k was chosen as the wavenumber of maximum amplification deduced from a linear stability analysis
of Eqs. (1)–(3) for the Stokes description [43, 44], and of Eq. (4) for the lubrication approximation [32], which yield,
respectively, the dispersion relations

ω Stokes =
3 (ho/a)

−4 − k2

2k

sinh [2(ho/a)k]− 2(ho/a)k

1 + 2(ho/a)2k2 + cosh [2(ho/a)k]
, (13)

ω Lub = k2
[

1

(ho/a)
− (ho/a)

3

3
k2

]
. (14)

The Stokes dispersion relation (13) has the small-k expansion

ω Stokes = k2
[

1

(ho/a)
− (ho/a)

3

3
k2

]
− 9(ho/a)

5
k4 +

[
23(ho/a)

3

7
+

3(ho/a)
5

5

]
k6 +O

(
k8

)
, (15)

which, at O(k4), differs from the lubrication dispersion relation by the factor 9(ho/a)k
4/5. Note that the latter

correction of the lubrication result is important for ho/a ∼ 1, but becomes negligible for ho/a � 1. Using the
lubrication equation (14), and the expansion (15) of the Stokes dispersion relation truncated at O(k6), the film
rupture time can be estimated, using the corresponding maximum growth rates, as

tLubR =
4

3

(
ho

a

)5

ln (ε−1), (16)

tStokesR

tLubR

= 1 +
27

10

(
ho

a

)−2

+O

[(
ho

a

)−4
]
, (17)

respectively, where ε is the initial disturbance amplitude. The approximation (16) for tR is plotted as a thin line in
Fig. 2(d) for ε = 10−3, showing good agreement with the numerical rupture time. From Eq. (17) it is also deduced
that the Stokes equations predict a slightly longer lifetime for the liquid film than the lubrication approximation. A
detailed description of the numerical techniques can be found in Appendix C.
A representative numerical integration is presented in Fig. 1 for ho/a = 4.34. The slightly disturbed flat film profile

departs from the initial condition by virtue of the destabilizing vdW forces in a self-accelerated process, leading
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to a rupture singularity in a finite time tR, whose precise computation involved an algebraic fitting procedure that
took advantage of the anticipated power-law behavior hmin ∝ τ1/3 for τ → 0. Sample computations are depicted in
Fig. 2 for several values of ho/a. The accompanying instantaneous exponent n = d log10 hmin/d log10 τ reveals the
persistent self-similar behavior hmin → KS τ

1/3 for τ . 0.1 and all values of ho/a, in agreement with dimensional
analysis, where KS = 0.665. The solution of the lubrication equation (4) for ho/a = 43.42 (dashed line) also exhibits
a self-similar behavior [36], but with a different asymptotic law hmin → KL τ

1/5, where KL = 0.913. The crossover

time between the lubrication and Stokes self-similar solutions can be estimated by equating KLτ
1/5
c = KSτ

1/3
c ⇒ τc =

(KL/KS)15/2 = 10.77, with an associated minimum thickness hmin,c = KS(KL/KS)5/2 = 1.47. Indeed, the results of
Fig. 2 for ho/a = 43.42 reveal that the evolution of hmin(τ) obtained with the lubrication equation closely follows the
Stokes result for τ ≥ τ1/5 ≈ 103 with a scaling exponent of 1/5, followed by a long crossover for τ1/3 ≤ τ ≤ τ1/5, and
finally reaching the 1/3 power law for τ ≤ τ1/3 ≈ 0.08. In terms of the minimum film thickness, the 1/5-scaling takes
place for hmin ≥ 3.63, the corrossover for 0.29 ≤ hmin ≤ 3.63, and the 1/3-scaling for hmin ≤ 0.29.

The failure of lubrication theory to predict the last stages of the rupture behavior observed in Fig. 2 demands
unraveling the local self-similar Stokes flow, presented in the next section.

C. Self-similar solution

Dimensional analysis suggests substituting the similarity ansatz

x = τ1/3ξ, y = τ1/3η, h = τ1/3f(ξ), u = τ−2/3U(ξ, η), v = τ−2/3V (ξ, η), p = τ−1P (ξ, η), (18)

into (1)–(3) to elucidate the structure of the leading-order flow for τ → 0. The self-similar Stokes equations read

Uξ + Vη = 0, (19)

Uξξ + Uηη = Pξ − 3f−4fξ, (20)

Vξξ + Vηη = Pη, (21)

which must be integrated in 0 < ξ < ∞, 0 < η < f(ξ), with the boundary conditions U = V = 0 at the wall η = 0,
U = Vξ = 0 at the symmetry plane ξ = 0, 0 < η < f(0), and

(1 + f2
ξ )P − 2Vη + 2 (Vξ − fξUξ + Uη)fξ = 0, (22)

(1− f2
ξ )(Vξ + Uη) + 2 (Vη − Uξ)fξ = 0, (23)

f/3− (ξ/3 + U)fξ + V = 0, (24)

at the unknown free surface η = f(ξ). Notice that the leading-order contribution of the normal component of the
stress balance (2) is O(τ−1), while the capillary pressure is O(τ−1/3). Thus, as anticipated by dimensional arguments,
surface tension does not contribute to the normal-stress equilibrium at leading order as τ → 0. The system of nonlinear
elliptic PDEs (19)–(24) describing the local Stokes flow close to rupture is parameter-free. It is interesting to note
that problems with similar mathematical structure appear in other free-surface flows like inertial focusing and jet
breakup [37, 39].

The asymptotic description of film rupture is completed by specifying the far-field boundary conditions at ξ2 +η2 �
1, 0 < η < f(ξ). Inspection of the kinematic boundary condition (24) reveals that f ∝ ξ for ξ � 1 if U and
V are subdominant. This suggests that the shape of the free surface sufficiently far from the origin, r � 1, is a
wedge θ = θo, where (r, θ) are polar coordinates such that ξ − ξo = r cos θ and η = r sin θ, and (Vr, Vθ) are the
associated radial and polar components of the velocity field. Insight of the far-field behavior was first obtained
by numerically integrating (19)–(24) imposing a stress-free boundary condition sufficiently far from the origin, as
explained in Appendix C, where a detailed description of the numerical technique employed to solve the similarity
problem is provided.

The examination of the radial and polar velocity profiles along rays θ = constant revealed that Vr ∼ Vθ ∼ r−(1+λ)

for r � 1, where λ is a positive constant smaller than unity. This suggests a far-field stream function of the form [45]
ψ = F (θ)/rλ, such that Vr = r−1∂ψ/∂θ = F ′r−(1+λ) and Vθ = −∂ψ/∂r = λFr−(1+λ). Since ψ is biharmonic, F is
seen to be the solution to the fourth-order linear homogeneous equation

F (iv) + [4 + 2λ(2 + λ)]F ′′ + λ2(2 + λ)2F = 0, (25)

with the no slip condition F = F ′ = 0 at θ = 0, and the vanishing normal, F ′′′+ [4 + 3λ(2 +λ)]F ′ = 0 and tangential,
F ′′ − λ(2 + λ)F = 0 stress boundary conditions at θ = θo. If λ were known, Eq. (25) together with the boundary
conditions discussed above would constitute a closed eigenvalue problem for the universal angle θo. However, λ is
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Figure 3. Comparison of the function f(ξ) obtained from the self-similar solution (thick solid line) with eight rescaled profiles
obtained from the numerical simulations for ho/a = 4.34 at times − log10 τ = (2.98, 3.66, 4.33, 5.00, . . . , 7.75) (thin solid lines).
The asymptotic shape ξ tan θo, with θo = 37◦ (dashed line) is plotted with a vertical offset of 0.15. The inset shows the unscaled
profiles.

expected to be determined from the asymptotic matching with a near-field description for ξ � 1, which is beyond the
scope of this work.
We propose the following alternative: nontrivial solutions to (25) satisfying the boundary conditions exist if

(λ+ 1)2 cos(2θo) + cos[2θo(λ+ 1)]− λ(λ+ 2) = 0, (26)

which determines the pairs (θo, λ) classifying the family of allowed far-field solutions of the Stokes equations with a
free-surface angle θo. Thus one may i) extract θo from a numerical integration of (19)–(24) with a stress-free far-field
boundary condition and then obtain λ from (26), and ii) repeat the integration now imposing the far field variables
entailed in the description of F . This iterative process converges very fast, and is stopped when the successive values
of θo differ less than a prescribed tolerance, providing the pair of values (θo, λ) = (37◦, 0.19).
The universal function f(ξ) is represented in Fig. 3 together with rescaled film profiles h/τ1/3 for ho/a = 4.34,

along with the far-field behavior f = ξ tan θo. The local expansion of the function f for ξ � 1 has the form
f = f(0) + f ′′(0)ξ2 +O(ξ4) due to the symmetry of the interface, with coefficients f(0) = 0.66 and f ′′(0) = 0.59. As
a final self-similarity test, Fig. 4 displays isocontours of U(ξ, η) obtained from the solution of (19)-(24) (right), and
from the temporal integration of (1)–(3) for log10 τ = −4.62 (left), while the inset shows the corresponding profiles
of x– and y–velocity along the interface.

IV. CONCLUSIONS AND FUTURE PROSPECTS

The self-similar solution obtained herein under Stokes flow arises from a balance between viscous and van der Waals
forces, while surface tension forces are asymptotically negligible as rupture is approached. Although this result is in
agreement with the conclusions reached by Burelbach et al. [35] for isothermal liquid films using lubrication theory, a
more precise analysis by Zhang and Lister [36] demonstrated that, in fact, the self-similar solution of the lubrication
equation (4) for τ → 0 arises from a balance between viscous, van der Waals and surface tension forces. In particular,
it must be emphasized that the self-similar solution found by Zhang and Lister [36] is inconsistent with the small-slope
assumption, since the longitudinal length scales with time-to-rupture as x ∝ τ2/5, while the minimum film thickness
scales as hmin ∝ τ1/5. Thus, the slenderness of the film scales as hmin/x ∝ τ−1/5 → ∞ as τ → 0, invalidating the
long-wavelength assumption near rupture. The latter inconsistency of the lubrication approach was already pointed
out by Zhang and Lister [36], who estimated that the slenderness assumption breaks down when h∗

min ∼ a. Our
analysis of the Stokes equations has revealed that, in fact, lubrication theory fails to describe the evolution of the
film for h∗

min � 4a. In particular, the shape of the free surface near rupture approaches a wedge f → ξ with a slope

df/dξ = tan θo ≈ 0.75 for ξ � 1 according to our Stokes description, while f → ξ1/2 according to Eq. (4) [36].
Although the leading-order lubrication theory does not describe the last stages of the vdW-induced rupture of thin
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Figure 4. Isocontours of U obtained by solving the self-similar system (19)–(24) (right panel), and by using the rescaled velocity

u τ2/3 for log10 τ = −4.62 extracted from the simulation of (1)–(3) (left panel; red dot in Fig. 1). The inset shows the values of

U and V along the interface, together with the asympotic far-field law ξ−(1+λ) for ξ � 1, where λ = 0.19 according to Eq. (26).

films correctly, a higher-order theory might yield more accurate results [46]. Although the lack of slenderness of the
local Stokes solution may invalidate the use of higher-order lubrication theory, this line of research clearly deserves
further inquiry.
It is important to note that, regardless of the self-similar nature of the rupture dynamics, lubrication theory predicts

an evolution for the liquid film that is markedly different from the Stokes description, as clearly evidenced by Fig. 2.
Indeed, this difference appears during the early stages after the onset of the vdW instability, and increases over time.
In particular, the 1/5 power law predicted by lubrication theory is only accomplished transiently during a very short
intermediate time interval prior to the crossover to the 1/3 power law described here for the first time.
Admittedly, the new self-similar solution presents a number of limitations, which we aim to identify below in terms of

direct comparisons with experimental data available in the literature of thin films. Indeed, the self-similar lubrication
and Stokes regimes prevail for h∗

min > 3.63 a and h∗
min < 0.29 a, respectively. Taking, for instance, A = 2.2 × 10−20

J, σ = 3.8 × 10−2 Jm−2 as representative values for ultrathin polymer films [29] provides a = 1.75 Å. For ho = 4
nm [29], the value of ho/a = 22.82 which, according to Fig. 2(b), corresponds to a case where the self-similar lubrication
regime is not established. The self-similar Stokes regime would be reached for h∗

min < 0.5 Å, at which the continuum
description is not valid. Additionally, taking the values A = 3.90 × 10−20 J, σ = 2.07 × 10−2 Jm−2, given by [27]
yield a = 3.16 Å, which for a range of initial thicknesses 30 nm < ho < 110 nm, provide values 95 < ho/a < 348.
Although in the latter experiments the self-similar lubrication regime should be established, the computational cost
quickly increases with increasing values of ho/a. Although the numerical exploration of higher values of ho/a might
prove useful to quantify the differences between the slender theory and the fully two-dimensional theory, it is expected
that the evolution would follow the trends shown in Figs. 2(b)–(c) for the highest value of ho/a. In particular, for
τ > τ1/5, both the lubrication and the Stokes evolutions would match before departing towards the 1/3-regime for
intermediate crossover times τ1/3 < τ < τ1/5. More importantly, short-range intermolecular forces, not taken into
account in the present analysis, would become important at larger values of h∗

min. It is therefore concluded that, in
the case of ultrathin polymer films, only the lubrication self-similar regime is experimentally realized, but only for
values of ho/a � 100.

Liquefied metal films have been comparably less studied than polymer films, but there are a few experimental studies
trying to characterize their instability and dynamics –see the review by [8] and references therein. For instance, uniform
thin films of Cu, Ag, and Ni of thicknesses 4 nm < ho < 10 nm, liquefied by laser irradiation over a solid substrate,
are studied in [47–49], respectively. Although there are still some uncertainties in the measurement of the Hamaker
constant [8, 44, 47], the latter experimental studies provide the values ACu = 2.58 × 10−18 J, AAg = 4.78 × 10−18

J, and ANi = 3.8 × 10−18 J, which, considering σCu = 1.78 Jm−2, σAg = 0.93 Jm−2 and σNi = 1.71 Jm−2,
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yield ho/a
Cu = 14.43, ho/a

Ag = 7.66, and ho/a
Ni = 11.65, for a film thickness of ho = 4 nm. According to the

findings presented herein, lubrication theory would provide an incorrect description for these three particular cases,

as evidenced by figure 2(b). The self-similar Stokes regime would be reached for h∗,Comin < 0.8 Å, h∗,Agmin < 1.51 Å, and

h∗,Nimin < 1.0 Å, respectively, thereby compromising the continuum approximation. More importantly, as discussed
in detail by [8, 44], in the case of liquefied metal films the liquid inertia can become relevant during film drainage
and rupture. The latter fact will surely alter the self-similar structure obtained herein using the Stokes equations, as
already shown by [50] for liquid films with power-law rheology.

An alternative and promising theoretical approach to characterize the flow of thin films at the nanoscale is per-
forming molecular-dynamics (MD) simulations [51–53]. In particular, it was shown in [52] that MD simulations and
the weak-slip lubrication model [54, 55] yield almost identical results in different geometries and flow configurations
of metal liquid films when the thickness is about 10 nm. In particular, these authors stressed that the slip length is
essential to obtain consistent predictions between both frameworks. Moreover, [56, 57] showed, in the case of liquid
nanojets, that the addition of thermal fluctuations to the deterministic lubrication equation is crucial to obtain results
in agreement with MD simulations. As for thin liquid films, there are a few theoretical and computational studies
comparing the linear and nonlinear dynamics of the stochastic lubrication approximation with its deterministic coun-
terpart [58–61]. However, the implication of thermally triggered fluctuations on the linear and nonlinear regimes
within the Stokes framework remains as an open problem, to be compared with results obtained from the stochastic
lubrication theory and MD simulations.

Another poorly understood aspect that deserves further study is the characteristic lifetime of the ultrathin film.
According to Eq. (17), the Stokes equations predict slightly longer rupture times than lubrication theory. However, as
far as we know, a systematic and rigorous comparison of the theoretically predicted lifetimes with the experimental
observations is still missing. Indeed, a mismatch between the rupture times between the experiments and the numerical
simulations of the lubrication equation in polymer films was reported in [29]. However, it remains unclear if this
disagreement may be attributed to thermal noise [59, 60, 62], to slippage effects [52, 63], or to a poor characterization
of the intermolecular interactions [64].

Natural extensions of our work include for instance the effect of wall slip [65], the study of axisymmetric rupture [36,
66], the breakup of free films [67–69], the influence of surfactants [70, 71], liquid-liquid dewetting [72–74], the influence
of polymer rheology [24], and the effect of thermal noise [58–61]. Inertial effects should also be considered, as required
to account for the dynamics of liquid metal films [8, 44, 47]. Finally, of particular importance is the inclusion of
more detailed models of intermolecular interactions [28, 41, 42, 64], as required to account for the resulting dewetting
patterns and their long-term coarsening [29, 75].
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Appendix A: Inertial effects

In this appendix we briefly assess the accuracy of the assumption of negligible inertial effects. The relative impor-
tance of liquid inertia compared with the viscous forces is given by the local Reynolds number

Re =
ρh∗min

µ

dh∗min

dτ∗
⇒ Re =

ρaσ

µ2
hmin

dhmin

dτ
, (A1)

where ρ is the liquid density and ρaσ/µ2 is the Laplace number based on the liquid properties and the molecular
length scale a = [A/(6πσ)]1/2. Since hmin = 0.665 τ1/3 for τ → 0, dhmin/dτ = 0.222 τ−2/3, and the local Reynolds
number,

Re = 0.034
ρ
√
Aσ

µ2
τ−1/3 →∞ as τ → 0. (A2)
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However, the inertial crossover time, τI , defined by the condition Re(τI) = 1, accomplishes

τI = 3.9× 10−5 ρ
3 (Aσ)

3/2

µ6
. (A3)

Taking ρ = 103 kg m−3, A = 10−19 J, σ = 0.03 Jm−2, µ = 1 kg m−1 s−1 provides an inertial crossover time of

τI ≈ 1.6× 10−22, at a minimum radius 0.665 τ
1/3
I ≈ 3.6× 10−8, which is eight orders of magnitude smaller than the

molecular length scale. Similar conclusions where obtained by Zhang and Lister [36] in their lubrication analysis.
It is thereby deduced that inertia can be safely neglected in the analysis of the van der Waals instability of thin

polymer liquid films. By way of contrast, it should be noted that in situations concerning the thinning of liquid metal
films, care must be taken in retaining the inertial effects, as discussed in [8, 44, 47]. For instance, the global Reynolds
numbers considered in the second reference scale up to ∼ 104, to be compared with that from [29], on the order of
10−15, for which the estimations given in the previous paragraph are representative.

Appendix B: Near-rupture velocities

Let us now provide an estimation of the typical velocities occurring near rupture. To that end, we take the fluid
properties given in A, and a value of τ at which the short-range repulsive forces balance the long-range attractive
vdW forces. The latter balance requires introducing a more realistic version of the potential, not considered in the
main text, which according to [29] may be written in dimensionless form as

φ(h) = h−3 − 48πε

Aa6
h−9, (B1)

where the second term includes the strength of the short-range part of the potential, namely, ε = 6.3×10−76 Jm6. An
estimation of the dimensionless precursor film thickness would be given by balancing both terms in (B1) resulting in
hprec = 1

a (48πε/A)1/6, which yields a value hprec ' 2.36. According to 2(a), this value of h would lie well within the
crossover region between the 1/5 and the 1/3 regimes, although the associated value of τ would hardly be modified. For
instance, assuming the validity of the 1/3 power-law, the corresponding value of τ ' 44.6 which yields dimensionless
velocities on the order of 0.08 according to (7) assuming O(1) values of the self-similar variables U and V . Recasting
these into dimensional form provides velocities on the order of 0.08σ/µ = 2.4× 10−3 m/s.

Appendix C: Numerical techniques

In this appendix we describe the numerical techniques employed to solve the Stokes equations (1), the lubrication
equation (4), and the self-similar Stokes problem (19)–(24). All the equations were written in weak form in terms of
the corresponding inner products, upon convenient use of Green’s identities, rendering them amenable for the use of
finite elements for the spatial discretization. Comsol [76] was the software of choice for the implementation of such
numerical techniques.

1. The Stokes equations

The dimensionless Stokes equations were written in weak form using suitable test functions for the velocity and
pressure, namely ũ and p̃, as follows:∫

Ω

[
p̃∇ · u− (p+ φ)∇ · ũ +

(
∇u +∇uT

)
: ∇ũ

]
dΩ +

∫
Γs

∇s · ũdS = 0, (C1)

where Ω is the deformable computational domain bounded by Γs ∪ Γw ∪ Γa ∪ Γ∞, the surface gradient operator is
defined as ∇s = (I − nn) · ∇, dΩ is the volume element and dS is the surface element. The remaining boundary
conditions are specified in the sketch of Fig. 5.

Equation (C1) was discretized using Taylor-Hood triangular elements for pressure and velocity (and the correspond-
ing test functions) to ensure numerical stability. The use of an arbitrary Lagrangian-Eulerian (ALE) technique for the
tracking of the interface allowed us to impose the kinematic boundary condition along Γs by prescribing the normal
velocity of the mesh. The displacement of the mesh elements was computed by solving a Laplace equation for the
displacement field, namely ∇2q = 0, q = (qx, qy), with suitable boundary conditions.
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Ω

π/k

Γs

Γa

Γ∞

Γw u = v = qx = qy = 0

u = 0

u = 0
qx = 0

qx = 0

n · (dxs/dt− u) = 0

xs = (x, h(x, t))

n

T · n+ n∇s · n = 0

Figure 5. Left panel: sketch of the geometry including the boundary conditions for the velocity and mesh displacement fields.
Right panel: sample deformed meshes for ho/a = 1.37 and t = (72.766, 82.376, 82.617) in the upper, middle and lower panels,
respectively.

The temporal discretization of the system of nonlinear equations was carried out using a variable-step BDF method
with 2/4 variable order. The relative tolerance of the nonlinear solver was set to 10−7. The initial conditions
corresponded to a quiescent state u = v = 0 and a perturbed interface h(x, 0) = ho/a

(
1− 10−3 cos kx

)
. The time-

dependent solver was complemented with an automatic remeshing algorithm which redistributed the mesh elements
when the deformation of the domain become sufficiently large. The numerical limitations of the computational
techniques employed in this study precluded the minimum film thickness hmin = h(0, t) to decrease below ≈ 10−4.

2. The lubrication equation

The lubrication equation for the temporal evolution of the film thickness (4), which is herein written again for
convenience,

ht +
(
h3hxxx/3 + h−1hx

)
x

= 0, t > 0, 0 < x < π/k, (C2)

needs to be integrated with boundary conditions hx(0, t) = hx(π/k, t) = 0, and initial condition h(x, 0) =
10
9
ho

a

(
1− 1

10 cos kx
)
, as used in [36], which was integrated by recasting it into the conservative second-order form

(ht, 0) + ∂xG = g, with G =
[
hx/h+ h3hxxx/3, hx

]
, g = (0, hxxx), (C3)

and discretized using quadratic Lagrange elements over a non-uniform partition of the domain with maximum element
size of 10−7 close to the origin x = 0. The time-stepper algorithm was the same as that used for the Stokes equations,
namely a 2/4-BDF.

The self-similar scaling of the film shape h/(tR − t)1/5 = H(η) with η = x/(tR − t)1/5 (note that this η is different
from that appearing in the main text) recovered the values obtained by Zhang and Lister [36], namely H(0) = 0.7327
and H ′′(0) = 0.3010 as seen in Fig. 6, which served as a benchmark for our numerical scheme.

3. The self-similar Stokes problem

The elliptic system of PDEs for the self-similar variables U , V , P and the a priori-unknown interface shape f(ξ),
was discretized using similar techniques as those employed for the complete Stokes equations. The associated weak
form is ∫

Ω

[
P̃∇ ·U −

[
P + f−3

]
∇ · Ũ +

(
∇U +∇UT

)
: ∇Ũ

]
dΩ = 0, (C4)
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3

Figure 6. Comparison with the self-similar solution H(η) computed by Zhang and Lister [36] and the numerical integration of
the lubrication equation performed with Comsol [76].

η0

ξmax

η1

η = f(ξ)

fo

Initial guess Converged solution

θo

ξmax

ξmax tan θo

Stress-free or
Vr = F 0(θ)=r1+λ

Vθ = λF (θ)=r1+λ

θ
(0)
o

Figure 7. Left panel: sketch of the initial geometry used as initial guess for the Newton–Raphson algorithm. Right panel: final
solution obtained after the root-finding iterations. In particular f(ξ) and θo are obtained from the calculation. The boundary
conditions at ξ2 + η2 � 1 and 0 < η < f(ξ) are also represented.

where U = Ueξ +V eη and the del operator acts on the similarity coordinates ξ and η. The boundary condition along
the unknown free surface is that of vanishing stresses(

−PI +∇U +∇UT
)
· n = 0, (C5)

which is naturally accommodated in weak form. The ALE method was used again in this time-independent com-
putation but this time with an extra degree of freedom, namely, the vertical displacement δ of the free surface Γs.
This displacement was leveraged as a Lagrange multiplier for the imposition of the kinematic boundary condition by
solving the weak boundary PDE ∫

Γs

δ̃ [f/3− (ξ/3 + U)fξ + V ] dΓ = 0, (C6)

where δ̃ is the test function for the vertical displacement δ discretized using first-order Lagrange elements and dΓ
is the line element along Γs. This additional equation enabled us to use a standard Newton–Raphson root-finding
algorithm to iteratively solve for all the unknowns upon a tolerance, fixed to 10−5, provided a suitable initial guess.
Such an initial guess is depicted in Fig. 7, comprising a quadrilateral computational domain of vertical dimensions

η0 and η∞, horizontal span ξmax and initial angle θ
(0)
o and vanishing velocities U = V = 0. A convenient choice for

the tentative angle and η0 was provided by the scaled film shapes obtained from the full temporal evolution of the
Stokes equations near the breakup singularity. With this choice of the numerical parameters, the iterative algorithm
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described in the main text converged in a few iterations.
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[44] A. G. González, J. A. Diez, and M. Sellier, “Inertial and dimensional effects on the instability of a thin film,” J. Fluid

Mech. 787, 449–473 (2016).
[45] G. I. Barenblatt and Y. B. Zel’Dovich, “Self-similar solutions as intermediate asymptotics,” Annu. Rev. Fluid Mech. 4,

285–312 (1972).
[46] Christian Ruyer-Quil and Paul Manneville, “Improved modeling of flows down inclined planes,” Eur. Phys. J. B 15, 357–369

(2000).
[47] A. G. Gonzalez, J. A. Diez, Y. Wu, J. D. Fowlkes, P. D. Rack, and L. Kondic, “Instability of liquid cu films on a sio2

substrate,” Langmuir 29, 9378–9387 (2013).
[48] H. Krishna, N. Shirato, C. Favazza, and R. Kalyanaraman, “Energy driven self-organization in nanoscale metallic liquid

films,” Phys. Chem. Chem. Phys. 11, 8136–8143 (2009).
[49] J. T. McKeown, N. A. Roberts, J. D. Fowlkes, Y. Wu, T. LaGrange, B. W. Reed, G. H. Campbell, and P. D. Rack,

“Real-time observation of nanosecond liquid-phase assembly of nickel nanoparticles via pulsed-laser heating,” Langmuir
28, 17168–17175 (2012).

[50] V. Garg, P. M. Kamat, C. R. Anthony, S. S. Thete, and O. A. Basaran, “Self-similar rupture of thin films of power-law
fluids on a substrate,” J. Fluid Mech. 826, 455–483 (2017).

[51] J. D. Fowlkes, S. Horton, M. Fuentes-Cabrera, and P. D. Rack, “Signatures of the rayleigh-plateau instability revealed
by imposing synthetic perturbations on nanometer-sized liquid metals on substrates,” Angewandte Chemie International
Edition 51, 8768–8772 (2012).

[52] T. D. Nguyen, M. Fuentes-Cabrera, J. D. Fowlkes, J. A. Diez, A. G. González, L. Kondic, and P. D. Rack, “Competition
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