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Abstract

The unceasing development of autonomous robots in many different scenarios drives a
new revolution to improve our quality of life. Recent advances in human-robot interaction
and machine learning extend robots to social scenarios, where these systems pretend
to assist humans in diverse tasks. Thus, social robots are nowadays becoming real in
many applications like education, healthcare, entertainment, or assistance. Complex
environments demand that social robots present adaptive mechanisms to overcome
different situations and successfully execute their tasks. Thus, considering the previous
ideas, making autonomous and appropriate decisions is essential to exhibit reasonable
behaviour and operate well in dynamic scenarios.

Decision-making systems provide artificial agents with the capacity of making
decisions about how to behave depending on input information from the environment.
In the last decades, human decision-making has served researchers as an inspiration to
endow robots with similar deliberation. Especially in social robotics, where people expect
to interact with machines with human-like capabilities, biologically inspired decision-
making systems have demonstrated great potential and interest. Thereby, it is expected
that these systems will continue providing a solid biological background and improve the
naturalness of the human-robot interaction, usability, and the acceptance of social robots
in the following years.

This thesis presents a decision-making system for social robots acting in healthcare,
entertainment, and assistance with autonomous behaviour. The system’s goal is to
provide robots with natural and fluid human-robot interaction during the realisation of
their tasks. The decision-making system integrates into an already existing software
architecture with different modules that manage human-robot interaction, perception,
or expressiveness. Inside this architecture, the decision-making system decides which
behaviour the robot has to execute after evaluating information received from different
modules in the architecture. These modules provide structured data about planned
activities, perceptions, and artificial biological processes that evolve with time that are the
basis for natural behaviour. The natural behaviour of the robot comes from the evolution
of biological variables that emulate biological processes occurring in humans. We also
propose a Motivational model, a module that emulates biological processes in humans for
generating an artificial physiological and psychological state that influences the robot’s
decision-making. These processes emulate the natural biological rhythms of the human



organism to produce biologically inspired decisions that improve the naturalness exhibited
by the robot during human-robot interactions. The robot’s decisions also depend on what
the robot perceives from the environment, planned events listed in the robot’s agenda, and
the unique features of the user interacting with the robot.

The robot’s decisions depend on many internal and external factors that influence how
the robot behaves. Users are the most critical stimuli the robot perceives since they are
the cornerstone of interaction. Social robots have to focus on assisting people in their
daily tasks, considering that each person has different features and preferences. Thus,
a robot devised for social interaction has to adapt its decisions to people that aim at
interacting with it. The first step towards adapting to different users is identifying the user
it interacts with. Then, it has to gather as much information as possible and personalise
the interaction. The information about each user has to be actively updated if necessary
since outdated information may lead the user to refuse the robot. Considering these facts,
this work tackles the user adaptation in three different ways.

e The robot incorporates user profiling methods to continuously gather information
from the user using direct and indirect feedback methods.

e The robot has a Preference Learning System that predicts and adjusts the user’s
preferences to the robot’s activities during the interaction.

e An Action-based Learning System grounded on Reinforcement Learning is
introduced as the origin of motivated behaviour.

The functionalities mentioned above define the inputs received by the decision-
making system for adapting its behaviour. Our decision-making system has been designed
for being integrated into different robotic platforms due to its flexibility and modularity.
Finally, we carried out several experiments to evaluate the architecture’s functionalities
during real human-robot interaction scenarios. In these experiments, we assessed:

e How to endow social robots with adaptive affective mechanisms to overcome
interaction limitations.
e Active user profiling using face recognition and human-robot interaction.

e A Preference Learning System we designed to predict and adapt the user
preferences towards the robot’s entertainment activities for adapting the interaction.

e A Behaviour-based Reinforcement Learning System that allows the robot to learn
the effects of its actions to behave appropriately in each situation.

e The biologically inspired robot behaviour using emulated biological processes and
how the robot creates social bonds with each user.

xii



e The robot’s expressiveness in affect (emotion and mood) and autonomic functions
such as heart rate or blinking frequency.

Keywords: Decision-making system; Social robots; Autonomy; Human-Robot
Interaction; Intelligence; Biologically inspired models.
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Part 1

Introduction






The following chapters introduce the context and motivation of this thesis,
emphasising the problem of endowing social robots with biologically inspired decision-
making to improve the behaviour they exhibit during long-lasting interaction. Next,
we review the existing literature to provide a robust basis about the biology behind
human behaviour. Then, we continue this manuscript by a detailed review of the
most relevant decision-making systems integrated into social robots, highlighting those
based on biologically inspired concepts to generate the robot’s autonomous behaviour.
Finally, we conclude this part with an overview of current works in modelling adaptive
mechanisms and learning models in social robots, focusing on reinforcement learning and
preference learning since they are the techniques implemented in our decision-making
architecture.






CHAPTER 1

Introduction

“My brain is only a receiver, in the Universe there is a core from which

we obtain knowledge, strength, and inspiration.”

— Nikola Tesla

1.1. An introduction to decision-making

Curiosity is an inherent feature of human beings. Since childhood, the eagerness for
knowledge drives our lives, making us wonder about everything surrounding us. Our
desire to learn and improve expands our vision to broader and more complex social
contexts. Evolution endowed humans with incredible abilities that any other animal has,
especially in interacting with other peers. For this reason, the study of animal behaviour
(ethology) has set the spotlight on the neuroscientific basis that shapes human behaviour
[1]. Undoubtedly, the human body is an almost perfect organism that depends on many
biological processes to maintain the body in good condition. Although relevant advances
in the last two centuries have provided a more accurate description of the physiology of
the human body, the psychological processes occurring in the human brain have not yet
been wholly defined [2]. Therefore, human behaviour is a complex combination of the
deficits that our body demands to overcome and the interpretation that each individual
makes of the different circumstances they are involved in.

The capacity to produce reasonable decisions and to express how we feel is one of
the main human features [3]. Humans make decisions not only giving importance to their
physiological needs but performing a complex evaluation of their situation, which has a
strong influence on the emotional state of the agent [4].

Researchers attempt to endow machines with autonomous decision-making
capabilities considering recent advances in artificial intelligence and robotics. The
automation of industrial factories in the past century is the starting point in the rise of
autonomous machines. However, nowadays, researchers seek to extend the capabilities of
these systems towards more "intelligent" behaviours. Thus, autonomous robotic systems



are undergoing an unceasing development for being deployed in many different scenarios
[5]. As novel examples in the field it is possible to stand out self-driving vehicles [6],
artificial intelligence in video games and simulators [7], strategic military [8], medical
applications [9], or robotics [10]. More accurately, if we deepen in the area of social
robotics, many challenges have to be overcome to improve the performance of these
machines in applications like exhibiting a long-lasting natural behaviour, developing
a fluid and appropriate interaction with people, or adapting to dynamic and complex
situations without forgetting the principal goal of the robot [11].

Although technology improves by leaps and bounds, a moral debate opens around
these applications [12]. Will machines be capable of making autonomous decisions?
Should they be conscious about what they are doing? Will robots be able to express
emotions?  Artificial life and machine learning open a considerable diversity of
opportunities for improving our quality of life. However, there are still many problems to
solve in the area. This work addresses the main challenges of endowing social robots
with autonomous decision-making to exhibit natural and appropriate behaviour while
interacting with people and assisting them in their tasks. We focus on designing a system
based on biologically inspired concepts that allow the robot to adapt its behaviour to
the circumstances of the environment. Decision-making is a broad term that can be
defined as "basic cognitive processes of human behaviour by which a preferred option
or a course of actions is chosen from among a set of alternatives based on certain criteria"
[13]. Thus, this thesis has focused on designing and developing a software autonomous
decision-making architecture from a human neuroscientific approach. We believe that for
social robots to produce a natural and smooth interaction with people, they should behave
similarly to them and adapt to the diverse circumstances of the environment.

1.2. Context

In the last two decades, the social robots laboratory, a division of the Robotics Lab!
research group at the University Carlos III of Madrid, has focused on researching the
application of social robots in Human-robot Interaction (HRI) scenarios. One of the
current research lines of the group is designing and developing solutions for older adults
with cognitive impairment. Our vision is that robots assist doctors and caregivers in
finding an alternative line towards improving the patients’ quality of life. At the same
time, our robots assist the elders and provide them with companionship and entertainment.
Nonetheless, the group also researches in other lines devoted to investigating how to
improve the HRI, user adaptation, perception systems, and related applications in social
robotics.

Despite the wide range of lines in which our research group works, the origin of
the research line behind this thesis arose around 2006, with the development of the

"http://roboticslab.uc3m.es/roboticslab/
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social robot Maggie [14]. Since then, several PhD theses have seen the light, seeking
to research how to improve the interaction with humans and other fundamental aspects of
these machines. In 2007, Maria Malfaz presented her thesis [15] about decision-making
based on emotions and self-learning for autonomous social agents. In her work, Malfaz
designed a Decision-Making System (DMS) intended for autonomous social agents.
The system takes inspiration from biological animal processes to decide how a virtual
agent behaves in different situations. The biological basis of the work mathematically
represents the agent’s needs, motivations, and emotions, important modulators of human
behaviour. The agent autonomously manages action selection by considering the state
of other agents and resources (objects) in the environment. Using a modification of the
classical Reinforcement Learning (RL) algorithm Q-learning [16], the architecture bases
the action selection process on a learning environment that considers the artificial deficits
of the agent, their effects on its motivational state, and the state of the robot regarding
the state of other agents and objects that surround it. The DMS was evaluated in a multi-
user virtual environment where the goal of the agent was to maintain the best possible
internal state (reduced deficits) while interacting with other agents. During the learning
stage, the agent had to explore the environment to obtain enough information about the
benefits/problems produced in each situation. Once the agent learned a behaviour policy,
the agent exploited it by selecting the best action in each situation. In the virtual world,
the agent faces different types of agents (friends, enemies, and neutral), perceiving a wide
range of stimuli, whose effects modify the emotional responses of the agent.

Continuing with this research line, Alvaro Castro [17] developed a biologically
inspired decision-making architecture for the social robot Maggie [14] ended in 2012. His
thesis supposed another step towards endowing social robots with autonomous decision-
making since it was implemented and assessed in a real HRI scenario. Like the work
developed by Malfaz, the robot’s behaviour depends on its motivational and emotional
state. Both states depend simultaneously on the deficits that the artificial processes of the
robot emulate. Castro considered emotions as discrete independent processes playing an
essential role in the motivated behaviour of the robot. In the model, Castro emphasises the
role of happiness and sadness on learning, making the robot happier if it receives positive
rewards and sadder if the result of an action is unsatisfactory. Using the system, Maggie
could perform an autonomous behaviour, including social interactions with people.

Interestingly, the model considers the influence of emotional states on motivated
behaviour by studying the role of fear on the fight-flight response to avoid risky situations.
The architecture extended the ideas initially presented by Malfaz, endowing a real social
robot with autonomous biologically inspired behaviour for interacting with people for
a long time. The software was developed to be flexible and modular to be easily
implemented in different robots.

Some years later, in a thesis that ended in 2014, Fernando Alonso studied how to
improve HRI using multimodal dialogues [18]. Alonso developed a HRI software system
for social robots based on Natural Language Processing (NLP) techniques. Initially, the



work assessed and tested the most novel algorithms in Automatic Speech Recognition
(ASR) and integrated them into the architecture to obtain the best performance of the
robot. Once accomplished, Alonso focused on converting text to speech using Text-
to-Speech (TTS) motors for allowing the robots to communicate with people verbally.
Besides, the system contains non-verbal sounds to improve the expressiveness and
naturalness of the robot, allowing it to attain a high level of engagement in the user. The
architecture includes robust adaptive mechanisms to personalise the voice and gestures of
the robot to different users. The system pretends to enhance the quality of the interaction
by considering each person’s features that interact with the robot.

Finally, the work started by Pérula [19] in 2017 continued with designing and
implementing an autonomous decision-making system in the social robots of the group.
The primary contribution of this thesis consisted of including motivational states related
to the user’s satisfaction and the definition of the robot’s skills as functionalities that can
be started and stopped at will by the robot, generating a complex sequence of actions. In
this context, the robot used Q-learning to map from situations to action to learn how to
maintain an optimal welfare state.

The four theses introduced above supposed a solid inspiration for the realisation of
this dissertation. In our contribution, we concentrated on extending the previous works,
especially autonomous decision-making and biologically inspired models like Malfaz,
Castro, and Pérula did. Moreover, drawing on the ideas presented by Alonso, in this
thesis, we address user adaptation, including profiling and learning techniques to improve
HRI. The architecture developed in this work includes novel advances in neuroscience
research, aiming at replicating animal(human) organisms in social robots. The idea is that
the autonomous DMS controls the behaviour exhibited by the robot during long-lasting
interactions with people. The implementation of the architecture in social robots allows
us to investigate the effects of biologically inspired processes in artificial systems, like
for example, the role of emotion on behaviour, how deficiencies in biological processes
may lead to mental disruption or the effect of biologically inspired behaviour on user
acceptance and robot usability.

1.3. Motivation

In the last years, autonomous systems have settled in many social scenarios [20-23].
New trends in artificial intelligence such as Deep Learning (DL) [24] and RL [25]
have increased the capabilities of autonomous agents, producing an incredible industrial
growth [26].Considering these facts, in the last years, social robots are becoming real in
applications such as healthcare [27], education [28], or manufacturing [29].

The deployment of social robots in environments where they cooperate with humans
for fulfilling a specific task requires robust HRI mechanisms [30]. Consequently, the
social communication between both agents should present a coherent understanding



from both sides. In this sense, social robots provide many benefits in their used
domains. For example, social robots in healthcare demonstrate valuable outcomes in
cognitive stimulation therapies, assistance to caregivers, or social support to elders [31,
32]. Similarly, social robots in education provide positive results as they increase their
emotional and cognitive capabilities serving as learning tutors [28]. It is worthy of noting
that there exists a great potential of social robots in working with children presenting
autism spectrum disorder [33]. Finally, the use of social robots in the service sector has
been extended in the last years, facilitating the execution of repetitive tasks and replacing
humans where the workforce lacks [34]. Thus, the number of applications where social
robots are necessary is increasing. In these contexts, the autonomy of social robots is
important to avoid a continuous intervention of human workers in the task [35]. Therefore,
for these systems to successfully operate, developers have to endow them with adaptive
processes that allow them to modify their behaviour depending on the situation. Thus,
to work in increasingly complex scenarios is essential making appropriate, autonomous
decisions. The motivation for this thesis arises from the necessity that artificial systems
in general, and social robots in particular, have of exhibiting an appropriate autonomous
behaviour to attain their goals. Drawing on human capabilities and the way we reason
about our actions, decision-making in social robots have taken on a biologically inspired
approach for users to feel the robot as a similar peer. In essence, the DMS presented in
this manuscript is based on biologically inspired mechanisms to attain naturalness during
interaction with people.

Decision-making is, from our point of view, a complex and necessary process that
determines the successful operation of the robot. The robot’s decisions influence users
acceptance and the robot’s usability in many different ways, being this influence more
notable in social robotics [36]. Recent advances in machine learning and biologically
inspired modelling provide researchers with solid foundations to develop more and more
novel decision-making architectures for autonomous systems, including social robots
[1]. In artificial decision-making, valuable biologically inspired models previously
attempted to simulate the natural processes of living beings in autonomous machines in
the last years. According to [37], biologically-inspired architectures provide a strong
neuroscientific foundation since they ground on how rational animals like humans make
decisions. In this work, we pretend to go one step beyond the current works in the
literature by deepening in modelling how social behaviour emerges in humans. Hence,
we pretend to develop a fully autonomous system that allows our social robots to make
appropriate decisions while assisting users with their tasks.

1.4. The problem

The previous section showed how the number of domains where social robots operate
has increased in the last decade, introducing the motivation of this thesis. Social
robots essentially emerged as an aid to workers for improving people’s quality



of life [38]. The first social robots presented difficulties adapting to dynamic
and unpredictable environments since their goal was predefined and did not allow
modifications. Nonetheless, the blossom of artificial intelligence and machine learning
in the last years opens a wide range of opportunities and alternatives to endow social
robots with the possibility to predict changes in the environment and anticipate them
[10]. These improvements permit social robots to improve their capabilities in areas like
social adaptation, HRI, learning from past experiences, or exhibiting a natural behaviour.
Nevertheless, it is still necessary to continue working in general approaches for social
robots to improve their behaviour, especially in fulfilling a natural interaction with their
users.

This thesis tackles the problem of developing a decision-making architecture for
social robots to overcome three critical issues. First, in complex dynamic environments,
robots require a robust DMS that allows them to modify their behaviour to the situation
where they are involved, anticipating unexpected changes like the ones that happen in
social scenarios. Second, the robot must adapt to the users it interacts with, using
past experiences to improve the social communication with the human, driving the task
according to their features and preferences. Finally, its users must accept the robot and
attain high usability to engage people in long-lasting interactions. Next, we provide our
contribution to solving the three problems mentioned before.

1.4.1. Generation of natural behaviours in social robots

A DMS is a module in autonomous architectures that allows the artificial agent to take
suitable actions for completing its task. The initial DMSs in artificial systems were based
on simple rules that made decisions according to if-else statements using probabilistic
rules [39, 40]. The emergence of machine learning techniques and recent advances in
neuroscience enabled an important revolution of software architectures that evolved to
more complex systems, including adaptive and learning capabilities [41]. Nowadays,
many DMSs used in social robotics are based on RL models that represent how the system
should act in the environment for completing their task [42—44]. However, these models
generally lack in exhibiting a natural, long-lasting adaptive behaviour to the situation and
context that allows the agent to react to sudden environmental changes. To overcome the
lack of adaptivity and naturalness in the generation of autonomous behaviour, we propose
an autonomous DMS based on biologically inspired concepts for making appropriate
decisions. The system emulates relevant biological processes in humans, describing
physiological and psychological aspects like motivation or emotion that we consider the
drivers of the robot’s behaviour. Similar works have previously addressed decision-
making using biological models for social robots for improving the naturalness with
which the agent behaves [45-47]. However, they work in predefined scenarios rather
than a complex and dynamic environment like our robots face.

10



Autonomous decision-makers in real-time domains require robust information to
produce appropriate actions. Thus, the perception system is a critical component that
provides valuable information for the continuous adaptation of the system. Disturbances
in the information handled by the DMS may yield incorrect decisions, leading the system
to fail on the fulfilment of its task [48]. In the architecture we present in the following
chapters, the decision-making process is supported by a wide diversity of information
from the environment, such as the user’s features, perceptions from the environment, or
deficits in the artificial biological variables that emulate how the robot physiologically
and psychologically feels. Using this information, the robot’s decisions are expected to
become more natural and user-adapted.

1.4.2. Robot adaptation to users

Social relationships are complex processes in the human species. The social features of
each person rely on many different factors (e.g. context, preferences, or genetics) that
makes it particular of the individual [49]. In this sense, for social robots to accomplish
users’ expectations and fulfil their tasks, they should exhibit an adaptive social behaviour
that personalises the interaction to the user that the robot is facing.

As mentioned in previous sections, social robots can be devised for many different
applications. For example, robots used in educative environments require a personalised
roadmap for each child [50]. Similarly, social robots dedicated to assisting older adults
in cognitive stimulation therapies need customised exercises that have to be conducted
explicitly by doctors and therapists. These two examples are just two cases in which user
adaptation is essential for engaging users and customising the interaction. In such a way,
the DMS might include straightforward mechanisms to identify the users it interacts with
and tailor its behaviour and functionalities to them.

So far, the works describing social robots that can modify their behaviour to different
users present inflexible mechanisms for changing the interaction mode from one user
to another [51, 52]. These mechanisms often require restarting the system to load the
user’s information or retrain machine learning models when the robot faces a new user.
Typically, this lack of flexibility is due to the predefinition of the robot’s goal, not allowing
it to redefine its goals online [53, 54]. Consequently, to overcome these issues, this thesis
proposes an adaptive online method that lets the robot dynamically identify the users it
interacts with and appropriately adapt its behaviour to personalise the interaction. Unlike
previous works, our method is entirely carried out online, without the necessity to restart
the system or modify the robot’s hardware settings, allowing the robot to recognise new
users and acquire information from them.
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1.4.3. User acceptance and robot usability

Although social robots have a great potential for assisting humans in many different tasks
[55], recent studies [56, 57] show that most people are reluctant to incorporate robots in
their daily lives. The biggest concerns of people about the inclusion of robotic platforms
are the replacement of human workers by robots, the belief that a robot is not a capable
system (a human can do it better), a sensation of unnaturalness in the interaction and the
behaviour the robot exhibits, lack of privacy, and fear to be hurt by the machine. Social
robots are significantly affected by the last three cases, provoking many users to feel
uncomfortable when using the robot. This fact translates into a lack of confidence and
acceptance of the system.

To overcome these problems, we focus on developing a DMS grounded on
biologically inspired concepts for making a more capable system that people accept
and find easy to use. Users have repeatedly assessed the system to check whether their
acceptance and degree usability of the robot were correct. The users’ suggestions and the
analysis of the features they do not like about the robot allow us to incorporate changes in
the robot’s behaviour to improve its performance using the mechanisms explained in the
previous section.

In this line, from our point of view, the expressiveness and liveliness that the robot
shows are very important to transmit naturalness and confidence to the users. For this
reason, in this work, we investigate how to represent the affective state and autonomic
processes generated by the biologically inspired model using the robot’s actuators. Our
goal is to transmit to the users how the robot feels for allowing them to understand how
the robot is behaving and why it takes a specific action. We believe that exhibiting an
appropriate and natural expressiveness may enhance the users’ perceptions about the
robot, increasing acceptance and engagement in long-lasting interactions.

1.5. Objectives

This thesis aims at developing an autonomous decision-making architecture for social
robots to proactively and naturally generate the robot’s behaviour.

To reach the main objective of this thesis, additional important sub-goals were defined
to achieve the initial requisites of the architecture. We divide the sub-goals into those
related to scientific research and those related to the technical aspects.

On the one hand, the goals related to the scientific research carried out in this thesis
are the following:

1. As a starting point, we researched modelling techniques of biologically inspired
processes for supporting the decisions made by the system. The study comprised
the basis of behaviour, motivation, emotion, neuroendocrine responses, or the effect
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of the body’s deficits on the agent on homeostasis and allostasis, among other terms.
Then, we developed a motivational model that embraces these processes, so the
robot behaves considering its internal and external situation.

2. Animportant requirement of the system was to personalise HRI. For this reason, we
aimed at developing an active user identification and profiling system to characterise
the users that interact with the robot and obtain information from them using
interaction. We believe that by personalising the interaction, the robot usability
and user acceptance will increase, engaging users. The personalisation of HRI was
not carried out in a single stage but divided into several steps that embraced the
duration of the thesis. Besides it terms of behaviour adaptation, we seek to endow
social robots with a bio-inspired adaptive process that modulates the robot’s internal
state and behaviour according to the quality and features of the interaction.

3. The robot has to learn from past experiences which actions are more appropriate
to its current circumstances. Considering that our robots are designed for
entertainment and cognitive stimulation therapies, we focused on learning a general
method to map the robot’s actions to the situations it is experiencing for maintaining
a good internal state. Besides, we concentrated on learning the user’s preferences
towards the entertainment activities of the robot to personalise HRI. The search for
the most optimal algorithm for obtaining such functionality encompassed different
stages that led to different implementations and evaluations.

4. Realise a natural and fluid interaction with people translating its biologically
inspired processes into expressive reactions based on affect and autonomic control
of the robot’s actuators.

5. The proposed module had to be validated in real human-robot scenarios to test
its operation and versatility. During the assessment, it is fundamental to vary the
target population of the different studies that validate the system since the behaviour
exhibited by older adults is very different from the one exhibited by children.

On the other hand, the goals related to the operation of the software architecture
developed in this thesis are the following.

1. The DMS proposed in this thesis has to be multiplatform so that it can work in all
the robotic platforms of the group.

2. The system has to be straightforward to use and understandable by users, even those
without any expertise in robotics. The goal is to develop a system that people can
use without any problem, allowing the users to fulfil the task they want to execute
with the aid of the robot.

3. The system has to be modular to be straightforwardly implemented in the software
architecture of the robot. Our robots and other platforms are based not only on
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the DMS but also on different modules that must work in synchrony to attain
their goals successfully. Thus, for example, it is critical that the DMS correctly
communicates with the perception and actuation systems of the robot in order to
produce appropriate behaviours.

4. The DMS has to be flexible and adapt to different users. Robot users are broad
and diverse, so a machine able to present adaptive capabilities will have more
possibilities to be accepted and succeed in accomplishing its goals.

5. The entire system developed for this thesis has to be integrated and run in a real
robot. One of the most significant limitations of machine learning algorithms and
software architectures is the processing capabilities of the hardware devices that
define the physical robot. For this reason, the software must overcome the hardware
limitations and be robust enough to carry out its functionality.

1.6. Content overview

The following paragraphs enumerate and describe the organisation of the rest of this
thesis.

e Chapter 2: Recent advances in neuroscience provide researchers in artificial
intelligence with new mechanisms to improve the functionalities of artificial
systems.  Social robots must present a natural behaviour that humans can
easily interpret to meet the people’s expectations that emerged during the HRI.
This chapter contains the biological foundations of human behaviour from a
neuroscientific approach, starting with the functions of simple neurons to the most
complex cognitive processes like emotion and motivation.

o Chapter 3: This chapter begins by describing necessary research in autonomous
social robots. It starts with presenting novel robotic platforms both for research and
publicly available. Then, the chapter presents the most relevant and novel decision-
making architectures and biologically inspired models in motivated behaviour and
affect.

e Chapter 4: Social robots act in a complex and dynamic environment. To perceive
and adapt to such changes, it is fundamental to endow the robot with machine
learning techniques to improve its performance. This chapter introduces research
works in learning and adaptation applied to social robotics that inspired our system.
Then, we state the learning techniques that we have used during this thesis in terms
of Reinforcement Learning (RL) and Preference Learning (PL).

e Chapter 5: This work was carried out in the social robots research centre of
the RoboticsLab at University Carlos III of Madrid. This chapter presents the
principal robots of the group in terms of software and hardware. These platforms

14



implement the software architecture developed in this thesis, extending the robots’
functionalities toward endowing them with a logical and natural behaviour. Among
the multiple functions (skills) of the robots, we stand out those with a high level of
impact on the decision-maker, considering whether they are continuous (working
full time) or conditional (discrete activation).

Chapter 6: The biological foundations behind human behaviour were presented
in Chapter 2. Drawing on this neuroscientific basis, this chapter presents the
motivational model developed for endowing social robots with an internal system
that supports the decision made by the robot. The model characterises the
evolution of different biological processes (including affective states) as the origin
of motivated behaviour and autonomic responses. The output of the motivational
model is an essential input of the DMS since it informs the robot about significant
deficits in its internal system.

Chapter 7: This chapter describes the autonomous decision-making architecture
developed in this thesis. First, the chapter presents the architecture in terms of
functionality and operability. Next, the chapter describes how the DMS controls
the conditional skills of the robot. Then, we explain how the perception manager
of the robot and the agenda manager send information to the DMS modifying its
operation depending on the flow of the interaction with people. The DMS considers
the motivational and affective state of the robot to make decisions that depend on
the intensity of a wide range of internal and external processes. Then, the chapter
presents how the biological processes of the robot evolve from a neuroendocrine
perspective. Finally, we present essential learning and adaptive mechanisms in
the DMS, principally regarding action learning, user profiling, and adaptation
preferences.

Chapter 8: In this chapter, we present the evaluation of the robot functionalities
related to the experiment related to the stay at the University of Hertfordshire, where
we developed an adaptive affective architecture to engage users and personalise the
interaction with them.

Chapter 9: In this chapter, we evaluate the Preference Learning System to
personalise the selection of entertainment activities to each particular user.

Chapter 10: This chapter describes the Behaviour-based Learning System
developed to map situations to behaviours and allow the social robot Mini to learn
the best behaviour to execute according to its internal and external state.

Chapter 11: In this chapter, we present experiments related to the biologically
inspired behaviour exhibited by the social robot Mini during long-term interactions
with people. We analyse the evolution of biological functions emulated in the
robot to exhibit natural and autonomous behaviour. Finally, we present an allostatic
mechanism to regulate the robot’s social behaviour to friendly or aversive users.
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e Chapter 12: This chapter focuses on introducing the main results regarding
the robot expressiveness. It focuses on two approaches: simulating autonomic
functions and physically representing them in the robot and assessing the affective
expressiveness of our social robot Mini.

e Chapter 13: The system developed in this contribution contains some limitations
that should be considered. This chapter discusses the main results of this work and
presents the limitations providing insights about how to tackle them in the future.

e Chapter 14: The dissertation finishes by presenting the main conclusions of
this thesis. It also contains future research that will be carried out to improve
autonomous decision-making processes in social robots, considering neuroscience,
learning, and adaptation research.
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CHAPTER 2

Decision-making in humans: biological
foundations

The following chapter states the biological foundations that shape the motivational and
affective state of the robot as the origin of its behaviour. The decision-making architecture
presented in this dissertation attempts to draw on how human behaviour emerges. The
following sections continue with a comprehensive overview of the essential processes
involved in human behaviour. This review begins with the nervous system as the primary
modulator of voluntary and involuntary behaviour. Then, we deepen into the homeostatic
and allostatic regulation of biological functions to maintain the body in optimal condition.
Next, we move towards a more general vision of how the human body works, presenting
its main physiological and psychological processes that can be emulated in social robots.
Finally, we describe the importance of motivation and affective states of decision-making
and the behaviours we take.

2.1. The nervous system

The nervous system is a collection of specialised cells called neurons that connects the
brain and spinal cord with the different parts of our body. Its principal function is to
coordinate action and sense the environment to produce appropriate responses [58]. Thus,
neurons detect changes in the environment throughout different tissues distributed along
the body, reacting according to the intensity of the stimulus. Sensations translate into
electric signals that travel to the brain and other body regions, producing coordinated
commands to control specific responses [58].
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Figure 2.1: Structure of the human nervous system. The nervous system divides into
the CNS, formed by the brain and the spinal cord, and the PNS. The PNS subdivides
into the ANS, that controls involuntary behaviour, and the SNS, that controls voluntary
movements. The ANS divides into three division: parasympathetic, sympathetic, and
enteric, controlling autonomic reactions such as heart rate or respiration frequency.

Structurally, the nervous system divides into the Central Neurvous System (CNS) and
the Peripheral Nervous System (PNS) (Figure 2.1). On the one hand, the CNS includes
the brain and the spinal cord, two important regulators of sensory activities, information
processing, and motor control [59]. While the brain is in charge of processing the
information of the body sensors and generate appropriate signals for controlling actions,
the spinal cord connects the brain to the PNS for transmitting the information [59]. On
the other hand, the PNS subdivides into the Autonomic Nervous System (ANS) and the
Somatic Nervous System (SNS) [58]. The ANS manages many physiological involuntary
processes, like heart rate, temperature regulation, blood pressure, breathing, or pupillary
dilation and constriction [60]. Conversely, the SNS controls voluntary movements of the
skeletal muscles. The SNS contains afferent nerves that transmit sensations to the CNS,
the CNS processes them, and generates motor stimulation carried through efferent nerve
fibres in the SNS causing muscle contractions [61].

The ANS divides into the sympathetic division, whose activation leads to high levels
of activity and arousal (fight-flight response), the parasympathetic division, in charge of
the rest and relax actions, and the enteric division, which controls the digestive system
[60]. Like Figure 2.2 shows, increased activity of the sympathetic division causes pupil
dilation, increases blinking rate and heart rate, stimulates respiration by dilating the
bronchi, and promotes locomotion. On the other hand, the parasympathetic nerves cause
the opposite effects [62]. The control exerted by the different divisions of the nervous
system over the multiple processes of the body depends on the production and secretion
of chemical substances. These substances affect a wide range of biological processes
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Figure 2.2: Parasympathetic nerves controls the unconscious body actions related to rest.
Thus, it reduces eye movement, heart rate, respiration, and locomotion. The activation of
the sympathetic nerves leads to the opposite effects: increased blinking, heart, respiration
rate, pupil dilation, and locomotion stimulation, among others. These actions arise via the
spinal cord, which contains nerve terminals that project to many different regions of the
body regulating their rhythms.

[63]. The organism’s internal milieu relies on their autonomous regulation and how they
regulate our organism. This effect has commonly been denoted as homeostatic control.
The following section introduces homeostasis as the maintenance of the internal milieu
and allostasis as the adaptation of the homeostatic processes to environmental changes.

2.2. Homeostasis and allostasis

Homeostasis, a term coined in 1927 by Cannon [64] after the novel findings of Bernard
[65], refers to the maintenance of the physiological processes of a living organism inside
optimal constant ranges by self-regulation. The body’s physiological processes must
be kept inside optimal ranges to assure the survival of the individual. Deviations from
their ideal values cause deficits in the physiological state of the agent that must be
corrected. Thereby, every physiological process of the organism has an optimal value,
and deviations from this value cause a deficit that will lead the agent to correct. Hence,
deficits drive our behaviour, motivating us to execute specific actions to maintain our
bodies in good condition [66, 67]. An example of a homeostatically controlled variable
is body temperature. Under normal conditions, the human body temperature is optimal
around 37° Celsius. Besides, it must be above 30° Celsius and below 43° Celsius for
survival. If the body temperature is significantly above its optimal value, the body will
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sweat, eliminating toxins in contact with the air and evaporate and refrigerate the body.
Otherwise, if the body temperature is substantially below its optimal value, the body
will shiver to produce heat that elevates our body temperature [68]. Extremely abnormal
values in a physiological process of an organism can suppose a considerable risk for
its survival. Thus, the body has to execute behaviours to correct deficits, not only to
maintain good well-being but to survive [65]. It is worthy to note that the ranges and
optimal values differ across individuals [69]. It is also important to note that homeostatic
regulation affects both voluntary and involuntary processes like thirst or the heartbeat,
being the involuntary ones regulated unconsciously.

Although the homeostatic control of the body has been widely accepted in the last
decades, it can not explain the variations of some physiological processes regarding
environmental changes. For example, the body temperature presents higher values during
the late evening and lower values during the sunlight hours [70]. This fact goes against
the initial postulate of homeostatic control since not all physiological processes remain
stable with time. Considering the previous facts, Schulkin and Sterling defined the term
allostasis as the predicted adaptation of the optimal set-point of a physiological process
to meet anticipated demand [71]. This definition suggests that regulatory mechanisms are
not constant but rather anticipatory to unpredicted conditions. Hence, the homeostatic and
allostatic physiological control should be considered as complementary theories instead
of opposites, since the allostatic approach extends the homeostatic classical view, like
Figure 2.3 depicts.

prior knowledge — prediction

setpoint ——» @ —» effector setpoint ——» @ — effector

sensor «— | controlled sensor «— | controlled
variable variable
(a) Homeostatic regulation. (b) Allostatic regulation.

Figure 2.3: Regulatory mechanisms for the a) homeostatic and b) allostatic control
systems. Both approaches are based on a negative feedback loop to correct the error
of the controlled variable. Nevertheless, the allostatic control includes a prediction made
from the prior knowledge of the system, that is used to minimize the error [72].

Recent studies suggest that the allostatic regulatory model can also be extended to
psychological processes, like those involved in social behaviour [73, 74]. For example,
our trust or pair-bonding on other people depends on how they behave with us and our
own feelings. Thus, the optimal value of these psychological processes varies depending
on past and current social experiences. Besides, valuable results invite researchers to
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believe that psychological circumstances affect the agent’s physiology, indicating that
physiological processes are also adaptive rather than constant in time [75]. Although
an allostatically controlled system is supposed to anticipate errors and, consequently, be
more efficient than a homeostatically controlled system, anticipation may be misleading.
Thus, allostasis does not guarantee that deficits do not appear but attempts to anticipate
them [73]. Allostatic control regulates the organism at multiple levels, from chemical
production and secretion to the control of more complex physiological and psychological
processes. The following section describes the most critical neuroendocrine responses of
the human body, highlighting the influence of neuroendocrine substances in the allostatic
control of important biological responses.

2.3. Physiological and psychological aspects of human behaviour

A living organism contains a wide variety of biological processes that simultaneously
control the actions of human bodies. These processes actuate together to maintain
the internal milieu of the organism. Their disruption may lead to unrepairable
deficiencies causing very adverse effects, like, for example, permanent diseases [76].
The following two sections describe the physiological and psychological aspects behind
human behaviour, paying particular attention to those that can be implemented in our
social robots.

2.3.1. Physiology

Physiology refers to studying the physical and chemical functions occurring in a living
organism. It comprises the study of tiny cells to more complex entities like organs [77].
The following sections describe important aspects of human physiology, emphasising the
role of neuroendocrine substances in biological functions and how physiological variables
are generated and affect human behaviour.

2.3.1.1 The neuroendocrine system

The regulation of the biological functions occurring in the human organism depends on
the production and secretion of chemical substances called neuroendocrine substances
[78]. Endocrine glands produce and secrete hormones [79] and nerve endings hold
neurotransmitters [80]. These substances are influenced by internal and external
disturbances of the organism [81]. While neurotransmitters act locally in adjacent cells,
hormones influence cells located at different body regions by travelling throughout the
bloodstream. Hormones and neurotransmitters have a similar function, altering other
cells’ operations. It is worth noting that some substances, like dopamine, are considered
hormones and neurotransmitters.
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Substance Physiological effects Psychological effects Interactions
Orexin [86
Regulates sleep [82-84] rexn'l (86]
. C e Dopamine [87]
Melatonin Reduce body temperature [84] Deficit elicit sad moods [85] CRH [88]
Inhibited by light [82
nhibited by light [82] Adrenal norepinephrine [89]
Melatonin [86
Regulates wakefulness [90, 91] Alertness [94] ca or.nn [86]
Dopamine [95]
. Narcolepsy [92] Arousal [94] .
Orexin . K Serotonin [92]
Controls appetite [93] Attention [93] . . .
Energy homeostasis [93] Memory [93] Brain norepinephrine [96]
& e Y CRH [97]
Reward seeking [100, 101]
Motivated behaviour [101]
Stimulated by light [98] Anhedonia [102], apathy [103],
Dopamine Locomotor activity [87, 99] or dysphoria [104] Melatonin [87]
Coordination [99] Possible cause of Parkinson [105]
Positive emotion and mood [106, 107]
Social play motivation [108]
E bal. 109
. nergy. @ ‘a nce [109] Controls negative affective states [107] .
Serotonin Respiration [109] . Dopamine [101]
. Low levels may cause depression [110]
Locomotion [109]
Fight-flight response [111
'€ }g . res.ponse L1 Regulation of anger and fear [111]
. Pupil dilation [112] .
Brain Increase attention [116] Stress hormones [118]

norepinephrine

Heart rate [113]
Blood pressure [114]

Increases arousal [117]
Social play motivation [108]

Dopamine and serotonin [119]

Appetite [115]

Prosocial behaviour [120]

Positive physical

Oxytocin contact [121, 122]
Reduces stress [123, 124]
Pair-bond formation [125]

Calmed mood [126]
Trust [127]
Generosity [128]
Cooperative behaviour [129]

Stress hormones [130]

Aggressive behaviour [131]
Blood pressure [132]
Circadian rhythms [133, 134]

Stress hormones [132]
Dopamine [133]

Arginine Controls negative mood disorders

vasopressin (e.g. anxiety, depression) [135]
Corticotropin-releasing Food intake [136]
hormone Regulates aggression [137]

Similar to CRH

Reduces curiosity [138]
Depressive disorders [132]

Similar to CRH

Stimulates ACTH [139]

Adrenocorticotropin Stimulates cortisol [130]

Manages anger and fear [140]
Territoriality, focused attention,
sustained effort, memory, learning,
arousal, and perception [142]

Inhibits CRH and ACTH [130]
Controls norepinephrine
and epinephrine levels [143]

Stress control [140]

Cortisol N
Energy homeostasis [141]

Aut ic functi Regulation of anger and fear
utonomic functions
Adrenal (bigger influence on fear) [146]

Increases heart rate [144] Stress hormones [130]

epinephrine Disruption of this system may
Increase blood pressure [145] i .
cause anxiety and depression [147]
Adrenal Similar to epinephrine
.rena . Similar to epinephrine ! l pinephrt Similar to epinephrine
norepinephrine but bigger effect on anger

Table 2.1: Summary about the most important physiological and psychological effects
caused by each neuroendocrine substance considered in this thesis and the most important
interactions among them. In bold, those effects simulated in our motivational model.

The following sections describe important neuroendocrine responses occurring in
the human body that are included in our motivational model, a module of the DMS
that generates the robot’s behaviour according to emulated biological functions. Like
in humans, Melatonin (MT) and Orexin (OX) control the robot’s circadian sleep-
wake cycle, that is, the rest-activity phases of the body [148]. The system regulates
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emotion, motivation, memory, or learning considering the influence from the monoamines
Dopamine (DA), Serotonin (SE), and Brain norepinephrine (BNE) [149]. Oxytocin (OT)
and Arginine vasopressin (AVP) modulate the robot’s social behaviour. While oxytocin
controls the positive side of socialisation, arginine vasopressin is involved in regulating
aggression [150]. Finally, the Hypothalamic-pituitary-adrenal (HPA) axis clusters the
effects of a broad group of hormones such as Corticotropin-releasing hormone (CRH),
Arginine vasopressin (AVP), Adrenocorticotropin (ACTH), Cortisol (CT), Epinephrine
(EPI), and Adrenal norepinephrine (ANE), that handle the stress response and many
autonomic functions of the robot [130]. Table 2.1 summarises the features of these
substances on human physiology, psychology, and their most significant interactions with
other substances. In bold, we emphasise those effects considered in this thesis. Next,
we describe the main biological processes (physiological and psychological) affected by
neuroendocrine substances that we emulate in our social robots. This description aims to
provide a robust biological basis for the motivational model we propose in Chapter 6.

2.3.1.1.1 Sleep-wake cycle and circadian rhythms

Our bodies undergo a wide range of variations during a natural day. These variations,
usually called circadian rhythms, control many aspects of our lives such as mood,
temperature, or blood pressure [103, 151]. Many studies hold that the circadian
pacemaker is in the Suprachiasmatic nuclei (SCN), a brain region in the hypothalamus.
Initially, many researchers agreed that circadian rhythms were controlled by the SCN, but
recent studies suggest that other glands also participate in the periodic control of important
biological processes [130, 144]. Impairments in the SCN cause disruptions in many
psychological and physiological processes causing mood disorders like depression [152].
It also causes physical imbalances in body temperature, hormone production, and blood
pressure [153]. Recent findings suggest that the SCN reacts to environmental changes
anticipating the body responses to, for example, predator risk, food availability, or light
conditions [154].

The circadian pacemaker receives abundant stimulation from the retina, which
innervates with light [155]. This fact reveals that the sleep-wake cycle is managed by the
secretion of melatonin and orexin, two hormones involved in sleep and wakefulness as
opposite signals. Melatonin exhibits a circadian rhythm that peaks around 8:00pm with a
nadir in the early morning (8:00am) [87]. In daily active animals, melatonin production is
interrupted due to unexpected bright light exposure during the night [82], a clear indicator
of the strong influence of the light on its endogenous levels. For this reason, melatonin
levels inform the body about the timing and duration of the light period [87]. Contrarily,
orexin neurons are responsible for wakefulness, alertness, or arousal [93]. The levels of
this hormone rise with light, affecting many other processes like shown in Figure 2.4.

2.3.1.1.2 Regulation of affective states
The monoamine nuclei are a group of cells that produce and secrete the monoamine
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Figure 2.4: Stimulations of the melatonergic and orexinergic regions in the human brain
by photic receptors in the retina. The light-dark phase controls the SCN, which regulates
the endogenous basal levels of both hormones. While melatonin controls the sleep drive,
orexin controls wakefulness.

neurotransmitters dopamine, serotonin, and brain norepinephrine [156]. These substances
are produced by the limbic system, a brain region that regulates psychological processes
like emotion and mood [157]. As Figure 2.5 shows, dopamine, serotonin, and bran
norepinephrine project to multiple brain regions controlling important psychological
processes like learning, reward processing, or memory. More precisely, dopamine is
implicated in positive affective states like joy or happiness [107, 158]. Similarly, serotonin
also controls positive mood, modulating negative affective states [109]. Finally, brain
norepinephrine is more implicated in arousal states, controlling affective states like anger
or fear [107, 112]. The interrelations of these chemicals support the affective state in
humans, and their deficits may cause important affective impairments like apathy or
anxiety [105]. Table 2.1 details the effects of these substances, emphasising their role
in human affect since they are the primary regulators of the affective state in humans.
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Figure 2.5: The limbic system is the main emotion regulator in the human brain. It
clusters the catecholamines dopamine, serotonin, and norepinephrine, whose levels affect
many other related processes such as learning, memory, or attention.

2.3.1.1.3 Social relationships

In humans, neuroendocrine substances regulate the most critical processes of the
organism, including socialisation [159]. Oxytocin, arginine vasopressin, and CRH are
significant modulators of how we relate with other people, being highly affected by the
social stimuli that we can perceive from the environment [159]. More precisely, as
Figure 2.6 shows, oxytocin is considered the primary regulator of pair-bond formation,
prosocial behaviour, and maternal care [120]. Contrarily, arginine vasopressin and CRH
are more involved in modulating aggressive behaviour since their levels rise in threatening
situations [131]. Table 2.1 details the impact of oxytocin on positive socialisation and the
impact of arginine vasopressin and CRH on negative social behaviour like aggression.
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Figure 2.6: The neuropeptides oxytocin and arginine vasopressin actuate at different brain
regions principally regulating social behaviour, stress, and emotion.

2.3.1.1.4 The HPA axis

The HPA axis is considered the primary regulator of the stress reactive signal in humans
[130]. This response relies on the secretion of different hormones that act synchronously,
producing an appropriate reaction to aversive stimuli [160]. Additionally, this system
regulates important psychological processes like affective states [161].
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Figure 2.7: The stress response in humans is a complex regulation system that involves
many biological processes. The hormones CRH, ACTH, arginine vasopressin, cortisol,
epinephrine, and norepinephrine are considered the most important ones, working
together to produce an appropriate response to aversive situations.

The stress response in humans begins with the stimulation of the hormones CRH and
arginine vasopressin [130]. As Figure 2.7 shows, these hormones are produced in the
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hypothalamus but stimulate the pituitary gland leading to the production of ACTH [139].
Then, ACTH travels by the bloodstream to the adrenal glands, it drives the production
of cortisol, considered the stress hormone [162]. As Table 2.1 shows, cortisol modulates
the fight-flight response, promoting the execution of escaping and fighting behaviours in
aversive situations [130].

Moreover, significant cortisol amounts translate into epinephrine [143], and
norepinephrine, two hormones produced in the adrenal medulla in charge of controlling
essential autonomic functions such as heart rate or pupil size [144], as Table 2.1 shows.

2.3.1.2 Physiological functions

Like neuroendocrine substances, high-level physiological functions like sleep or
wakefulness follow circadian variations principally controlled by the brain. Some
endocrine glands (e.g. adrenal glands) and organs (e.g. heart) also present their
internal circadian signal. Like many studies support, the secretion rate of neuroendocrine
substances affects physiological processes’ evolution. Thus, for example, melatonin is the
primary regulator of sleep [83, 163, 164], although other hormones like orexin indirectly
influence it [165]. Similarly, orexin is responsible for wakefulness [166], being indirectly
controlled by other hormones [148]. Besides, some autonomic functions like heart rate
or pupil size also depend on circadian rhythms and norepinephrine/epinephrine levels
[167]. Considering these facts, it is possible to assure that the evolution of physiological
processes relies on the secretion rate of specific neuroendocrine substances and their
circadian rhythms [168].

Considering the wide range of factors affecting physiological processes, the circadian
rhythms, neuroendocrine levels, and stimuli are the phenomena we consider for modelling
physiological processes in the model we present in Chapters 6. It is worthy of mentioning
that these processes vary across individuals since each organism is different from each
other [169]. Following an allostatic approach, physiological processes like sleep or heart
rate must be maintained inside optimal ranges to guarantee the agent’s survival. If these
variables deviate from their ideal value, a deficit and a drive will appear, leading the agent
to correct it by executing specific behaviours.

2.3.2. Psychology

Unlike physiology, which is distributed in many body regions, psychological processes
exclusively occur in the brain [170].  Psychology is highly influenced by the
interpretations that each person makes from the stimuli they perceive [171]. These
interpretations rely on many different contextual, economic, socio-demographic, and
genetic factors [171]. For this reason, the characterisation and modelling of the human
psychological process is a complex process since the interpretation of a fact could be
across people. Following this approach, cognition depends on a broad diversity of factors
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like culture, ethnicity or habits [172, 173]. For this reason, modelling psychological
processes in artificial agents should be addressed, taking into consideration the previous
factors and the tasks that the agent will be devoted to, like Arbib and Fellows discusses in
[174].

There are multiple psychological processes in humans, but we focus on describing
and modelling emotion, mood, and motivation in this thesis. On the one hand, many
theories explain mood and emotion. Important affective theories [175, 176] state that
while emotions are reactive responses to unexpected stimuli in the environment by
accurate interactions in the limbic system [149], the mood is long-lasting affective states
whose activation depend on the accumulation of past and recent experiences [177].
Consequently, both emotions and mood are strongly affected by the stimuli we perceive
from the environment and how we interpret them. Whilst emotions are considered reactive
responses to certain situations whose effects rapidly disappear, the mood represents the
long-term affective state of the agent according to their personality traits and cognitive
features [178, 179].

On the other hand, our actions generally depend on our motivational state,
representing our physiological deficits and psychological state. Motivated behaviour
drives our decision-making and behaviour execution, maintaining our body in good
condition.

The following sections deepen in defining the generation of affect in humans
considering emotion and mood. Besides, they address how outstanding authors have
characterised human affect and motivation in computational models. Next, we present
how motivated behaviour emerges depending on the deficits of the organism, the stimuli
we perceive and how we interpret the situation we are experiencing.

2.3.2.1 Emotion and mood

As neuroscience advances, the emulation of the psychological process in artificial life
follows different approaches. Since the pioneering work of Veldsquez [180] about
modelling emotion and mood, numerous sophisticated models have been designed.
Velasquez research received strong influence from Picard’s studies about emotional
activation [181] and Tomkins’ studies in positive affective generation [182]. The Cathexis
model considers cognitive, neural, motivational, and sensorimotor information as the
primary elicitors of affect in humans, following Izard’s theories [181]. Veldsquez
distinguishes his model from emotions and mood to differentiate between the individual’s
short-term and long-lasting affective states. However, his model lacks in explaining
the real impact of affective states on decision-making and, consequently, on motivated
behaviour. In the last century, important research has been conducted in neuroscience to
define how humans’ emotional and mood processes arise. Ortony studied in detail the
cognitive structure of emotional processing in the human brain [183], concluding that
affect depends on a complex evaluation in the human brain dependent on physiological
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and mental states, but also on subjective and objective evaluations carried out by the
individual. Ortony argues that affect generation is a mental process that influences
humans’ behaviour, cognition, and expressiveness.

Sloman followed a different way in the study of emotions, focusing on developing
affective architectures for artificial agents taking inspiration from how humans
communicate them to other agents [184]. In his model, Sloman presents a hierarchical
system in which different information merges to shape the affective states of the agent.
In this case, Sloman includes affective states’ effect on motivated behaviour since
the artificial system can interrupt ongoing actions if the affective model receives new
information. Finally, he concludes the work by discussing whether it is possible to
replicate affective communication in artificial systems, which he thought was a difficult
task. In line with Sloman, Ekman studied emotions attempting to find a robust relation
between human traits and basic emotions. He determined that there exist six basic
emotions in human beings: anger, happiness, sadness, surprise, disgust, and fear.
According to Ekman, these emotions are independent of sex, or ethnic features [185].
Ekman explored how humans facially express these basic emotions, providing meaningful
results about the genetic background in emotion generation and expression [176].

Other approaches have characterised emotion and mood in a more theoretical manner.
Thus, Rolls deepen in the definition, nature and functions of emotion in the human brain
[186]. In his theory, emotions rely on the reinforcements obtained by the agent while
executing actions, the intensity of the reinforcer, and environmental stimuli. According
to his beliefs, emotions affect many other behavioural patterns like reward processing,
pleasure, or motivation, resulting in complex interrelations of brain processes. Like
Rolls, Frijda studied emotion, defining a set of laws that explain how emotions are
elicited and influence human behaviour [187]. He posits that emotions are accessible
to intentional control to a limited extent, suggesting that we cannot control ourselves
in specific situations but are emotions that control us. Frijda was also curious about
if endowing artificial systems with emotions was possible [188, 189]. He designed a
computer-based model of emotion to react to specific situations (e.g. mistakes, successes,
interactions), using animal ethology as the basis of behaviour generation and emotion
communication.

Great affective models using dimensions have been designed in the last two decades
using the above mentioned and other relevant theories of mood and emotion. Russell’s
Circumplex Model of Affect [190] places emotions in a bidimensional space, where the
valence represents the well-being of the agent and arousal its degree of excitement. The
location of each emotion inside the space was carried out using the assessment of users
that participate in an experiment in which they indicate how they feel (pleasantness and
alertness) when experiencing different emotions. Similarly to Russel, Plutchik [175] used
a tridimensional space to characterise emotions. Additionally to the valence and arousal
axis, the third axis represents the intensity of the emotion, allowing discrimination among
different emotions like anger and rage. More recently, Lovheim developed a three-axis
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cubic model of emotions based on the levels of monoamines (dopamine, serotonin, and
brain norepinephrine). Each emotion is at the vertex of the cube. The level of each
monoamine defines a point inside the cube used to calculate the intensity of each emotion.
These three models concentrate on the mathematical characterisation of emotion but do
not address their impact on other human processes like motivation or decision-making.
Additionally, although all these works differentiate mood and emotion in humans, they do
not clearly state the beginning and end of each of them.

Following a similar approach, Lovheim [191] designed a three dimensional model of
emotion. Each axis of the dimensional space is represented by one of the most significant
monoamines (neurotransmitters) involved in emotional processing: dopamine, serotonin,
and norepinephrine. The model, shown in Figure 2.8, has a cubic form in which emotions
are distributed on the vertexes of the cube, using the eight basic emotions discovered by
Tomkins [192]. Thus, the secretion rate of each monoamine determines a point inside
the dimensional space that defines the emotional state produced as an outcome. The
negative aspect of the model is that despite mentioning that both internal and external
stimuli are the primary stimulators of monoamines, it does not explain how stimuli affect
the secretion rates of each monoamine. Leukhin et al. [193] validated the model in a
computational system to endow robots with intelligent affective decision-making. The
NEUCOGAR model (NEUromodulating COGnitive ARchitecture) [194] presented in
2016 uses the L "ovheim’s model [191] to define how monoamines affect physiological
and psychological processes in an artificial social agent. However, the architecture is
only tested in simulation, lacking the expressiveness side that embodied artificial systems
require.
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Figure 2.8: Lovheim’s three dimensional model of affect [191] based on the secretion
of the monoamines dopamine, serotonin, and norepinephrine implemented in the
NEUCOGAR model for affect generation [194].

The problem of mood and emotion blending is explored in depth by Zhang et al. [195].
These authors designed in 2016 a tridimensional model of affect that separates emotion,
mood, and personality. Besides, they provide mathematical functions to characterise the
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emotional state, mood state, and agent’s personality in each time step. According to
them, emotions are people’s responses to the confronted events during their interaction
with the environment that occur rapidly. Moods represent global emotional states over
a long period, being indirectly influenced by the interaction of the environment. Finally,
personality is a psychological trait of the individual that defines their emotional tendency.
The models integrate emotions, moods, and personalities into a PAD (pleasure-arousal-
dominance) cubic space where they are distributed using the results obtained in a user
study. Nevertheless, the model does not allow emotional blending since emotions are
considered discrete entities without a level of intensity.

The work developed by Qi et al. [196] in 2019 follows Plutchik’s approach [175]
becoming one of the most outstanding models from our point of view as it includes both
mood and emotion in the loop. The model (see Figure 2.9) includes eight basic bipolar
emotions and mood: joy-sadness, anger-fear, trust-disgust, and surprise-anticipation.
Emotions and moods are continuous entities with an associated level of intensity that
vary being affected by different stimuli. For becoming active, the emotional and mood
intensities must be above a threshold value that limits the impact of both entities on the
affective state of the robot. In the absence of stimuli, the intensity of emotions and mood
decays exponentially with time. While the decay rate of moods follows a fixed rate, the
emotional decay is related to the intensity of other emotions and for how long it has been
active. Interestingly, the model allows emotion and mood overlapping, leading to a more
complex and natural affective expression, as we consider in our system.
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Figure 2.9: Affective model based on the Plutchik’s wheel [175] for HRI developed by Qi
et al. [196].
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2.3.2.2 Motivation

Human behaviour emerges from the physiological and psychological needs of an
organism. Motivational states cluster these needs allowing us to evaluate our internal
and external state to produce appropriate behaviours. Lorenz described motivations using
a hydraulic model where deficits control the flow intensity, and external stimuli amplify
their effects [197]. Hence, motivations need deficits to trigger behaviour and stimuli to
execute them. For example, humans eat when they are hungry, but they need food to eat
and reduce the deficit. Lorenz’s model has been used in many artificial systems as the
primary gate of behaviour [198-200]. However, this model focuses motivational states on
physiology, leaving aside the influence of psychology. Complementary to Lorenz’s law,
Maslow introduced the concept of hierarchical motivations to discriminate motivational
urges during decision-making [201]. This theory organises human needs in a five-levelled
pyramid, where physiological needs are in the base, and self-actualisation necessities are
on top. Between them, Maslow situates safety, love/belonging, and esteem from bottom
to top, suggesting that the agent will reduce physiological needs ahead of safety or social
needs in identical conditions.

Using both theories, Velasques [180] posits that motivations arise from physiological
needs, but emotions, mood, and related psychological processes also play a crucial
role in motivating behaviour. Motivations are therefore affected by a broad diversity
of somatic biological processes that define how we decide our actions. McCall and
Singer tackle this idea in [202] demonstrating the importance of psychological and
cognitive processes on motivation and, therefore, on behaviour. Although voluntary
behaviour is usually proactive and involves conscious decision-making, involuntary
reactions also take part in motivational states. Like Koolhaas et al. discuss in [203],
motivations can be both proactive and reactive depending on whether they elicit conscious
or unconscious reactions. Thus, for example, playing a specific game corresponds to
proactive motivations while aggressive reactions tally in reactive motivations.
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CHAPTER 3

Decision-making in autonomous social
robots

This chapter presents outstanding works existing in the literature that inspired this thesis.
The first section introduces autonomous social robots for research and those commercially
available for the general public. Then, the chapter presents some of the most important
biologically inspired decision-making architectures for social robots.

3.1. Autonomous social robots

The following paragraphs present autonomous social robots developed up to today. The
review classifies them depending on whether they are used for research or that are
available. We focus on describing their most essential functionalities and applications,
paying particular attention to their decision-making capabilities and whether they include
biologically inspired models to produce such decisions.

3.1.1. Social robots for research

Social robots are dedicated to research areas like human-robot interaction, cognitive
science, or healthcare. The review attempts to follow a temporal line, depicted in Figure
3.1, to explain the evolution of these platforms over the years.
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Figure 3.1: Temporal line situating the social robots for research applications.

3.1.1.1 Minerva

In 1998, the mobile social robot Minerva [204] (see Figure 3.2) emerged as the evolution
of the tour-guide robot Rhino [205], which is considered as the first social robot working
as a tour guide. The robot was deployed in the Smithsonian Museum of American History
to guide visitors. Minerva included a navigation system and a Human-robot Interaction
(HRI) manager that controls the robot movements in the museum. Besides, the robot
has short-term proactive interactions with people. Physically, Minerva improves the
capabilities of its predecessor Rhino incorporating an expressive face to communicate
its affective state and engage users. It has a differential mobile system combined with an
online path generation system based on camera images that allow the robot to precisely
localise in the environment. Besides, people could indicate the robot where to navigate in
the museum using a web interface that displays the frontal camera of the robot. Therefore,
its DMS combined predefined actions indicated by people using the web interface with
autonomous actions oriented to guide visitors in the museum. The predefined actions
included tours in the museum with a higher priority than the website’s teleoperation.
Besides, the robot had a reactive layer into its DMS architecture to spontaneously interact
with the people it encounters in the museum.
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Figure 3.2: Minerva [204].

3.1.1.2 Kismet

Contemporary to Minerva, the social robot Kismet [206] was designed in 1998 to be
an artificial creature for interacting physically, affectively, and socially with humans.
Kismet, shown in Figure 3.3, aims at eliciting social interactions with people working on
many different assistive tasks. The potential of Kismet lies in its anthropomorphic head
equipped with 21 degrees of freedom that allow it to orient the head and gaze towards the
user. Besides, it can move the eyelids, eyebrows, lips, ears, and many other parts of its
expressive face. The robot can perceive users using four colour CCD cameras placed on
the front of his face. Kismet understands their vocalisation through a microphone worn
by the user during the interaction with people.

The robot’s autonomous behaviour depends on a biologically inspired model that
defines artificial variables that evolve with time [207]. The architecture has a perception
module that retrieves information from the environment and a motivational model
representing the robot’s needs. Moreover, it has a behaviour module where a DMS decides
the following action that is going to execute according to the input information it receives
from the perception and motivational model. Then, these abstract actions are translated
into separate, specific commands for each actuator. The motivational model combines
artificial physiological and emotional processes that are homeostatically controlled. The
deficits of these processes motivate the agent to behave in a specific way. Considering the
robot’s deficits, the behaviour module focuses on reducing the deficits of those processes
with a higher level of intensity. Besides, some behaviours require a high deficit to become
active and an environmental stimulus to be activated. This autonomous DMS supposed an
important step in endowing social robots with natural behaviour taking inspiration from
human processes.
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Figure 3.3: Kismet [206].

3.1.1.3 PaPeRo

The Japanese robot PaPeRo [208], depicted in Figure 3.4, appeared as a novel device for
childcare. Despite its development started in 1997 with an initial prototype, the first robust
version arose in 2001. Initially, it was devised for research, but it became commercially
available around 2003. The robot’s hardware includes a differential navigation system,
ultrasonic receivers located on its chest, ultrasonic obstacle sensors, a hole sensor, and
bumpers. The robot can recognise voices using embedded microphones and play sounds
using a stereo speaker. By using LEDs placed at its ears, mouth, chest, the robot
expresses different emotional states, making it suitable for HRI. PaPeRo can perform
a wide range of educational, social, and entertaining applications like telecommunication,
playing games, or talking with people. The autonomous behaviour exhibited by PaPeRo
combines reactive actions to the stimuli captured by its sensors with planned activities
that depend on the audience that the robot is working with and the robot’s personality.
The personality varied by modulating different aspects of the interaction, like its level of
politeness or humanised speech.

Figure 3.4: PaPeRo [208].
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3.1.1.4 iCat

The iCat [209] robot, that is shown in Figure 3.5, is a desktop-user interface robot
developed in 2005 for HRI research. The hardware system of this robot includes
13 servomotors mainly distributed in its head for performing different affective facial
expressions. It has a stereo microphone to recognise the user’s speech and the direction
of the sound, a build-in webcam to identify human faces, and different touch sensors for
perceiving tactile contact. Besides, it incorporates several colours LEDs to improve its
expressiveness. The most outstanding functionalities of the robot are its capability to
control different home appliances using the home network and the ability to recognise
users and create a personalised profile for adapting its domestic functions.

The decision-making system, described in [209], consists of an animation engine
that generates the robot’s gestures using animation techniques and scripting engines that
fusions multiple scripts defining the autonomous behaviour of the robot. Each script
represents a robot functionality like talking to the user or planning navigation paths. The
system has been designed to allow developers to easily add new functions to the robot,
increasing its skills.
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Figure 3.5: iCat [209].

3.1.1.5 Maggie

Maggie [14] (see Figure 3.6) was the first social robot developed at our research group,
the Robotics Lab from University Carlos III de Madrid, in 2006. It aimed of serving
as a robotic platform for HRI research. Over time, Maggie has been used in different
applications like gaming [210], translator [211], or home assistant [212]. Maggie can
autonomously navigate the environment by using 12 bumpers, 12 infrared sensors, 12
sonar sensors, and a laser scanner. Using an infrared remote controller, it can control home
appliances. Maggie can perform verbal communication using ASR and TTS systems,
which allow her to react to the user’s petitions. The degrees of freedom are in the eyelids,
arms, one in the head, one in the neck, and two in a differential wheeled navigation system.
It has several LEDs to enhance its expressiveness, touch sensors to perceive tactile contact,
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and a 3D camera to perform user recognition. Maggie comes with a tablet device used for
giving and receiving information to/from the user.

Maggie was one of the first robots to exhibit a fully autonomous behaviour based
on biologically inspired artificial processes ruled by deficits and motivations [199]. The
architecture, developed by Castro [17] and previously described in Section 1.2, considers
motivation and emotions as critical components of the robot’s behaviour.

@6

Figure 3.6: Maggie [14].

3.1.1.6 Urbano

The social robot Urbano [213] was developed in 2008 as a museum guide service robot
(see Figure 3.7). Its initial DMS allowed the robot to autonomously navigate in the
environment and generate appropriate presentations during guided visits to the museum.
Some years later, the DMS evolved to a more sophisticated system where decisions are
based on the audience’s features, the time of the presentation, and other similar factors
by grouping predefined sentences containing information about the tour [214]. Using
three heuristic search algorithms and fuzzy logic, decisions are made to look for the best
quality presentation. First, all the possible paragraph combinations are considered using a
‘brute force’ technique. Next, a *greedy best-first” search follows to find a partial optimal
solution. Finally, ‘backtracking’ is performed to find a different alternative if the previous
one lacks enough sound quality. Besides, the robot learns from past experiences using the
public’s feedback to improve its performance in future interactions.
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Figure 3.7: Urbano [213].

3.1.1.7 Quori

In 2015, the social robot Quori [215] was conceived for facilitating non-contact human-
robot interaction. The upper body is a humanoid-like platform endowed with several
degrees of freedom in arms, head, and torso. The robot’s base is a holonomic wheel-
based system for navigating the environment. Regarding its software architecture, Quori
exhibits a fully autonomous navigation and HRI system. The decision-making capabilities
of the robot consist of a human-robot dialogue manager that controls the interaction with
people and an animal-like perception system for generating coordinated movements of its
upper body.

Figure 3.8: Quori [215].

3.1.1.8 Mario

The social robot Mario [216], shown in Figure 3.9, was developed in 2019 as a companion
for people living with dementia. Its main application is to reduce the loneliness and
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isolation of these people by providing them with accessible entertainment applications
like the calendar, music, or photos. Mario was born from a European project started in
2016 that aimed at deploying social robots in homes of people with dementia. The robot’s
design included the impressions of users and the recommendations of experts in mental
impairment. The robot’s hardware includes a differential navigation system and a tablet
device to interact with people. Besides, the robot has an expressive face with several
degrees of freedom, a speaker to reproduce its speech, and a microphone to understand
the users’ commands. Its software architecture [217] enables autonomous behaviours
combining an automatic and a deliberative level. On the one hand, the automatic level
generates fast actions as a response to the stimuli perceived by the robot. On the other
hand, the deliberative level produces the most appropriate behaviour according to the
robot’s goal. The deliberative process is grounded on a knowledge-based short-term
memory that stores structured information about mapping situations to actions depending
on the robot’s state. The model is based on an object-ontology system that defines how
the robot uses its internal resources and the resources from the environment.

Figure 3.9: Mario [216].

3.1.2. Commercial social robots for a general audience

Next, we enumerate some of the most successful robots devoted to the general audience.
Some are also used for research, but unlike the social robots presented in the previous
section, they are commercially available for other applications. Figure 3.10 situate these
robots in a temporal line.
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Figure 3.10: Temporal line situating the social robots for commercial applications.

3.1.2.1 PaRo

One of the most successful commercial Social Assistive Robot (SAR) in healthcare is
PaRo [218] (see Figure 3.11). Conceived in 1993, PaRo is a shape-like baby seal designed
to assist older adults with cognitive impairment and provide companionship. PaRo has an
animatronic body that allows it to move the head, the fins, and the tail. It has capacitive
sensors in the whiskers and in the body to perceive strokes and a presence sensor in the
centre of the forehead to perceive the user’s presence. It includes temperature sensors,
light sensors to distinguish between light and dark, posture sensors to know when the
user holds it, and auditive sensors to improve the perception of the environment. PaRo can
identify its partner’s voice and react to different utterances using the auditive sensors. The
robot exhibits a lively autonomous behaviour that allows it to learn from the interaction
with each specific user and adapt to them. Its autonomous behaviour is generated by two
hierarchical layers that combine reactive, proactive, and physiological actions. PaRo has
demonstrated its benefits in multiple environments assisting older adults with dementia or
Alzheimer in elderly residences or hospitals [219-222].

Figure 3.11: Paro [218].
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3.1.2.2 AIBO

In 1999, the pet robot AIBO [223] became one of the first commercially available
autonomous social robots dedicated to entertainment. The robot, shown in Figure 3.12,
presents a sophisticated dog-like shape counting with several sensors and actuators like 16
degrees of freedom, cameras and microphones, or touch sensors. Its first decision-making
architecture, called MUTANT, combined deliberative and reflexive behaviour based on
biologically inspired processes. The robot’s motivations compete among them to rule
the robot’s behaviour. The robot’s motivational states evolve with time depending on the
influence of stimuli, simulated instincts inspired from animal behaviour, and emotional
reactions that are based on Ekman’s model [185].

Some years later, in 2003, Arkin designed a motivational model for AIBO that
represents the physiological needs of a dog [198]. The model divides into a drives module
that controls the physiological homeostatically controlled variables and an emotional
module that generates an intensity value for one of the six basic emotions revealed in
Ekman’s study [185]. The robot can adopt different attitudes (e.g. dominant, defensive,
fighting) that define its behaviour. The robot’s attitude is decided by an arbiter and the
behaviour by a coordinator that selects the most suitable action from a predefined list.
Besides, the motivational intensity depends on specific stimuli that boost motivational
intensities, facilitating particular behaviours. Although the model is a simple but effective
way of endowing artificial agents with a biologically inspired behaviour, it does not
contemplate the interplay between motivation and emotion. This problem was later
addressed in [224], a system implemented again in AIBO, where emotions are considered
a subset of motivational states that modulate ongoing behavioural control.

Figure 3.12: AIBO [223].

3.1.2.3 Pleo

Pleo [225] is an advanced toy robot used for children entertainment. It became
commercially available in 2007. Figure 3.13 shows the appearance of the robot.
Pleo is intended to interact with infants during basic leisure activities fostering their
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creativity, playful learning, and relaxation. The robot is akin to a small rubber
dinosaur endowed with 14 motors with customised gears and force-feedback. These
capabilities allow it to be a lively pet robot that can perceive its surroundings using a
large set of sensors, including capacitive touch perception, a tiny CMOS camera, two
microphones, four optical push buttons placed at each foot, two infrared sensors, and a tilt
sensor. These capabilities make it suitable for researching in medical and entertainment
applications involving sophisticated toy robots interacting with children that may present
developmental impairments like autism (e.g. [226-228]).

Figure 3.13: Pleo [225].

3.1.2.4 Keepon

The robot Keepon [229], shown in Figure 3.14, was born in 2007 as a petite robotic
chick devised for interacting with children. This robot offers a simple, natural, and
non-verbal interaction to aid children with developmental disorders like autism. Its
mechanical architecture includes 29 degrees of freedom, although its small size (480mm
tall), and several sensors that allow it to be aware of the situation around it, perform facial
expressions, and different hand and body gestures. Computationally, Keepon can evaluate
situations, mapping them to emotional action while paying attention to the user. The robot
can adapt its behaviour depending on the user’s actions, presenting suitable reactions to
the situation it is experiencing.

Figure 3.14: Keepon [229].
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3.1.2.5 NAO

NAO [230], shown in Figure 3.15, is a social robot developed by Aldebaran Robotics
in 2008 with great potential in educational and social assistance applications. NAO has
been used in various studies with autistic children [231-234] where the robot aimed at
promoting engagement during different social and entertainment games. NAO includes
many sensors and actuators like microphones for processing the human voice, seven
tactile sensors, LEDs, a speaker to play verbal and non-verbal sounds, two 2D cameras,
and 25 motors that allow it to walk and manipulate small objects. The commercial
version of NAO comes with a software architecture that allows it to exhibit autonomous
behaviour. The actions selection consists of a state machine that considers the external
environment and the robot’s internal state. Thus, its software architecture consists of
a perception system that perceives the environment, a control system that generates
appropriate behaviours according to the robot’s state, an expression system for producing
facial expressions and body postures, and a motor system that commands the actuation.
Its software, defined as a complex hierarchical state machine, is entirely open so that
developers can include their functionalities, expanding the robot’s capacities.
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Figure 3.15: NAO [230].

3.1.2.6 Jibo

Jibo [235] appeared in 2012 as one of the first home assistant embodied systems. It
became available for purchases in 2017. Figure 3.16 shows a frontal view of the robot
Jibo. It is a one-eyed robotic platform designed for HRI in particular homes. Jibo
can communicate with users using speech recognition and generation like Alexa or Siri,
providing accurate time information about the weather, last news, or available products in
superstores. The robot behaviour combines responses to users’ questions with proactive
communications like reminders.
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Figure 3.16: Jibo [235].

3.1.2.7 Pepper

One of the most worldwide used robots in HRI is Pepper [236], a humanoid social robot
depicted in Figure 3.17. Peeper was developed by Softbank company in 2014 for being
deployed in the service sector. Probably, Pepper is the first autonomous social robot with
a sophisticated anthropomorphic design (17 joints), presenting a fully animated head, a
very expressive face, two motorised arms for manipulation, and a robust omnidirectional
navigation system. Its hardware includes tactile sensors on the hands and head, a
tablet device integrated on its chest, 3D and RGB cameras, four microphones, bumpers,
sonars, infrared, lasers, and an inertial measurement unit for accurately navigating in the
environment. Among its diverse functionalities, it is possible to stand out as a multimodal
HRI module that supports a fluid and natural interaction with people. The development
kit enables owners to develop new functionalities, basic navigations and manipulation
capacities, and lively autonomous behaviour. Up to date, the most important applications
of Pepper are entertainment [237], museum guide [238], or education [239].

i\o e

Figure 3.17: Pepper [236].
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3.1.2.8 MiRo

MiRo [240] is a social robot that, like its developers define, is intended for engaging the
user in science and robotics via edutainment (see Figure 3.18). MiRo emulates a small
mammalian pet that can adopt different forms (e.g. dog, rabbit). It was developed in
2015 to work in healthcare (animal therapies), education, and research. The platform has
a differential navigation system supported by laser scanners and cliff sensors to wander
around the environment. It has touch sensors spread around its shell, light sensors, and
luminous devices in different parts of its body. This robot can detect the direction of the
sound and respond to it using two microphones located in its ears. Besides, it has several
degrees of freedom in the ears, head, neck, eyelids, and tail to perform different emotional
expressions.

The behaviour selection of MiRo considers the perceptions from the environment to
generate appropriate navigation commands and expressions. Its software architecture
is a layered system based on the brain’s model that merges reflexive responses to
environmental changes with predefined behaviours stored in short-term memory. The
system works in a loop fashion, so the decision-makings reevaluate the robot’s situation
yielding quick motor responses. Thus, the behaviour that MiRo exhibits can be considered
fully autonomous biologically inspired behaviour.

\ !

Figure 3.18: MiRo [240].

3.1.2.9 Sophia

The humanoid Sophia [241], shown in Figure 3.19, was born in 2015 in Hong Kong,
developed by the American company Hanson Robotics. It has the image of a middle-
aged woman waist up. The robot can learn how to behave while interacting with people,
expressing more than 60 facial expressions, including anger, sadness, or disgust. It can
verbally communicate with the user, talking about different topics and communicating
meaningful information that can seek on the internet. Sophia can proactively start
the conversation thanks to a software architecture based on an autonomous behaviour
generation module that integrates the robot’s surroundings.
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Figure 3.19: Sophia [241].

3.1.2.10 Ari

Finally, the robot Ari [242] (see Figure 3.20) was developed by PAL Robotics in 2020
as an assistive intelligent machine for healthcare applications. The robot integrates novel
learning techniques that allow it to learn from repeated interactions with the environment.
Moreover, Ari can adapt to the user, presenting a fully personalised behaviour that
improves social communication. Physically, Ari has a moving differential base to navigate
the environment while avoiding obstacles. A tablet device is used to interact with
the user, speech generation and recognition, and two arms manipulate objects. Ari
incorporates a software architecture that integrates accurate navigation and localisation,
emotional expressions and autonomous behaviour, making it suitable for HRI working
as a companion robot. Its autonomous behaviour consists of adapting its navigation
and social interaction depending on the stimuli it perceives and its application, such
as receptionist registering patients in a hospital, healthcare assistant, entertaining users
by executing different activities or conducting rehabilitation therapies by generating the
recommended sessions to each patient.
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Figure 3.20: Ari [242].

3.2. Biologically inspired decision-making architectures for social robots

Autonomous DMSs allow artificial systems to make appropriate decisions using organised
input information. In real-time applications, where decisions typically depend on how the
environment changes, the information gathered is essential for accomplishing the tasks.
Thus, for social robots to make appropriate decisions, the information they use must be
robust and updated.

Since the 1990’s and the first years of the 2000’s, numerous works have been
developed to endow artificial agents with motivated and affective behaviour, [243-247].
This overview starts with the work carried out by Arbib and Fellows in 2004, one of the
first works in artificial affect generation for social robots [174, 248, 249]. The authors
investigated whether it is possible to include biological processes such as affective states
in robots to improve their capabilities and the naturalness in their behaviour. Their works
present introductory remarks for endowing social robots with bioinspired processes,
focusing on affective states. In this line, Arkin et al. [198] explored in 2003 how to
endow animal robots with autonomous behaviour combining deficits, motivations, and
affective states. In this work, the biological variables of the robot evolved with time
following circadian rhythms, being one of the first works in social robotics to simulate
such processes.

In 2005, Avila and Cafiamero [250] initiated an ambitious research line for modelling
neuroendocrine responses as the origin of the adapted behaviour exhibited by social
robots. The hormonal regulatory mechanism, represented in Figure 3.21, draws on
allostasis [72] to modulate the influence of perceptions on motivational states and
behaviour. This work goes beyond the previous architectures for generating autonomous
behaviour in artificial systems since it explores adaptation from a purely biological
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perspective. The architecture is tested on real mobile robots, producing good results in the
generation of fully autonomous behaviour. As it was one of the first models in including
hormonal responses for motivated behaviour, this work supposes a strong inspiration to
our DMS.
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Figure 3.21: Hormonal modulation mechanism proposed by Avila and Cafiamero [250].

Similarly to Avila and Cafiamero, Konidaris and Barto [251] designed in 2006 a
motivational architecture for social robots that generates a biologically inspired behaviour.
The robot’s decisions lie on a drive module representing its deficits and a reward
mechanism that lets the agent know how effectively the behaviour is executing. The
reward system seeks the correction of its internal deficits. Thus, the model has a module
that acknowledges which drive has the highest priority level and a numerical mechanism
that links each drive with a specific behaviour depending on past experiences and rewards.
Finally, an action selection module decides the agent’s action by balancing the drives
intensities and the system’s priorities. All the artificial variables evolve coordinated to
produce a self-maintained autonomous behaviour.

Some years later, Alili et al. [252] designed HATP (for HumanAware Task Planner) in
2009 as a hierarchical task planner for human-robot collaborative scenarios that consider
social conventions. The robot’s decision-making, called the planning process, relies on
two threads in this architecture. On the one hand, the first thread, called refinement,
searches for available plans to be executed. On the other hand, the evaluation thread
decomposes the decision process into hierarchical sub-problems that can be analysed
independently. Finally, the solution that improves the previously considered plan is
taken in an iterative process that aims at attaining the most optimal plan. Social rules
are context-dependent, producing penalties in the behaviours that do not fit the current
context of the social robot.

Contemporary to the previous work, Balkenius et al. developed in 2009 a motivational
system for social robots based on the evolution of artificial brain processes [253].
Specifically, the model represents essential functions in the cerebral cortex, amygdala,
and orbitofrontal cortex as the origin of human motivation, emotion, and behaviour. The
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most exciting part of the model is the agent’s attention, a mental process that blocks the
perception of the stimuli in certain situations leading to the inhibition of the associated
reward after a conditioned stimulus. The architecture was tested on a real social robot,
allowing an optimal action selection conditioned by the attentional module.

Focusing on the affective component of social behaviour, Samani and Saadatian
developed in 2012 an affective architecture that aims at providing robotic systems with
affective bonds with the users [254]. The system divides into three modules: the
Probabilistic Love Assembly (PLA), a module that calculates the pair-bonding between
the robot and the user using a probabilistic model, an Artificial Endocrine System (AES)
that includes artificial hormones involved in emotion and physiological needs, and an
Affective State Transition (AST) module that controls changes in the robot’s affective
states using a three-dimensional Cartesian coordinate system defined by motivation,
activation, and sub-states. The robot decisions consist of actuation commands that define
the robot’s expressions, using a neural network that receives information from the three
modules mentioned above. From our point of view, the most interesting part of the
system is the inclusion of an artificial neuroendocrine system for regulating the affective
responses of the robot and the formation of a Pair-bonding (PB) with the user. Both
the neuroendocrine system and the human-robot PB suppose an important source of
inspiration since these functions are also modelled in our system.

Adopting a different point of view about how to include motivational states in social
robots, in 2015, Grigore et al. [255] designed a motivational model for autonomous
robot companions. Instead of modelling the robot’s motivations, the model estimates the
user’s motivations and selects appropriate motivational strategies adapting to the user’s
needs. The robot’s strategies are cooperation, competition, self-reflection, and lessons on
physical education translated into specific actions that allow the robot to interact with the
user. After its execution, each action produces a reward estimated from the user’s actions
used for learning (using Q-learning) how good the action was. Although motivational
strategies suppose a different perspective for action selection, it is not a purely biologically
inspired approach, as the model does not consider critical motivational activators like
emotions or physiological variables.

Lewis and Cafiamero [256] explored in 2016 the role of pleasure on action selection
in an autonomous robot. The system contains a motivational module defined by hunger
and thirst motivations. The robot can execute behaviour that allows it to look for
resources, called appetitive behaviour, and behaviours that allow it to consume resources
(eat and drink), called consummatory behaviours. Consummatory behaviours can only
be executed if specific resources (food and drink) are available. Otherwise, the robot will
have to look for them first. The internal artificial processes of the robot evolve with time,
presenting deficits that the robot has to correct. The pleasure mechanisms modulate how
likely the robot is to interact with the stimuli in the environment. This factor indicates
how much the robot likes each stimulus in the environment, fostering the elicitation of
specific behaviour like, for example, preferring palatable food instead of tasteless food.
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This work tackles the from of resource availability and how to learn sequences of actions
to reduce the robot’s internal needs and inspired us for including in our robot’s behaviour
mechanisms to attain the resources it needs to reduce deficits.

Autonomous social robots must ensure an appropriate social behaviour that considers
many vital factors involved in human-human communication. Considering this idea,
Cervantes et al. [257] developed in 2016 a decision-making model that integrates
the agent’s preferences, good and bad previous experiences, ethical rules, and the
current emotional state of the agent in the decision process. The model is based on
neuroscience, psychology, artificial intelligence, and cognitive informatics research and
uses complex mechanisms occurring in the human brain to select appropriate behaviours
after evaluating ethical norms and other factors.

Adam et al presents in [258] CAIO, a Cognitive and Affective Interaction-Oriented
architecture for social HRI. The architecture was carried out in 2016 for a NAO robot,
allowing it to behave while it affectively communicates autonomously. The architecture
lies on two fundamental loops: the deliberative and sensorimotor loops. On the one hand,
the deliberative loop creates plans and actions that the robot has to execute after evaluating
the robot’s mental states. On the other hand, the sensorimotor loop integrates the sensors
and actuators used for interacting with the environment. Both loops receive information
from an emotional module that produces complex emotions from the robot’s mental states.
The emotional states affect the deliberative loop influencing which actions the robot
executes and the motor aspect of the sensorimotor loop defining the expressiveness of
the robot. Similarly to the work we present in this dissertation, this architecture combines
planned actions with reactive actions, improving the naturalness of the robot. Besides, it is
one of the few works that include emotional processes in behaviour selection, enhancing
the decision-making capabilities of the robot.

Focusing again on modelling the behaviour of social robots using hormones, Lones et
al. [45] studied in 2017 the influence of hormones in the adaptation of homeostatically
controlled processes. The system served to define the motivational behaviour of an
autonomous social robot that can exhibit a different behavioural pattern depending on
the environment where it operates. The architecture includes a motivational module
that significantly impacts the robot’s decision-making process. Motivational intensities
depend on the deficits that the artificial biological processes of the robot and on the
perception of stimuli. Each homeostatically controlled variable goes with an artificial
hormone whose secretion determines the evolution of the deficits of the robot. The
architecture presented in this work is fascinating since it considers hormonal responses
and adaptive mechanisms as the origin of motivated behaviour. However, the model
does not include the effect of psychological processes on motivations and the robot’s
expressiveness. Besides, hormonal secretion relies on the evolution of the physiological
processes of the robot and a negative feedback loop rather than the stimuli perception.
This modelling approach is against previous outstanding studies demonstrating its vast
influence on hormonal secretion.
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Like the previous works, Schneider et al. [259] continued exploring in 2017 how
to shape the motivated behaviour of social robots using learning from demonstration to
capture the interaction between a trainee and a trainer. The information learnt by the
robot serves as a guideline for future interactions with the user. Then, using previous
experiences, the robot creates a finite state machine that contains the motivational actions
for accomplishing specific tasks in sportive domains. Motivated behaviour represents
simple actions like speaking an utterance to more complex, general actions that involve
the participation of the user and the feedback that (s)he provides. Additionally, the model
allows synchronising the interaction process with the user, coordinating when each agent
takes the initiative.

In 2018, Kowalczuk and Czubenko [260] presented an Intelligent System of Decision-
making (ISD) for autonomous social robots based on the mind model. Decisions depend
on memory systems, perceptions, representation of knowledge in declarative memory
(imagination), attention, learning, and mechanisms involved in decision-making like
motivation and emotion. Considering all the previous factors, the agent can select the
action that provides it with the best benefits towards maintaining a good physiological
and psychological state. This model provides a robust and relevant neuroscientific
foundation in the decision process but lacks in establishing the relations between the
different processes of the system, like the linking between perceptions and emotion,
among others. Besides, it does not deepen the definition of the robot’s needs using
a homeostatic or allostatic approach but simply uses linear evolution. Although these
issues, the architecture, shown in Figure 3.22, supposed a strong inspiration for us
because it defines and organises very well the principal biological processes behind
human behaviour. The model organises in hierarchical levels where sensory perception
(hear, sight, and touch) allows the robot to process the state of the environment, including
external objects. Then, the information from the perception is combined with a model of
mind where imagination shapes the understanding of the scene the robot is perceiving.
Finally, the action selection lies in the robot’s needs and affective state (sub-emotions,
emotions, and mood). Using a learning module, the robot selects the actions that produce
the best benefit for its current states, maintaining its artificial organism in good condition.
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Figure 3.22: General view of the ISD architecture [260].

In 2018, Romero et al. [261] addressed the problem of combining physiological
(operational) and psychological (cognitive) drives in the decision-making process of an
autonomous social robot. Their system, named MotivEn, contains a utility model that
increases the frequency of the robot to achieve its goals by merging perceptions of the
environment with drives of the environment. This functionality allows deploying robots in
environments with ample state space. At the same time, it provides the robot with adaptive
mechanisms to complex and dynamic environments. This work presents a comprehensive
distinction between the physiology and psychology of the robot and its influence on
behaviour.

In the context of soft social robots, Man and Damasio [46] recently explored in
2019 how to integrate artificial biological homeostatically controlled processes to exhibit
natural behaviour. This work intends to provide a framework that allows artificial systems
to exhibit autonomous behaviour and be conscious and care about their actions. The
artificial processes derive from motivational states that specifically lead the robot to
behave. The model also provides the robot with adaptive mechanisms to survive in
changing environments, exhibit feelings, and involve consciousness and intelligence in
the action selection loop.

Similarly to the previous works, McCall et al. [262] have recently designed in 2019
the cognitive architecture LIDA for cognitive software agents, like social robots. The
model combines feelings (including emotions) and motivations to generate a goal-directed
behaviour. The architecture combines deliberation and planning in a complex network of
modules that considers many factors for deciding how to behave: perception, memory,
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context, attention, among others. Decisions are translated into motor commands that
modify the state of the agent’s external environment and provide feedback about the result
of the action. Besides, the architecture integrates a RL algorithm for learning which
action produces the best benefits in each situation. Interestingly, the system allows general
actions like moving or grasping an object and includes more simple behaviours like alarms
or events. This work presents many similarities to ours in how it combines RL with a
biologically inspired behaviour.

Augello et al. [263] presented in 2020 a purely biologically inspired motivational
model for social robots. Drawing upon the somatosensory system of human beings,
the model generates the robot’s urges according to several factors like its physiological
state, competence, certainty, and affiliation, which are influenced by somatosensory
information received from the robot’s perception system. These urges projects to an action
selection module that, using previous experiences stored in short-term memory, leads to
the execution of specific behaviours. Like many previous architectures, the system uses
RL to define which action produces the best outcomes in the internal state of the robot
under each situation. The architecture integrates into a NAO robot whose primary goal is
to survive in a dynamic world, maintaining the best possible well-being state, as proposed
for our robots.

In a recent attempt to combine motivation and affect, Tanevska et al. [264] developed
in 2018 an initial cognitive architecture for the social robot iCub. The novelty of the
work is how the robot’s affective component changes according to the user’s emotional
state producing a fully autonomous human-robot expressive interaction. Besides, the
robot stores the affective reactions of each user to the behaviour performed by the robot.
Then, using this information, the robot can predict the most proper behaviour for each
user in the future. During the interaction, the affective module aims at improving both
the user’s and robot’s affective state towards obtaining a good interaction quality. The
affective module coordinates with a learning system that allow the robot to anticipate
future reactions and learn if the beliefs about each user reaction are true or not. Two
years later, the authors [265] updated their previous model supposing a strong inspiration
to our DMS. In this second approach, the system’s decisions depend on a perception
module that gathers information from the environment, an action module that controls the
robot’s actuation, and an adaptive module that maintains the robot’s well-being in good
condition. However, the diversity of actions is not too wide for long-term interactions
where the user’s engagement is a must. Besides, the robot’s internal state evolves using
linear functions, and even though they simplify the modelling of biological processes, they
do not represent the natural evolution that these processes undergo in living organisms.

To conclude with this review, Hong et al. [266] investigated in 2020 the emotional
component of affect in autonomous social robots during HRI. The perception system of
the robot allows it to perceive the emotional state of the user, adapting its emotional state
to be in synchrony with the user. Thus, the authors pretend that their architecture promotes
a more natural and engaging communication between both agents. The emotional module
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consists of a deliberative and a reactive (rule-based) layer. The deliberative layer produces
appropriate behaviours and plans, whereas the reactive layer produces instant expressions
to respond to certain stimuli in the environment. Behaviours are modulated appropriately
to communicate the emotional state of the robot using body language and vocal tuning.
Considering its operation, this architecture is similar to ours as it uses deliberation and
reactions to drive the decision-making process. Besides, like in our model, emotions
modulate the robot’s expressions. However, there is a lack in defining the influence of
emotions in action selection.

Table 3.1 summarises the previous literature by emphasising the kind of biological
processes involved in the robot’s decision-making. Most works consider biological
functions and the robot’s motivational states as the triggers of the robot’s autonomous
behaviour selection [45, 46, 198, 250-253, 255-257, 259-261, 263, 265-267].
Considering affective states, the most frequent approach is to use emotion as short-
term affective states that influence how the robots make decisions and how it expresses
[198, 253, 254, 257, 260, 263, 265, 266]. However, very few consider how the robot’s
mood affects the robot’s decision-making and expressiveness as a long-term affective
state [257, 260, 266]. Our model considers biological functions as variables that affect
motivation, emotion, and mood, defining the robot’s internal states. Therefore, the robot’s
decision-making is affected by the robot’s motivations and affective state, defining a robot
architecture that includes the most important processes behind human behaviour. Besides,
we use emotions and mood to express the robot’s affective state to the users, modulating
how it behaves. The next section deepens into how the previous works influence our
architecture and consider and improve their most important features.
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Contribution

Use of physiological or
psychological processes

Use of motivations

Use of emotions

Use of mood

Arkin et al. [198]

Avila and Cafiamero [250]

Konidaris and Barto [251]

Alili et al. [252]

Balkenius et al. [253]

Samani and Saadatian [254]

Grigore et al. [255]

Lewis and Canamero [256]

Cervantes et al. [257]

Adam et al. [258]

Lones et al. [45]

Schneider et al. [259]

Kowalczuk and Czubenko [260]

Romero et al. [261]

Man and Damasio [46]

McCall et al. [262]

Augello et al. [263]

Tanevska et al. [264, 265]

Hong et al. [266]

Emulates the
physiology of a dog
Circadian rhythm
to control arousal
Hormonal system modulates
physiology and motivation

Physiological deficits are
modelled as drives

Not included

Models brain regions
and their key processes

Complex endocrine model
controlling affective states
and physiological functions

Not included

Physiological system
hunger and thirst
Pleasure hormone to modulate
the robot’s pleasure to
food and drink

Physiological and
pleasure systems

The robot’s state is
defined by its physiological
and mental state
Hormonal responses
regulate the robot’s
energy, health, and temperature

Not included

The mind model
Physiological system (needs)

Not included

Homeostatic model
Mental states
Feelings

Basic biological functions

Somatosensory system
combined with
robot’s needs, certainty,
affiliation, and competence

Physiological and
psychological systems

A drive/desire system
that represents
the robot’s needs primary
during the interaction

Dominant motivation
urges behaviour

Dominant motivation
defines behaviour

Motivations reflect
the robot’s drives

Motivations are plans
that compete to be executed

Motivations are inputs
that affect the brain system
and action selection

Not included

Motivational strategies
define the robot’s behaviour
from user actions

Motivation compete to
define the robot’s
behaviour by reflecting
its needs

Motivations urge behaviour
to reduce deficits

Not included

Motivational states
urge behaviour
from the robot’s needs

Motivations depends on
predefined patters
generated from
the external state
urging the robot’s actions

Motivation derives from
the robot’s
emotion, sub-emotions,
needs, and mood
defining its actions

Motivational states
derived from the
robot’s situation

Motivation drives behaviour
from the robot’s internal
state
Motivation is derived
from the robot’s internal needs,

external stimuli, and cognitive factors

Deliberative action selection
based on motivations
derived from the
internal system
Motivational states
derived from the
robot’s needs
Action selection
oriented to maximise
well-being

Not included

Ekman’s 6 basic
emotions [185]

Not included

Not included

Not included

Emotion modulates
action selection

Happiness, love, contentment
influence decision-making

Not included

Not included

Happiness, sadness,
anger, fear, and surprise
modulate action selection

Emotions are mental
states with influence
on decision-making

Not included

Not included

The model considers
emotion and sub-emotion
in decision-making

Not included

Not included

Emotion and mood

Vague mention
of emotion in the
decision loop

Happiness, sadness,
and neutral
modulate the robot’s
expressiveness

Emotions
modulate action
selection

Not included

Not included

Not included

Not included

Not included

Not included

Not included

Not included

Considers positive

and negative moods

Not included

Not included

Not included

A long term

affective factor

Not included

Not included

Not included

Not included

The mood affects
robot’s expressiveness

Table 3.1:

biological functions reviewed in this contribution.

Summary of the autonomous decision-making architectures based on
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3.3. Our contribution

As the previous section shows, the literature regarding autonomous architectures for social
robots based on motivation and affect in the last two decades is extensive. Although most
of the previous works have influenced our DMS to some extent, our architecture receives
strong inspiration from only a few of them.

Among the works mentioned above in autonomous decision-making for social robots,
the work developed by Kowalczuk and Czubenko [260] supposed a starting point since
it explores and includes in the decision loop many important processes such as memory,
perception, motivation, emotion, or learning using a purely biological representation. In
our work, we also propose a DMS based on such biological processes to attain a fully
autonomous and natural behaviour. In most of the architectures presented above, the
DMS concentrates on modelling those aspects involved in the goal they want to fulfil,
leaving aside essential factors of the decision-making process like the role of emotion. We
believe that for an autonomous agent to be deployed in complex environments and exhibit
a fully autonomous intelligent behaviour, the DMS has to integrate both physiological and
cognitive inputs. Besides, the work developed by Tanevska et al. [265] in 2020 presents
many similarities to our DMS in how it works. Like in our model, the perception system
gathers information from the environment and adapts it into understandable information
by a decision-maker. Then, the input information is processed by the DMS and translated
into the robot’s actions. Finally, these actions are adapted depending on different aspects
like their emotional state or the features of the user. Our model addresses this idea since
the robot’s actions are modulated depending on its current affective state and how it
evolves with time. However, the model by Tanevska et al. [265] lacks in defining the
effect of mood and just uses three emotions.

Considering the modelling of motivational states, in this thesis, motivations include
the effect of physiological and psychological deficits and the influence of environmental
stimuli [45, 256]. Like in many previous works [46, 198, 207, 256, 261], biological
processes are represented as homeostatically controlled variables that evolve with time
representing artificial processes in the robot. Drawing on previous research conducted by
Cafiamero [45, 250, 268], our model considers hormonal responses as the link between
environmental stimuli and biological processes (including emotion and mood). The
drawback of the previous works is that they are focused on investigating a predefined
biological process rather than designing a completely autonomous robot controller
for long-lasting interactions. To conclude the motivational aspect, the motivational
states of our robot cluster both proactive and reactive motivations as Koolhaas [203]
proposes to distinguish between involuntary reactiveness and voluntary decision-making.
Thereby, our robot can perform voluntary behaviour while affectively reacting to sudden
unexpected events.

In the affective component of behaviour, three works strongly inspired our model. In
the first place, the well-known Cathexis framework [180] entailed a complete description
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of how to endow artificial systems with affective generation and expression. Besides,
it explains how to address emotional blending and the different processes that elicit
emotional responses using classical but worldwide accepted affective theories. Second,
the Lovheim’s cube of emotions [191] provides us with a robust background about how
to map monoamine levels into emotional states. However, this model lacks in explaining
the essential role that mood plays in our affective behaviour. Finally, Arkin et al. [198]
modelled the robot’s arousal using a circadian signal. However, as we do in this thesis,
any work models circadian rhythms to regulate the artificial biological functions and the
long-term behaviour of a social robot.

For this reason, we expand our affective vision by including the Zhang et al. [195]
three-axis model where emotions, mood, and personality are differentiated from each
other, providing a more comprehensive overview of the human affective evolution in
time. We propose that the affective model considers emotion and mood for defining
the robot’s affective state but does not consider personality. The robot’s affective state
influences decision-making but also modulates the robot’s expressions. Finally, the works
presented in [194], and [264] gave us a recent and novel way of endowing social robots
with affective states. On the one hand, Vallverdu et al. [194] expanded the Lovheims
model [191] to a more complex system in which affective states influence the agent’s
behaviour. On the other hand, Tanevska et al. [264] combined affect and motivation as
the origin of the robot’s behaviour, presenting outstanding results in real HRI. Thus, as
both previous works do, we combine motivation and affect to define the robot’s behaviour
in our contribution. Additionally, our affective states depend on the artificial secretion
rates of neuroendocrine substances, although numerous studies demonstrate that more
neuroendocrine substances apart from monoamines also play an essential role in affect
[85, 103, 147, 269].

The following chapter reviews the literature for endowing social robots with adaptive
and learning mechanisms, focusing on HRI. Then, we present PL and RL, the two learning
techniques used in this thesis and how we have included them into our DMS.
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CHAPTER 4

Learning and adaptation in social
robots

This chapter contains valuable literature about learning and adaptation methods applied
to social robots. Then, we describe the techniques we have used for integrating such
mechanisms in our architecture, considering Reinforcement Learning (RL) for action
learning and Preference Learning (PL) for preference estimation and adaptation.

The software architectures presented in the previous chapter aim at endowing
social robots with autonomous behaviour using artificial processes inspired by biology.
Although we believe that modelling social robots using human biology allows these
systems to exhibit natural behaviour, adaptation and learning in dynamic environments
is essential. While adaptation implies that the robot modifies its behaviour depending
on the situation that it is experiencing, learning means obtaining new information that is
typically used to improve the robot’s performance. Next, we present recent literature on
learning and adaptation for social robots to operate in variable conditions successfully.

4.1. Learning and adaptation is social robotics

In social robotics, learning and adaptation have been primarily combined for personalising
the robot’s behaviour to HRI. Following this research line, Ahmad et al. [SO] presented in
2017 an adaptive model integrated into a NAO robot for sustaining children entertainment
and engagement. In this application, the NAO robot encourages the child to play the well-
known snakes and ladders game. The model uses game, emotional, and memory-based
online adaptations to avoid the child’s boredom. The adaptive game mechanism consists
of modifying the verbal communication of the robot depending on the child’s actions. The
robot’s emotional adaptation considers emotional reactions to the inferred emotional state
of the children and their actions. Memory-based adaptations consist of storing in a local
database and using meaningful information from past experiences in future interactions.
Results prove the benefits of the affective and memory-based adaptation of the robot,
although no significant outcome is derived from the game adaptive system.
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In a similar scenario to the previous work, Schodde et al. [270] proposed in 2017
a method for adapting the communication of a social robot during the interactions with
children. The model uses Bayesian probabilistic estimation to drive its decision-making
for creating personalised tutoring based on the learner’s knowledge. Thus, the robot
can generate appropriate sessions to teach each child the skills that (s)he has to learn.
The system is implemented on a NAO robot, which conducts the sessions using a tablet
device where different multimedia content is played. The robot adapts its communicative
procedures during the sessions depending on the dialogue and the children’s mistakes
using pedagogical acts and expressive non-verbal behaviour.

Using RL, Ritschel and André [271] developed in 2017 a robot architecture based on
the adaptation to the user’s personality. The rewards obtained by the robot are estimated
from the social signals perceived by the user. The adaptation of the robot’s behaviour
to the human’s personality pretends to engage the user. However, in some contexts, the
user may prefer a robot with a different personality. For this reason, the RL provides
information about whether the user likes or not the actions of the robot, making it possible
to change its behaviour appropriately to the desired personality profile. The system works
on a real HRI scenario, depicted in Figure 4.1, where the social robot Reeti works as
a storyteller varying its degree of extroversion. This work entailed a great inspiration
from this thesis since, likewise, we consider explicit and implicit social signals for
calculating the users’ engagement and how much they like the robot’s activities (learning
user preferences).

These authors continued working on robot adaptation in applications where the robot
acts as a storyteller. In 2018, they [272] investigated how the robot gathers social
information from the user. The audio and visual information analysis enables the robot to
recognise laughs and smiles as a sign of the user likes what the robot does. Finally, that
same year, the authors [273] shaped the humour of a joke teller robot depending on the
flow of the interaction. Like in the previous works, social signals are extracted from the
user’s actions and, using RL, the robot knows whether its actions are appropriate for each
situation and whether the user likes them or not. We drawn on for defining how to gather
the interaction metrics of the users and learn their preferences towards the robot’s actions.
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Figure 4.1: HRI scenario proposed by Ritschel and colleagues for user adaptation [271].

Turning the vision to expressiveness adaptation, Chen et al. [274] presented in 2017
a robot that adapts its expressiveness depending on the emotions it detects in the user.
For carrying out the behaviour adaptation, the robot uses Q-learning to map emotions
to expressions. The robot recognises Ekman’s six basic emotions [185], driving its
behaviour selection using fuzzy logic. Three robots worked as bartenders in a experiment
where 12 volunteers participated. Unlike the previous works, the behaviour adaptation of
these robots also including a more complex decision-making by selecting the appropriate
drink for each user and their favourite music style.

In the same line, Tanevska et al. [275] researched in 2019 how to improve the affective
expressiveness of social robots adapting the robot’s personality using a kind of learning
similar to RL. The mechanism that was implemented in the iCub robot consisted of the
robot extracting facial features and tactile information from the user and adapting its
social communication in terms of the duration and frequency of the interaction to maintain
engagement. This framework combines adaptive mechanisms inside biologically inspired
cognitive architecture modelling processes like motivation and emotion. The adaptive
mechanisms are dedicated to the HRI.

The work presented by Andriella et al. [276] in 2020 addressed the problem
of deploying robots in wild natural environments for short-term human-robot
communication. As the authors argue, a robot that faces inexperienced users may require
robust adaptive mechanisms to deal with the unpredictability of the interaction. In
the contribution, a TiaGo robot has a cognitive architecture that combines plans with
adaptive behaviours using cost functions for defining the actions’ suitability. The scenario
contemplates the robot interacting with different persons while playing a game. The robot
recognises the difficulties of the user adapting its assistance during the game. Results
show that the adaptation process leads to a better performance in completing the game,
suggesting that an adaptive robot overcomes the user’s difficulties.
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The work presented in [30] explores how the communication between a robot and a
person can be adapted towards obtaining a more natural, fluid, and robust interaction. The
work shows the most relevant factors involved in human-robot communication, focusing
on exploiting all the robot’s physical capacities (sensors and actuators), such as audio,
touch, or visual channels.

Finally, Irfan et al. [277] reviewed in 2019 the problem of robot personalisation during
long-term interactions. In this work, the authors focus on critical aspects of long-term
interactions such as engagement or interaction quality, factors that generally decay with
time. The adaptive mechanisms consist of using RL to learn from repeated interactions to
map the robot’s situation to actions. Thus, the primary goal of the system is personalise
HRI to sustain engagement in long-term interactions.

To conclude with this review, we would like to emphasise the work by Rossi et al.
[51] as an essential contribution to our adaptive DMS. The review, presented in 2017,
addresses how to design adaptive robots for HRI. The authors presented valuable works
demonstrating how a social robot can identify the user it is interacting with, create a
profile of them, and personalise the interaction using this information. The authors argue
that the information should be updated periodically since users’ preferences and personal
information may change over time. Besides, they posit that the information stored in the
robot’s memory must contain physical, cognitive, and social data, paying more attention
to the ones related to the application of the robot.

Taking a different point of view, Ahmad et al. [278] tackled robot adaptation from a
more humanistic perspective. Their contribution focuses on providing a systematic review
of how social robots must be designed to operate in healthcare and therapy, education,
industrial environments, public spaces, and particular homes. The authors conclude that
the future challenges of adaptation in HRI have to be oriented to overcome the adaptation
to the users’ affective state, personality, culture and the robot’s memory and voice.

Considering the previous literature, most contributions combine learning and adapting
for improving the behaviour of social robots. Besides, most works are based on RL
techniques. The following section defines our approach for improving the adaptive and
learning capabilities of our DMS using RL and PL.

4.2. Our approach

The DMS presented in this thesis implements many adaptation and learning mechanisms
to improve the behaviour exhibited by the robot. On the one hand, the adaptive
mechanisms provide each user with a personalised interaction according to their features.
Considering the outstanding review presented by Rossi et al. [51], we opted for defining
a unique profile for each user that interacts with the robot. The profile stores different
types of information used for customising the interaction, like personal data, habits, or
preferences. To allow the robot to create user profiles online and dynamically update
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the profile of the user that the robot is facing, we designed a novel model based on
Active Learning that works using face recognition techniques and HRI for retrieving user
information. The Active Learning profiling system allows the robot to recognise those
users that have not interacted with the robot previously, update a face recognition system
with their faces, and create them a profile stored in its long-term memory for personalising
future interactions with them.

The profile of each user contains their preferences towards the entertainment activities
of the robot, so the robot can select the activities that each user likes the most. To
develop such functionality, we addressed PL by combining Label Ranking (LR), a
promising PL technique with RL for action adaptation, since the goal is to predict the
preferences of each user considering their features and refine them using the interaction.
Thus, our PL presents the novelty of dividing the process into two stages: first, the LR
produces estimations about the preferences of a user based on their features and, with the
interaction, adjust the initial predictions using RL. The adaptation of the initial prediction
is addressed using social signals provided by the user, like Weber et al. [272, 273]
propose.

Finally, and extending the works previously developed in our research group [15,
17] about learning how to map the robot’s motivational state to actions, we apply RL
techniques to speed up the learning process. Initially, we used Q-learning to deploy such
functionality, but due to the slow learning speed of this method, we moved to implement
a model-based method like Dyna-Q+ in our social robot.

4.3. Learning methods used in this contribution

In the last years, machine learning applications have obtained meaningful results in many
different areas. Among the broad range of machine learning techniques that have been
applied to social robotics, we focus on RL and PL. On the one hand, we use RL to allow
our robots to map situations to action in order to maintain a good welfare state. On the
other hand, we use PL for estimating and adapting the preferences of the user towards
the entertainment activities of the robot. Next, we formulate the algorithms used in this
contribution.

4.3.1. Reinforcement Learning

RL [25] takes inspiration from how animals learn from rewards and punishments after
interacting with the environment. After executing an action, the agent receives a reward
that lets them know how beneficial that action was according to its internal and external
situation. A RL problem can be formulated as a Markov Decision Process (MDP) that
fulfils the Markov’s property. This property states that the values of the future variable
of a system only depend on present values if Equations 4.1 and 4.2 are analogous. In RL
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settings, this property is applied to the suitability of executing an action a in a particular
state s.

Pris;1 = 8", 11 = 1Sy, Qry Tty S1—15 Qr—15 s 11, S0, Ao} 4.1)

Pr{s;1 =, 1y =18, a,) 4.2)

A MDP defines a system modelled using the tuple {S, A, T, R, y}. In this formulation,
S represents a set of discrete state where the agent can be, A represents a set of action that
the agent can execute, T(s,a, s’) = P(s‘|s, a) represents the probability of, after executing
an action a € A in a certain state s € S, transit to a new state s’ € S, R a reward function
that returns how good is for the agent to execute the action a in the state s, and y € (0, 1]
represents a discount factor applied to minimize the effects of past experiences on new
learnt facts. Thus, in a RL scenario, the agent has to learn hot to map situations s; to
actions a, to accomplish an specific goal. The sequence of behaviours that allow the agent
to fulfil its goal is called the optimal policy 7 : A X § — [0, 1], n(a, s) = Pr(a, = a|s = s;.

Numerous algorithms following a RL formulation allow artificial systems to solve
learning situations [25]. Nevertheless, it is impossible to describe all of them in this
dissertation. Next, we explore the RL algorithms that have been studied in-depth in this
thesis, providing a detailed description of their mathematical basis and their advantages
and drawbacks. We concentrate on tabular methods since they are suitable for scenarios
where the action and state spaces are too large to be saved using a tabular representation.

4.3.1.1 One-step Q-learning

Q-learning [16] is an off-policy tabular algorithm based on temporal difference. It
evaluates how beneficial an action turned out to be in a particular state, assigning an
optimality value (Q-value) to each state-action pair. Each Q(s,a) is updated when the
action a is performed in the state s, eliciting a reward r that increase Q(s, a) if the reward
is positive and decreases it otherwise. The update rule of Q-learning depends on «, a
learning rate that defines how fast an error ¢ that considers past and new estimations is
corrected (see Equation 4.4). The computational complexity of Q-learning is O(d), as in
nature it is a TD standard method [25]. The following equation represents the update rule
of Q-learning:

0(s,a) < 0(s,a) + ad 4.3)

where:
0 «r+ymax Q(s',A) — O(s,a) 4.4)

Despite Q-learning converges to an optimal solution if the reward function is well-
defined and if the learning rate a decreases with the number of updates of each Q-value,
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Q-learning presents some disadvantages. First, it requires a small state-action space since
large spaces can not be represented using a table exponentially increases the learning
time. Second, in applications where the system can be in danger (self-navigation or
self-driving), Q-learning may take unnecessary risks for the system’s survival during
the learning phase. Finally, Q-learning performs one update per real interaction, so the
learning process becomes relatively slow in environments where each action lasts too
long.

4.3.1.2 Multi-step Q(1)

Q-learning provides robust but slow RL algorithms. To overcome this problem, eligibility
traces [279] enable that, per time step, the learning system is updated » times instead of
once. Thus, Q(1) emerged as a multi-step updating algorithm that notably speeds up the
learning process. Q(A1) considers how recently an action has been executed when updating
a Q-value. Then, new actions are executed, the trace value of each (s, a) pair decays,
reducing the impact of that action on the Q-value. This mechanism allows the learning
system to consider the experience and the n previous experiences in the updating process,
updating the past n Q-values. Q(A1) has a computational complexity of x - O(d), where
x represents the robot’s state space number. Besides, it converges n times faster than Q-
learning if both algorithms have the same learning rate and discount factor. Equation 4.5
shows the update rule of Q(4), and Equation 4.6 how traces are calculated. The traces’
decay rate depends on 7y, a parameter that determines the impact of past experiences on
new updates.

O(s;,a,) «— O(sy, a,) + ade(sy, a;) 4.5)
where:
e_1(s,a)+ 1 if a is executed in s
e(s;,a;) «—13 yde,_i(s,a) if Q(s;, a;) = maxy, Q(s;41,a) (4.6)
0 otherwise

Q(A4) notably improves the learning speed at the cost of increasing the computational
charge. However, it is a tabular method, so large state-action spaces are not afforded.
Additionally, eligibility traces add extra complexity to the algorithm, making it more
difficult to tune it up.

4.3.1.3 Dyna-Q+

Temporal difference methods are model-free, so any environment representation must
carry out the agent’s learning. However, model-based algorithms have shown notable
improvements not only in the learning speed but also in the learning stability [25].
Besides, a model allows simulation while acting, leading to improve action exploration
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since not regularly visited states in the real domain can be elicited more often using the
model.

Dyna-Q+ [280] integrates both real acting and simulation by creating a representative
model of the environment. The model uses previous experiences to grow, continuously
improving the agent’s performance by using the new experiences lived by the agent. In
Dyna-Q+, planning starts once the agent has obtained enough real experiences since
planning without enough information may lead to mistaken action selection. The potential
of Dyna-Q+ resides in the combination of real acting and planning. At the same time,
it is based on classical RL algorithms like Q-learning or Q(1). Humans create their
imaginary representation of the environment and create plans about how to behave in the
future, reinforcing new behaviours and reducing possible future errors. Dyna-Q+ has a
computational complexity of n - x - O(d), where n represents the number of planning steps
and x the number of states of the agent. However, Dyna-Q+ requires n - x times more
computational processing than Q-learning and n times more computational processing
than Q(A).

Dyna-Q+ speeds up the learning process but increases the computational payload and
requires a precise environment representation. Moreover, the complexity of the algorithm
is increased regarding classical TD methods. Nevertheless, Dyna-Q+ allows the agent to
adapt the learning process to dynamic environments, which Q-learning and Q(A1) can not
achieve.

4.3.2. Preference learning

In many moments of our life, we have to make decisions about how to behave. On
many occasions, these decisions depend on our physiological needs, but we sometimes
select those alternatives according to our preferences. During HRI, the opposite process
occurs since the robot has to adapt its behaviour to the user’s preferences. PL [281]
addresses the problem of allowing artificial systems to estimate the preferences of the
user that it is interacting with towards a predefine list of alternatives. Besides, once
the estimation is carried out, PL can be combined with RL to tune these predictions,
improving the performance of the system. Learning preferences can be tackled using
different approaches, depending on the purpose of the application. Following, we describe
LR and Preference Adaptation as the algorithms used in this work for learning and
adapting the user preferences.

4.3.2.1 Label Ranking

LR [282] predicts, for any instance x contained in an instance space X, of a preference
relation of the type >, € £ among a finite set of labels £ = {4,...4,,}, where A; >, A; means
that for each instance x, label 4; is preferred above label A;. Note that the set of labels are
ranked according to a total order, defined by a permutation 7, of {1...m}, such 7, (i) < 7,())
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whenever 4; >, 4;, being (i) the position of A; in the ranking and € the full permutation
space. In this context, we refer to Sq as the full set of permutations over m labels. Data
instances are defined by (a1, 71)...(xm, T») Which contains features and labelled rankings in
permutation format. LR aims at mapping from X — Q, assuming that for every 7 €
there is a probability P(7|x) that 7 is the permutation associated to instance x. Next, two
of the most widespread PL algorithms that are used in this work are presented [283].

Ranking by PairWise Comparison (RPC) [284] splits the preferences dilemma in
binary problems. Considering a finite set of classes £L = {A;...4,,}, the system defines
m(m — 1)/2 binary classifiers defined as #4;. For each pair of labels, the classifier
establishes a preference relation of the type A4; > A, indicating that for a specific user,
label A; is preferred above A;. Like Equation 4.7 represents, each model focuses on two
labels, but combining all the binary preferences, it is possible to sort all labels in ranking
format. The ranking is usually produced using a voting process, ranking labels with more
votes above less voted ones. Ties are randomly broken to avoid biasing the classification
process.

M =

1]

4.7)

1 if A4 >4
0 otherwise

RPC simplifies the classification process at the cost of increasing the computational
processing of the algorithm since it trains m(m — 1)/2 binary classifiers instead of
one. Additionally, rank splitting and aggregation are computationally soft, as they rely
on straightforward calculus. Despite LR has been widely used in applications like
recommender systems [282, 285, 286], just few contributions apply it to social robotics
and HRI up to the date [287, 288].

Top Label as Class (TLAC) is a novel LR technique based on replacing the rankings of
each input instance by just its top label, which is used as a class [289]. It takes inspiration
from Label Ranking Forests (LRF) [290], an algorithm that replaces each ranking with a
new label instead of top-ranked labels. TLAC diminishes the number of labels used for
classification L to m classes, instead of m! like [290] does, simplifying the classification
problem but requires a preprocessing stage and two rank aggregations that lead to an
increase of the computational payload needed for running the preferences estimation.
Rank aggregation is performed using the well-known Borda’s count, a method that gives
a higher score to top-ranked labels to produce the ranking [289, 291, 292]. Although
TLAC is computationally faster than similar methods like support vector machines or
binary classifiers as it just trains one model for solving the problem, its performance
relies on the number of labels to rank [289].
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4.3.2.2 Preferences adaptation

Humans feel curiosity about those things that surround them and are known. Sometimes,
we have to try things to know if we like them or not. Considering this, in this work we
combine RL with PL to adapt the initial user preferences estimations by letting the users
try the robot entertainment activities.

Most RL algorithms are based on Markov’s property to fully define the agent and
his/her steps in the environment. However, there exist methods that do not consider a
variable agent’s state but learn the most suitable action from a list of possibilities in a
fixed state [25]. Action-based methods define an optimality value (Q-value) for action a
that belongs to an action space A. The update rule takes inspiration from TD methods,
like the following equation represents:

NewEstimate « OldEstimate + StepSize | Target — OldEstimate (4.8)

error

Every time a new action is taken, their optimality value (NewEstimate) is updated
considering its previous optimality value (OldEstimate), a target value (Target) that
indicates the new optimality value obtained for the action a and a learning rate (StepSize)
that represents how fast the new estimation adapts to the new target. Mathematically, the
previous equation can be expressed according to a TD problem by just replacing some
of its terms. However, native TD learning uses the agent’s states instead of actions to
perform the learning, like the following equation represents:

V(s) « V(s)+ a[r+yV(s) - V(s)] 4.9)

In the previous equation, « is the learning rate or step size, r is the reward obtained by the
agent, s is the agent’s current state, and s’ is the next state that will reach after executing
an action a.

The adaptation of Equation 4.9 to action-based problems can be quickly made by
replacing states values with action values, allowing the comparison of a set of actions
instead of states. Thus, fixed learning rates « allow adaptation since the system
continuously updates its state.

Q(a) < Q(a) + a[r - Q(a)] (4.10)

The following Part II describes our system. It start with a presentation of our social
robots and their software architecture, ending with the motivational model and DMS we
propose to endow our robots with autonomous decision-making.
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Part 11
The proposed system
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This part of the manuscript presents the architecture we have developed for endowing
social robots with autonomous decision-making, drawing on how humans make decisions.
It is divided into three chapters, oriented to describe the fundamental components of the
system:

e Chapter 5: Our social robots. This chapter describes the social robots of the
Social Robots group at the Robotics Lab, defining their hardware devices and
providing a detailed outline of the software architecture where the decision-making
system and related modules proposed in this thesis integrate.

e Chapter 6: Our Motivational model. In this chapter, we describe the motivational
model, one of the most important inputs of the decision-making system entirely
developed in this thesis. The motivational model emulates the biological processes
of human beings into artificial variables implemented in the robot that define the
most appropriate behaviour the robot has to take according to its internal and
external state.

e Chapter 7: Our Decision-making system. This chapter is the cornerstone of
this thesis since it introduces our decision-making system. The chapter details the
module’s operation to make autonomous decisions and the communications with
other modules of the software architecture.
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CHAPTER 5

Our social robots

This chapter begins with a presentation of the social robots where the autonomous DMS
has been integrated. Next, the chapter continues presenting the architecture included in
these robots. The architecture counts with a set of flexible modules that communicate
with the DMS and among them to produce an appropriate and natural robot behaviour.

5.1. Our social robots

Currently, the social robots group works on three different robotic platforms, each
one devised for a different application. The social robot Mini, and its new version
Mini v2, aims at assisting older adults in cognitive stimulation therapies and provide
companionship and entertainment. Both robots have similar capacities, but the reduced
size and cost of Mini v2 make it more affordable and easy to use in particular homes.
Thus, Mini is typically devoted to research and Mini v2 is intended for performing
experiments outside the university. Moreover, the research group is working on the
design and development of a huggable social robot. Although it is under development, we
pretend that, in the future, we can implement a version of our DMS presented in this thesis
in scenarios that use social robots for affective stimulation and companionship emulating
animal therapy. The following two sections describe in more detail our social robots for
which the DMS has been developed, focusing on its hardware capabilities.

5.1.1. Mini

The social robot Mini [293] (see Figure 5.1) is a robotic platform developed in 2014
intended for cognitive and affective stimulation with older adults to prevent the effects of
cognitive impairment. Furthermore, Mini provides older adults with entertainment since
it contains a repertoire of different activities like games, multimedia content, informing
about the latest news, or the weather forecast.
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SOCUALADROTS

Figure 5.1: Front view of the social robot Mini and the tablet device attached to it.

Physically, the robot has five degrees of freedom to move its hip, both arms, the neck,
and the head using five servomotors. These servomotors communicate with a controller
specifically integrated to command them. To improve its expressiveness, Mini has RGB
LEDs distributed throughout its body. One of these LEDs emulates the heartbeat of the
robot, allowing it to express different affective states. The LEDs located at its cheeks
simulate the flushing that, for example, occur during embarrassing situations. Besides, the
robot has two animated screens that simulate the robot eyes and two temperature sensors
to measure its internal temperature and the environment’s temperature. For controlling
every actuation device and holding the software architecture that is described in Section
5.2, the robot has a Mini ITX motherboard containing an Intel 17 processor. Additionally,
an Arduino MEGA 2560 connected to the motherboard manages the RGB LEDs and the
temperature sensors.

Mini can perceive tactile contact using four capacitive touch sensors placed on both
shoulders, belly, and head. It is worthy to note that the most recent versions of Mini
replace the capacitive touch sensors with contact microphones. Contact microphones
allow the robot to differentiate strokes, taps, slaps, and tickles using machine learning
techniques, improving the perception system of the robot [294]. In this thesis, we
have used a light sensor for measuring the ambient light intensity so that the robot can
differentiate between day-night conditions. These sensors are all connected to the Arduino
MEGA 2560.

Mini can verbally communicate with people using a TTS system that translates text
to speech and a ASR module that translates the user’s speech into text for the robot to
understand the user’s commands. The user’s speech is obtained using a microphone with
active noise cancellation. Then, a stereo speaker plays the audio created by the TTS
system verbally generating the robot’s speech. Moreover, for those cases in which the user
may present verbal limitations, the robot has a tablet device to show visual and auditive
information. This device permits displaying menus on it, so users can select the option
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they prefer from a predefined list of alternatives. Besides, the robot has a 3D stereo camera
attached to the joint placed on its hip in applications that require image processing.

Recently, in 2020, the social robot Mini was updated to a new version [295] aiming
at improving its computational capabilities and reducing its base. Mini v2 has the same
degrees of freedom as Mini, but their servomotors are cheaper. Instead of including an
Arduino MEGA 2560, Mini v2 has an ESP32 to control these devices. The Arduino
and the motor controller connect to an Intel NUC motherboard containing an Intel
i7 processor. Unlike Mini, this robot integrates a passive infrared sensor that detects
presence. It has an array of microphones placed on its head for perceiving the direction
of the ambient noise. Besides, Mini v2 incorporates a Raspberry Pi 3 for controlling two
sophisticated animated screens that simulate the robot’s eyes. These screens extend the
functionalities of the Mini’s eyes, including the control of pupil size and iris colour. The
robot has the same microphone, speaker, and tablet device to verbally communicate with
people.

Figure 5.2 shows the frontal view of the social robot Mini v2. As can be perceived
from the comparison of the frontal view of Mini v2 and Mini (Figure 5.1), the base
that bears the robot is substantially smaller, mainly due to the change of some hardware
devices from the base to the torso.

|
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Figure 5.2: The social robot Mini v2.

5.1.2. Huggable robot

The social robots group is currently immersed in developing a new robotic platform
devised to provide older adults with companionship trying to emulate animal therapy.
Considering outstanding results in medicine using animals to improve the health of
patients [296-298], roboticists create pet robots that serve as companions for vulnerable
sectors of society like older adults [299]. Using robots instead of animals can help
overcome well-known problems like excessive noise, cleaning, or allergies that real
pets have. These drawbacks are even more notable when patients are in hospitals or
shared-houses.
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After studying the possible external appearances of the huggable robot, we opted for
selecting the alternative shown in Figure 5.3. The robot is a small and soft rabbit. Thus,
the robot can be easily manipulated by older adults, as it has a foamy case so people
can hug and stroke it. The robot has capacitive touch sensors spread around its body to
perceive the tactile contact, temperature sensors, and a microphone to perceive the human
voice. Considering its motor capacities, it has five servomotors for moving both ears, the
tail, the neck, and the head.

Moreover, the robot counts with a speaker for playing non-verbal sounds and RGB
LEDs that simulate different affective states. Excluding the servomotors handled by their
manager device, a SP32 microcontroller handles the other sensory and actuation devices.
The servomotors microcontroller and the Arduino are connected to a Raspberry Pi 3 that
is in charge of processing the high levels computations of the robot.

Since the robot is portable and not permanently connected to the electric current, it
incorporates a 3s-1p LiPo battery that provides an energetic autonomy of approximately
8 hours. Besides, an uninterruptible power supply device manages the charging of the
battery when the robot is connected to the alternate current avoiding undesired shuts-
off. Although this robot has a different application from the previous ones, it includes a
simplified version of the robotic architecture and DMS described in Section 5.2.

Figure 5.3: The huggable robot of the social robots group in the UC3M.

The following Table 5.1 compares the hardware devices integrated into each of our
social robots.

5.2. Software architecture

The software architecture developed in our research group uses the well-known Robot
Operating System (ROS)?> software. ROS has multiple advantages like flexibility,
scalability, and modularity. ~ROS allows isolating each robot functionality in a
different package/project without affecting the whole architecture, providing robust
and straightforward mechanisms to communicate each function. Conceptually, ROS

’https://www.ros.org/
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Feature Mini Mini v2 Huggable
Processor Intel i7 Intel i7 + Raspberry Pi 3 B+
Raspberry P1 3 B+
Microcontroller Arduino MEGA 2560 ESP32 ESP32
Camera Intel RealSense - -
Degrees of freedom 5 5 3
Touch channels x3 x5 x5
Screens 2 2 -
Microphone Olympus ME52 Olympus ME52 Olympus ME52
Speaker Mini stereo speaker Mini stereo speaker ~ Mini stereo speaker
Tablet Samsung Galaxy A12 Samsung Galaxy A12 -
LED indicators x5 x5 x2
Temperature sensors x2 x2 x2
Inertial rilliailtsurement ) ) Adafruit 9-DOF
Battery - - LiPo 3S-1P
Manufactoring cost 3500 2500 400

(euros)

Table 5.1: Comparison of the hardware capabilities of the three social robots developed

by our research group.

uses nodes as processes that perform computation (functionalities), messages to send

asynchronous information between nodes, services to send synchronous information

between nodes (clients-service), and topics as channels that connect different nodes

throughout which the messages travel. Figure 5.4 shows a general view of our robot

architecture, that consist of a memory that stores information about the robot and the

user, a multimodal HRI system, a User-adaptive system, the DMS, and the robots

functionalities, called Skills.
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Figure 5.4: General view of the architecture integrated in the social robots of the Robotics
Lab research group. In pink, the modules developed in this thesis.

The following sections focus on describing each of the modules shown in Figure 5.4.
First, we describe those that have not been developed in this thesis and are essential parts
of the architecture. Then, we emphasise (highlighted in pink in Figure 5.4) those that have
been designed explicitly during this thesis: the User-adaptive system, the DMS (with its
motivational model), and some Skills. Since the motivational model and the DMS are the

cornerstones of this thesis, they respectively have a specific chapter for them in Chapters
6 and 7.

5.2.1. The multimodal HRI system

The bidirectional communication between the robot and people is managed by a
multimodal HRI system composed by Perception manager, the HRI manager, the
Expression manager, and the Liveliness manager. These modules are essential for the
architecture’s operation since they connect and allow straightforward communication
between the sensory and actuation devices of the robot with the rest of the modules for
human-robot communication. This system has been fully developed in a parallel thesis of
the group [300]. Next, we provide a detailed description of the action of each manager in
our HRI system. Figure 5.5 expands the view of the multimodal HRI system introduced
in Figure 5.4.
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Figure 5.5: The multimodal HRI system divides in the sensors and actuators, the
Perception manager, the HRI manager, and the Expression manager. These modules
integrates into the software architecture providing a robust interfaces for managing the
social communication with the user.

5.2.1.1 Perception manager

The Perception manager (see [293]) is a module of our software architecture in charge of
integrating the information produced by the sensors of the robot. The primary function
of the Perception manager is to receive the raw data generated by each sensor yielding
a homogenous, aggregated, single message that the other modules of the system can
understand. Like Figure 5.5 shows, the Perception manager has three abstraction levels.

e The Level 0, called Translation, is formed by a set of dedicated modules that receive
the information of a specific sensor or perception unit and translate it into a standard
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format. This format is an array of key-value pairs, where keys are identifying tags
of the information sent and values in the numerical or discrete value of the tag. It is
worthy of mentioning that perception units are middle layers between a sensor and
the Level 0 that performs data preprocessing (e.g. NLP).

e The Level 1, called Aggregation, receives the information from the Level 0
and combines it producing a single message that contains meaningful perception
information from one or more perception units inside a time window of 1 second.

e The Level 2, called Fusion, contains a set of high-level modules that receives
information from the two previous levels fusing their information into more
complex, high-level messages that fuse information from different sensors. A
representative example of this case is the combination of a face detector and a gaze
detector to determine whether the robot engages users or, on the contrary, they are
not focused on the robot. The goal of the third level is to strengthen the sensory
information sent to the other modules of the robot, so future decisions have a more
robust basis avoiding possible perception errors.

The different levels of the Perception manager directly communicate with the HRI
manager informing about changes in the environment detected by the sensors of the robot.
However, there exist exceptional cases in which other applications can subscribe to the
Perception manager messages to modify their operation. For example, the User profiling
manager and the Context manager are aware of when a new user approaches the robot, so
both can load his/her information to produce a personalised interaction. Similarly, DMS
is informed about when the user pretends to interact with the robot using the tablet or
calling it by voice commands, letting the decision-making know how to drive the robot’s
behaviour.

5.2.1.2 Human-robot interaction (HRI) manager

The HRI manager [301] is the module that controls the communication between the
robot and the user. It is based on an asynchronous bidirectional exchange of information
with the Skills of the robot using messages called Communicative Act (CA). CAs are
communicative units used for requesting or giving information to the user. These units
play a pretty important role in abstracting and simplifying the communication process
with the user since it provides a standard and unique channel throughout the information
with the user flows. Like it is described in [301] the CAs can be classified as robot asks
for information, the robot gives information, the user asks for information, and the user
gives information, depending on whether the robot or the user initiates the information
exchange and the direction of that communication.

The HRI manager sequences the interaction with the user but also avoids conflicts
in case that more than one Skill of the robot require the use of the same devices. Thus,
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internally, it organises in two levels: the control module and the active CAs. The control
module is the sequencer, a kind of planner that manages which CA can be active at each
time. Active CAs transmit the information to the Expression manager, which decouples
the information and sends commands to the actuators. The management of the active
CAs is carried out using a priority sorting system with three levels: low, medium, and
high. CAs with a higher level of priority are executed first, even if this fact causes an
interruption of the current active CA. If two CAs have the same priority, then the one that
arrived earlier is deployed first only in case any other CA is currently active. Otherwise,
the CA is stored in a queue that passes to the next turn when the current active CA finishes.
It is worthy to note that several CAs can be active at the same time, if and only if they use
different communication interfaces. Thus, this module is essential in autonomous social
robot architectures since it links low-level devices (sensor and actuators) and high-level
processes (decision-making).

Like Figure 5.5 shows, the HRI manager situates between the Perception manager and
the Expression manager, working in coordination with the DMS to manage perception
and control actuation. The execution of certain expressions by the Expression manager
under the request of the HRI manager provides feedback that contains the result of the CA
and, in case it requires information from the user, the content of such information. The
following section describes the Expression manager as the last part of the multimodal
interaction modules.

5.2.1.3 Expression manager

The Expression manager (see [293]) controls the actuation capabilities of the robot in
terms of communication. It receives orders from the HRI manager and from the liveliness
module about how to control the robot’s actuators to produce specific multimodal
expressions. On the one hand, the HRI manager sends expressions based on practical
sensor information. On the other hand, the liveliness module generates spontaneous
actuation commands to improve the naturalness of the robots’ movements, mainly when
the robot does not perform any specific task.

The expressions or gestures received by the Expression manager are based on different
actuation commands that must be sent separately to each actuator. Thus, the Expression
manager primary’s task is to decouple complex expressions into individual actuation
commands and send them to the corresponding actuator at the right time. Considering
this fact, the Expression manager consists of three levels and a complementary module
called Liveliness manager, like Figure 5.5 shows.

e The top level is the Expression scheduler, a module that receives complex
expressions and manages them to define a queue where urgent expressions are
top-ranked. The queue is sorted using the priority of each expression, the time
it arrived and the interfaces needed to execute it. Thus, the Expression scheduler
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resolves conflicts if more than one expression must be executed simultaneously,
needing the same interfaces. It is worthy to note that the Expression scheduler
also manages the available interfaces and, if possible, coordinates the execution
of multiple expressions simultaneously. Once an expression has finished, the
Expression scheduler verifies if a new expression has to be executed. If a new
expression is ready, the Expression scheduler sends the expression to the Expression
executor.

e In the second level, the Expression executor is a node that loads the expression
information from a predefined library and executes it. The Expression executor can
manage different expressions acting simultaneously, splitting up the expression into
individual actuation commands.

e In the third level, it is possible to find several players. A player is a programme
that handles the commands that have to be sent to a specific actuator. Thus,
each player is dedicated to an actuator device, receiving the command from the
Expression executor. Then, the player sends the command received to the actuator
manager, which generally is microcontrollers. In our system, there are five players
for controlling the robot’s motion, the eyes screens, the voice and sounds, the LEDs,
and the touch screen. The players can be enabled, disabled, and interrupted when
necessary but always controlled by high-level processes.

The expressiveness of the robot requires continuous adaptation depending on the
situation where it is involved. Thus, the Liveliness manager is included in the software
architecture to improve the naturalness of the robot’s behaviour and provide a feeling of
liveliness to the user. The Liveliness manager is a module that generates, using a sine
wave that represents the internal rhythms of the robot and the robot’s state (e.g. sleeping
or playing), appropriate involuntary expressions that enhance its expressiveness.

The sine wave is defined in amplitude and frequency, serving as a robot’s autonomic
expressiveness modulator. Thus, if the sine waves present a high frequency, the
expressions will be executed more often than if the frequency is low. Similarly, the
amplitude of the sine function controls the amplitude of the robot’s movements. Both
parameters depend on the robot’s internal state, which can be affected by factors like its
physiological deficits, affective state, or the state of the stimuli, among others.

The Liveliness manager obtains the information about the robot’s circumstances from
the robot’s memory, where the other nodes of the architecture write the robot’s status. On
the other hand, the amplitude and frequency of the sine signal that controls spontaneous
behaviours directly attack the Expression manager on its lower level (players), producing
appropriate motor commands for controlling the actuation devices.
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5.2.2. The User-adaptive system

In order to achieve good user acceptance and natural interaction, the robot has to adapt
its behaviour to the user. Thus, Figure 5.6 expands the view of the User-adaptive
system presented in Figure 5.4 that integrates various modules for enabling this robot
functionality. Next, the User profiling manager, the Context manager, and the Scheduler
manager are explained in detail as essential systems required for attaining an adaptive
robot behaviour. Next, we provide a detailed description of the function of these managers
in the robot architecture.
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Figure 5.6: The software architecture contains various modules that allow robots to adapt

Skills

to different users. In this setting, the Context manager, the User profiling manager,
the scheduler system, and the Skills interact among them and with the robot’s memory
to exchange information that allows the DMS to adapt the robot’s behaviour to each
user. Red arrows show the information that updates the Context manager for long-
term interactions. Blue arrows indicate the information flow from the robot’s memory
to the rest of Managers and Skills. Black arrows indicate the communication of the User
profiling and Scheduler skills with their corresponding manager.

5.2.2.1 User profiling system

The User profiling system manages the retrieval of important information of the user to
adapt the interaction process. It is made up of two modules: the User profiling manager
and the User profiling skill, like Figure 5.6 shows.

e The User profiling manager is a full-time active module that manages how each
user interacts with the robot. It receives information from the HRI manager about

the different actions that the user is taking for generating interaction metrics that
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shape the quality of the interaction. These metrics are lately used for adapting
the robot’s behaviour. This module includes the PL system. Using the interaction
metrics mentioned previously, it can know how much a user likes each activity.

e The User profiling skill is a conditional functionality that only activates when a new
user is detected or when the DMS considers it appropriate. The functionality of this
module is twofold. First, it informs the Context manager (see Section 5.2.2.2) when
it has to create a new empty user profile, setting a unique user id to differentiate
among different users. Second, this module contains a repertoire of questions to fill
the empty user profile by asking the user about personal information (e.g. name,
surname, age, sex), preferences (e.g. music, news, games), or habits. As the robot
retrieves more and more information about the user, the interaction is more shaped
and adequate to him/her.

5.2.2.2 Context manager

The Context manager is a module designed to store information that the robot can use to
adapt its interaction. It contains information about the robot itself and about the different
users that interact with it. Inside the ROS architecture, the information is published in the
robot’s memory, a kind of virtual board where the nodes of the architecture can efficiently
write and read information exchanging it with other nodes.

Principally, the Context manager communicates with a web server and the User
profiling manager. On the one hand, a webserver is an online tool that allows to define
basic information about each user like personal data (e.g. name, age, sex) to more
complex information like physical or cognitive impairments or proactivity interact. When
the robot needs information from a particular user, the Context manager downloads the
information of the user that it is going to interact with and writes it to the robot’s memory
to allow other nodes to use it. On the other hand, the User profiling skill is a robot
functionality that allows the robot to obtain new information. This functionality activates
when a never seen user is perceived, indicating to the Context manager that it has to create
him/her a profile. Then, the user profiling functionality drives the robot to ask the user
about different information to build up his/her profile step by step. Figure 5.6 shows how
the Context manager integrates into the robot’s architecture showed in Figure 5.4 and the
most important information it contains.

5.2.2.3 Scheduler system

The Scheduler system is a software system integrated into our architecture that controls
the activities a user has to realise and reminders that the robot has to notify the user. The
Scheduler system has two modules: the Scheduler manager and the Scheduler skill, like
Figure 5.4 shows.
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e The Scheduler manager is a full-time running programme that stores the events
and reminders of each particular user. The events and reminders are read from the
robot’s memory. Events are robot activities that a particular user has to execute (e.g.
the robot activates a cognitive stimulation therapies at an specific time of the day
that has been planned previously) or the robot want to communicate (e.g. inform
the user about the last news), and reminders are notifications given to the user (e.g.
reminding the user an appointment with the doctor). After processing the events
and reminders, the Scheduler manager communicates with the DMS when the time
of the start of an event or reminder is close.

e The Scheduler skill is a functionality that allows users to create, delete, and edit
events and reminders by interacting with the robot. The Scheduler skill and the
Scheduler manager communicate between them via a ROS service. Using this
service, both nodes exchange information that allows them to manage the events
and reminders. An example of this case is the user requesting the robot to remind
him in two days an appointment with the hairdresser.

5.2.3. Skills

The robotic platforms presented above can execute many different functionalities called
Skills. Skills were conceived ta flexible and modular applications that can be efficiently
included and removed from the robots. In our architecture, the DMS controls the
execution of the Skills, managing the application that the robot is executing. It is worth
mentioning that a Skill can be executed in different ways. Each different functionality
exhibited by an Skill is called Goal. The Goal indicates how the robot has to execute
a specific functionality (e.g. activate the photos skill displaying the monuments goal).
The Skills devoted to the user’s entertainment are classified in categories, subcategories,
and goal, as Figure 5.7. This classification simplifies the robot’s selection of the user’s
favourite activities as described in Chapter 9.
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Figure 5.7: Classification of the robot’s entertaining activities in categories, subcategories,
and goals. This classification is used in the preference learning system to combine
proactive autonomous decisions of the robot with giving the initiative to the user allowing
him/her to select their favourite activities.

Next, we describe the functionality of each Skill integrated into the social robot Mini.
The Skills specifically designed and developed in this thesis are indicated with an .

e Sleeping*: The robot goes to sleep closing its eyes while performing non-verbal
sounds like snoring.

e Waiting*: The robot relaxes and waits for new upcoming stimuli without doing
any specific activity.

e Communications*: The robot activates the communications skill to obtain general
information from the user during the interaction or to communicate general
information about its decisions.

o Alerts*: This skill activates when the robot has an important instant
communication to the user. For example, the reminders of the Scheduler manager.

e Tablet menus*: This skill consists of presenting a set of menus on the tablet device
that allows the user to select which activity (skill) (s)he prefers to execute from the
robot’s repertoire.

e User profiling skill*: This skill activates when the robot meets a new user or
sporadically during the interaction. It contains questions to gather information
about the user employed to generate a personalised human-robot interaction.
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Scheduler skill*: This skill allows the robot users to create in the robot’s agenda
new events to execute in the future and reminders that the robot will notify at the
specified date and time.

Dancing*: When the dancing skill is activated, the robot plays a song from its
repertoire and starts dancing following the rhythm of the song.

Quiz game*: This game consists of different play modes based on answering
questions about six different categories: history, science and technology, geography,
entertainment, sport, and art and literature.

Bingo game: The skill allows the user to play the bingo game against the robot. The
game has different difficulties and modalities that adapt to the user characteristics.

Presentation skill: This skill presents the robot Mini to the audience.

Instructions skill: This skill informs the user about how the social robot Mini has
to be used.

Cognitive stimulation skill: The cognitive stimulation package is a complex
collection of Skills that control the cognitive stimulation therapies designed for
assisting older adults with cognitive impairment. The skill allows execution from
single exercises of multiple categories like memory, perception, or calculus to
complex treatments specifically designed for each patient. This module was part
of another PhD thesis of our research group [302].

Photos: The photos skill displays pictures about different topics (e.g. animals,
personal photos, or monuments) on the tablet device of the robot.

Videos: The videos skill displays videos on the robot’s tablet such as films, cooking
recipes, or comedy in the tablet device.

Audios: The audio skill is used for playing sounds like music using the tablet device
attached to the robot.

News: The robot looks for information on the internet about a previously selected
topic by the user and tells them to him/her.

Weather: The robot looks for the weather forecast on the internet using its current
location and tells it to the user.
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CHAPTER 6

Our motivational model

This chapter describes the Motivational model proposed in this thesis as a biologically
inspired basis for the robot’s autonomous behaviour. The model integrates into our
software architecture as one of the most important inputs of the DMS, as Figure 6.1.
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Figure 6.1: Integration of the Motivational model into our software architecture.

Its primary function is to emulate processes occurring in the human body, providing
a robust mathematical background based on outstanding theories of motivation and affect
(previously presented in Chapter 2). Besides, we provide novel modelling equations
related to artificial neuroendocrine responses, circadian and ultradian rhythms, autonomic
control, and affect generation based on mood and emotion. The following sections explain
the modelling in Mini of the processes integrated into our Motivational model following
the diagram shown in Figure 6.2. First, we present the neuroendocrine responses
emulated. Then, we describe how the circadian and ultradian rhythms affect multiple
biologically inspired functions. We emphasise the essential modulation of stimuli on
neuroendocrine responses, biological processes, and motivated behaviour. Next, we

&9



present the somatic and autonomic processes that we emulate in our robot and how they
influence its motivational state. Finally, we link motivation and behaviour, indicating how
the Motivational model informs the DMS about the most appropriate behaviour the robot
should perform.
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Figure 6.2: General view of our Motivational model.

6.1. Modelling neuroendocrine responses and their interactions

The selection of the most appropriate behaviour by our Motivational model originates
in the artificial neuroendocrine system presented in this thesis. As Figure 6.2 shows,
the neuroendocrine system is a module of the Motivational model that emulates
neuroendocrine responses in Mini. The neuroendocrine system simulates the levels
of artificial hormones and neurotransmitters that control Mini’s vital physiological and
psychological processes.

Considering the biological basis introduced in Chapter 2, the neuroendocrine system
has twelve hormones and neurotransmitters. Each substance regulates one or more
physiological and psychological processes in Mini. Thus, Melatonin (MT) regulates
the sleep periods of the robot, while Orexin (OX) regulates the activity periods. In
our model, Dopamine (DA), Brain norepinephrine (BNE), and Serotonin (SE) primary
modulate emotional responses, but also other important autonomic and involuntary
processes like heart rate or blinking rate. Oxytocin (OT) and Arginine vasopressin
(AVP) control social behaviour, both positive and aggressive interactions. Our model
simulates the stress response through the action of Corticotropin-releasing hormone
(CRH), Adrenocorticotropin (ACTH), and Cortisol (CT) for managing aversive situations.
Finally, we model the effect of Adrenal norepinephrine (ANE) and Epinephrine (EPI) on
Mini’s autonomic functions like heart rate or pupil size.
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In the model, we propose Equation 6.1 to represent the evolution of the
neuroendocrine levels. This equation supposes one of the most important contributions
in our neuroendocrine system since any previous work in the literature proposes
a mathematical equation for describing the daily evolution of hormonal levels.
Consequently, and taking strong inspiration from the work developed by Knight [79]
characterises the secretion of neuroendocrine substances in humans, Equation 6.1 shows
our proposal for modelling the level of hormones and neurotransmitters in our artificial
neuroendocrine system. The hormonal level /; depends on circadian cr; and ultradian
rhythms ur;, the effect of stimuli se, and the interaction with other substances #hi.
According to Equation 6.1, each substance can be affected by the intensity se; of K stimuli
and can simultaneously interact hi, with P substances. The level /; of a neuroendocrine
substance ranges from 0.01 to 1 unit.

K P
(1) = cri(e) + urt) + ) sew(®) + Y hiy(1) 6.1)
k=0

p=0

In humans, the number of interactions between neuroendocrine substances is massive
[303]. We model neuroendocrine interactions as paired effects that implicate a source
and target substances.Figure 6.3 shows the neuroendocrine interactions included in our
model. These interactions have been obtained from the literature presented in Chapter 2
to simulate in our system essential biological interactions occurring in humans.

/

Neuroendocrine system

' Somatic and
autonomic

> processes

Circadian and Stimuli
ultradian rhythms

Figure 6.3: Neuroendocrine interactions represented in our model.

On the one hand, the target substance receives the effect, altering its levels. On the
other hand, the source substance is the substance that carries out the effect. In our system,
the effect can be stimulatory or inhibitory. Stimulatory (S) interactions increase the level
of the target substance, while inhibitory (I) interactions decrease the level of the target
substance. Like Equation 6.2 shows, we propose that each neuroendocrine interaction hi,
is calculated considering an empirical weight 6, ranging [—1, +1] — {0} that modulates the
type and the intensity of the interaction and the level of the source substance /.. in a
specific time step .

hiy, source(t) = 0p * Lsource(t) (6.2)
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Table 6.1 shows the neuroendocrine interactions included in our Motivational model. To
simplify the modelling process, we have defined three typical values for the ¢, weight:
+0.001 if the interaction intensity is low, £0.05 if the interaction intensity is moderate,
and +0.01 if the interaction intensity is strong. The sign of ¢, indicates if the type is
stimulatory (+) or inhibitory (—). It is worth mentioning that some ¢, values in Table 6.1
have been carefully adjusted and do not use the predefined weights since they represent
an important function in the robot’s internal state. An example of these effects are the
relations between the hormones CRH, arginine vasopressin, ACTH, cortisol, adrenal
norepinephrine, and epinephrine in the HPA axis.

Source substance Target substance Type Op
Melatonin Dopamine I -0.01
Brain norepinephrine S +0.05
Orexin Dopamine S +0.05
Serotonin S +0.05
) Melatonin I -0.01
Dopamine . . .
Brain norepinephrine S +0.01
Oxytocin S +0.01
Oxytocin CRH I —-0.01
Brain norepinephrine I —-0.01
Brain norepinephrine CRH I —-0.01
. . CRH S +0.6
Arginine vasopressin
ACTH S +0.1
ACTH S +0.9
Oxytocin S +0.01
CRH . . .
Brain norepinephrine S +0.01
CRH I -0.005
Cortisol S +0.8
ACTH CRH I —-0.01
Epinephrine S +0.4
. Adrenal norepinephrine S +0.1
Cortisol
CRH I —-0.005
ACTH I —-0.005
CRH S +0.01
A 1 inephri
drenal norepinephrine Melatonin I 0.0l
. . CRH S +0.01
Epinephrine .. .
Arginine vasopressin S +0.01

Table 6.1: Existing neuroendocrine interactions in the artificial neuroendocrine system of
the robot Mini.

6.2. Modelling the influence of stimuli
The stimuli we perceive from the environment and how we cognitively interpret them

influence many diverse processes in our organism [304]. Like Figure 6.2 shows, in our
Motivational model, stimuli influence Mini’s internal state at three different levels.
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e Neuroendocrine system: Stimuli modify the levels of neuroendocrine substances
by stimulating or inhibiting their secretion. We model the influence of an stimuli
se; depending on its intensity si;, a weight a; that represents the physical impact
of the stimuli, and a weight S, that represents how the agent cognitively interprets
the stimuli. The intensity of an stimulus is provided by the perception system of
the robot ranging [0, 100], the weight a; ranges [—1,+1] — {0}, and the weight S,
ranges [—2, +2] — {0}. This modelling translates into Equation 6.3, a mathematical
formula proposed in this thesis.

sex(t) = ay - B - sii(t) (6.3)

In our model, all weights «; are empirical and fixed values since they
represent physiological effects. However, in some particular cases, the cognitive
interpretation that the weight 5, represents varies based on the value of a biological
process, describing an allostatically regulated process [73]. An example of these
regulatory mechanisms is the processes related to socialisation. In our model,
Mini’s social behaviour varies depending on the user that it is facing. If the
user is friendly, Mini will promote social behaviour, while if the user is aversive,
Mini will refuse the interaction. This allostatic mechanism is deeply explained in
Section 11.2, defining how the social behaviour of the robot varies depending on
the pair-bonding between the Mini and each person that interacts with it.

e Somatic and autonomic processes: The effect of stimuli on biological processes
is modelled using Equation 6.3, as we consider that the stimuli effect on somatic
and autonomic processes is akin to their influence on neuroendocrine substances
[79].

e Motivation: Stimuli are important behavioural triggers [202]. In specific
circumstances, the perception of a stimulus defines our behaviour even if we do
not have any specific necessity in our organisms (e.g. eat palatable food when we
are not hungry at all). Thus, we include in our model the influence of stimuli on
motivation as an important driver of the robot’s behaviour. The modelling of the
influence of stimuli on motivational states is addressed in Section 6.6.

Drawing on Tomkins stimuli classification [192], Mini can perceive two kinds of
stimuli: sensorial and cognitive. On the one hand, sensorial (S) stimuli are perceived
by the environment. On the other hand, cognitive (C) stimuli require an interpretation of
a situation. Currently, the social robot Mini can perceive the following stimuli:

o Light level: The robot can perceive the illumination level using a photoreceptor
placed on its head.

e Ambient noise: Mini can perceive the noise in the ambient using the microphone
integrated into its body.

93



e Hits: Mini can perceive when the user hits it using the capacitive sensors placed on
the belly, right shoulder, and left shoulder. We consider hits as tactile contacts that
have a duration below one second.

e Strokes: Similarly to the strokes, the robot can perceive when the user is stroking
it. We consider strokes as tactile contacts with a duration above one second.

e Correct and wrong answers: Mini can play different games with the user. During
these games, the user can correctly or incorrectly answer the questions of the robot.

e Mini fulfils or not fulfils a goal: Mini has specific tasks to accomplish. The
fulfilment or not of the robot’s task suppose a cognitive stimulus for the robot.

e Friendly and aversive users: Depending on how the user behaves with Mini,
it can cognitively interpret if the user is friendly or an enemy depending on the
PB between them. The robot’s behaviour may vary depending on this stimulus,
adapting to the situation that the robot is living.

Table 6.2 shows the stimuli effects on Mini’s neuroendocrine substances, somatic, and
autonomic processes. A stimulus can have more than one effect, each effect relying on
a physical modulation value @, and a cognitive modulation value §;. Both parameters
have been empirically set to yield the desired behaviour in Mini. Depending on the sign
of a; and B, the impact can be stimulatory (+) or inhibitory (—). In order to simplify
the modelling process, in most cases, the value of both parameters will be £0.001 if the
impact of the stimulus is soft, £0.005 if the impact is moderate, +0.01 if the impact is
strong, and 1 if it does not have any impact. The exceptions are the effect of light on
melatonin and the pupil size and the effect of strokes on the social need, which have been
precisely adjusted to follow a specific evolution. As Table 6.2 shows, the weight Gy is
only used in two effects that represent the modulation of oxytocin release when a friendly
user is perceived or when the robot is stroked. The modulation of 5; depends on the
human-robot Pair-bonding (PB) value that reflects the relationship between the robot and
the user.
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Neuroendocrine Somatic/autonomic

Stimulus Type ax Bk
substance process
Melatonin - —-0.008 1
Light S Orexin - +0.005 1
- Pupil size (—6/100 +2) 1
Ambient Noise S CRH - +0.005 1
Arginine Vasopressin - +0.05 1
Hit S CRH - +0.001 1
Brain norepinephrine - +0.01 1
Oxytocin - +0.05 +0.02*PB
Dopamine - +0.001 1
Stroke Brain norepinephrine - -0.01 1
S - Social need —-0.002 1
Serotonin - +0.01 1
Dopamine - +0.01 1
Correct Answer C Serotonin - +0.01 1
Brain Norepinephrine - —-0.005 1
Dopamine - —-0.005 1
Wrong Answer C Serotonin - —-0.005 1
Brain Norepinephrine - —-0.005 1
. Dopamine - +0.01 1
Mini fulfils a goal C Serofonin i +0.01 i
Dopamine - —-0.005 1
Mini not fulfils a goal C Serotonin - —-0.005 1
Brain Norepinephrine - —-0.005 1
Dopamine - +0.005 1
Oxytocin - +0.005 +0.02*PB
Friendly User Presence S CRH - +0.001 1
Brain Norepinephrine - +0.005 1
Serotonin - +0.005 1
Dopamine - +0.005 1
Aversive User Presence S Oxytocin - +0.005 1
Serotonin - +0.005 1

Table 6.2: Stimuli with influence on the artificial endocrine system, somatic, and
autonomic processes of Mini.

6.3. Modelling circadian rhythms

Numerous studies demonstrate that the human body presents periodic variations in critical
biological functions [103, 130]). When the periodicity of the process is close to a
natural day (24h), the variation is denoted as circadian rhythm. Previous works in
mathematical modelling of circadian rhythms propose cosine, and sigmoid functions as
precise approaches of these biological oscillations [305, 306]. Following these definitions,
we opted for approximating the circadian rhythms exhibited by the neuroendocrine
substances and autonomic processes in our Motivational model using a cosine wave
(Equation 6.4) and the difference of two sigmoid functions (Equation 6.5). The selection
of the circadian function for each biological function was carried out considering
neuroendocrine studies that define the evolution of the process, like Table 6.3 shows.
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cr(t) = br + ar - cos(2r - (%)) + n(1) (6.4)

1

cr(t) = br+ar- 40T |4 g d-Tzd)

)| + n(t) (6.5)

In the previous equations, 7 is the time of the day in hours, br is the basal level of
the process, ar is the amplitude of the signal, Tz is the time of the day where the signal
reaches the secretion peak in hours, Tzd is the time of the day where the sigmoid evolution
decreases to basal levels, and n(?) is a predefined basal value from 0.001 to 0.002 that is
randomly calculated in every time step and used to avoid a value of O units in the process.

Table 6.3 shows the circadian rhythm associated to the neuroendocrine substances
included in our Motivational model. The parameters of each function have been
thoroughly adjusted to attain the desired behaviour of the robot.

Substance Circadian function References
Melatonin 0.6 +0.29 - cos(2r - ( 1Y) + n(r) [82]
Orexin 0.3+0.3-cos(2r - (’ 9Y) + n(r) [93, 307]
Dopamine 0.05 +0.1 - (k) = (b)) + 1)) [308]
Serotonin 0.1 +0.05 - cos(2r - (’ ) + n() [109]

Brain Norepinephrine ~ 0.05 + 0.1 - |( L) (Hc,m(,,m))] +a@  [309]

Oxytocin 0.05 +0.03 - cos(2x - (’ %)) + n(r) [310]

Arginine vasopressin 0.05 + 0.03 - cos(2r - (’ 1Y) + n() [311]

CRH 0.05 + 0.03 - cos(2r - (—))) + n(t) [130]

ACTH 0.05 +0.01 - cos(2r - (55 1)) + n(t) [130]

Cortisol 0.05 +0.01 - cos(2r - (57 ) + n() [130]

Adrenal norepinephrine 0.05 + 0.01 - cos(2r - (’—)) + n(t) [130]
Adrenal epinephrine 0.05 + 0.01 - cos(2r - (t 2)) + n(t) [130, 143]

Table 6.3: Circadian evolution of the substances available in the artificial endocrine
system of the social robot Mini.
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Figure 6.4: Circadian and ultradian rhythms of the twelve neuroendocrine responses
included in our model.

Next, in Section 6.5, we define the circadian rhythms exhibited by the somatic and
autonomic processes included in the Motivational model integrated into our social robot
Mini.

6.4. Modelling ultradian rhythms

In humans, some biological functions experience short pulsatile periodic variations in
specific moments of the day [151]. These variations that typically have a period smaller
than a natural day (24h) are called ultradian rhythms. We model ultradian rhythms as
episodic risings in the levels of specific substances during some hours of the day. Thus,
ultradian rhythms are characterised by a starting time in hours, an ending time in hours, a
period in seconds representing how often the increment occurs, and the numerical value
representing the increment itself ur. Table 6.4 shows the ultradian rhythms included in
our Motivational model and their features.

Substance Start time End time Period(s) Effect Reference
Cortisol 7am 9am 800 0.01 [130]
ACTH 6am 8am 200 0.005 [130]

Table 6.4: Ultradian evolution in the artificial neuroendocrine system of the social robot
Mini.
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Figure 6.5: ACTH and cortisol ultradian rhythms in the early morning. Cortisol risings
range from 7-9 from 7am to 9am. ACTH ultradian rhythm is more repetitive, but with
less intensity.

6.5. Modelling somatic and autonomic processes

Human bodies are complex systems that follow precise internal regulations to maintain
all their functions in good condition [75]. The biological processes that take place in
our organism are divided into those controlling physiological functions like heart rate or
sleeping and those regulating our psychological and cognitive development like emotion
or social relationships [304]. These biological functions are strong motivators of our
voluntary and involuntary actions, exerting a considerable influence on how we behave.

Depending on the kind of behaviour they elicit, it is possible two find two kinds of
processes [303]:

e Somatic processes: Affect motivational states related to the execution of voluntary
behaviour like sleeping or playing. These processes are affected by stimuli and
neuroendocrine substances.

e Autonomic processes: Directly control involuntary behaviours of our organisms
like heart rate, blinking, or pupil dilation. These processes are controlled by
endocrine glands or organs, exhibiting precise circadian rhythms and being affected
by environmental stimuli and neuroendocrine substances.

In our Motivational model, we consider those processes that control autonomic
functions (autonomic processes) and those that control our behaviour throughout our
motivational state (somatic processes). It is worthy of noting that, besides, biological
processes can be physiological (PHY) or psychological (PSY).

We model somatic processes as homeostatically controlled variables that evolve with
time. As Figure 6.2 shows, these processes are influenced by neuroendocrine substances,
stimuli, and the interactions among them. Since each somatic function controls a specific

98



process in Mini, we opted for defining a unique equation for modelling the evolution of
each somatic process. The formula that defines how each somatic process evolves has
been empirically adjusted considering the behaviour we want our robot to exhibit and
using neuroendocrine studies like for example, the equations for emotion activation, that
use the levels of dopamine, serotonin, and brain norepinephrine following the Lovheims’s
definition [191]. Nevertheless, all the somatic processes in our model range [0, 100] units
presenting an initial value iv from which they start evolving and an ideal value iv where the
state of the process is optimal for the agent. As we mentioned before, somatic processes
are important behavioural triggers influencing our motivations. More specifically, somatic
processes urge us to take specific actions when they present deficits. We model the deficit
of a somatic process as the absolute difference of its current value cv and its ideal value
iv [312], like Equation 6.6 expresses. As we present in Section 6.6, motivation lead to
behaviour influenced by somatic deficits.

d; = |cv —iv| (6.6)

Table 6.5 shows the somatic processes included in the Motivational model of the social
robot Mini. The calculation of the value that each somatic process presents depends, in
some cases, on the value presented in the previous interaction (PV). Moreover, some
processes interact, creating a complex network of interactions.

Biological process Type Initial value Ideal value Activation
Sleep PHY 0 0 PV +0.002 « MT
Wakefulness PHY 50 50 100 x OX
Social need PHY 0 0 PV +0.02 = OT — 0.02 = Stroke intensity
Entertainment PSY 0 0 PV +0.02 « (DA + BNE)/2
Pleasantness PSY 100 100 All deficits
Arousal PSY 50 50 (Stress + Wakefulness)/2
Joy PSY 0 0 100 = DA? « SE? * (1 — BNE)?
Sadness PSY 0 0 100 = (1 — DA)? * (1 — SE)? * (1 — BNE)?
Anger PSY 0 0 100 * DA% « BNE? % (1 — SE)?
Surprise PSY 0 0 100 * BNE? « SE? % (1 — DA)?
Pair-bonding (PB) PSY 50 100 PV + 0.2+ 0T -0.2 « AVP - 0.01
User rejection PSY 50 0 100 - PB
Stress Both 0 0 100 =« CT

Table 6.5: Definition of the somatic processes included in the Motivational model.
PV: Previous value of the process, MT: Melatonin, OX: Orexin, OT: Oxytocin, DA:
Dopamine, BNE: Brain norepinephrine, SE: Serotonin, AVP: Arginine vasopressin, CT:
Cortisol, PB: Pair-bonding.

On the other hand, we model the autonomic processes to control involuntary processes
like Mini’s heart rate, pupil size, or breathing rate. Unlike the somatic processes defined
in Table 6.5, which all range [0, 100], each autonomic process has a range obtained from
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neuroscientific studies. In the model, all autonomic processes have a circadian rhythm
that defines the basal evolution of the process. Then, the neuroendocrine substances CRH,
dopamine, serotonin, epinephrine and norepinephrine modulate their evolution during the
day, defining the reactive effect to, for example, unexpected situations. Like the somatic
processes, the calculation of the value that each autonomic process presents in a particular
time step ¢ depends on a specific equation empirically adjusted to allow Mini to exhibit
the behaviour we desire. Note that all autonomic processes modulate a physical variable
in Mini, as we show in Chapter 11.

Table 6.6 shows the autonomic processes included in the architecture for controlling
Mini’s heart rate, breathing rate, blink rate, locomotion activity, and pupil size. The
physical function of these variables are:

e Heart rate: Variable that controls the simulation of the beating expressed by a
coloured RGB LED placed in Mini’s chest.

e Breathing rate: Variable that controls the frequency and volume with which a
subtle sound is simulating Mini’s breath is played.

e Blink rate: This variable controls the frequency with which the animated screens
emulate Mini’s eyes blink.

e Locomotor activity: Variable that controls the frequency and amplitude of the
movements exhibited by Mini.

o Pupil size: Variable that regulates the pupil size of the animated eyes of Mini.

Autonomic process Range Circadian rhythm Activation References
: : 144, 313
Heart rate [50,200] beats per minute 60 + 3 - cos(2r - (%)) 100 = (Eplgﬂ [ [314] I
[315]
Breathing rate [10,30] breaths per minute 20 + 5 - cos(2x - (%)) 5%« CRH -5+ DA [316]
[317]
. . . 2 [313]
Blink rate [0, 40] blinks per minute 20 + 10 - cos(27 - (537)) 10« DA« SE (319]
L g 7 (DA+SE) [144]
Locomotor activation [0, 100] units 50+ 1-cos(2n - (ﬁ)) 100 = =T [320]
Pupil size [2, 8] mm None ANE + 3« EPI [314, 321]

Table 6.6: Definition of the evolution of the autonomic physiological processes that
control the heart rate, breathing rate, blink rate, locomotion, and pupil size. EPI:
Epinephrine, ANE: Adrenal norepinephrine, CRH: Corticotropin realising-hormone, DA:
Dopamine, SE: Serotonin.
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6.6. Modelling motivation

Motivations are psychological states derived from our internal and external situation
[202]. Thus, motivational states reflect the agent’s needs, intentions, perceptions, and
desires, translating them into specific behaviour. As Table 6.8 and Figure 6.2 shows, in
our model, each motivational state activates an specific behaviour. Considering important
motivational theories [197, 201, 202, 312, 322], we model the robot’s motivational
states as psychological processes dependent on the value of biological processes, the
deficits of biological processes, and the intensity with which we perceive environmental
stimuli. Consequently, in this thesis, we propose a new Equation 6.7 for characterising the
intensity of Mini’s motivational states. Each motivational state has an intensity denoted
by m; that, like Equation 6.7 shows, depends on the value of the biological processes with
an impact on the motivation bp,(¢), the deficits of the biological processes with an impact
on the motivation d,(¢), and the intensity of some stimuli with an impact on the motivation
sis(t). As we later describe, active motivations compete to become dominant and rule the
robot’s behaviour.

P B S
mi() = [ [ty | [bpo@ « | [sic) ¥ dybpy.sic € m, (6.7)
p=0 b=0 5=0

The Equation 6.7 we propose derives from Equation 6.8, a well-known formula for
computing motivational intensities [199, 268]. Equation 6.8 indicates that the intensity of
a motivational state in time step ¢ depends on a biological deficit d; plus the value of the
deficit modulated by the intensity of external stimuli (si;). Although Equation 6.8 can be
extended to situations where the motivation depends on more than one biological process
and stimulus, from our point of view, it does not provide enough flexibility since it can not
explain purely reactive motivations that do not require a deficit in the agent for becoming
active.

m;(1) = di(t) + di(t) - si;(1) (6.8)

Because of the previous definitions, Table 6.7 shows Mini’s motivational states and the
equation that activates each of them. In our model, we define two kinds of motivations:
proactive or reactive [203]. Proactive (P) motivational states produce a voluntary reaction
in the agent, while reactive (R) produce involuntary responses to unexpected or undesired
environmental changes (stimuli). In most cases, the behaviour elicited by a reactive
motivation takes a few seconds (e.g. reacting to extreme ambient noise when playing
a game).
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Motivation Type Threshold Activation

Sleep P 30 Sleep df = (100 — Wakefulness)
Awake P 5 Wakefulness
Play alone P 30 Entertainment df + Wakefulness * (100 — User presence)
Play with the user P 30 Entertainment df *+ Wakefulness * User presence
Socialise P 30 Social df + Wakefulness * User presence
Affect P 30 Social df « Wakefulness * (100 — User presence)
Relax P 30 Stress df * Wakefulness
React to User presence R 100 T User presence
React to Correct Answer R 100 T Correct answer
React to Wrong Answer R 100 T Wrong answer
React to Hit R 40 Hit intensity
React to Stroke R 40 Stroke intensity

Table 6.7: List of motivations of the robot and the equation defining their intensity.
Some motivations are reactive, leading to punctual responses to certain stimuli. Reactive
motivations (R) are fully dependent on abrupt changes in the perception of some stimuli
(marked with T or |). Conversely, proactive motivations (P) usually drive voluntary
behaviour, leading to behaviours with long-lasting effects. Motivations with a level of
intensity below its threshold can not be a candidate to be dominant. df indicates the
deficit of the associated process.

The behaviour recommended by the Motivational model to the DMS depends on the
robot’s motivational state. Our model defines the motivational state as the motivation with
the highest level of intensity among all active motivations. Thus, drawing on previous
motivational models [198, 323, 324], we use a winner-take-all approach to compute the
dominant motivation in every time step. To avoid those motivations with shallow levels
becoming active, each motivation has a threshold value that has to be overcome for being
a candidate to become dominant. If any motivation is above its threshold, the Awake
motivation will be dominant, maintaining the robot active.

6.7. Mini’s behaviour

The Motivational model we proposed in this thesis aims at providing the DMS the
most appropriate behaviour according to the artificial physiological and psychological
state of the robot. Table 6.8 shows the list of behaviours that the social robot Mini
can execute. These behaviours have been selected considering the entertainment and
companionship applications of Mini. It is important to note that the behaviour suggested
by the Motivational model to the DMS is not always executed because the DMS considers
in the decision-making process other information such as the user’s agenda or petitions.

The activation of a particular behaviour depends on the robot’s dominant motivation,
which defines the most important processes the robot needs to pay attention to most
urgently. Thus, each behaviour is directly tied to one motivation. Every time the dominant
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motivation changes, the Motivational model updates the suggested behaviour to the DMS.
Like Table 6.8 shows, the execution of behaviour affects the internal biological processes
of Mini, principally seeking to reduce physiological and psychological needs. Besides,
in some circumstances, the execution of behaviour requires the presence or perception of
a particular stimulus since stimuli are behavioural triggers [203]. It is worth mentioning
that the Play behaviour clusters a broad range of entertainment activities whose selection
depends on the Preference Learning (PL) system previously described in Chapter 4.

Behaviour Re-late-d Effect on substances Requisites
motivation and processes

Sleep Sleep Reduces sleep need None

Stay awake Awake None None

Dance Play alone Reduces entertainment need None
Play Play with user Reduces entertal'nment need User present

Reduces social need

Request affect Affect None None
Talk with people Socialise Reduces social need User present

Meditate Relax Reduces CRH levels None
Welcome the user  React to User Presence None User present
Congratulate React to Correct Answer None User present
Encourage the user React to Wrong Answer None User present
Complain about hit React to Hit None User present
Thank the user React to Stroke None User present

Table 6.8: List of behaviours in the social robot Mini.

6.8. Modulating the robot’s expressiveness with emotion and mood

Our affective state not only defines our decision-making but also modulates our
expressiveness [179]. In our model, like Figure 6.2 shows, emotions are important
regulators of our motivational state, and both mood and emotion regulate the robot’s
expressiveness. While we consider emotion intense emotional states that rule Mini’s
expressiveness in the short term, mood rules our affective state and expressiveness in
the long run [195].

On the one hand, like we previously presented in Section 6.5, our model considers
four primary emotions (anger, joy, sadness, and surprise) as psychological processes with
influence on behaviour using the Lovheim’s monoamine model [191]. The intensity
of these emotions is calculated considering the levels of the monoamines dopamine,
serotonin, and brain norepinephrine, as stated by Lovheim. In summary, the robot can
express four emotional states that primarily arise due to unexpected stimuli and specific
situations.

On the other hand, drawing on previous multi-dimensional theories of mood
generation [175, 190, 195], we model mood states using the degree of pleasantness and
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arousal of the agent. On the one hand, we propose that the pleasantness value depends
on the deficits of the agent, as Equation 6.9 shows. On the other hand, we propose that
the arousal value that determines its activation level depends on the levels of wakefulness
and stress, like Equation 6.10 shows. The pleasantness and arousal values range [0, 100],
defining a bidimensional valence-arousal space where different moods are located.

N
pleasantness = Z d; (6.9)

i=0
arousal — Stress + V\;akefulness 6.10)

Figure 6.6 shows the position in the bidimensional space of the moods included in
our Motivational model. Mini’s mood can be neutral, happy, excited, angry, afraid, sad,
depressed, calmed, and contented, drawing on Zhang et al. [195] study.

100 Mood Subspaces

~ Happy
©
g 5 Neutral
<
Contented
Calmed
0 50 100
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Figure 6.6: Pleasantness-arousal bidimensional space used for determining the robot’s
mood.

Emotion and mood modulate the robot’s expressiveness, allowing it to convey its
affective state. As Figure 6.2 shows, the HRI system manages the robot’s expressiveness
using the information sent by the Motivational model. The generation of the suitable
expression of the affective state is further described in [300].

6.9. Conclusion

In this chapter, we have presented our Motivational model for the autonomous behaviour
of the social robot Mini using biologically inspired processes. This system aims to
provide the DMS with information of the robot’s internal state, endowing it with the
possibility to behave according to its emulated artificial deficits and react to unexpected
situations. Besides, our model simulates affective processes considering emotion and

104



mood, attempting to emulate how affective phenomena influence human motivated
behaviour and expressiveness.

In the following chapter, we continue describing our architecture, focusing on how
our DMS uses the information provided by the Motivational model and other modules
included in the software architecture to decide the best action Mini has to execute after
the evolution of its internal and external circumstances.
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CHAPTER 7

Our decision-making system

This chapter describes the autonomous Decision-Making System (DMS) developed in
this thesis. First, we provide a general overview of the system’s requirements. Then,
we enumerate the steps followed by the decision-making loop to make a decision every
time step. Finally, the chapter explains the system’s conceptual design, ending with its
integration into the social robot Mini software architecture. Our DMS integrates into
our software architecture as Figure 7.1 shows, endowing the robot with autonomous
behaviour.

. Software

. Motivational
. model

: { Short/Long-term memory ]—

: 7y

Decision-making
y system

The User-adaptive
system

v

Figure 7.1: Integration of the DMS into our software architecture.

7.1. General overview

The DMS developed in this thesis aims at allowing our social robots to deploy an
autonomous and natural behaviour for long-lasting interactions. The decision of the
most appropriate behaviour in every moment depends on many internal and external
circumstances that define the robot’s state and the user’s needs and preferences. In the
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design phase, we defined the requisites of our DMS and its principal functionalities. Next,
we list the principal features we wanted to include in our system.

e The priority of the robot is always the user. Mini has to orient its actions to the
user petitions. We assumed that Mini could face very proactive users who prefer to
select on their own which activity to execute and not proactive users who require
the robot to suggest to them the activity to execute. The proactivity level is a
numerical value from O to 5 that indicates Mini how much proactive the user is.
This parameter is stored in the robot’s Memory. The solution we propose to this
problem is to combine the robot making autonomous decisions with allowing users
to decide which activity to perform. If the user proactivity is high, the robot is more
likely to cede the initiative to select their favourite activity. Otherwise, if the user’s
proactivity is low, the robot is more likely to make autonomous decisions.

e When the robot is not interacting with any user, it is important to maintain the
robot active to give a sense of naturalness. In this context, the Motivational model
presented in Chapter 6 is fundamental to generate a lively and natural behaviour
based on the artificial internal state emulated in Mini.

e We believe that DMS has to include planned activities for the user. To satisfy
this necessity, we designed an agenda (see Section 5.2.2.3) to store structured
information about events that the user has to execute and reminders that the robot
has to notify the user.

e The information stored in the robot’s Memory contains personal data about each
user of the robot. Thus, if the robot knows the user it is interacting with, we pretend
that it adapts and customises its behaviour to the user to maintain engagement and
improve the user perception of the robot.

e In the situations where the robot is motivated to play or the user wants the robot
to execute an entertainment activity, the selection of the entertainment activity
should be personalised to the user’s features. For this reason, using the information
stored in the user profile and the Preference Learning (PL) system, the robot has
to maintain the behaviour personalisation by suggesting each user their preferred
activities.

e The system must combine the autonomous execution of planned activities with
adaptive and reactive behaviour to unexpected situations. We believe that this
method improves the naturalness of the robot and allows the user to perceive what
the robot is experiencing.

e The DMS should be able to change between behaviours dynamically. Moreover,
the DMS must give the users the possibility to cancel an ongoing activity and start
the activity they prefer. We propose that every time the user wants to cancel an
ongoing robot’s behaviour, they have to touch its right shoulder or say the robot’s
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name. Then, the robot asks users if they want to continue with the previous activity
or perform a new one. If the user responds to continue, the activity is resumed.
Otherwise, the activity stops, and the robot asks the user which activity they want
to execute next using the tablet menus or voice commands.

7.2. The operation of the Decision-making System

The decision process involves a sequence of steps that evaluate the robot’s situation and
the inputs received from other modules. Figure 7.2 shows a diagram flow of the decision-
making loop proposed in this contribution.

The decision-making
process

C) Start/End nodes Read data from Agenda,
. Motivational model, Context
D Obtain data manager, ...

. . v
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Figure 7.2: The decision-making loop proposed in this thesis.

The behaviour selection process carried out by the autonomous DMS presented in this
thesis is as follows.

1. First, the decision module receives and evaluates the information from the
external inputs such as the Motivational model, the HRI manager, the User
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profiling manager, the Scheduler manager, and the Context manager. Using this
information, the DMS starts making its decision if there is not an active behaviour.

. Then, the system checks whether there is an active behaviour. If a behaviour is
running, the system evaluates if there is a reason to stop it. Otherwise, the system
evaluates if the robot perceives a user ready to interact with it.

. If there is a user ready to interact with the robot, the robot checks, using the
communication with the Context manager whether its profile is already created. If
the profile is not created, the robot creates a new profile activating the User profiling
skill.

. If the user profile exists in the Context manager, the robot loads the user’s
information to personalise the interaction, including the user proactivity level.

. If there is an event/reminder in the user’s agenda that must be executed, the robot
directly starts the related activity without the user intervention.

. If there is no event/reminder near, the robot follows two possible alternatives:
ceding the initiative to the user or making an autonomous selection. This decision
is performed by assigning a probability to each alternative based on the user
proactivity level and applying randomness. If the user proactivity is high, the robot
is more likely to display menus on the tablet where the user can select the activity
using the screen or voice commands. Otherwise, if the user proactivity is low, the
robot is more likely to make an autonomous decision of the entertainment activity
it will propose to the user. The autonomous decision is produced using the PL
System presented in Chapter 9. The autonomous selection of the entertainment
activity considers the user’s preferences. It is carried out in three hierarchical
steps (category, subcategory, and final activity) to improve exploration and balance
between user-robot decisions using Boltzmann’s equation described in Appendix
B.

. If there is not a user ready to interact with the robot, the robot behaves using the
motivational state of the robot and the behaviour-based RL learning system. The
robot decides which behaviour it will execute. For example, if the motivational
state is sleep, the robot will go to sleep, and if the robot’s motivational state is to
play alone, the robot will dance.

. If any motivational state is active (the Motivational model fails to provide
information to the Central controller), the robot will relax performing the waiting
behaviour.

. If the robot is executing a behaviour, the DMS evaluates the following inputs and
respond to them when necessary:
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e If the robot is acting according to a dominant motivation and it changes, the
DMS will cancel the current activity and start a new one in line with the new
dominant motivation.

e [f the user calls the robot’s attention by touching his right shoulder or saying
its name, the current activity is paused. Then, the robot asks the user whether
to continue with the activity or perform a different one. If the user decides to
cancel the activity, the Central controller stops the skill, and a new tablet menu
appears. Using these menus, the users can select the activity they desire on the
screen or by voice commands. Figure 7.3 shows the sequence of tablet menus
displayed to select the desired activity. These menus organise the entertaining
activities in categories and subcategories.

o If the user is not engaged skipping answering the questions of the robot,
the HRI manager informs the Central controller about this issue, cancel the
current activity. Then, the robot enters in waiting mode.

o If the Scheduler manager informs the DMS that a reminder will be notified to
the user with high priority, the current behaviour is paused, the skill notifies
the reminder, and then the robot resumes the previous activity.

o If the Scheduler manager informs that a new event has to be executed with
high priority, the previous activity is cancelled, and the event is executed. If
the event priority is low, the event is queued to be executed after finalising the
current activity.

e [t is essential to mention that when a skill is working and especially when
it finishes, the feedback that it sends back to the DMS can indicate which
action to do next. These kinds of feedback are limited to a predefined list of
commands stored in configuration files. These files indicate the DMS what
skill to execute, how to execute it, and its priority. An example of this case
could be when the users watch photos using the tablet as the Tablet menus
skill indicated the DMS that the following activity to run is the Photos skill.

10. Occasionally, during the standard operation of the system described in the previous
steps. the robot inserts general questions to chat with the user and avoid fatigue
after performing many consecutive activities.

This process repeatedly loops, allowing the robot to select the proper behaviour

dynamically. Note that the behaviour selection process combines a motivational bio-
inspired behaviour with adapting to the user’s features to maintain engagement.
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Figure 7.3: Tablet menus shown by the robot giving the users the possibility to select the
option they prefer. The navigation through the menus can be done touching the screen or
by voice commands.

7.3. Conceptual design

Figure 7.4 shows the DMS we propose in this thesis. It consists of two levels that
exchange information to make appropriate decisions and control the robot’s skills, that
situate in another level outside our DMS. On the top of the DMS, the most critical
module is the Central controller. It receives all the information from the different
external subsystems, integrates it, and yields appropriate responses to control the different
functionalities of the robot. Below the Central controller, the DMS has a lower
level formed up by a group of five Managers called Entertainment, Relax, Cognitive
stimulation, Social, and General. The Central controller activates a specific manager
depending on the skill (activities) it decides the robot has to execute. Each Manager
handles a different group of skills. Thus, for example, if the robot decides to play with the
user, the Entertainment manager will be activated, whilst if the Central controller decides
the robot has to sleep, it will activate the Relax manager. The inclusion of the Manager
level in the architecture has a triple aim. First, the Managers alleviate the payload of the
Central controller in managing such large number of instructions. Second, the Manager
level abstracts specific functionalities depending on the kind of application that the robot
is executing. This case is the integration of the PL module in the Entertainment manager
for personalising the selection of the user’s favourite entertainment activities. Finally, it
simplifies control of simultaneous skills since our system allows to combine the execution
of long-lasting activities such as games of multimedia displaying with short skills like
reactions or communications to the user. In this situation, the General manager always
controls the short skills and another Manager (Entertainment, Relax, Social, or Cognitive
stimulation) controls the long-lasting skill.
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Figure 7.4: The DMS and its communication with the external managers. The DMS
has three levels. In the top one, the Motivational model outputs the motivational state of
the robot. At the medium level, the Central controller receives input information from
other modules in the architecture to make appropriate decisions. The lower level cluster
five Managers (entertainment, social, general, relax, and cognitive stimulation) control
different skills depending on their functionality.

It is worthy of mentioning that although the DMS has two levels, their common
purpose is to appropriately control the robot skills to deploy all the robot’s functionalities.
The Skill level situates outside the DMS as a layer that comprises all the robot’s
functionalities. Thus, as will be described later in this dissertation, the skills are not only
controlled actuation commands but contain the internal logic of the function that the robot
is performing, principally managing complex HRI scenarios. Next, we deepen into the
description of the specific operation carried out by the Central controller, the Managers,
and the Skills.

7.3.1. Central controller

The Central controller is a module inside of the DMS in charge of receiving information
from multiple external modules of the robot (Motivational model, HRI manager, Context

manager, Scheduler manager, and User profiling manager) for making a decision
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about how the robot has to behave. Once the Central controller makes a decision, it
activates the corresponding Manager for executing the functionality decided. The Central
controller and the Managers exchange information to maintain synchronous bidirectional
communication and be aware of possible errors in both modules. In our system, the
Central controller can simultaneously handle two Managers at a once to execute two
simultaneous skills. As we mentioned before in this chapter, one of these Managers must
be the General manager controlling a short-lasting skill while the other skill is controlled
by one of the other Managers in the DMS (Entertainment, Relax, Social, or Cognitive

stimulation).

7.3.2. Managers

The function of a Manager is to receive the commands from the Central controller,
process them, activate the demanded skill, and control its execution. Most of the time,
the Central controller decides the skill and the specific function (goal) that the robot has
to execute. Next, we define the specific functionality of each Manager in the DMS.

e Entertainment manager: The functionality of the Entertainment manager is to
control those skills used for entertaining the user. Unlike the other Managers, this
one can make partial decisions about which activity the robot will execute using
the Preference Learning (PL) system designed to learn the user preferences (see
Chapter 9). The inclusion of the PL in the Entertainment manager instead of
in the Central controller allows alleviating the processing charge of the Central

controller.

e Social manager: The Social manager controls those functionalities that imply
verbal and non-verbal communication with the user, like questions or chatting.

e Relax manager: The Relax manager controls the sleeping and waiting skills. The
sleeping skill simulates that the robot is sleeping, while the waiting skill simulates
that the robot is resting but awake.

e Cognitive stimulation manager: The Cognitive stimulation manager is a
particular case since it only manages the cognitive stimulation skills (personalised
treatments, planned sessions, and individual exercises). These functions handle the
therapies that patients with cognitive impairment must follow, being part of another
thesis [302] carried out previously in our research group.

¢ General manager: This manager controls general functionalities of the DMS like
asking the user about continuing with an action, notifying reminders to the user or
informing the about the next activity that it will execute. The user of this Manager
is necessary to combine the execution of two skills simultaneously.
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As mentioned before, the architecture allows that more than one Manager activates
simultaneously, each one controlling one skill from its group. However, the system
does not allow that the same Manager controls two skills simultaneously since each
skill deploys a full functionality that captures several robot interfaces simultaneously.
Considering this fact, the General manager can be simultaneously activated with one of
the other Managers. This activation is possible because the General manager handles
short functionalities that only interrupts other skills for a few seconds. The following
section addresses the skill level, a subsystem out of the DMS but closely related to it.

7.3.3. Skills

The robot’s skills allow it to deploy different functionalities towards completing the task it
has to attain in every moment. As mentioned in Section 5.2.3, the robot has two different
types of skills: continuous and conditional. Continuous skills are those that are always
active and ready to work. Two examples of continuous skills are the TTS and ASR,
two functionalities that are always ready for maintaining verbal communication with the
user. Otherwise, conditional skills activate under the control of the DMS in particular
circumstances, being turned off the rest of the time. Examples of this type of skill are
the weather forecast, the cognitive stimulation exercises, or the quiz game. Note that
while it is infrequent to have more than one conditional skill active simultaneously, all
the continuous skills work simultaneously. It is essential to mention that the contribution
of designing continuous and conditional skills was carried out in a previous thesis of the
group [19]. Nevertheless, in this work, we have extended the functionality of conditional
skills by allowing them to be paused and resumed while sending periodic feedback to the
DMS. Bidirectional communication allows a synchronised exchange of information that
strengthens the system operation, including skill control.

In this thesis, we concentrate on the control of the conditional skills since they are
the ones managed by the DMS. The modularity and flexibility of the skill network allow
developers to design new skills without altering the operation of the rest of the system.
Thus, we can extend the robot’s functionalities according to our necessities. As Figure
7.5 shows, each conditional skill works as a state machine whose state is indirectly
controlled by the Central controller throughout its action on the correspondent manager.
A conditional skill can be only in one state at each step (started, completed, paused,
cancelled, resumed, or stopped), working differently depending on each situation. It is
essential to mention that skills can perform different functionalities depending on the
goal message that the manager sends to them. For example, the music skill can play
different music styles, or the News skill can inform different information. It is also worth
mentioning that we call activities or applications to the different variations that skill can
take in this work.
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Figure 7.5: State machine describing the operation of a conditional skill.

Next, we describe the skill’s operation depending on its active state.

Started: The skill enters in this state when the DMS activates it. Then, the skill
waits to receive the goal to execute and performs its main functionality.

Paused: The DMS can pause the skill if it has to perform another activity. This
state normally activates in two cases: if the robot has to communicate something
to the user, in which case the skill will later continue from its previous saved point
after the communication, or when the user calls the robot to stop the skill, in which
case the robot asks the user if he wants to continue with the skill or execute another
operation.

Resumed: This state activates only after a pause, meaning that the robot continues
executing the active skill. Like in the started state, the robot can fulfil its goal.

Completed: The skill enters in this state when it finishes the goal that it received
from the DMS. This state is the only one whose activation does not depend on the
DMS since the completion of the tasks is handled autonomously by the own skill.

Cancelled: The skill enters in this state when the Central controller aborts a goal.
This fact can occur if the user voluntary stops the skill or if the DMS decides its
time to perform another activity.

Stopped: Conditional skills are by default in this state, meaning that they are not
active.
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Each skill belongs to one of the Managers listed above, depending on the functionality
it performs. Next, we enumerate the skills controlled by each Manager in the DMS
architecture.

o SKkills controlled by the Entertainment manager: The group of skills comprises
the Bingo, Quiz game, Photos, Videos, Audiobooks, Music, Jokes, Sayings, News,
Dancing, and Weather skills, all of them oriented to entertain the user.

e SKkills controlled by the Social manager: The Social manager includes the
Presentation skill, the Instructions skill, and the skill that controls the tablet menus
and general questions to the user.

o Skills controlled by the Relax manager: In this group, it is possible to find the
Sleeping skill and the Waiting skill.

o Skills controlled by the Cognitive stimulation manager: This group of skills
includes personalised treatments for each user, daily sessions for working in
different areas (e.g. memory or perception), and individual exercises.

e Skills controlled by the General manager: These skills are those used
for communicating general information to the user (Notifications, Alerts and
Communications skills).

7.4. Implementation

The following sections explain the implementation of the DMS into the robot software
architecture described in Section 5.2. The description focuses on how the Central
controller internally communicates with the Managers and receives external information
from the external modules in the robot, and how the Managers communicate with the
Skills. As mentioned previously in this thesis, the implementation lies on Robot Operating
System (ROS), a set of software libraries and tools that facilitate the creation of robotic
applications. Figure 7.6 shows the Robot Operating System (ROS) system in terms of
nodes (modules), messages with topics, and services inside the DMS and between the
Manager level and the Skills. The messages and services used in the communications are
custom and designed for our software architecture.

7.4.1. Communication between the Central controller and the Managers

On the one hand, the Central controller sends a custom ManagerControl ROS message
containing information about how the manager has to behave. The DMS sends this
message every time it has to update the status of a Manager. The ManagerControl
message contains the following attributes:
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Figure 7.6: Internal communications in the DMS using ROS.

Manager: Name of the manager in charge of controlling the execution of the skill.

Action: Name of the skill that the manager has to control.

Goal: Name specifying the functionality that the skill has to execute.

Skill status: Command given to the skill to control its internal state machine.

Control parameters: List of additional key-value parameters necessary for the
execution of the functionality.

Table 7.1 shows an example of a message sent by the Central controller to handle a
Manager and start a Skill.

Parameter Value
Manager Entertainment
Action Music
Goal Latin
Skill status Start

Control parameters -

Table 7.1: ManagerControl message example.

On the other hand, every time the manager or the skill updates its state. It sends a
custom ManagerFeedback ROS message containing information about the Manager and
the skill. This message contains the following attributes:
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e Manager: Name of the manager controlling the execution of the skill.

e Action: Name of the manager’s skill to control.

e Goal: Name the goal (specific functionality) that the skill has to execute.

e Manager status: Status of the manager while controlling the current active skill.

o SKkill status: Status of the skill that the manager is controlling. The status can be
started, completed, paused, resumed, cancelled, or stopped, as Figure 7.5 shows.

e Terminal status: Final result of the skill once it has finished.

e Engagement: Flag indicating if, while performing the functionality, the user is
engaged with the robot or not. This variable measures if the user responds to the
robot’s questions.

¢ Response parameters: List of additional key-value parameters that the skill sends
to the Central controller due to the interaction of the user and the environment.

Table 7.2 shows an example of the ManagerFeedback message used to inform the
Central controller about the status of a Manager and the Skill it is controlling.

Parameter Value
Manager Entertainment
Action Music
Goal Latin
Manager status Running

Skill status Started
Terminal status None
Engagement True

Response parameters -

Table 7.2: ManagerFeedback message example.

7.4.2. Communication between a Manager and a Skill

The communication between an active skill and its correspondent Manager is
synchronous and bidirectional. This fact means that every time the manager sends an
instruction to the skill, the skill has to immediately respond, confirming the reception of
the command and information about its state. Besides, the skill sends periodic feedback
about its operation, the interaction with the user (it exists), its state, and the result of the
goal indicated by the Central controller.

The communication between each skill and the manager works with Actionlib?,
a ROS package that provides a robust interface for defining customised actions with

Shttp://wiki.ros.org/actionlib
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predefined goals using a client (manager)-server(skill) communication. The Actionlib
service contains three fields: goal, result and feedback. The goal is the specific task
(activity) that the skill has to fulfil. It can contain many parameters, but we opted to
standardise them in this thesis using the following ones for the SkillGoal.

Skill command: String that defines the goal that the skill has to execute.

Max time: Maximum duration of the skill. If set to O, the skill will finish when the
skill reaches a solution, or the DMS cancels it.

Number of plays: Number of times that the goal loops. Useful for skills like
playing music or games.

e User proactivity: The level of user proactivity from 1 to 5. A value of 1 defines a
user that does not take the initiative, whilst a value of 5 indicates a very proactive
user. In our DMS, this parameter is noteworthy since it balances how the robot’s
addresses the autonomous selection of entertainment activities. On the one hand,
if the user’s proactivity level is high, the robot will, with high probability, cede
the initiative to the users to select their preferred entertainment activity. On the
other hand, if the user proactivity is low, the robot will make autonomous proposals
more likely than ceding the user’s initiative. We balance between exploring unusual
selected actions and the user’s favourite alternatives using this method. If the user
proactivity is moderate, the chances of making an autonomous decision or ceding
the initiative to the user are equal.

Table 7.3 shows an example of a goal sent by a Manager to control a Skill that is going
to be executed.

Parameter Value
Skill command Start
Max time 10

Number of plays 1
User proactivity 3

Table 7.3: Message from a Manager to control a Skill.

Each skill provides the manager with periodic feedback every time a new command
confirms its reception. As with the goal, all the architecture skills have the same feedback
fields. The skill updates the percentage completed and if the user is not engaged with the
robot. The SkillFeedback message contains the following parameters.

o SKkill result: Result of the skill. It is sent once after the execution of the skill. It
would have a value of O if the result is successful, —1 if there was an error during
the execution, or 1 if the goal failed due to a user or DMS cancellation.
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o SKkill status: Current status of the skill. This variable contains one of the states set
in Figure 7.5.

o Percentage completed: Percentage completed of the skill from 0 to 100. The skill
internally manages the value that sends the feedback every time it changes.

e Engagement: Flag indicating if the user is engaged or not with the robot. By
default, the flag value is True, but when the user does not answer a question or
ignores the robot, its value changes to False.

e Response parameters: Additional configuration parameters that conditional skills
send to the DMS informing, for example, what skill the robot has to do next. This
feedback field is formed by key-value pairs containing many different commands.
These orders are called DMS responses and are predefined in a configuration file.

Table 7.4 shows an example of the message returned to a Manager by one Skill after

finishing.
Parameter Value
Skill result 0
Skill status Completed
Percentage completed 100
Engagement True

Response parameters -

Table 7.4: Feedback from a Skill to a Manager.

Finally, every time the skill finishes its execution, it has to send the manager
information about its result, using the message SkillResult. Like in the previous cases
(goal and feedback), the standard result message contains a single parameter called skill
result whose possible values are —1 if the skill returned an error, O if the skill finished
successfully and attained its goal and 1 if the skill finished successfully, but the goal was
not attained.

7.4.3. Communications with the external modules with influence on decision-making

The Central controller receives many external inputs from other subsystems of the robot
to support the decision-making process. Then, the following sections describe the kind
of information that each of these subsystems in the architecture sends to the Central
controller module. Figure 7.7 shows the communications using ROS messages and
services between the external modules of our robot architecture and the Central controller
of the DMS.
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Figure 7.7: Communications of the Central controller of the DMS with external modules
of the robot architecture.

7.4.3.1 Communication between the Central controller and the Motivational model

The communication between the Motivational model and the Central controller is carried
out using our MotivationalState custom ROS message that sends the DMS the robot’s
motivational state. This message contains the following attributes:

e Dominant motivation: The name of the motivation with the highest level of
intensity among all active motivations.

e Behaviour: Recommended behaviour to execute according to the internal state of
the robot, which is represented through the dominant motivation.

e Motivational intensities: Array with the names and intensities of all the
motivations included into the Motivational model.

Table 7.5 shows an example of the message sent from the Motivational model to the
Central controller containing the robot’s motivational state.
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Parameter Value

Dominant motivation Relax
Behaviour Sleep
Motivational intensities Relax: 78, Play: 24, Socialise: 12...

Table 7.5: Example of the message exchanged between the Central controller and the
Motivational model containing the robot’s motivational state.

7.4.3.2 Communication between the Central controller and the HRI manager

The communication between the Central controller and the HRI manager works under
the supervision of the Perception manager in two steps. On the one hand, the Perception
manager sends unidirectional periodic information to the HRI manager informing about
changes in the environment that influence the decision-making process.

The function of each of the parameters of the PerceptionMessage is as follows:

e Header: The header contains basic information about the message, like the ROS
node that is sending the message and the time it was published.

e Abstraction level: The abstraction level indicates the level of the Perception
manager that is sending the message. This variable is typically set to O as the
messages come from the Level O in the Perception manager.

e Values: List of key-value pairs containing meaningful information about the
perception like the status of the stimuli and its intensity.

Table 7.6 shows a communication example between the Perception manager and the

HRI manager.
Parameter Value
Header 26/01/2022 15:33:21
Abstraction level 0
Values Item: Touch, Intensity: 76, State: Right shoulder

Table 7.6: Example of the message exchanged between the Perception manager and the
HRI manager.

At the same time, the DMS requests the HRI manager to capture and be aware of
changes in the touch sensors and in the voice recognition system to know when the user
is calling the attention of the robot. In our system, the user can call the robot’s attention
using two different mechanisms: touching its right shoulder and calling it by its name.
In case the HRI manager informs the DMS that any of these events have happened, the
DMS will give the initiative of the interaction to the users, letting them select the activity
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that they prefer. Next, we describe the field of the CaResult message provided by the HRI
manager to the DMS providing information about the interaction of the robot with the
environment.

e Header: This field contains basic information about the message, like the ROS
node is publishing the message or the timestamp.
e Emitter: Indicates which ROS node requested the information to the HRI manager.

e Result: Result of the petition. This field indicates if the response status was success
or fail.

e Values: This field contains the response of the HRI manager about the petition like,
for example, where the user touched the robot.

Table 7.7 shows an example of a message received by the Central controller from the

HRI manager.
Parameter Value
Header 08/09/2021 11:24:12
Emitter Decision-making
Result Success
Values Answer id: touch, Answer time: 12.23, Answer value: Right shoulder...

Table 7.7: Example of the message exchanged between the Central controller and the
HRI manager.

7.4.3.3 Communication between the Central controller and the User profiling
manager

The User profiling manager communicates with the DMS providing information about
how each specific user is interacting with the robot, as Section 5.2.2.1. In the User
profiling manager, a unique user profile is stored for each user that interacts with the
robot. Then, the User profiling manager gathers interaction metrics after the execution of
each activity to update the user profile. The User profiling manager builds a set of tables
containing information about how each user interacts while executing each particular
activity.

The following list shows the User profiling manager’s interaction metrics for each
particular activity that the robot can execute. The Manager stores the metrics for the last
time an activity was executed and the average metrics of all the activity was executed.
Besides, for each activity, the system stores the average values of all the users. These
metrics are provided using the UserActionRating ROS service under petition of the
Central controller.
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e Manager: Name of the manager.

e Action: Name of the skill.

e Goal: Name of the goal.

e Start: Starting date-time in string format.

¢ End: Finishing date-time in string format.

e Duration: Duration of the activity.

e Terminal status: Result of the activity (succeeded, failed, or error).

e Engagement: Flag indicating if the user was engaged during the interaction with
the user. This variable measures if the user is responding to the robot’s questions
during the interaction.

e Correct answers: Number of correct answers.
e Wrong answers: Number of incorrect answers.
e No responses: Number of no responses.

e Total answers: Number of total answers summing up correct and wrong answers
and no responses.

e Answer time: Average time the user takes to answer a question.
e Interactions: Number of interactions during the activity.

o User selection: Flag indicates whether the user selected the activity (true) or by the
robot (false).

Table 7.8 shows an example of the interaction metrics sent from the User profiling
manager to the Central controller to adapt the interaction with the user.
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Parameter Value
Manager Entertainment
Action Photos
Goal Animals
Start 01/01/2022 08:56:18
End 01/01/2022 08:59:33
Duration 195
Terminal status succeeded
Engagement True
Correct answers 0
Wrong answers 0
No responses 0
Total answers 2
Answer time 13.24
Interactions 2
User selection False

Table 7.8: Example of the interaction metrics sent by the User profiling manager to the
Central controller.

7.4.3.4 Communication between the Central controller and the Context manager

As mentioned in Section 5.2.2.2, the Context manager updates personal information from
each user for adapting the interaction. In the system, the Context manager and the DMS
communicate throughout the action of the robot Memory. The Memory works as a kind
of board that stores information that all the system ROS nodes can read from using the
GetParam ROS service. In this case, the DMS reads the following information from the
robot’s Memory.

e User proactivity: The user proactivity indicates how active the user is while
interacting with the robot. It is used to promote the interaction if the value is too
low or let the user take the initiative if it is high. The value ranges from 0 — 5.

e Personal information: The system reads from the parameter server personal
information like the user’s name, location, or age to produce a personalised
interaction experience.

o Last executed activities: The last executed activities allows the system to avoid the
repetition of the ones that have been recently executed, promoting the exploration
of new activities.

Table 7.9 shows an example of the parameters and their values gathered by the Central
controller from the Context manager for adapting the interaction.
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Parameter Value

User proactivity 4
Personal information Name: Paul, Age: 23, ...
Last executed activities Videos: Cooking, Games: Quiz game

Table 7.9: Example of parameters gathered from the Context manager by the Central
controller.

7.4.3.5 Communication between the Central controller and the Scheduler manager

The Scheduler manager reads and organises the events and reminders stored in the
Context manager that each specific user has to execute, as described in Section 5.2.2.3.
The Scheduler manager and the DMS exchange information under the petition of the
latter to produce an appropriate notification of the reminders and the events. The message
contains two sections, the request and the response. The DMS requests the Scheduler
manager which events and reminders should be executed using the ScheduleEvents ROS
service. The Scheduler manager returns if there is a new event-ready, the arguments
(using key-value pairs) of the next event or reminder that the DMS has to perform.

Each event/reminder has a set of parameters containing the information for the DMS
to execute it.

e Item id: Unique id for each event/reminder.
e Status: Current status of the event (confirmed, tentative, or cancelled.
e Type: Type of the event (reminder or activity).

e Manager: Manager where the activity is classified. In case it is a reminder, the
manager is always the general one.

e Action: Name of the skill to execute

e Goal: Name of the goal to execute

e Start: Date-time of starting.

e End: Date-time of ending.

e Created: Date-time when the event was created.

e Duration: Duration of the event.

e Priority: 3 (high), 2(medium), and 1(low).

e Recurring: Flag indicating if the event repeats over time or just once.

e Periodicity: Period of repetition. Ignored if the previous parameter is set to false.
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e Description: Brief description of the event.

e Text: Text to communicate in the reminder.

Table 7.10 shows an example of a reminder sent from the Scheduler manager to the

Central controller for its execution.

Parameter Value
Item id 002
Status Confirmed
Type Reminder
Manager General
Action Notifications
Goal Reminder
Start 10/12/2021 14:00:00
End -
Created 08/12/2021 18:22:03
Duration -
Priority 1
Recurring False
Periodicity -
Description  Appointment with the doctor
I would like to remind you an
Text

appointment with your doctor

Table 7.10: Example of a message containing a reminder.

7.4.3.6 Communication between the Central controller and the Preference
Learning system

The DMS adapts its action selection depending on the user it is interacting with. The
robot uses their preferences towards the entertaining activities of the robot to decide the
best alternative. The PL framework works in two stages. The first stage consists of
estimating the user preferences using a machine learning algorithm (review Section 4.3.2)
that generates the prediction using the user’s characteristics and comparing them with
the preferences of similar users. A database stores their information. The second stage
consists in adapting the initial estimation with the HRI. Every time the robot wants to
suggest to the user an entertainment activity, the DMS requests the Preference Learning
(PL) module the user preferences using the custom Preferences service. This service
contains the following information.

e Activities: Structured array with the names of the activities organised in ranking
format.
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e Values: Score assigned to each activity contained in the previous array. These
values are sorted using the same order as the Activities array.

Table 7.11 shows an example of the previous message during the communication of
both modules.

Parameter Value

Activities  Quiz game, Bingo, Calculus game, ...
Values 3.12,2.78, 1.12...

Table 7.11: Example of the message exchanged between the Central controller and the
PL System.

7.4.3.7 Communication between the Central controller and the Behaviour-based
Reinforcement Learning system

The Motivational model provides the DMS with information about the emulated needs,
intentions, and desires of the robot. Initially, the robot does not know how to behave
to maintain an optimal internal state since the only information it has is the effect of
each behaviour on the hormones, neurotransmitters, and biological processes. Despite in
Table 6.7 each motivational state ties to a specific behaviour, the robot initially lacks this
information. For this reason, we designed a Behaviour-based RL system that works in
parallel with the Motivational model and allows the robot to map its motivational state to
behaviours (see Chapter 10). This information is provided every time the robot behaves
using its motivational state using the LearningValues ROS service. This service contains
the following attributes.

e Behaviours: List of behaviours of the robot.

Q-values: Associated Q-values (scores) to each behaviour listed in the Behaviours
array.

Counts: Array containing the number of times each behaviour has been executed.

Robot state: String defining the current internal and external state of the robot.

Table 7.12 shows an example of the information sent by the Behaviour-based RL
System to the Central controller to decide the most appropriate behaviour.
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Parameter Value

Behaviours Play, Sleep, Talk, Dance, ...
Q-values 10.34, 7.33, 12.3, -1.23, ...
Counts 21, 24, 25, 31, ...

Robot state  Socialise, user present, music player off

Table 7.12: Example of the message exchanged between the Central controller and the
Behaviour-based RL system.

7.5. Conclusion

This chapter has presented our DMS, the cornerstone of this dissertation. As we have
presented, this module is essential for reaching an autonomous and natural behaviour
during long-term HRIs since it produces the most appropriate behaviour after evaluating
the current situation that the robot is experiencing.

Following, we present the results derived from the realisation of this thesis, explaining
the methodology, setup, and evaluation we followed in carrying out each of the
experiments that served us to validate the performance of our system.
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Part 111

Experiments and results
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This part describes the experiments conducted to test and assess the operation of the
DMS and its functionalities developed in this thesis. It is divided into the following
chapters.

e Chapter 8 presents the research work carried out during the stay at the University
of Hertfordshire in Hatfield, United Kingdom related to robot adaptation. The work
consisted of designing an adaptive system for the socially assistive robot MiRo to
dynamically shape its affective state according to the quality and procedures of the
interaction with people. To assess the system, we defined various user and robot
behavioural profiles that were compared against each other to notice variations in
the robot’s behaviour. The experiments were carried out both in simulation and real
HRIs.

e Chapter 9 describes and presents the results of the PL system for personalising
the robot’s entertainment activities selection. The learning system intends to serve
as a recommendation system that balances the autonomous selection of the users’
favourite activities and the execution of unexplored activities to build up the users’
preferences. The validation of the system consisted of two steps. In the first
place, we developed a module that predicts the user preferences based on the user’s
features by comparing them with similar users stored in a dataset.

e Chapter 10 describes a machine learning system based on RL techniques to map
the robot’s motivations to actions considering the effects that each action produces
on the robot’s internal state. In an initial approach, we used Q-learning to allow the
robot to learn while interacting with external objects and agents in the environment.
Then, as Q-learning requires long-lasting training periods for large state-action
spaces and is vulnerable to the duration of the actions, we moved to design a Dyna-
Q+ approach based on a model of the environment that increased the learning speed
and stability.

e Chapter 11 contains the experiments related to testing the operation of the
motivational model presented in Chapter 6. Our motivational model aims to extend
our vision to new approaches that deepen into the neuroscientific basis of human
behaviour. Thus, in Section 11.1 we show the evolution of essentially biological
processes primarily involved in motivation and affect as the origin of human
behaviour and expressiveness. Our motivational model’s improvements pretend to
provide the robot’s more varied, adaptable, and expressive behaviour allowing Mini
to adapt to unexpected situations. Besides, the model shapes the robot behaviour
for full-time operation and long-lasting interactions.
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As the next step in modelling of biological functions to enhance the robot’s
behaviour and HRI, in Section 11.2 we present an application of the motivational
model mentioned above that allows Mini to develop social bonds with the users it
interacts. As an example of social adaptation, Mini perceives how good the user
behaves and responds accordingly. If the user behaves kindly, Mini will execute
social behaviours more often. Otherwise, the robot will avoid interacting with the
user by performing escaping behaviours.

e Finally, Chapter 12 describes how we express affective states in Mini using the
emotion and mood generated in the Motivational model. In this functionality, it
is essential the role of the Expression manager, a module that receives the robot’s
affective state and modulates the robot’s expressions. First, the chapter describes
the system we have designed to control Mini’s actuators using biologically inspired
functions. Thus, using the neuroendocrine motivational model and the modelling
of the autonomic functions previously presented in Chapter 6, the robot modulates
its heart rate, bling rate, breathing rate, pupil size, and locomotor activity. Then, we
validated the effect of showing emotions and mood on the robot’s expressiveness
by conducting a between-subject study to explore whether robot users perceive the
emotion and mood expressed by Mini.

Next, in each of the chapters, we describe the methodology, experiment setup,
evaluation, validation and present the results of the functionalities mentioned above
devised to support the decision-making system of the robot. During the tests, more than
600 people participated by completing any of the surveys we used for the evaluation, and
more than 100 people personally interacted with the robot in real HRI.
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CHAPTER &

Evaluating the robot’s affective
adaptation

This chapter describes the adaptive mechanism developed during the research stay in
the Embodied Emotion, Cognition, and (Inter-)Action (EECAIA) Lab at the University
of Hertfordshire. This work is an important source of inspiration for developing the
mechanisms included in our DMS. This work aimed at studying the robot’s affective
behaviour regulation depending on the user it faced. We integrated our model into the
social robot MiRo. The model simulates the robot’s internal state with homeostatically
controlled processes. The deficits of these processes urge the robot to reduce them
executing certain behaviours to maintain an optimal internal state. Besides, the robot’s
affective state based on emotional responses modulates the behaviour expressiveness to
show how it feels. We evaluated the model in HRI scenarios both in simulation and reality,
comparing the robot behaviour when including and not including our proposed adaptive
mechanism.

Next, we present the social robot MiRo, methodology, experiment, evaluation, and
results of the work, ending with a discussion about the influence of this work on the rest
of the manuscript.

8.1. The social robot MiRo

Unlike the rest of the results presented in this thesis, the experiments described in this
section were carried out using the social robot MiRo [240], a commercial research
platform for HRI. MiRo’s appearance looks like a small rabbit that can wander in the
environment seeking new stimuli that arouse it, as Figure 8.1 shows. In this work, we
used its differential navigation and visual perception system based on two stereo cameras
to navigate the environment, searching for users to interact with and objects to play with.
Besides, we used the tactile sensors spread around its upper case to detect tactile contact
as hits and strokes. The light sensors placed on its head helped MiRo perceive the room’s
illumination and whether it was night or day.
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To express affective states, we use the actuators of the robot. On the one hand, we
control the amplitude and speed of the motors that control the movement of the robot’s
head, neck, ears, and tail. On the other hand, we use the LEDs place on its shell to link
each emotion with colour and let the user know how MiRo feels. Finally, we use its
speaker to play non-verbal sounds simulating this kind of animal’s sounds.

Figure 8.1: Front view of the social robot MiRo.

8.2. Robot architecture

Figure 8.2 shows the affective architecture we developed at the EECAIA for endowing
MiRo with adaptive behaviour and affective expressiveness.

USER ACTIONS PHYSIOLOGICAL STATE HRI QUALITY
v [ v v
. MOTIVATIONAL EMOTIONAL
' MODEL SEEEES MODEL
' o :
EXTERNAL voTivamion  BEHAVIOUR DOMINANT
' : EMOTION
! DECISION SELEC
=== MAK| NG BEEI-ll_,EVITOELIJDR<_‘

Figure 8.2: The proposed adaptive affective architecture integrated into the social robot
MiRo.

The architecture has three main modules:
e Motivational model: This module simulates biological processes in the robot

that are used to produce coherent decision-making. These processes vary with
time, representing the robot’s needs of sleeping, socialising, and entertainment
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and influenced by the user actions and external cues that define stimuli with the
influence of the robot. Such deficits translate into specific motivations that urge
behaviour.

o Emotional model: This module generates the robot’s affective state depending on
the interaction quality with the user and the robot’s physiological state, affecting
how the robot expresses its behaviour and current state.

¢ Decision-making system: This module receives the dominant motivation from the
Motivational model and, after evaluating the robot’s situations and external cues,
decides the following behaviour. The robot’s actions primarily focus on reducing
the robot’s deficits for maintaining the best possible internal state.

8.3. Motivational model

In the Motivational model proposed for this work, we decided to include three
homeostatically controlled processes, each controlling a robot biological function:

o Energy: Represents the energy of the robot to execute actions. The Energy reduces
when the locomotor activity of the robot increases.

e Social: Represents the robot’s socialisation with people. Its value increases with
time in the absence of socialisation. This variable derives from social needs.

e Entertained: This process represents the robot’s entertainment. It reduces its value
in the absence of entertainment activities. This value derives from the entertainment
deficit.

The value of the homeostatic processes (4;) ranges from 0 to 100 units, with an ideal
value (iv;) that represents where the state of the process is optimal, and its deficit satisfied.
The value of the homeostatically controlled processes evolves following Equation 8.1.
Each time step (0.2 seconds), the homeostatically controlled processes value h; decrease
by a decay rate o;. Energy has a decay rate of 0.2 units per time step, Entertained 0.5 units
per time step, and Social 0.3 units per time step. The decay rate 6; of each homeostatic
process represents how fast a deficit appears in the agent. Figure 8.3 shows how the
homeostatic processes emulated in MiRo decay with time.

hi(t + 1) = hi(t) = 6; 8.1)

137



Homeostatic processes decay

= Energy = Social — Entertained

100
75

50

Intensity

25

0 100 200 300 400 500
Time (s)
Figure 8.3: Decay with time of the homeostatic processes included in the social robot

MiRo. Since we promote social behaviour, the Entertained and Social processes decay
faster, so their deficits rise faster eliciting social behaviours more easily.

Table 8.1 shows the parameters that define the evolution of the homeostatically

controlled processes in MiRo.

Process Ideal value iv; Decay rate o;

Energy 100 0.2
Social 100 0.3
Entertained 100 0.5

Table 8.1: Homeostatically controlled processes in MiRo and their decay rate ¢;.

When the value 4; of a homeostatically controlled process deviates from its ideal value
(iv;), a deficit (need) d; emerges in the agent worsening its internal state as Equation 8.2
shows. The agent must execute the appropriate behaviour to reduce such deficits in each

situation.

di(t) = livi = hi(0)| (8.2)

The evolution of the robot’s needs and behaviour depends on the stimuli it perceives
and how it uses environmental resources. Thus, we define external stimuli like
environmental changes that influence the robot’s internal state. As explained previously,
a significant deficit in the robot will drive it to perform actions to reduce it. However,
there are some cases where stimuli can motivate an agent to behave differently even if
the deficit is moderate. In our model, the external stimuli that influence the robot are the
user’s presence, level of illumination and coloured balls used for playing.
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Each external stimulus has an associated perception signal ranging from 0 to 100 units
representing the intensity of such stimulus. In this experiment, the robot’s perception
system provides the intensity with which each stimulus is perceived. Additionally to the
influence of stimuli on the robot’s deficits, stimuli are important regulators of motivational
states, affecting the robot’s decision-making and urging behaviour.

Motivational states depend on the deficit of a homeostatic variable to represent the
robot’s urges to reduce such deficits (d;). Motivations are defined by an intensity level
(m;) calculated using a subtle variation of Equation 6.8. In this approach, the intensity of
each stimulus si; is regulated by an individual weight §; and, at the same time, deficits (d;)
modulate how we perceive those stimuli, like Equation 8.3 shows. According to Equation
8.3, more than one stimuli (K) can influence a motivation, each with its corresponding
modulating weight 5; and intensity siy.

K
mi(t) = dit) + di(t) - P+ siilt) 8.3)

k=0
Like Table 8.2 shows, the model considers the motivational states of Rest, Play, and
Socialise, each tied to a homeostatic process. Table 8.2 also shows the influence of each
stimuli on motivational states. The illumination affects the motivation to Rest, the user
affects the motivation to Socialise, and the user and the coloured balls affect the motivation
to Play. All weights 5, have a value of 0.5 units, excepting the coloured balls stimulus,
which had a value g, of 0.3 units as we considered it as a weaker stimulus for the robot.
We chose these weights to balance the effects of the internal deficits and external stimuli
on the motivations, bearing in mind our aims at creating a pet-like companion robot. On
each time step, the dominant motivation is calculated using a winner-take-all strategy
[325]. Motivations can only be a candidate to become dominant if they are above 20

units.

Motivation Homeostatic process Related stimuli Sy

Rest Energy [lumination 0.5
U 0.5

Play Entertained S
Coloured balls 0.3
Socialise Social User 0.5

Table 8.2: Relationships between the homeostatically controlled processes of the robot,
its motivational states, and the stimuli involved in the modulation of the motivational
intensities.
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8.4. Robot behaviours

The deficits in the homeostatic process can only be reduced by executing certain
behaviours. Besides, some behaviours can only be executed if the user is in a specific
state concerning the robot. In our approach, the user can be in three different states:

e User not detected (User absent). The perception system of the robot does not detect
the user.

e User detected but far from the robot (User far). The perception system of the robot
detects the robot more than 0.5m far.

e User detected and near the robot (User near). The perception system of the robot
detects the user closer than 0.5 meters.

Table 8.3 shows the robot behaviours, their type (consummatory or appetitive), their
related dominant motivation, their effects on the homeostatic processes, the state of the
user that is necessary for their execution, and a brief description of their purpose in the
robot. In our approach, the robot executes behaviours to reduce its physiological deficits
and maintain good well-being. In particular situations, the robot has to obtain or perceive
specific resources to execute some behaviours, such as perceiving the user near to interact
with them. For this reason, MiRo has appetitive and consummatory behaviours, and we
consider different user states. On the one hand, appetitive behaviours ease the robot to
obtain or perceive a resource in the environment but do not reduce an internal need (e.g.
look for the user). On the other hand, consummatory behaviours allow the robot to reduce
internal deficits (e.g. talking with the user reduces the social need). If a behaviour is active
and influences a homeostatic variable, the corresponding decay rate ¢; of the homeostatic
variable defined in Table 8.1 is not applied.
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Related User presence

Behaviour Type L. Effects . Definition
Motivations prerequisite
The robot d in th
Wander Appetitive No motivation Energy: —0.5 None éro ot moves ?troun 1n. ¢ .
environment seeking new stimuli
MiRo looks for the user insid
Find user Appetitive Play, Socialise Energy: —0.25 User far or near 110 J00ks for fhe user msice
the enclosure
Once found, the robot hy
Approach user Appetitive Play, Socialise Energy: —0.4 User far riee foun e.ro © aPproaC e
the user to start interacting
MiRo falls asleep f hil
Sleep Consummatory Rest Energy: +1.0 None 8o ? s _ag cep lora ware
recovering its energy
Energy: -0.8 . .
The robot perform:s 1-lik
Play alone Consummatory Play, Socialise Entertained: +1.5 User absent ¢ robo per‘ orm%‘ame} ! e-
. movements simulating it is playing
Social: +0.2
Energy: —0.6 .
The robot pl th th
Play game Consummatory Play Entertained: +3.0 User near e ro _0 ST e v ¢
i user using coloured balls
Social: +0.4
E :-0.7 O , the robot t physical affect
Request affect Consummatory Socialise ne.rgy User near fice near, fhe oo reques p ysieata .ec
Social: +1.0 from the user by attracting his/her attention

Table 8.3: Definition of the behaviours of the robot during the adaptive social setting.
Each behaviour is triggered when its related motivational state is dominant. When
active, the behaviour causes different effects on the homeostatically controlled processes.
Besides, some behaviour requires the presence of specific external stimuli for being active.

8.5. Emotional model

The affective system designed for MiRo considers four emotional states: Neutral,
Happiness, Sadness, and Surprise. Using a winner-take-all strategy, the robot’s affective
state is the emotion with the highest intensity among all active ones. The intensity of each
emotion depends on a valence-arousal approach inspired from the Circumplex Model of
Affect developed by Russell [190].

8.5.1. Valence dimension

In our model, the valence axis represents the robot’s pleasantness. The higher the valence
value, the higher the robot’s comfort and, consequently, the better its affective state. The
valence dimension is a signal ranging from 0 to 100 units, which gathers the influence of
internal and external stimuli. Consequently, the valence value in each time step depends
on the robot’s physiological stability (PS) and the quality of social interaction (/Q), like
Equation 8.4 represents. Two weights modulate both the PS and the /Q respectively
called @jnrernar and @pxiernar- On the one hand, @;yy..mq represents the internal component of
valence, representing the internal state of the robot. On the other hand, @,ysena r€presents
the external component of the robot’s affective state, as it is a function of the quality of
the interaction. As we will explain below, these weights are essential for the robot to
present adaptive behaviour. The default value of both weights is 0.5 units and they act as
OpPPOSItes SINCE Ainrernal = 1 — Aextenal-
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valence = uernai - PS + Qersernar - 10 (8.4)

e On the one hand, physiological stability (PS) represents the robot’s internal well-
being. Higher values of physiological stability mean that the robot does not have
any deficits in its homeostatically controlled processes. Low values mean that our
robot presents significant physiological deficits. Drawing on similar terminology
used in works such as [199, 326, 327], the physiological stability (also comfort or
well-being are similar terms) of our robot is defined by a signal ranging from 0
to 100 units calculated using Equation 8.5, where N is the number of homeostatic
processes.

1 &
PS =100 - N;di (8.5)
e On the other hand, the interaction quality (/Q) represents the external component
of the valence value. It depends on the temporal evolution of three signals
representing how the user socially behaves with the robot. Each signal is obtained
from the robot’s perception system and represents the user’s presence in the arena,
the physiological affect provided by the user, and the kind of answers (correct-
incorrect-no answer) responded by the user when playing with the robot. Equation
8.6 represents how the IQ signal is calculated,

M
10 = Z Wi - S (8.6)

k=1
where M = 3 is the number of signals and w; weights which give more or

less importance to each signal on the interaction quality. Note that the adaptive
mechanism we present in this chapter regulates the value of these weights to
maximise the value of the IQ signal and, therefore, the valence value leading to
a happier robot. By default, all weights wy are set to 1/3, influencing equally to the
1Q signal.

As Figure 8.4 shows, the user’s presence is a signal representing the user’s time in the
enclosure. This signal increases by 1.0 units per second if the user is inside the arena.
Otherwise, it is reduced by 0.5 units per second. In the case of the physical affect signal,
every time the user strokes the robot, its value increases in a number of units equal to the
duration of the stroke in seconds. The value of the physical affect signal is maintained
during 60 seconds if any other stroke is perceived. After 60 seconds, the signal value
decays by a rate of 0.5 units per second if any other stroke is perceived. If a new stroke
is perceived, its effect accumulates to the previous value of the physical affect signal.
Finally, the answers signal depends on the answers provided by the user when playing
with the robot. If the user provides two consecutive correct answers, the value increases
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in 40 units. If the user responds correctly, but previous answers were incorrect, the signal
increases in 20 units. Two consecutive wrong answers diminish the signal in 20 units,
while an incorrect answer being previously correct diminishes the signal in 10 units. The
worse case arises when the user does not answer (denies playing). If the robot does not
receive an answer, a reduction of 20 units is performed, remarking this reduction to 40
units if more than one positive answer arrives. If the robot and user do not play in 60
seconds, the value of this signal decreases by 0.5 units per second. In this setting, all

sionals (¢.) ranee from O to 100 wnits. where a value of 100 is a verv intense stimuli

p(
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Figure 8.4: Evolution of the external signals representing the evolution of the external
stimuli with influence on the IQ.

As defined by Equations 8.4 and 8.6, both the valence value and the IQ signal depend
on the values of some weights. The weights @juerna and @ yerma respectively represent the
importance given to the internal physiological stability (PS) and the quality of interaction
(IQ). Both weights are opposites Since @juerma = 1 — Qexrerna and must sum one. Besides,
the 1Q signal depends on the social interaction between the robot and the user. The
weights wy represent the importance given to each interaction procedure over the external
component of the valence axis, having to sum up a value of 1. Note that the values of
these weights influence the valence value and, therefore, the robot’s affective state. For
this reason, the adaptative mechanism we propose in this work aims at regulating the
value of these weights (@iuernar and @pxrernar) t0 maximise the robot’s internal well-being
and minimise its deficits.

8.5.2. Arousal dimension

The arousal dimension represents unexpected sudden changes produced in the
environment. The arousal value ranges from 0 to 10 units and is calculated by summing
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up the variations produced in the signals of the external stimuli (si;). Thus, the robot will
become aroused if the illumination level, the coloured balls, and the user presence signals
undergo considerable variations in consecutive time steps.

8.5.3. Robot affect

Our affective model situates four discrete emotions Neutral, Happiness, Sadness, and
Surprise in the valence-arousal space as shown in Figure 8.5.
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Figure 8.5: MiRo’s affective states and their situation in the valence-arousal space.

Emotions have an intensity level (ai;) from 0 to 100 (excepting Surprise, whose range
is from O to 120 units), and an activation threshold, which has been set to 20 units for all
of them. The output of the affective system is, at each time step, the emotion with the
highest level of intensity among all active ones. Each emotion is placed in an interval
where they become active in the valence-arousal space. Besides, each emotion has an
optimal value inside its interval where its intensity level is maximum. Table 8.4 shows
the parameters defining each emotion modelled in MiRo’s emotional model.

Valence Arousal Optimal value in

Affective state Intensity ai; .
Range Range valence axis ov;

Neutral [0, 100] [40, 60] [0, 5) 50
Happiness [0, 100] (60, 100] [0, 5) 100
Sadness [0, 100] [0, 40) [0, 5) 0
Surprise [0, 120] None [5, 10] None

Table 8.4: Values of the parameters defining the activation ranges the affective states of
the robot.

As Table 8.4 shows, the Neutral affective state is situated on the middle of the valence
axis, between values [40, 60], Happiness on the higher values of valence (interval from
(60, 100]), and Sadness between values from [0, 40). Besides, these affective states require
that the arousal value is below 5 units. Inside its activation interval, each affective state
has an optimal value (ov;) used to calculate how fast the intensity ai; of each affective state
increases. In Neutral, its optimal value (ov;) is placed on a valence value of 50, Happiness
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on 100, and Sadness on 0. Regarding Surprise, it is independent of the valence axis and is
elicited at its maximum intensity (120 units) when the arousal value, in a particular time
step, is above 5 units. This mechanism allows Surprise to become the dominant affective
state more easily and independently of the valence value, allowing the robot to react to
unexpected stimuli.

The calculation of the intensity level (ai;) for Neutral, Happiness, and Sadness
emotions is carried out following Equation 8.7. If the valence value is inside activation
range of the emotion, its intensity (ai;) increases in ir units. The ir value depends on how
close the valence value is to the optimal value of each affective state.

aij(t) = aij(t = 1) +ir 8.7)

On the other hand, if an affective state is not active because the valence-arousal values
are not in the activation range of the affective state, its intensity (ai;) is reduced by a factor
of dr = 0.2 units per second, as Equation 8.8 shows.

ai;(t) = aij(t—1) —dr (8.8)

8.6. MiRo’s decision-making

The output provided by the motivational and the modulation exerted by the emotional
model respectively influences the robot’s decision-making and its expressiveness (Figure
8.6). Thus, the DMS considers the motivational state of the robot to make the appropriate
decision about the robot’s actions. Then, the expression of the behaviour chosen is
modulated depending on its affective state.
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Figure 8.6: The DMS included in the social robot MiRo.

Behaviour selection occurs whenever a previous one finishes or the robot detects a
motivational/environmental change. Additionally, changes in the robot’s affective state
modulate the expressiveness of ongoing behaviours. The decision-making process of the
robot works as follows:

1. Behaviours related to the current dominant motivation are selected.

2. The DMS tries to select consummatory behaviours to reduce the deficits of the robot
directly. If it is not possible, due to the state of the external stimulus, the system
executes appetitive behaviours to obtain new perceptions of stimulus.

3. If more than one candidate behaviour is available, the one with the best benefits for
the deficits of the robot is executed. This change is possible because the effects of
each behaviour are known by the DMS.

4. The robot adapts its behaviour expression depending on its affective state.

As an example of this process, if the user is absent and the dominant motivation is to
Play, the robot will execute the Play alone behaviour (consummatory). However, if the
user is present, the robot will execute a sequence of hierarchical behaviours to Find the
user (appetitive), Approach the user (appetitive) and Play a game (consummatory). This
order of behaviour selection and execution relies on two aspects.
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1. It fosters interaction with users, which is always better than executing solo
behaviours.

2. It always finds the behaviours with more considerable reduction rates of the deficits
of the robot.

8.7. Expressing affective behaviours

Behaviour modulation throughout affect lets the robot communicate its feelings and mood
to the user. The affective state reflects either the robot’s internal (physiology) or external
(interaction quality) state. Taking inspiration from Arkin’s affective robot expression
[198] and the work by Castellano et al. [328] about how affective expressions are
perceived from human poses and gestures, we opted for varying the amplitude, speed,
and frequency of movements of the robot depending on the affective state of the robot.
Table 8.5 shows the set of weights used to modulate the amplitude, speed and frequency
of MiRo’s movements depending on each affective state. These movements comprise the
motorised eyelids, ears, head, neck, tail, and wheels of MiRo.

Emotion Amplitude Frequency Speed Colour

Neutral 0 0 0 Grey
Happiness 0.2 0.2 0.2 Orange

Sadness -0.2 -0.2 —0.3  Dark blue

Surprise 0.1 0.3 0.3  Light blue

Table 8.5: Values of the weights used for modulating the affective behaviour of the robot
during the adaptive scenario.

Affective states have also been related to specific colours as Table 8.5 shows, to aid
the user in perceiving the robot’s affective state [329, 330]. We have therefore associated
each affective state with a colour. Figure 8.7 represents the expression of the affective
state on the robot MiRo, considering its body posture and its associated colour.
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(a) Neutral (b) Happiness

(c) Sadness (d) Surprise

Figure 8.7: Emotional expressions representing each of the affective states on MiRo.

8.8. Aim of the affective adaptive mechanism

This work presents how regulating the robot’s affective state fosters interaction with
the user. The adaptive process promotes the interaction by leading the robot to have a
happier affective state. As mentioned before, the affective state relies on a valence value
dependent on the physiological stability of the robot and the interaction quality with the
user, respectively weighted by inernar and @exrerna (Equation 8.4), with the sum of the two
weights being 1.

In the adaptive setting, initially, both weights have a value of 0.5. They undergo online
variations depending on the value of the physiological signal (PS) and the quality of the
social interaction (IQ). If the PS presents a value higher than the /Q, the weight @;,e;na
is increased (and therefore @, .. 1s decreased) by an adaptive rate equal to 0.01 units.
Conversely, if the /Q value is more significant than the PS value, the rate is inversely
applied to both weights. This mechanism allows the robot to maximise its valence, driving
it to present a happier affective state to engage users in the interaction.

Like the valence value, the /Q is maximised by regulating the weights wy. Initially,
all signals (user presence, answers provided when playing, and physical affect) equally
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contribute to the /Q (Equation 8.6, all the weights w; have a value of 1/3). However, in
the adaptive scenario, if the value of a signal is above the others, its weight is increased by
a rate of 0.01 units and the others are reduced by a rate of 0.005 units. Thus, the weights
of all signals sum up to 1. The adaptive rate defines how fast the weights maximise
the valence signal. However, high adaptive rates can produce undesired effects by not
perceiving subtle variations in the signals. For this reason, we set the adaptive rate to 0.01
units after assessing which value had the best outcomes in our system.

8.9. Experimental setup and evaluation

The experiment we have designed to assess the performance of our system consists of a
simulation phase and real (human)experimenter-robot interactions. In both phases, the
robot’s behaviour and the experimenter’s behaviour were predefined by different profiles.
These profiles determine how the experimenter socially interact with the robot and how
the robot affectively perceives this interaction. We defined 5 robot profiles and 7 user
profiles (described in Sections 8.9.3 and 8.9.2), which led to 7 x 5 = 35 different
interaction situations for the evaluation. We developed the real experiments and the
simulator using ROS [331]. It is worth mentioning that the robot profiles only work in the
non-adaptive scenario, as in the adaptive scenario, the robot profile dynamically adapts to
the situation that the robot is experiencing.

To assess the robot behaviour, we measured the percentage of time that each
motivation and emotion became active when combining a specific user profile with
a different robot profile. These metrics aimed to perceive changes in the robot’s
motivational and emotional states depending on the interaction process. Besides, we used
the valence signal to analyse how good the robot’s internal state is since the valence value
considers both internal and external information.

Simulated trials were performed first to approximate how the system works. It also
allowed us to perform many more interactions as simulated experiments are much faster
than real ones. Each simulated trial lasted 600 minutes. In this scenario, the architecture
was tested during a HRI scenario where both agents behaved following a particular profile.
In a second stage, real HRIs were performed, reducing the number of user and robot
profile combinations to 3 X 3, in order to evaluate if results obtained in real domains
resemble simulated ones. Each real trial lasted 20 minutes. In the real environment, we
carry out two experiments. We combined three user profiles with three robot profiles
in the first one. Then, we replaced the robot profiles with the adaptive setting in the
second experiment. All simulated and real trials were run once per robot-user profile
combination. As mentioned above, including an affective regulatory mechanism in our
robot made a more happy robot to engage the users and promote the interaction. This
modulation will drive our robot to be emotionally better, fostering positive elicitation,
even if the interaction with the experimenter is infrequent or poor (the experiment does
not pay attention to the robot or does not provide it with enough positive affect). We
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hypothesised that by expressing positive feelings to the users that present weak social
interaction, the robot could encourage them to interact more often and provide the robot
with more affect, engaging the users with the robot.

8.9.1. Scenario

The environment where real interactions took place was a 2m radius area delimited by
0.5m high fences, as depicted in Figure 8.8, where the robot freely moves. When the
experimenter is out of the enclosure, the robot’s goal is oriented to reduce its deficits,
while when the experimenter gets in the arena, becoming perceivable by the robot, the
robot’s goal will be to reduce its deficits but not to foster social interaction. Recall that
social interactions, in this experiment, yield faster reductions of the deficits of the robot.
Both agents behave according to a specific profile predefined at the beginning of the trial.
In user profiles where the experimenter is engaged with the robot, s(he) will typically
provide affective comfort and play with the robot, but for disengaged user profiles, the
robot will be the one that takes the initiative.

Figure 8.8: The scenario where HRI took place.

8.9.2. User profiles

Table 8.6 shows the features of the user profiles regarding different aspects of the
interaction with the robot: the time the user is in and out of the enclosure, the frequency
they provide physical affect, and the answers provided when playing together. The
following list shows that user profiles can be classified depending on whether the user
is engaged or disengaged.

e Fully engaged (FEng): The user is engaged in all interaction modalities.

e Touch engaged (TEng): The user is moderately engaged in all modalities, especially
touch contact.
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e Game engaged (GEng): The user is moderately engaged in all modalities, especially
playing the game.

e Neutral user (NU): A user moderately engaged in all modalities.

e Disengaged with touch (DwT): The user is disengaged excepting in the touch
modality.

e Disengaged with game (DwQG): The user is disengaged excepting the game
modality.

o Fully disengaged (FDis): The user is not engaged in any interaction modality.

Frequency of Time userisinand Answers provided
User profile . .
physical affect out the arena when playing

L Correct: 90%
300s inside
Fully engaged (FEng) 10s i Incorrect: 10%
60s outside
No answer: 0%
L. Correct: 0.05%
300s inside
Touch engaged (TEng) 10s Incorrect: 0.95%

60s outside
No answer: 0%

L Correct: 90%
300s inside
Game engaged (GEng) 60s . Incorrect: 10%
60s outside
No answers: 0%
L. Correct: 45%
300s inside
Neutral user (NU) 60s . Incorrect: 45%
300s outside
No answers: 10%
Lo Correct: 0.2%
. . 60s inside
Disengaged with touch (DwT) 10s Incorrect: 4.8%

300s outside
No answers: 95%

Correct: 10%

. . 60s inside
Disengaged with game (DwG) 60s . Incorrect: 40%
300s outside
No answers: 50%
o Correct: 0.2%
. . 60s inside
Fully disengaged (FDis) 60s . Incorrect: 4.8%
300s outside

No answers: 95%

Table 8.6: Values of the parameters defining the user profiles used in the evaluation of the
adaptive system.

8.9.3. Robot profiles

The robot profiles only work in the non-adaptive scenario by representing how much the
valence value in the robot’s affective state depends on its physiological stability (PS) and
the quality of interaction (IQ). These robot profiles define different values for the weights
Qexternal AN A exrernal, the two parameters that control the importance of the internal state
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(PS) and quality of interaction (IQ) on the valence value as defined by Equation 8.4. In the
adaptive setting, instead of using fixed @,xrernar ANd @errerna Values, they are dynamically
adapted depending on the robot’s internal and external situation. Table 8.7 shows the
robot profiles we have designed for our non-adaptive experiment. The robot’s profiles
are:

e Non-dependent on the interaction (nD): The robot’s affective state only depends on
the robot’s internal state (PS) and not on the interaction quality (IQ).

e Mostly non-dependent on the interaction (MnD): The robot’s affective state mostly
depends on its internal state (PS) and some on the interaction quality (1Q).

e Neutral robot: The robot’s affective state equally depends on its internal state (PS)
and the interaction quality (1Q).

e Mostly dependent on the interaction (MD): The robot’s affective state mostly
depends on the interaction quality (1Q).

e Fully dependent on the interaction (FD): The robot’s affective state only depends
on the interaction quality (1Q).

Robot profile internal ~ external
Affective state non-Dependent on the interaction (nD) 1 0
Affective state Mostly non-Dependent on the interaction (MnD) 0.75 0.25
Affective state equally depends on internal and external factors (NR) 0.5 0.5
Affective state Mostly dependent on the interaction (MD) 0.25 0.75
Affective state Fully dependent on the interaction (FD) 0 1

Table 8.7: Values of the parameters defining the robot profiles used during the evaluation
of the adaptive system.

8.10. Results

This section presents the simulated and real human(experimenter)-robot interactions
results. We divide the results into four sections:

¢ Simulated experiments without the adaptive mechanism.
e Simulated results with adaptive behaviour.

e Real HRIs without the adaptive system.
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e Real HRIs with the adaptive system.

We present the outcomes focusing on the motivational and affective state of the robot
and the evolution of the valence component of emotion. Additionally, the evolution of the
weights @iyrernar and @,yermqr 18 included in the adaptive settings to represent how the robot
adapts its behaviour depending on the situation that it is experiencing.

8.10.1. Non-adaptive robot in simulated domains

Figure 8.9 shows the dominant motivational state of the robot during simulated
interactions. The results express the percentage that each dominant motivation was active
during the experiment. The adaptive mechanism was not active in this setting, and all
weights presented fixed values. The most evident pattern we can observe is how the
robot’s state is highly influenced by how the experimenter behaves, and the activation
percentages of each motivation present a very similar pattern for all robot profiles. This
similarity in all robot profiles is a consequence of the independence of the robot profiles
(which vary only in how the robot’s affective state is calculated) on the motivational state
of the robot. The most interesting case is related to the motivation to Socialise. In profiles
where the user is engaged with the robot, Socialise motivation is not elicited as the user
periodically affords its deficit.

c) Equally Dependent
a) Non-Dependent b) Mostly non-Dependent on internal and
on the interaction (nD) on the interaction (MnD) external factors (NR)

7.1%] | 9%

7 142.4%)
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FEng TEng GEng NU DwT DwG FDis FEng TEng GEng NU DwT DwG FDis FEng TEng GEng NU DwT DwG FDis
User profiles User profiles User profiles
d) Mostly Dependent e) Fully Dependent

on the interaction (MD) on the interaction (FD)
100 5
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Figure 8.9: Percentage of activation of the robot’s motivational states during the non-
adaptive trials in simulation. Each graph shows the combination of a specific user profile
with all the robot profiles.

Nonetheless, when the user is disengaged (DwT, DwG, and FDis), Socialise becomes
active for more time as the robot requests the user to satisfy its social need. It is also
noteworthy that the None motivational state is not elicited in profiles where the interaction
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is weak, as the robot expends its time requesting affect instead of being relaxed. The Play
motivation maintains its percentage of activation in all situations (around 20%), as the
reduction of the Entertained deficit can be made autonomously by the robot by playing
alone. Nonetheless, in two of the robot profiles, a noteworthy scenario occurs. In Touch
engaged (TEng) user profiles, Play motivation has valued a little bit lower than in the other
profiles (around 17%), as the user satisfies the Social need of the robot very often and it
can focus on playing with the user as soon as the Play motivation becomes dominant.
However, if the user profile is Game engaged(GEng), an opposite effect appears. The
activation percentage of the Play motivation reaches values around 25% probably because
the robot receives much less physical affect than in Fully engaged (FEng) and Touch
engaged (TEng) user profiles, so it expends more time requesting affect, driving the Play
motivation to increase high levels. On the other hand, considering the Rest motivation, it is
regularly activated to decrease the fatigue of the robot. However, note that the motivation
to rest tends to increase its activation percentage for user profiles where the interaction
is weak (from Neutral user (NU) to Fully disengaged (FDis)), as it gets more easily tired
after interacting with the user.

Figure 8.10 shows the activation percentages of each affective state of the robot on
each user and robot profile combination. Substantial differences can be found between
user profiles where the experimenter is engaged (profiles FEng, TEng, GEng, and NU)
and user profiles where the user is disengaged (profiles DwT, DwG, and FDis) with the
robot. It is showed how as we move from robot profiles independent of the interaction
(nD, MnD, and NR profiles) to robot profiles that most depends on the interaction quality
(MD and FD), the robot’s affective state notably worsens. Something worth noting
is that in the nD robot profile, Figure 8.10 shows that without the user’s assistance,
the robot is not able to manage its homeostatically-controlled processes well enough
to move its affective state from the Sadness affective state for more than a short time.
Conversely, with the user’s participation, in all profiles except Disengaged with game
(DwG), the robot can manage its homeostatically-controlled processes well enough to
keep its affective state at Happiness for most of the time. Examining the graphs in more
detail, in engaged user profiles (FEng, TEng, GEng, and NU), when the robot’s profile
does not depend on the interaction (nD and MnD), Happiness is elicited during most of
the time. However, the percentage of activation of Happiness drops when the robot’s
affective state mostly depends on the interaction quality. This effect is even more notable
in disengaged user profiles (DwT, DWG, and FDis). When combined with a robot profile
non-dependent on the interaction (nD, MnD), Happiness and Neutral affective states are
elicited during short periods, being Sadness dominant most of the time. However, when
the robot affective state entirely depends on the interaction, Sadness is triggered during
all the trial disappearing residual activation periods of Happiness and Neutral affective
states that were noticeable in robot profiles non-dependent on the interaction quality. The
affective state depends on both the deficits of the robot and the interaction quality, being
the physiological stability much more stable than the IQ signal. Examples of this effect
are when the interaction is impossible (the user is out of the arena). During these periods,
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the quality of interaction rapidly drops, so robot profiles dependent on the interaction
will accuse these effects to a greater extent. Thus, it is clear that as the user becomes
more disengaged with the robot, the robot is sad for more time. Additionally, a Neutral
affective state arises, especially in more neutral user profiles (TEng, GEng, and NU), as
the affective state is more unstable and dithers between Happiness and Sadness. Finally,
Surprise presents very low activation percentages in all combinations, as a high level of
arousal only happens when the user gets in the arena or strokes the robot after a long time.
c) Equally Dependent

a) Non-Dependent b) Mostly non-Dependent on internal and
on the interaction (nD) on the interaction (MnD) external factors (NR)
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Figure 8.10: Percentage of activation of the robot’s emotional states during the non-

adaptive trials in simulation. Each graph shows the combination of a specific user profile

with all the robot profiles.

Figure 8.11 shows the evolution of the valence signal that strongly influences the
development of the affective state of the robot. It reinforces our hypothesis about effect
of the affective state on the behaviour of the robot and the experimenter. As the robot
profile depends more on the interaction, the valence component variates more. It supports
the previous idea that the 1Q signal is more unstable than the physiological one. On the
other hand, focusing on the user profiles, in disengaged profiles, it is noteworthy how
the emotional state of the robot is good at the beginning of the trial but rapidly gets
very bad. On the other hand, in engaged user profiles, two different tendencies can be
observed: when the robot profiles do not depend on the interaction, the affective state of
the robot is excellent, but as the quality of interaction more influences the robot’s affective
state, the affective state present more considerable variations, especially in user profiles
such as Touch engaged (TEng), Game engaged (GEng), and Neutral user NU, where the
interaction lacks in any of the interaction procedures between both agents. Note that
the evolution of the valence on each robot-user interaction represents the percentages
of activation previously presented in Figure 8.10, as the affective states of the robot are
dependent on its valence and arousal.
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Figure 8.11: Evolution of the valence of the robot during the non-adaptive experiment in
simulated trials. Each graph shows the combination of a specific user profile with all the
robot profiles.

8.10.2. Adaptive robot in simulated domains

The adaptive mechanism unifies all the robot profiles into a single profile able to regulate
the impact of the physiological state (PS) and the quality of interaction (/Q) on the
valence component of affect. As can be seen in Figure 8.12a, the activation of each
motivational state considering the adaptive model is very similar to the tendency exhibited
by the cases represented in the non-adaptive setting (Figure 8.9). The motivational state is
not affected by the affective adaptive system and, therefore, no important changes appears
for the non-adaptive simulated robot. The impact of the adaptive system is more notorious
when the user is moderately engaged with the robot (TEng, GEng, NU, and DwT). The
user provides enough interaction in these cases, allowing the robot to maintain a good
internal state. However, in the user profiles where the user is strongly disengaged (DwG
and FDis), the affective adaptation does not benefit the robot’s mood since the PS and the
1Q present lower values. The previous ideas are supported by Figure 8.13, showing the
valence component of affect is high most of the time for engaged profiles, gets improved in
moderately engaged profiles, and is extremely low for disengaged profiles. The evolution
of the weight @jyemq 1n Figure 8.14 also shows that when the user is engaged with the
robot, the valence component of affect is mainly influenced by the 1Q signal, but as the
1Q worsens, the @jyema gets notably increased giving more importance to the PS on the
valence component of affect. In disengaged user profiles, the interaction between both
agents does not exist or is very weak, leading the adaptive mechanism to maximise the
weight of the PS as it presents a better evolution than the IQ.
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Figure 8.12: Percentages of activation of the motivational (left) and emotional (right)
states of the robot during the adaptive experiment in simulated domains. Each graph
shows the combination of the adaptive robot profile with the different user profiles.
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Figure 8.13: Evolution of the valence of the robot during the adaptive scenario in
simulation. Each graph shows the combination of the adaptive robot profile with the
different user profiles.
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8.10.3. Non-adaptive robot in real HRIs

After simulating the system’s operation, the architecture was implemented on the social
robot MiRo. These results are presented to support the ones obtained by simulated
interaction, as hypothetically, both should produce similar patterns in the robot’s
behaviour and affective state. Note that in a real experiment, only the user profile
Fully engaged (FEng), Neutral user (NU), and Fully disengaged (FDis), and the robot
profiles Mostly non-dependent on the interaction (MnD), Neutral robot (NR), and Mostly
dependent on the interaction (MD) to reduce the combination space. The duration of each
trial was also reduced to 20 minutes. In these settings, the adaptive mechanism was not
included, and the weights were set to fixed values as defined in Tables 8.6 and 8.7.

Figure 8.15 shows the motivational state of MiRo in real interactions. In this case, the
hypothesis about the similarity with simulated interactions is noticeable at first glance.
Play and Rest motivations are active most of the time on each trial, presenting similar
activation percentages to simulated runs. However, the robot normally plays more with
engaged users, probably because the robot’s Social deficit is satisfied more often than in
disengaged user profiles. Considering the motivation to Rest, its activation percentages
vary between 30% and 50%, being maximum in Neutral user (NU) and Fully disengaged
(FDis) user profiles as the robot gets tired more easily. Considering the motivation to
Socialise, its activation increases for disengaged user profiles (DwT, DwG, and FDis).
For simulated results, None motivation gains importance as it is active during more time,
maybe due to its activation by default at the beginning of the trial.
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Figure 8.15: Percentages of activation of the motivational states of the robot during the
non-adaptive real experiment. Each graph represents the results of combining a robot

profile with all the user profiles.

Affective states in MiRo are also activated with similar percentages in real and
simulated trials (Figure 8.16), supporting the previous hypothesis. Happiness is dominant
when the user is Fully engaged (FEng), independently of the profile set in the robot. Most
of the time, a Neutral user (NU) led to a sad and affectively Neutral robot, being this
effect even more predominant when the user is Fully disengaged (FDis) in all modalities.
Surprise is elicited with percentages around 5% for engaged users. However, its activation
decays when the user is fully disengaged due to the lack of interaction.
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Figure 8.16: Percentages of activation of the emotional states of the robot during the non-
adaptive real experiment. Each graph represents the results of combining a robot profile
with all the user profiles.

Looking at Figure 8.17, it is possible to perceive how, independently of the robot
profile, an engaged user maintains the robot in a stable and very positive affective state.
However, the robot’s affective state rapidly drops if the user is moderately or fully
disengaged. In the case of a Neutral user (NU), it is represented how the robot’s affective
state tends to be in a neutral state. It is important to be aware that while in the motivational
state, the robot is comfortable when its dominant motivation is None. In the case of the
affective state, Happiness is the optimal one. Having this in mind, the results demonstrate
how engaged user profiles make the robot physiologically comfortable and emotionally
happy, but when the user is disengaged, the robot’s state is deficient in both ways. For this
reason, the following Section 8.10.4 provides the results obtained by replacing the robot
profiles with an emotionally adaptive robot that dynamically regulates its affective state
to become more positive when the interaction quality is not good, conveying a positive
feeling to the user.
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Figure 8.17: Evolution of the valence value during the non-adaptive real experiment. Each
graph represents the results of combining a robot profile with all the user profiles.

8.10.4. Adaptive robot in real human-robot interaction

Results in Figure 8.18 (left) demonstrate how the motivational state of our robot maintains
similar activation percentages that results presented without the affective regulation. This
problem is because the physiological state of the robot does not depend on the affective
state regulation, as their internal homeostatic processes evolve equally in all situations.
Although the emotional regulation of the robot does not affect its motivational state,
Figure 8.18 (right) shows how the affective state substantially improves in terms of the
elicitation of Happiness, especially in the Neutral user (NU) and Fully disengaged (FDis)
robot profiles (whereas in non-adaptive trials was not elicited). Happiness is dominant
in practically all the trials when the user is Fully engaged (FEng), and Sadness does not
appear in the Neutral user NU profile. Nonetheless, Happiness has notably increased its
activation percentages in the Fully disengaged (FDis) user profile. Sadness still appears
during long periods. This issue can be explained by thinking about how adaptation
occurs. If interaction with the user is lacking, the robot’s affective state will be mostly
influenced by its physiological state. Nevertheless, the physiological state is affected by
social interaction in terms of physical affection and playing together, so if these deficits
do not decrease, the affective state cannot be optimal during some periods. Figure 8.19
supports this idea in the sense that it describes how the valence signal, which is the basis
of the affective state of the robot, has been significantly improved in all profiles. However,
the figure shows how, in the case of Fully disengaged (FDis) user profile, the tendency is
to deteriorate as the trial goes forward. Additionally, the evolution of the weight @;uerna
(Figure 8.20) supports the previous explanation. The @jy.rma Weight presents low values
when the user is engaged with the robot (FEng) because the 1Q is excellent and the
physiology of the robot always present some deficit. This weight gains importance when
the interaction is lacking, as if the IQ presents shallow values. The adaptive mechanism
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regulates the weights increasing @, erma to strengthen the importance of the PS on the
valence component of affect, seeking to maintain a good affective state to maintain user
engagement.

To conclude the section, we have described how the robot’s affective state improves
in most cases, despite when the user is very disengaged and the interaction lacks, the
adaptive system cannot attain its goal. Nonetheless, the notable improvement of the
robot’s affective state drives it to express positive expressions when interaction exists but
is weak, encouraging the users to be more engaged with the robot.
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(a) Motivational state. (b) Affective state.

Figure 8.18: Percentages of activation of the motivational (left) and emotional (right)
states during the adaptive real experiment. Each graph shows the results of the
combination of the adaptive robot profile with the three user profiles considered in the
real experiment.
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8.11. Discussion

In this work, we have presented a robot architecture supported on biologically-inspired
motivational and affective concepts used to engage users that may show interaction
limitations. The robot’s affective state regulation can transmit positive affect to engage
the user. The experiments we carried out sought to demonstrate how the behaviour
executed by the user highly influences the affective state of our robot. In such a way,
we predefined a set of user and robot behavioural profiles, which allowed us to assess
the architecture in two stages. First, we evaluated how the combination of user and
robot profiles affects the robot’s motivation and emotions in the simulation. After, we
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carried out the same experiments in real HRIs to prove if the robot’s state undergoes the
same evolution depending on the behaviour of the experimenter. Finally, the adaptive
mechanism replaced the robot profiles to improve the robot’s affective state, especially
when the interaction with the user is weak. By including an adaptive affective state that
fosters positive affective states, we want to engage the user in the interaction.

Simulated runs showed how different user profiles affected the robot state and its
behaviour. As a clear example, the Socialise motivation triggers more often when the user
is disengaged (DwT, DwG, and FDis), as the social need presents a high deficit. Besides,
while in engaged user profiles (FEng, TEng, and GEng), the robot feels comfortable
with all its deficits satisfied, disengaged user profiles (DwT, DwG, and FDis) leads the
robot to be more aroused as it requests affect from the user and therefore gets more tired.
Considering the results obtained in real interactions, their similarity to simulated runs is
noteworthy.

Focusing on the robot’s affective state, it is possible to perceive that its variability
depends on its behaviour. Engaged user profiles (FEng, TEng, and GEng) elicit Happiness
most of the time, obtaining a very happy and expressive robot. Nevertheless, as we move
towards disengaged users (from NU to FDis), the affective state worsens, and Sadness
becomes the dominant affective state more often. Regarding Surprise, it is easily elicited
when a good interaction is produced. As results show, Neutral appears during short
periods in user profiles like Touch engaged (TEng), Game engaged GEng, Neutral user
(NU), and Disengaged with touch (DwT), where the interaction quality is moderate. The
valence evolution aids us to understand why different motivations and affective states are
elicited, as are the bases of affective elicitation. In disengaged profiles, we can see how the
valence component of emotion varies more due to the instability of the interaction. Real
interactions without the adaptive mechanism provide very similar results, as activation
percentages of each affective state and the evolution of the valence presents the same
tendency. The user profiles aim at improving the robot’s affective state when including the
affective adaptive mechanism. This improvement is especially remarkable in moderately
engaged user profiles (GEng, NU, and DwT). However, the notable lack of interaction
in some of the disengaged user profiles (DwG and FDis) makes the adaptive system not
attain its goal of improving the robot’s affective state. Thus, improving its affective state
drives our robot to be more cheerful and expressive, encouraging the user to interact with
it.

As mentioned before, this work was carried out during a research stay at the University
of Hertfordshire. This period supposed a strong source of inspiration and learning for
researching how to endow our social robot Mini with adaptation and personalisation to
each user. This influence can be perceived along the manuscript but specially in the
neuroendocrine Motivational model we presented in Chapter 6 and their associated results
present in Chapters 10, 11, and 12.
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CHAPTER 9

Evaluating the robot’s Preference
Learning System

This chapter focuses on describing our Preference Learning (PL) System used for
personalising HRIs. This system, introduced in Section 4.2, allows the decision-maker
to select those entertainment activities that the user likes the most. The PLL System works
in three steps.

e User profiling: For the PL System to work, the robot has to obtain, using HRI, the
user’s features for producing an initial estimation of their preferences. Additionally,
the profiling includes taking photos to train a facial recognition system so the robot
can identify the user in future interactions.

o Estimating preferences: Using the user’s features retrieved in the previous step,
the robot uses a Label Ranking (LLR) algorithm to predict their initial preferences.

e Adjusting the initial estimation: After the prediction, the robot uses
Reinforcement Learning (RL) to adjust, using the information gathered from the
interaction, the initial estimation to the real user preferences.

New user Profiling Adjustment

Preferences Final
predictions preferences

User
features

Figure 9.1: Our proposed Preference Learning (PL) System. It consists of three stages:
user profiling, estimating their preferences, and adjusting the initial estimation using the
interaction.

9.1. User profiling

The user profiling method consists of applying Active Learning, a machine learning
technique that allows our robot to dynamically recognise and obtain information from
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the users that interact with the robot [332]. The goal of the profiling stage is to obtain as
much information from the user to personalise HRI to them. Our methodology proposes
to apply Active Learning in two stages of the profiling process:

1. Learning the robot users’ faces to dynamically update a facial recognition system.

2. Filling the user profile attributes using HRI.

9.1.1. Profiling method

As we mentioned in Section 7.4.3.3 and Figure 9.2 represents, the dynamics of the method
vary depending on whether the robot knows or not the user. Consequently, the Active
Learning process starts when the visual perception system of the robot detects a user ready
to interact seated in front of it. When the user is in the correct position, the perception
system informs the DMS whether the robot already knows the user or not, using a facial
recognition algorithm developed by Google based on neural networks [333].

Consequently, depending on if the robot knows the user or not, the operation of the
Active Learning for user profiling and identification works as follows.

o If the robot does not recognise the user, the DMS starts the User profiling skill as
described in Section 5.2.2.1. Once active, the User profiling skill conducts a user
profiling method that allows the robot to create from scratch a unique user profile
that will be completed using HRI. All user profiles are created and managed by the
Context manager (see Section 5.2.2.2).

The profiling method consists of the robot asking different questions to the users.
First, the robot asks for their name and surname. Once the robot gathers this
information, a unique id is assigned to the user. The profile is stored in the
Context manager, so the User profiling skill communicates with this module to
check whether the user profile has been successfully created. Once the essential
information has been retrieved, and the profile has been created, the robot takes 5
pictures of the user’s face and stores them. The user must be sitting in front of
the robot, looking at the front for taking the images. To avoid taking bad-quality
images, the robot can guide the positioning of the user giving voice commands and
using a head pose estimator [334]. In this scenario, the Active Learning takes place
on two occasions. First, when the robot obtains the user’s name and surname, it
actively updates its profile. Second, when the robot obtains pictures of the users’
faces for identifying them in the future, the facial recognition algorithm is trained
online to include the new user’s information.

e [f the robot detects a known user, it requests the Context manager to load the user’s
profile. Then, the robot checks if some user profile attributes are unknown or can
be updated. If any attribute can be retrieved, the robot will use HRI to continue
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Figure 9.2: Diagram showing the active user identification and profiling method.
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gathering more information from the user. The filling of the user profile actively
works using priorities and randomness to avoid repetition. As mentioned in Section
5.2.2.2, the robot stores personal, habits, and preferences information about each
user. Inside the personal attributes, it is possible to find from general information
like the sex, age, or date of birth to more meaningful information such as physical
or psychological impairments. The habits section contains information like the
frequency of performing physical activity or their interests in music, literature,
and other related trends. Finally, the robot stores the user’s preferences to the
robot’s entertainment activities to select their favourite activities and adapt to the
interaction. In this scenario, the Active Learning takes place when the robot uses
HRI to update the user profile with new information, improving the personalisation
of its behaviour towards the users’ features.

The Active Learning is controlled by the DMS, which activates this functionality
every time the robot is interacting with people. Thus, once in a while, the DMS
activates the User profiling skill to continue gathering information from the user. In
the first place, the robot focuses on collecting the user’s unknown attributes in the
profile for completing it as soon as possible. If more than one attribute is unknown,
the robot will ask those with a higher priority level. For example, personal attributes
are more important than attributes about preferences. If more than one attribute with
the same priority is unknown, the robot will select which one it fill randomly. If the
profile has all the attributes completed, the robot will hardly ever repeat questions
to update some profile attributes with new information. It is important to note that
not all the attributes can be updated, as some are fixed (e.g. sex or name).

Every time the robot obtains or updates an attribute of the user profile, the User
profiling skill sends it to the Context manager for its storage in the robot’s memory.
Then, the Context manager updates this parameter in the robot’s Memory, making
it accessible to all the modules and applications in the software architecture. During
the interaction, the robot can adapt its behaviour depending on the values of these
parameters. Thus, the robot can call users by their name, suggest their favourite
applications, or control their proactivity level.

The recognition and profiling process was validated in an experiment where the

participants completed the process interacting with different robot profiles and using an

online survey. The following sections detail the experiment, its evaluation, and the results.

9.1.2. Experimental setup

The Active Learning for user profiling was tested in an experiment where we considered

three conditions. We use the social robot Mini [293] for performing such experiments.
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e The first condition (Condition 1) consisted of creating the profile using an online
survey instead of interacting with the robot. 19 participants (11 women and 8 men)
participated in this condition.

e The second condition (Condition 2) aimed at completing the profile interacting with
a dull robot. A dull robot can be defined as an agent who lacks the expressiveness
and focuses on its task without pretending to engage the user. 15 participants (6
women and 9 men) participated in this condition.

e Finally, the third condition (Condition 3) consisted in the users creating their user
profile interacting with a cheerful robot. We define a cheerful robot as an agent that
attempts to engage the user by being kind and expressive while executing its task.
15 participants worked with this condition (7 women, 8 men).

The primary goal of conducting such an experiment was to test the system’s operation
and, at the same time, investigate if users consider it more engaging to create their profile
interacting with a cheerful robot than interacting with a dull robot or completing an online
survey. It is worthy to stand out the following aspects of the experiment.

1. All conditions had 49 questions about personal information, habits/interests, and
users’ preferences towards the robot’s activities.

2. In the condition that employed an online survey (Condition 1), it was impossible to
capture the users’ faces. For this reason, this process was moved to the end of the
two conditions using the robot (Conditions 2 and 3) to avoid biasing the evaluation.

3. All participants interacted with Mini in one-to-one interactions. These interactions
occurred with the user interacting alone with the robot without supervision.

After completing the profile, the participants of all conditions had to fill out an
online survey to evaluate the profiling process. It is worth noting that filling the profile
using an online survey incorporated the evaluation survey at the end. The following
section describes how we compared and statistically evaluated the three conditions of
the experiment.

9.1.3. Evaluation

The evaluation of the experiment was performed using the well-known System Usability
Scale (SUS) questionnaire [335]. This questionnaire, included in Appendix D.4, measures
the system usability from the user’s point of view using ten questions and a 5-point Likert
scale. Figure 9.3 shows the format of the questions included in the questionnaire. As
the target population of the study were Spanish, we used the Spanish version of the
questionnaire proposed in [336]. Each question rated 1 to 5, where 1 means strongly

169



disagree, and 5 means strongly agree. The marks of each questionnaire map to a 0 — 100
scale that represents the usability value of the system. Grades below 50 units mean weak
usability. From 50 to 70 the system is correctly usable, from 70 to 80 the usability is good,
and above 80 the usability of the system is excellent [335].

| think that | would like to use this robot frequently. *

1 2 3 4 5

Strongly disagree O O O O O Strongly agree

Figure 9.3: Example of the SUS questions asked to the participants for evaluating the
system’s usability.

Additionally to the SUS questionnaire, we included four ad-hoc questions (included
in Appendix D.2) asking the user about how engaging the user profiling process was at
different stages of the process. The answers were bound to a 5-point Likert scale where
participants had to indicate how engaging the process was from 1 (not engaging at all)
to 5 (very engaging). These questions appeared when the 20%, 40%, 80%, and 100%
of the profiling progress was completed. Next, we provide the results obtained from the
system’s evaluation.

9.1.4. Results

Figures 9.4 and 9.5 show the results obtained from the experiment in terms of usability
and user engagement considering the three conditions previously stated: filling the user
profile using an online survey (Condition 1 in blue), filling the user profile interacting
with a dull robot (Condition 2 in ), and interacting with a cheerful robot (Condition
3 in red).

In terms of usability, as Figure 9.4 shows, the condition where users interacted with
a dull robot obtained the best average score (u = 83.21,0 = 10.45), followed by the
condition where users interacted with a cheerful robot (u = 82.14,0 = 9.49), and
ending with the condition where the users filled their profile using an online survey
(u = 71.05,0 = 13.31). Besides, we explored whether the usability scores depend on
the evaluation condition. To carry out such a test, and after proving that data is generally
distributed in all conditions, we used a one-way ANOVA study [337].

The ANOVA results showed that the usability scores were affected by the condition
used to carry out the profiling. Considering these results, we analysed which conditions
produced significant differences between them, carrying out a posthoc Tukey test [338].
The study showed significant differences between Condition 1 (Online survey) and
Condition 2 (dull robot) (p = 0.014, 7> = 0.202) and between Condition 1 (Online survey)
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and Condition 3 (cheerful robot) (p = 0.027,7° = 0.202). However, none statistical
difference was obtained between both conditions using the robot (p = 0.968, 7> = 0.202).

*
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Cheerful robot Dull robot Online survey

Usability

Figure 9.4: Usability ratings for each condition assessed in the user profiling experiment.
Significant statistical differences were found between those conditions using the robot for
completing the profile and the online survey process. However, no difference was obtained
when comparing both conditions using the robot. Significant statistical differences (p-
value < 0.05) are denoted with .

Considering the user engagement during the profiling process (Figure 9.5), results
show that users found more engaging using the robot than completing the process using
an online survey. The participants that completed their profiles using an online survey
reported the lowest values in all checkpoints. The condition where the robot behaves
cheerfully obtains the best ratings excepting the last checkpoint, where the condition
including the dull robot gets a score slightly above the condition including a cheerful
robot. This fact is probably due to the longer lasting interaction required when completing
the profile with a cheerful robot (Condition 3). Besides, it is worth noting that the
engagement decays with time in Condition 3, where the cheerful robot is used, contrary
to Condition 1, where participants filled their profile using an online survey. Condition
2, where the user interacted with a dull robot also shows a decay in the user engagement,
despite its scores being more balanced than in the other cases. As in the usability study, we
performed a statistical analysis to find significant differences in the user engagement for
the three conditions. However, no significant differences were obtained in this analysis.
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Figure 9.5: User engagement at three different moments of the profiling process.

9.1.5. Discussion

As expected, during the profiling experiment, the usability of Conditions 2 (dull robot)
and 3 (cheerful robot) obtained better scores than Condition 1 using an online survey.
However, users perceived a dull robot subtly more usable than the cheerful one.
Considering the scores obtained in the evaluation, we can conclude that the usability of the
robot is excellent, while the usability of the online survey is just good. Additionally, the
significant differences found in the statistical analysis between both conditions, including
the robot and the condition using the online survey, demonstrate that participants believe
that completing the process with the robot instead of using an online survey is more
usable.

On the other hand, the user’s engagement during the experiment showed very different
results depending on the evaluation condition. As expected, the engagement is higher in
those conditions where the robot participates. In the beginning, users find a cheerful
robot more engaging than a dull robot. Nonetheless, looking at the last bar group (100%
completed) in Figure 9.5, users consider the dull robot slightly more engaging than the
cheerful one. A possible explanation for this issue is the length of the profiling process.
Since a cheerful robot articulates more phrases to entertain the user, the duration of the
process increases. This issue can work against us, causing decay of the engagement in
the last step of the process. Finally, considering the condition where the users completed
their profile using an online survey, results show that participants were much less engaged
than those using the robot. At the beginning of the profiling, the engagement is weak
(below 3 from a maximum of 5). This value rises in the middle of the process to 3.2
units. However, they drop again at the end of the experiment. Despite not having a clear
explanation for this, the comments provided by the participants who filled the online
survey suggest that they found the survey a bit longer and repetitive at the end.
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9.2. Estimating the user’s preferences

The second step in our PL System comprises the prediction of the preferences using the
user features retrieved in the previous step. Following, we describe the methodology,
evaluation, experiment, and results obtained at this second step included in our PL System.

9.2.1. Designing the learning environment

The PL scenario aims at providing the social robot Mini with the capacity of selecting
those entertaining activities that the user likes the most. Different strategies and
experiments were tackled to endow robots with such functionality. Taking inspiration
from how recommender systems and websites learn the preferences of customers and
estimate the star products, we studied PL algorithms [339] for Label Ranking (LR)
classification. As detailed in Section 5.2.3, the robot has many entertainment activities
that are classified into three hierarchical levels. These levels organises the activities (level
3) in categories (level 1) and subcategories (level 2), as Figure 9.6 shows. Considering
this classification, the LR algorithm should produce, for each particular user, a ranking
per category, subcategory, and groups of activities. The rankings indicate the preferences
towards the entertaining activities of the robot organised in such three levels based on the
user features obtained during the profiling. As will be described in the following section,
the PL System predicts the rankings for each new user considering their features and the
preferences of similar users whose features and preferences are stored in a database used
for machine learning classification. It is worth mentioning that the prediction stage uses
LR based on Random Forest, so the estimated rankings grow from associations made
from the dataset containing user features and their labelled rankings.
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Figure 9.6: Robot entertainment activities organised in hierarchical levels and an example
of how the DMS selects an activity following three hierarchical steps. In this case, the
selection is the Multimedia category, the Videos subcategory, and the Cooking activity.

Once the prediction has been made, the DMS will use these rankings (and the
associated score to each label in the ranking) in two different ways.

e On the one hand, if the robot behaves proactively, it will make three hierarchical
decisions: category, subcategory, and activity that will finally execute. Figure 9.6
shows an example (in highlighted in red) of a DMS selection. In this case, the robot
selects the category Multimedia, the subcategory Videos, and finally launches the
activity that displays a video showing a cooking recipe.

e On the other hand, if the robot cedes the initiative to the user allowing them to
select the entertainment activity, the robot will show a sequence of tablet menus
where the preferred items of each category and subcategory will appear on top of
non-preferred ones. This organisation will facilitate the users’ selection of their
preferred activities.

It is worthy to note that the selection process does not always choose the items of each
ranking with the higher score. Instead, and using the Boltzmann’s action selection method
described in Appendix B.1, random selection combines with the selection of preferred
activities to promote exploration. In our model, all items (and activities) have a rating
value from O to 5, where higher ratings mean the user prefers that item above low rated

ones.
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9.2.2. Experimental setup

Since LR is a machine learning method used for ranking generation based on Random
Forest, the model built for this application requires training data for estimating the user
preferences. Thus, the training data consisted of an input vector of user features with
labelled output data containing the preferences towards the entertaining activities of Mini.
As in most classification problems, the biggest the dataset, the better the estimations
produced by the model. Due to the Covid-19 pandemic, data retrieval could not be
done face to face. Instead, we opted for using an online survey for building up our
dataset. Using similar studies in data retrieval [340, 341], the survey contained questions
about three different topics: personal data, habits/interests, and preferences towards the
entertainment activities of the robot. As Figure 9.7 shows, the users’ personal questions
comprised their age, sex, education level, and similar attributes. The answers to these
questions were, in all cases, limited to a set of predefined options. The answers to the
questions about habits/interests were limited to yes/no answers, and questions related to
preferences were limited to a 5-point Likert scale where 1 meant do not like the activity
and 5 the user likes the activity a lot.

8 datasets Preferences
Structured - for trainng _predictions in
473 participants hierarchical levels

) user data and validation Label Ranking
Online survey Database algorithm

Questions: Datasets: Rankings:
* Personal * Entertainment * Categories
* Habits * Games * Subcategories
* Preferences * Multimedia * Activities
* Information
* Videos
* Photos
* Audiobooks
* Music

Figure 9.7: Data collection and use in the preferences estimation process.

473 participants (241 men, 217 women aged u = 29.52,0 = 12.64) completed the
online survey. We had to remove the answers of two participants due to the inconsistencies
found in their answers (for example, one user reported 6 years old and a bachelor’s
degree). Valid answers defined the input space of the model, being used for training
and evaluating its accuracy in predicting rankings. In total, using the replies provided by
the survey participants, eight datasets were defined organised in three hierarchical levels.

As Figure 9.6 shows, our learning problem contains 8 datasets (entertainment,
games, multimedia, information, videos, photos, audiobooks, and music), organising the
categories, subcategories, and activities in hierarchical order. On top of the hierarchy, the
first dataset ranks the categories games, multimedia, and information. In the middle of the
hierarchy, the second dataset ranks videos, photos, audiobooks, music, jokes, and sayings
classified in the multimedia category. Finally, in the lower level, a dataset ranks different
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kinds of games, another dataset sorts the information applications, and four additional
datasets rank the activities that belong to the multimedia subcategories: videos, photos,
audiobooks, and music. As mentioned before in this dissertation, this organisation allows
the decision-maker to select the category, subcategory, and activity that the robot will
finally execute using a hierarchical method based on Boltzmann’s equation (see Appendix
B). This action selection method allows us to foster action exploration and vary the action
selection process by intercalating proactive autonomous decisions of the robot with partial
user selections. The Boltzmann equation assigns a selection probability to each action
depending on a score representing the optimal action and a parameter that regulates the
randomness in the selection.

Due to the wide range of LR algorithms in the literature, we opted for comparing two
promising ones to obtain which one produces the best results in terms of ranking accuracy
and computational payload. We selected Top Label as Class (TLAC) and Ranking
by PairWise Comparison (RPC) (see Section 4.3.2.1 for further details) because both
provide excellent results in ranking preferences, they use different approaches to produce
their predictions, and their computational requirements are below the other alternatives.
Due to this work’s particular application (social robotics), we wanted to find which one
suits better in our scenario. In the comparison process, we included hyperparameter
optimisation mechanisms to attain the best performance of both algorithms.

After finding the best LR algorithm for our application, we performed a HRI study
to investigate whether people really perceive the robot’s personalisation during the
performance of entertainment activities. In the study, 22 participants (13 women, 9 men
aged i = 41.09, o = 20.57) were equally divided in two conditions:

e Condition 1, personalised robot: the robot estimated three activities using the
preferences predictions during a short-term interaction using our proposed LR
method.

e Condition 2, general robot: Mini selected three random activities during a short-
term interaction with the user, not including any personalisation.

After completing the activities, the participants had to complete a survey to
evaluate whether the personalised robot (Condition 1) was better considered in terms
of adaptation, appropriateness, and intelligence than the general robot (Condition 2). The
following section details the evaluation of the experiment we conducted to validate the
personalisation of entertainment activities proposed in this work.

9.2.3. Evaluation

The experiments presented in the previous section were evaluated using well-known
questionnaires and statistical analysis.
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e On the one hand, the comparison of the LR algorithms was carried out in terms
of the prediction accuracy, the execution time for running the training of the
learning model, and ranking correlation metrics. In this work, we used two
well-known ranking correlation metrics Kendall’s 7-b [342], and Spearman’s p
[343] (see Appendix A for further information of both metrics) for measuring the
correlation between the real rankings and the estimated ones. Using a second metric
(Spearman’s p) supports the results obtained with the first metric (Kendall’s -
b). Kendall 7-b is more meticulous in comparing the rankings, usually yielding
lower correlation values than Spearman p. These metrics provide a value in the
range [—1, 1] that indicates the similarity between the two rankings. According
to previous studies in statistics [344, 345], a positive rank correlation below +0.3
is considered weak, from +0.3 to +0.7 is considered moderate, and above +0.7
is considered strong. A negative correlation value indicates that the predicted
ranking is reversed for the real ranking. The validation of both TLAC and RPC was
produced using 10-fold cross-validation [346]. The tuning of the hyperparameters
of the model used a grid search method [347] (see Appendix B for a brief
description of both methods).

e On the other hand, the evaluation of the second experiment consisted of using the
widespread Godspeed questionnaire [348] (included in Appendix D.5) to obtain the
participants’ perception of the robot. We designed two scenarios:

— Interacting with a personalised robot suggests predicted activities (Condition
D).

— Interacting with a general robot without personalisation (Condition 2).

Since the evaluation was conducted with Spanish participants, we used the official
translation of the questionnaire* [349]. The questionnaire obtains the user’s
impressions about the robot in five areas: Anthropomorphism (A), Animacy (A),
Likeability (L), Intelligence perceived (IP), and Security perceived (SP).

We complemented the Godspeed questionnaire with six ad-hoc questions (see
Appendix D.2 for their Spanish translation) about the personalisation and
adaptation process using previous similar works as models [350, 351]. These
questions were aggregated into the attribute Personalisation perceived, which
measured the participant’s perception about the robot’s personalisation to their
features. The user answered these questions using a 5-point Likert scale where
1 means strongly disagree and 5 strongly agree. The ad-hoc questions are listed
below.

— Q1: How appropriate did you find the first activity selected by the robot
according to your preferences?

4Godspeed questionnaire official website.
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— Q2: How appropriate did you find the second activity selected by the robot
according to your preferences?

— Q3: How appropriate did you find the third activity selected by the robot
according to your preferences?

— Q4: In general, do you think the activities proposed by the robot are adequate
to you?

— QS5: Have you noticed that the robot knows information about yourself?

— Q6: Have you noticed that the robot behaviour adapts to yourself?

According to our hypothesis, those participants using the personalised robot should
perceive it as more appropriate. Considering the categories assessed by the
Godspeed questionnaire [348], we expect to obtain significant statistical differences
in the Animacy (A), Likeability (L), and Intelligence perceived (IP). Besides, we
expect to find significant statistical differences in the Personalisation perceived
attribute, indicating that users using the robot with personalised activity selection
perceive the robot as more appropriate to their likes.

9.2.4. Results

Following, we present the results of the two experiments we conducted for evaluating
the estimation of user preferences for HRIs. First, we show the comparison of TLAC
and RPC, reaching a conclusion about which algorithms works better in our application.
Second, we show the results of the HRI study for assessing the activity selection
personalisation.

9.2.4.1 Comparison results

The first step in obtaining the best performance of each LR algorithm was to find the
best combination of hyperparameters. Figures 9.8 show the hyperparameter optimization
of TLAC and RPC in terms of the number of trees of the forest n;,..; and the maximum
depth of the forest mg,,y;, maintaining a fixed value for the hyperparameters minimum
samples in a non-leaf node 745, and the minimum samples in a leaf node n,,,s. The
optimisation was carried out using the grid search method [347]. Besides, we studied the
impact of splitting the nodes of the random forest using the Gini impurity (see Appendix
A) or information gain (see Appendix B) methods. Like these results show, RPC produces
the best results using ngmpies = 10, Njear = 5, Myeps, = 3, and nyees = 100. On the other
hand, TLAC produces the best outcomes using ngumpies = 15, Njear = 10, Myep = 4,
and n;..s = 60. The hyperparameters that produce the best results for each algorithm
are used to attain the best performance of each dataset in the ranking process. Note that
we obtained these optimal hyperparameters considering the eight datasets that define the
preferences rankings of our system grouped in categories, subcategories, and groups of
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activities. Since looking for the specific optimal parameters of each dataset is intractable
due to the large dimension of the system, we opted for concentrating on getting those
hyperparameters that provide the best results for all the datasets on average.
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Figure 9.8: Representation of 7,...; and mg,,;, hyperparameters optimization on each
dataset considering the set of hyperparameter that provided the best results in each trial.

Once we found the optimal hyperparameter for the model, we validated the results
in terms of the classification accuracy of the forest used in the classification process, the
average execution time required for training the model using 10-fold cross-validation, and
the ranking correlation metrics Kendall v and Spearman p considering each algorithm
and each dataset. Table 9.1a shows the results concerning the classification accuracy,
Table 9.1b shows the training average time required by each dataset, Table 9.1c shows the
Kendall T rank correlation metrics for each dataset, and Table 9.1d shows the results
of the Spearman p rank correlation metric. These tables show the average values
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(an standard deviation in brackets) obtained from the 10-fold cross-validation of each
algorithm considering each dataset.

Algorithm Algorithm
RPC TLAC RPC TLAC

Dataset Gini Information Gini Information Dataset . N Gini. Informvation Gini. Inform'ation
Impurity Gain Impurity Gain abels Impurity Gain Impurity Gain
Entertainment .8630 (.0227) 8630 (.0308) .7326 (.0583) .7347 (0788)  [Entertainment 3 3.8511 3.8414 2.4019 2.2970
Games 19934 (.0068) .9942 (.0054) 9804 (.0180) .9934 (.0099) Games 3 4.1858 4.0515 2.0990 2.1385
Multimedia ~ .9862 (.0047) 9872 (.0044) 9217 (.0325) .9500 (.0377) Multimedia 6 18.3387  17.8568 3.3404 3.3899
Information  .9886 (.0053) 9881 (.0044) 9304 (.0474) 9000 (.0468) Information 6 18.5684 184749 4.4734 3.8260
Photos 8057 (.0137) 8050 (.0283) .7456 (.0937) 7500 (.0668) il & 72872 7.2957 2.8319 2.6490
Videos 7065 (0191) 7050 (.0222) .6239 (.0558) .6282 (.0655) Videos 4 7.9843 8.0638 25251 2.4801
Audiobooks 8666 (.0269) 8681 (.0252) 8760 (0292) .8826(0403)  Audiobooks 337682 39130 23731 2.3180
Music 7 267077 266414 55840 5.0993

Music 16962 (.0226) .6928 (.0154) .3847 (.0550) .3739 (.0946)

(a) Mean (std) average values for internal (b) Mean execution time values per each cross-
Random Forest classifier accuracy obtained validation iteration (training and validation),
using optimal hyperparameters in 10-fold cross which depend on the number of labels of each

validation. ranking using optimal hyperparameters.
Algorithm Algorithm
RPC TLAC RPC TLAC
Gini Information Gini Information Gini Information Gini Information
Dataset A ) Dataset . . 5 .
Impurity Gain Impurity Gain Impurity Gain Impurity Gain
Entertainment  .7260 (.0455) .7260 (.0616) .7246 (.0349) .7246 (.0685) Entertainment .7576 (.0462) .7608 (.0631) .7554 (.0315) .7521 (.0660)
Games 9869 (.0136) .9884 (.01084) .7637 (.0954) .8362 (.0534) Games 9902 (.0102) .9913 (.0081) .8206 (.0711) .8739 (.0438)
Multimedia ~ .9721 (.0113) .9753 (.0127) .7315 (.0286) .7292 (.0223) Multimedia  .9831 (.0069) .9849 (.0090) .8108 (.0290) .8126 (.0221)
Information 9762 (.0112) .9744 (.0090) .6530 (.0286) .6997 (.0314) Information ~ .9853 (.0081) .9848 (.0062) .7636 (.0248) .7983 (.0286)
Photos 6115 (.0275) .6115(.0584) .6188(.0897) .6137 (.0471) Photos .6765 (.0285) .6765 (.0641) .6782 (.0881) .6734 (.0468)
Videos 4007 (.0412)  .4094 (.0538) .4057 (.0376) .4014 (.0669) Videos 4465 (.0555) .4486 (.0590) .4630 (.0328) .4578 (.0681)
Audiobooks 7333 (.0539)  .7362 (.0505) .7289 (.0439) .7318 (.0481) Audiobooks  .7717 (.0500) .7706 (.0450) .7684 (.0434) .7706 (.0436)
Music .3805 (.0460) 3799 (.0284)  .3726 (.0427) .3788 (.0338) Music 4781 (.0550) 4754 (.0330) .4760 (.0563) .4835 (.0333)

(¢c) Mean (std) Kendall’s 7-b average values (d) Mean (std) Spearmans’s p average values
for 10-fold cross-validation obtained for optimal for 10-fold cross-validation using optimal

hyperparameters. hyperparameters.

Table 9.1: Results in terms of the accuracy of the random forest classifier, average
execution time, Kendall’s 7-b, and Spearman’s p ranking correlation metrics. These
metrics are presented for Top Label as Class (TLAC) and Ranking by PairWise
Comparison (RPC) algorithms considering the gini impurity and the information gain
as splitting criteria. Bolded numbers indicate the best performance for each dataset,
algorithm, and splitting criteria.

Considering the Table 9.1a that represents the classification accuracy of the random
forest for both LR algorithms, it is possible to observe clear tendencies in the data. First,
RPC outperforms TLAC in all datasets excepting in the audiobooks one. Second, it
is possible to notice that Gini impurity produces better node splitting than Information
gain in most cases, and in those where Information gains work better, differences are
minimal. Finally, the classification accuracy is quite good for all datasets, presenting
values above 70% of accuracy. Besides, the classification accuracy in some datasets
(games, multimedia, and information) is excellent, above 98%.
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Table 9.1b shows the average execution time (in seconds) for each algorithm, splitting
criteria, and dataset considering the number of labels to rank. As expected, TLAC
provides faster predictions than RPC. Since RPC trains N — 1 models instead of 1
(TLAC), the number of labels in the ranking substantially slows the training of the system.
However, the maximum time taken is around 260 seconds for the 10 cross-validation
trials, a time that can be easily afforded if the training occurs during the night or when the
robot is relaxed.

Analysing the results of the ranking correlation metrics represented in Tables 9.1c and
9.1d, it is possible to make important conclusions. Like Table 9.1c shows, Kendall 7 — b
values are, on average, substantially better for RPC than for TLAC in three of the datasets
(games, multimedia, and information). Besides, in our application, RPC performs better
in the rest of the datasets than TLAC. According to the criteria used for splitting the trees,
no significant differences between Gini impurity and Information gain.

Focusing on the best values for each dataset, the evaluation results look promising
since all datasets present a moderate rank correlation. Outstanding results are obtained
in the games (+0.9884), multimedia (+0.9753), information (+0.9744), entertainment
(+0.7260), and audiobooks (+0.7362), where a strong positive rank correlation (above
+0.7) is obtained when comparing predicted and real rankings. In the other datasets,
a moderate rank correlation (from +0.3 to +0.7) is obtained (photos (+0.6115), videos
(+0.4094), and music (+0.3805)).

Comparing the classification accuracy results represented in Table 9.1a and ranking
correlation metrics shown in Table 9.1c and 9.1d it is possible to perceive that the
accuracy of the classification stage influences the rank aggregation methods carried out
for obtaining the final predictions of the algorithms. This fact means that a correct
classification is critical in the success of the ranking prediction, is also affected by each
dataset’s distribution and size.

The Spearman p ranking correlation metrics provided very similar results to the
Kendall 7-b (see Table 9.1d). Nevertheless, the values provided by Spearman p are
slightly above Kendall 7-b ones because Kendall 7-b is more meticulous in comparing
the estimated and real rankings. For this reason, although TLAC gives better results
than in Kendall 7-b metric, RPC is still the algorithm with the best performance. The
ranking correlation in terms of the Spearman p metric supports the previous results since
most datasets have a positive correlation above 0.4, considered moderate, reaching values
above +0.9 in some cases.

Considering the previous results, we can conclude that RPC is the best alternative for
our application. On average, the outcomes provided by RPC are subtly above the ones
provided by TLAC either on the prediction accuracy and ranking correlation metrics. For
this reason, we opted for using RPC in our application and the HRI study presented in the
following section.
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9.2.4.2 HRI study

The HRI study to appraise whether the personalisation of the interaction with the users
affects the perception and acceptance of the robot provided positive results. As Table 9.2
and Figure 9.9 show, significant statistical differences appeared when comparing the robot
personalising the activity selection (Condition 1) and the robot making random activity
selection (Condition 2) in two of the five categories of the Godspeed questionnaire. The
analysis was carried out using the well-known T of Student test for data following a
normal distribution with a small sample size. The study yielded significant statistical
differences in the Godspeed attributes Likeability (L) (p-value < 0.001) and Intelligence
perceived (IP) (p-value < 0.001). Nevertheless, contrary to our expectations, the
Animacy (A) category did not differ between both conditions. Neither the categories
Anthropomorphism (A) nor Security perceived (SP).

Cl mC2 *okx $kx

1
3
2
1
0 A AN L IP SP

Godspeed category

Rating

Figure 9.9: Mean and standard deviation values in the statistical analysis of the Godspeed
results considering each category and condition tested Anthropomorphism (A), Animacy
(A), Likeability (L), Intelligence perceived (IP), and Security perceived (SP). Significant
statistical differences (p-value from 0.05 to 0.01) are denoted with *, very significant
(p-value from 0.01 to 0.001) with s#x*, and extremely significant (p-value< 0.001) with

k sk sk,
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Goodspeed category Students’ T DoF p-value

Anthropomorphism 1.767 5 .092
Animacy 1.471 6 157
Likeability 6.197 5 .000%**
Intelhgence 3788 5 000%
perceived
S it
ceumity 0.640 3 529
perceived

Table 9.2: Statistical results of the five Godspeed categories comparing the two conditions
assessed. Significant statistical differences (p-value from 0.05 to 0.01) are denoted with =,
very significant (p-value from 0.01 to 0.001) with **, and extremely significant (p-value<
0.001) with = = =,

Regarding the Personalisation perceived attribute oriented to measure whether users
perceive the selection of the robot appropriate to them and whether they perceived the
adaptive robot interaction, Table 9.3 and Figure 9.10 show the results obtained in the
statistical analysis of both conditions. The outcomes provided by the Mann-Whitney’s
U [352] statistic for non-normal distributions show significant differences between both
conditions (p-value = 0.003). These results suggest that the study participants perceived
the robot personalisation and, based on the Godspeed results, they perceived it as more
intelligent and likeable.

Cl mC2
5 *%
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[=)]
.g 3
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2
1
0

Personalisation perceived

Figure 9.10: Mean and standard deviation values of Personalisation perceived attribute
for each condition tested. Significant statistical differences (p-value from 0.05 to 0.01)
are denoted with =, very significant (p-value from 0.01 to 0.001) with =, and extremely
significant (p-value< 0.001) with = s s,
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Attribute Mann-Whitney’s U DoF p-value

Personalisation perceived 16.50 5 .003**

Table 9.3: Statistical results using the Mann-Whitney’s U score for the Personalisation
perceived attribute. Significant statistical differences (p-value from 0.05 to 0.01) are
denoted with *, very significant (p-value from 0.01 to 0.001) with #*, and extremely
significant (p-value< 0.001) with * * x*.

9.2.5. Discussion

The results of this second experiment showed that despite TLAC requires less
computational time for training and validating the model, and its performance is worse
than the outcomes produced by RPC. Statistically, the ranking correlation metrics show
promising results in the prediction of the rankings, presenting in all the cases positive
moderate and robust correlations during the validation process. However, the exponential
increase in the training time and the decrease of the ranking correlation values required
by the datasets with a large number of labels to rank (e.g. music with 7 labels) suggest
that LR algorithms are highly dependent on this factor, decreasing their efficiency as the
number of labels to rank increases.

The two algorithms compared in this experiment provide outstanding results in the
ranking estimation. However, we opted for selecting RPC above TLAC with Gini
impurity as a splitting method since its the alternative that generally produces the best
results in terms of prediction accuracy and the ranking correlation metrics. However,
this alternative requires more computational time due to the number of models built for
training the system. Despite the training time exponentially increasing with the number
of labels to rank, this application is not constrained by time limits, as training can be
produced during the low demanding of the robot.

The contribution of the PLL System to social robotics lies in the use of LR methods
to endow these systems with the capability to personalise the interaction with humans
by suggesting them their favourite activities instead of selecting them randomly. This
approach, previously tackled in recommender systems but not in social robots, must be
tested in real human-robot scenarios. For this reason, we conducted a second experiment
to assess whether the robot users perceived the robot that could personalise its entertaining
activities selection more adaptive to them. The results of this HRI experiment showed
that participants using a personalised robot could perceive such personalisation and also
perceive the robot as more likeable and intelligent.
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9.3. Adjusting the initial estimations

The third step of the PL System comprised the adjustment of the initial estimations using
RL and the feedback provided by the user while performing the activities. Next, we
describe this second approach, the experiment we designed, its evaluation, and results.

9.3.1. Defining the learning scenario

Although estimating the user’s preferences gives the robot an initial approximation to
suggest their potentially preferred activities, these predictions might not be their actual
preferences. For this reason, seeking to improve the initial learning system, we extended
the PL environment by including a RL method that allows the robot to tune up these initial
estimations using the interaction with the user during the robot’s typical operation. This
third step uses the user’s feedback to adjust the score associated with each ranking label.
Mini obtains the user’s feedback using two different but complementary mechanisms.

e Directly asking the users how much they liked a specific activity after executing it
(direct feedback).

e Estimating the feedback using interaction metrics representing the quality of the
interaction and user engagement (indirect feedback).

The execution of the entertainment activities and the user’s feedback helps attain a
more representative characterisation of the user’s preferences. Besides, it is worthy of
mentioning that in most RL applications, the learning system is expected to attain an
optimal solution. However, and considering that the user’s preferences may vary in the
long run, in this scenario, we do not expect to attain convergence but to continuously
adapt the scores of each label to perceive the changes in the user’s likings.

We evaluated this methodology in two independent experiments where we appraised
the processes of estimating the user’s preferences and adjusting the predicted scores.
Next, we present both experiments giving critical remarks about how they were
performed.

9.3.2. Experimental setup

The third set of experiments had the goal of researching whether the adaptation of the
initial predictions using RL produce a good representation of the authentic preference of
each user. Besides, we compared the performance of the adaptive preference system using
three different approaches:

e Using direct feedback: the robot obtains direct feedback by asking the user how
much they liked the activity after executing them. Using a 5-point Likert scale
[353, 354] the user rates their preferences to the activities of the robot.
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e Using indirect feedback: the robot estimates indirect feedback using different
metrics retrieved from the interaction flow.

e Combining direct and indirect feedback.
We considered the entertainment activities related to music, photos, and videos

subcategories for this experiment. Figure 9.11 shows the entertainment activities used

in this experiment.

MULTIMEDIA

PHOTOS MusIC VIDEOS

—D{ ANIMALS ‘ —>< SPANISH POP ‘ —D{ COOKING ‘
—b{ MONUMENTS ‘ —b{ SPANISH ROCK ‘ —D{FUNNY MOMENTS‘
—D{ LANDSCAPES ‘ —D{ ENGLISH ROCK ‘ —D{ SPORT ‘
-b{ SAD MOMENTS ‘ —b{ ENGLISH ROCK ‘ —b{ FILM TRAILERS ‘

—b{ LATIN ‘ —b{ COMEDY ‘
NOISE

Figure 9.11: Set of activities used in the evaluation of the adjustment phase in the

Preference Learning System.

Eight participants (2 female, 6 male) were divided into the three conditions. Three
participants realised the condition of direct feedback, another three realised the condition
of indirect feedback, and the two remaining participants did the mixed condition
(combination of direct and indirect feedback). Before starting the experiment, we
requested the participants to fill out a survey indicating how much they liked each activity
evaluated in the experiment. This survey took place before the participants tested the
robot’s activities. This survey provided us with the real preferences of each participant,
allowing us to compare them with the results attained by the adaptive RL system. Then,
the experiment consisted of the participants interacting with the robot in sessions of 20
minutes. The robot randomly decided the entertaining activities the user had to perform,
promoting a balance in the activity selection. The idea was to explore as many activities
as possible to learn the corresponding score of each activity. While performing an activity,
the user could cancel it by touching the robot’s right shoulder. The experiment finished
when all participants completed at least 14 sessions with the robot within a month and a
half. Some participants completed more sessions than 14.

It is worthy to stand out as an essential aspect of the experiment that in the condition
where only direct feedback was used, the question to obtain the user’s rating was not
always presented after an entertainment activity to avoid fatiguing the user. Instead,
the question was presented in half of the activities performed. If the question was not
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presented, the activity’s associated score (Q(a) or Q-value) was not updated. It is also
worth remembering that the updating of the Q-value of each activity was carried out using

Equation 9.1, a formula derived from the action-based adaptive RL previously introduced
in Section 4.3.2.2.

Q(a) < Q(a) + a[r - Q(a)] ©.1)

As the previous equation defines, the Q-value (Q(a)) update requires a reward value (1)
obtained from the interaction that indicates how much the user liked the activity. Equation
9.2 defines the direct feedback reward value (74;.;) of this problem.

Faireer = User rating € {1,2, 3,4, 5} 9.2)

The user’s question to rate the activity never appeared in the condition using only
indirect feedback. Instead, we used the interaction metrics to estimate the reward value.
In this condition, the score (Q-value) was continuously updated after executing the activity
since the interaction metrics do not require the user’s intervention. In this experiment, we
opted for using the following interaction metrics:

e User selection (US): This metric represents if the user selected the activity (1) or if
it was autonomously proposed by the robot (0).

e Activity Result (AR): All activities can have two possible outcomes: succeeded, in
whose case the value of this metric is 1, or aborted, an event that is provoked by the
user when (s)he voluntary stops the activity, in which case the value of the metric
is 0.

e Execution time (ET): This metric represents if the execution time of the activity is
inside a specific range concerning the average execution time of the rest of the users.
If the execution time of the activity is inside the range [u — o, u + o] (Where u is
the mean execution time of the activity considering all the users and o~ the standard
deviation), the value of the metric is 1. Otherwise, the value is O.

Each metric presented above can have two possible values: 1 if the condition indicated
by the metric is true, or 0 otherwise. As Equation 9.3 shows, the value of each metric
defines a reward value (7iuirec;) from O to 5 units used for updating the Q-value of the
activity just performed. Thus, Equation 9.3 represents the indirect feedback reward
function of this RL problem.

Findireer =2+ US +2 - AR + ET (9.3)

Finally, in the condition combining both types of feedback, the question for obtaining
the direct feedback was not always presented to the user but had the same probability
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of being or not being asked after the execution of each activity. Nevertheless, indirect
feedback was always used since the interaction metrics always produce estimations.
At the beginning of the experiments, the scores of all the activities valued 5 units to
homogenise the adaptation process. Equation 9.4 presents how the reward value (r) was
calculated for each of the conditions evaluated in the experiment.

Tairecr = User rating € {1, 2, 3,4, 5} Direct feedback
r =19 Fidiret =2-US +2-AR+ ET Indirect feedback 9.4)
(rdirect + rindirect)/2 Combined feedback

We hypothesised that the condition combining both types of feedback will produce
the best results since it does not saturate the user with endless questions about rating the
activities and because the combination of both feedbacks speeds up the adaptive process.
It is important to note that in those setting where both types of rewards are combined,
the reward function averages the value obtained Equations 9.2 and 9.3, as Equation 9.4
indicates. The following Figure 9.12 shows the dynamics of the experiment carried out
for adapting the preference of the user considering the condition combining direct and
indirect feedback.

9.3.3. Evaluation

The evaluation of the preferences adjustment performed from the estimation made by RPC
using direct and/or indirect feedback was carried out employing the following metrics
(Appendix A provided further details of these metrics).

Departing from the previous experiments in which we evaluated the positive effects
of personalising HRI, we evaluated whether the adaptation of the initial predictions
improved the system by perceiving possible changes in the users’ likings. To facilitate
the comprehension of the results, we first show representative cases yielded by adapting
each activity’s scores (Q-values). Then, we compare the differences between the three
conditions used for obtaining the user’s feedback needed to adapt the scores: using direct
feedback asking the user how much (s)he liked the activity, estimating the feedback using
interaction metrics, or the combination of both. We use two metrics for this evaluation:

e First, we measure the Relative Standard Deviation (RSD) to obtain the differences
between the final score learnt by the system to the real values provided by the user.

e Then, the Root Mean Squared Error (RMSE) provides a most acceptable
representation of the error committed by each condition in the adaptation of the
scores regarding each activity.
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Figure 9.12: Diagram showing the dynamics of the user preferences adaptation
experiment.
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9.3.4. Results

Following, we present the results obtained during the learning and evaluation of the
preferences adjustment using RL.

9.3.4.1 Representative cases

Next, we describe the most representative cases attained during the adjustment of the
Q-values using RL.

Perfect fitting:

The first representative case shows, in Figure 9.13, the perfect adaptation of a Q-value.
In this case, the participant was classified in the condition using direct feedback. The user
consistently rated the activity with the same grade (1) during several interactions, making
the Q-value converge to a final value. As Figure 9.13 shows, the final Q-value reached
(blue) coincides with the initial value indicated by the participant in the preliminary
survey (red). This case corresponds to the activity showing photos of sad moments, so
it seems coherent that the user did not like it. Although the evolution of the Q-value
smoothly converges to a final value of 1 units, it is important to say that if the user changes
his opinion about the activity in future interactions, the new Q-value will move towards
the new rating provided by the user.

—— Adapted value
—— Initial value

0 1 2 3 4 6 7 8 9 10

5
Updates (n)
Figure 9.13: Smooth and perfect adaptation to the initial preference of a user classified in
the condition where just direct feedback was considered.

Irregular fitting to a new value:

The second representative case shows in Figure 9.14 an adaptive process where the
final Q-value reached by the system (blue) does not coincide with the initial indication
of the user in the preliminary survey (red). Besides, as the adaptive processes combine
direct and indirect user feedback, the evolution of the Q-value is more irregular than in
the previous example. Although the irregularity of the adaptation, it is important to note
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the higher number of updates of this case about the previous one, since the combination
of two types of feedback allows to retrieve more information of the user leading to a faster

adaptive process.

—— Adapted value
—— Initial value

6 7 8

Updates (n)

9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26

Figure 9.14: Irregular but faster adaptive process to a value that is not the initially
indicated by the user. This features of this evolution respond to the combination of direct

and indirect feedback.

Irregular fitting to initial value:

The third representative case, depicted in Figure 9.15, shows a Q-value evolution
characterised by an irregular but correct adaptation. The evolution finally attains the Q-
value initially indicated by the user in the preliminary survey (red) although it dithers a
little bit. The indirect feedback provokes that the estimated Q-values are not regular since
the user’s interaction metrics are estimated and not provided, leading to a weak variation

in the predicted rewards using the interaction metrics.

—— Adapted value
—— |Initial value

7 8 9 11 12

Updates (n)

10

13 14 15

16

Figure 9.15: Adaptive evolution of the Q-value just using indirect user feedback.

Not convergent fitting:
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Finally, the fourth representative case shows in Figure 9.16 an adaptive process that
does not converge to any final Q-value (blue). However, the evolution shows how the
Q-value gets closer to the initial value indicated by the user (red), the irregular ratings of
the activity provided by the user and the estimated rewards using the interaction metrics.
Although it may seem that this adaptive case is incorrect, it is due to a change in the user’s
preferences during the realisation of the experiment since the rewards provided were very
different from each other. This example represents exactly what we pretend to reach using
a continuous adaptive system, that in case the user changes its opinion about an activity,
the robot can recognise it and adapt to it.

IS

Q-value

YT ~_

—— Adapted value
—— Initial value

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
Updates (n)

Figure 9.16: Very irregular evolution of a Q-value that does not converges to any specific
value at the end of the trial.

9.3.4.2 Comparing the evaluation metrics

For the understanding of the three conditions evaluated in the user preferences adaptive
process, Table 9.4 is fundamental. This table contains the number of updates of each
action, the final Q-value of each activity, and the initial score provided by the participants
before the experiment. Besides, it includes the number of sessions of 20 minutes of
duration done by each participant. Highlighted in blue, those Q-values whose number of
updates are below 3 updates. In red the four representative case described in the previous
section.
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Direct Feedback Indirect Feedback Combined Feedback
Action User 1 User 2 User 3 User 4 User 5 User 6 User 7 User 8
n Q-value n Q-value n Q-value | n Q-value n Q-value n Q-value | n Q-value n Q-value
Music - Englishpop 14 4.79(4) 12 3.79(4) 15 4.06(4) || 15 441(4) 8 361(5 3 341(4) |22 28314 9 378(3)
456(4) 4 3.05(1) 4.12(3) |26 34(5) 11 3.65(3) 8 431(5 |17 342(3) 44 4554
1
2
6

Music - English rock 6
Music - Latin 399(2) 21 381 (4) 7 496(5) || 8 2.08(2) 10 3.43(5) 50(2) || 10 398(3) 11 1.16(2)
Music - Noise 269(1) 6 19(1) 2 325() | 2 3251 7 1.26(1) 3.69(1) || 13 091(1) 12 0.87(1)

Music - Spanish pop 434(3) 28 3954) 6 281(3) | 15 358@) 11 3.89(5 3.09(4) | 11 3.78(4) 11 341()

Music - Spanish rock 456(4) 4 432(1) 2 3943 |10 386(4) 15 3594 12 219(5) |13 25@3) 15 4114

Photos - Animals 13 4043) 20 3.66(4) 14 3.0(4) |26 429(5) 22 419(5 14 425(4) |22 4054) 19 3974

Photos - Landscapes 8 3.56(4) 21 396(4) 8 331(4) |25 445(5) 15 455(5) 20 3.76(5) | 24 4.13(5) 19 4.69(5)

7 3482 13 375(4) 5 347(3) | 9 315(3) 8 385(3) 10 3.61(3) |12 3953) 30 3494

Photos - Sad moments 8 1.4(1) 10 1.23(1) 11 1L17(1) | 8 1592 6 171(1) 9 127(2) |12 1.27(1) 21 1.33(1)

Videos - Cooking 8 377(4) 20 398(4) 7 3.82(3) ||21 437(5 13 3.68(5) 10 3.63(4) |29 4.14(4) 24 4184
Videos - Sport 5 29(1) 5 347(2) 12 439(4) |23 1152 7 239(1) 6 1.39(1) |17 3.053) 8 2.86(2)
8 361(4) 9 346(3) 14 452(4) |17 406(4) 6 237(3) 13 405@) |30 444(55) 26 4.1(3)

14 9

4 8

NN W W

Photos - Monuments

Videos - Film trailers
Videos - Funny videos
Videos - Comedy

42(05) 17 3573) 10 391(5) || 16 3.93(5) 454(5) 16 4.07(4) |20 3.06(3) 21 39503
425(3) 5 3.63(1) 7 353(3)| 7 33503 323(2) 16 3994 || 14 407(3) 12 3.84(3)

Sessions
completed 15 20 15 20 16 16 16 16
(20 min)

Table 9.4: Representation, for each participant and each entertaining activity, of the
number of updates, final score, and initial score set by the participant of the adapted
Q-values during the experiment. In blue, those Q-values whose number of updates are
below 3. In red, the four representative case described in the previous section.

The results introduced in the previous table show differences when comparing the
three conditions assessed in the experiment (direct feedback, indirect feedback estimated
from the interaction metrics, and combining both types of feedback).

Figure 9.17 represents the activity exploration (the homogeneity in executing all the
activities a similar number of times) in terms of the Relative Standard Deviation (RSD).
As the results show, the robot explores more activities in the condition only using direct
feedback than in conditions using indirect feedback and combined feedback. In the
combined feedback condition, the number of updates of each activity is subtly higher
than in the two other conditions. However, the gap between the most selected activities in
this condition is more significant since combining both feedbacks fosters that the number
of updates rises faster, provoking more considerable differences.

0.75

0.5

0.25

Exploration: Relative Standard Deviation (RSD)

Direct Feedback Indirect Feedback Combined Feedback
Condition

Figure 9.17: Normalised Relative Standard Deviation (RSD) for each condition tested in
the experiment.
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Finally, the Root Mean Squared Error (RMSE) computes the error between the
preferences initially indicated by each participant and the final adapted results attained
by the learning system. As Figure 9.18 shows, the error is minor when combining
both direct and indirect feedback. This metric suggests that combining both types
of feedback adapts the final Q-values better than individually using direct or indirect
feedback. Consequently, Figure 9.18 supports our initial hypothesis about the best
outcomes provided by combining both direct and indirect feedback.

1.5

0.5 I

Root Mean Squared Error (RMSE)

Direct Feedback Indirect Feedback Combined Feedback
Condition

Figure 9.18: Root Mean Squared Error (RMSE) obtained in each condition of the
experiment.

9.3.5. Discussion

The results of this third experiment provided very positive results in the system’s
operability. According to the experiment participants, the robot presenting adaptive
mechanisms could suggest their favourite entertaining activities much more appropriately
than a robot not presenting this adaptive behaviour. Besides, the interaction evaluation
using the Godspeed questionnaire showed that the participants perceived the personalised
robot as more likeable and intelligent than the general robot. These results prove
the robot’s correct operation in estimating the user’s preferences, even though further
experiments with more participants should be conducted to assess whether these
preliminary results are also positive during long-term interactions.

This experiment was precisely oriented to anticipate the previous issue. During long-
term interactions, the initial preferences of the user can variate. Besides, the predictions
made by the system can not, in some cases, be as appropriate as expected. The system
was improved by including an adaptive algorithm based on RL. This algorithm allows
the robot to perceive and anticipate changes in each user’s preferences. Using the
interaction procedure that our robot has, we had two possible alternatives for obtaining
the user impressions about each activity: directly asking how much (s)he liked the activity
(direct feedback) or estimating this value from the interaction metrics (indirect feedback).
Initially, we did not know which method was the best for obtaining the user’s feedback.
We designed a third experiment that aimed at whether the adaptive process works and
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which feedback provided the best outcomes. As expected, the combination of both direct
and indirect feedback was the best alternative, as it reduces the error to the real preferences
of the user and updates the score of each activity faster than just using direct or indirect
methods independently.

9.4. Conclusion

In this section, we have presented three different experiments for endowing the DMS with
the capacity to suggest the potential users of the robot those entertaining activities that
they like the most. The first experiment comprised the evaluation of the user profiling
method for actively identifying the users and obtaining their features to personalise
HRI. The second experiment consisted of, using the LR algorithm that best suits our
application, developing a system that can predict the initial preferences of a new user
using information from other users that previously interacted with the robot whose
features and preferences are stored in a database. Finally, a third experiment pretended to
evaluate an improvement of the initial estimations. Using the feedback provided by the
user while interacting with the robot, the idea is to adapt the initial predictions to the real
preferences of each user in real HRI.

As mentioned before, the combination of LR algorithms with an adaptive mechanism
based on RL provides very positive results in learning the user preferences. However, the
system has some limitations that are worthy of mentioning. In the first place, the initial
preferences’ estimation depends on the datasets used for such prediction. The size and
definition of the dataset are critical for the success of the estimation. Second, as mentioned
above, the higher the number of labels to rank, the lower the ranking correlation obtained.
Finally, the estimation of the indirect feedback is very sensitive to the interaction metrics
used. These issues drive us to keep working on the PL. System because we consider the
area of robot personalisation an essential functionality of social robots.
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CHAPTER 10

Evaluating the robot’s Behaviour-based
Learning System

The biological functions emulated in the Motivational model (see Chapter 6) provide the
DMS with information about the robot state and situation. Then, using Reinforcement
Learning (RL), we developed a learning method that allows our robot to map these
situations and the robot’s state into specific behaviours. To evaluate this functionality,
we developed two scenarios:

e (Q-learning scenario: The first scenario consisted of Mini interacting with a user.
In this approach, the number of states and action was small. The results obtained in
this scenario were published in [200].

e Dyna-Q+ scenario: The inclusion of new states and actions led us to investigate
about methods that increase the learning speed of the system since the previous
scenario using Q-learning reported very long learning periods in real scenarios.
The results obtained in this second scenario were published in [355].

Following, we describe in detail both scenarios and present the results obtained in
each of them.

10.1. Q-learning scenario

This section describes the Q-learning scenario we designed for endowing the social robot
Mini with the capacity to map situations to actions using Q-learning, a well-known RL
algorithm.

10.1.1. Aim overview

The robot’s Motivational model provides the DMS with information about the robot
current state. We define the robot’s state as a combination of its internal and external state,
including both its biological deficits that drive motivation and the influence of external
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stimuli. This state represents the situation that the robot is experiencing, leading it to
behave in a specific way. Consequently, the goal of the behaviour-based RL system we
proposed in this chapter is to provide the robot with a mechanism to learn how to map its
current state to the best action it can execute. In this approach, we define the best possible
action in a specific state as the one which provides the best benefits for the agent (e.g.
reducing a need or allowing the robot to obtain a resource). At the beginning, the robot
does not know the effects of its actions, so it has to explore them using trial and error.
Once it has gained enough experience and learnt correctly, it will be capable of executing
the best action sequence (behaviour policy) guaranteeing and optimal well-being.

10.1.2. Defining the Q-learning environment

This section explains the design of our learning scenario and describes the robot’s state-
action space. As described in Section 4.3.1, a RL problem requires the definition of the
states in which the robot can be and the set of action it can execute to shape the learning
scenario.

The combination of the robot’s states with the actions it can execute shapes our
learning scenario. This combination results in a number of situations where the robot
has to learn how to behave. In this approach, we define the robot’s state as a combination
of its internal state (S ;,,.-) and its internal state (S,,;). On the one hand, the internal state
(S inner) 1s the robot’s dominant motivation, which is the motivational state with the highest
level of intensity among all possible motivational states. As previously stated in Chapter
6, motivational states reflect the internal physiological and psychological needs. On the
other hand, the robot’s external state (S.,,) can be defined as how the robot perceives
the states of other objects and agents with influence on its well-being. Considering the
previous definitions, we represent the robot’s state as S = S ey X S oxre

Additionally to the robot’s state space (), a RL problem requires the definition of the
action space A. In this scenario, our social robot Mini can execute 3 behaviour that will
be explained in the following sections. The combination of the robot’s state-action space
define the number of learning situations (s, a) that the robot has to deeply explore to build
its knowledge and behave well in the environment. Mathematically, these possibilities
can be expressed as n(S,A) = Simer X S ext X A.

Following, we define the robot’s internal state (S ;...,), its external state (S .,,), and its
repertoire of actions (A).

10.1.2.1 Internal state

The definition of the robot’s internal state (S ;,,.,) starts with a couple of biological
variables that linearly evolve with time. Note that this first setting used a simple version of
the Motivational model presented in Chapter 6 since it was the first version we developed,
and the neuroendoc