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Fault Tolerant Polyphase Filters-based 
Decimators for SRAM-based FPGA 

Implementations 
Zhen GAO, Member, IEEE, Jinhua Zhu, Tong Yan, Anees Ullah, Member, IEEE,  

and Pedro Reviriego, Senior Member, IEEE 

Abstract—To reduce the oversampling rate of baseband signals, decimation is widely used in digital communication systems. 
Polyphase filters (PPFs) can be used to efficiently implement decimators. SRAM-based FPGAs provide large amounts of 
resources combined with flexibility and are a popular option for the implementation of communication receivers. However, they 
are sensitive to soft errors, which limit their application in harsh environments, such as space. An initial reliability study on 
SRAM-based FPGA implemented decimation shows that the soft errors on around 5% of the critical bits in the configuration 
memory of the decimator would degrade the decimated signal dramatically. Based on this result, this paper proposes an 
efficient fault tolerance scheme, in which the high correlation between adjacent PPFs outputs is utilized to tolerate the fault of a 
single-phase filter, and a duplicate and comparison structure is used to protect the fault tolerance logic. Hardware 
implementation and fault injection experiments show that the proposed scheme can drastically reduce the number of critical bits 
that cause severe output degradation with 1.5x resource usage and 0.75x maximum frequency relative to the unprotected 
decimator. Therefore, the proposed scheme can be an alternative to Triple Modular Redundancy that more than triples the use 
of resources. 

Index Terms—Decimation, Polyphase filters, Fault tolerance, Soft errors, SRAM-FPGAs. 

——————————      —————————— 

1 INTRODUCTION

N digital communication systems, it is common that 
the baseband receiver is fed with a narrow band signal 
with high oversampling rate. One of the key reasons is 

to keep flexibility of the receiver. For example, in software 
radio platforms that support different types of input sig-
nals with different bandwidth (e.g. Universal Software 
Radio Peripherals (USRP) from NI [1]), the sampling rate 
at the output of the integrated Radio Frequency (RF) cir-
cuit is typically fixed to cover the widest target signal 
bandwidth. When lower bandwidth signals are used, 
decimation is performed to adapt the signal to the ex-
pected bandwidth in order to reduce complexity in the 
baseband processing [2],[3]. This idea is widely used in 
modern mobile networks where the base stations need to 
support different waveforms with different bandwidth, 
including 5G, LTE/LTE-Advanced for 4G, W-CDMA/ 
cdma2000/TD-SCDMA for 3G, and GSM/GPRS for 2G, 
and so on [4]. In addition, the oversampled narrow band 
signal is also usually used in the scenario of de-
multiplexing of multiple signals [5] or for accurate timing 
synchronization [6]. In all those scenarios, decimation is 
one of the processing modules needed to adapt to all 
possible signal bandwidths with high flexibility. There-

fore, decimators are widely used in communication sys-
tems. Parallel Polyphase Filters (PPFs) are commonly 
used to implement decimation as they provide low com-
plexity and can be implemented efficiently [3]. This is 
important for resource limited radio platforms, such as 
software defined radio platforms used in satellites [7], [8].  

An important issue for circuits that are used in harsh 
environments (e.g. space) is reliability as they can suffer a 
number of errors due to, for example,  radiation effects 
[9],[10]. This is the case for SRAM-based FPGAs that are a 
popular option for onboard processing due to their vast 
amount of computational resources and good re-
configurability [11],[12],[13]. In recent years, more and 
more Commercial Off the Shelf (COTS) SRAM-based 
FPGAs are used for space missions [14],[15]. These cir-
cuits are more sensitive to cosmic radiation, especially to 
the Single Event Upsets (SEUs) effect, which is one of the 
most frequent events [9],[10]. SRAM-based FPGAs can 
suffer two types of SEUs: errors on the configuration 
memory and errors on the user memory. Errors on the 
configuration memory can modify the implemented de-
sign and to remove them, re-configuration of the FPGA is 
needed.  On the other hand, errors on the user memory 
elements (used to store parameters and data used by the 
design) do not modify the design but can corrupt the 
results. For the PPFs-based decimation implemented on 
SRAM-based FPGAs, the main part of the user memory 
consists of the filter coefficients, and for configuration 
memory consists of the multiplication and accumulation 
operation of filters and related routing between computa-
tion resources within the FPGA, e.g. lookup tables and 
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DSPs. In [16], the impact of SEUs on these memories was 
evaluated, and the results showed that there is a need to 
protect PPFs-based decimators as some SEUs can have a 
large impact on the decimator´s output. Therefore, its 
FPGA-implementation needs to be protected if they are 
intended for applications that operate in harsh environ-
ments, like space. 

As far as the authors know, there is no published re-
search proposing protection schemes for PPFs-based dec-
imation. As will be introduced later, the core structure of 
the PPFs-based decimator is a group of parallel filters. 
Coding-based fault tolerance schemes have been pro-
posed to protect parallel filters with two typical patterns. 
First, for parallel filters with different inputs and same 
filter coefficients, redundant filters can be added and their 
inputs will be generated by coding. For example, [17] 
proposed to feed the redundant filters with the simple 
checksums of the inputs of the original filters, and [18] 
and [19] applied classical Hamming codes to generate the 
inputs of the redundant filters based on the inputs of the 
original filters. Furthermore, [20] applied real number 
coding to reduce the number of redundant filters. Second,  
[21] and [22] considered the parallel filters with the same 
input and different filter coefficients, and proposed to 
generate the coefficients of redundant filters with the 
combinations of those of original filters. In both cases, the 
precise mathematical relationship between the different 
inputs or filter coefficients is maintained among the paral-
lel filter outputs due to the linear property of the filter 
processing, which could be used to identify the faulty 
filter and correct the wrong outputs. Unfortunately, the 
parallel filters in the PPFs-based decimator have both 
different inputs and different filter coefficients. Therefore, 
there is no way to introduce linear relationship between 
the outputs of PPFs by coding on their inputs or coeffi-
cients. In addition, the final output of the PPFs-based 
decimator is the sum of all the filter outputs, which could 
not be protected by existing coding-based schemes that 
protect only the parallel filters' individual outputs. A 
coding approach is also used in [23] for protection of 
adaptive filters, but only a single filter was considered in 
this work. In summary, existing works on the protection 
of parallel filters are not applicable to PPFs. 

In this paper, an efficient protection scheme for PPFs-
based decimators is proposed. The main novelty is to 
exploit the high correlation between the PPFs outputs to 
mitigate errors. This correlation is due to the operation of 
the parallel filters on subsets of samples and coefficients 
coming from the same stream of inputs and filter at the 
original sampling rate, respectively. Exploiting this algo-
rithmic and structural property, we propose an efficient 
soft-error tolerant PPFs-based decimator by using adja-
cent filter outputs in place of faulty ones. The protection 
logic itself is protected with a novel Duplication with 
Comparison (DwC) scheme that can correct most errors. 
The overall proposed approach is mapped onto a Zynq 
SoC platform and evaluated with fault injection experi-
ments in the configuration memory. Our results show 
that we are able to improve resilience to SEUs by 95% 
compared to an unprotected design at a cost of 1.5x the 

resource usage and 0.75x the maximum frequency.   
The rest of the paper is organized as follows. In Section 

2, the structure of PPFs-based decimators is introduced, 
and the reliability evaluation results are reported. Then 
an efficient fault tolerant scheme is proposed in Section 3 
and evaluated in Section 4, respectively. Finally, the ap-
plicability of the proposed scheme is discussed in Section 
5, and the paper is concluded in Section 6. 

2 RELIABILITY OF PPFS-BASED DECIMATORS 
This section first describes the structure of PPFs based 
decimators. Then, the results of a reliability evaluation for 
an SRAM-based FPGA implementation presented in [16] 
are discussed. This provides the background needed for 
the proposed protection scheme presented in the next 
section. 

2.1 Structure of PPFs-based Decimator 
A direct way to reduce the sampling rate of a narrowband 
signal x(n) by a factor of M is to filter the signal with a 
low pass filter (that attenuates frequencies above 1/M) to 
remove the out-band noise, and then discard M-1 samples 
for each group of M samples. In the case of a Finite Im-
pulse Response (FIR) filter h(n), the r-th sample of the 
filtered signal can be expressed as: 

     1

0

N

n
y r h n x r n


                        (1) 

When using the above formula, all the M-1 output 
samples that will be removed are also calculated, which is 
a huge waste of computational power, and this situation 
will get worse as the decimation factor increases. A better 
and more efficient scheme is to compute only those out-
put samples that are actually used. In other words, if the 
decimation factor is two, every other output sample has 
to be calculated; if the decimation factor is four, every 
fourth output sample has to be calculated, and so on. The 
benefit of this method is that fewer computations are 
needed, which is more efficient and requires fewer hard-
ware resources. Polyphase Filters (PPFs) are used to do 
such a processing for efficient decimation. 

PPFs can be thought of as a composite filter with im-
pulse response h(n), where n = 0,1,2, ···, N – 1, that is 
segmented into M separate shorter length filters operat-
ing in parallel. Each of the M segments uses a subset of 
the filter coefficients in h(n). Each segment is called a 
phase and is represented by Pm(k) for k = 0,1,2, ···, K – 1, 
which can be expressed as in equation (2) for a filter with 
M phases. The number of composite coefficients N is 
chosen so that the number of coefficients per phase is an 
integer given by K = N/M. 

   mP k h m kM                                          (2) 

in which m = 0, 2, …, M-1 is the filter index, and k = 0, 1, 
2, …, K-1 is the tap index. Therefore, the expression for 
the filtered and decimated output sequence z(r) can be 
derived as: 

   1
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                    (3) 

in which  
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      m mk
y r P k x r k M m                       (4) 

is the output of the m-th phase filter, and L is the length of 
the decimation results. 

Based on equations (3) and (4), the structure of PPFs is 
shown in Fig. 1. For 1/M decimation, the input signal x(n) 
is grouped into M streams with sampling rate of 1/M, 
and each of them is filtered with a phase filter. Finally, the 
sum of the outputs of all PPFs produces the decimated 
signal z(r). It is obvious that the main block within the 
dash frame is a parallel filtering structure, in which both 
the input signal and the filter coefficients are different for 
each phase filter. Since the inputs of the filters are de-
multiplexed from one signal x(n), and the coefficients of 
them are de-multiplexed from one filter h(n), strong corre-
lation exists among the outputs of different filters regard-
less of the specific inputs or filter coefficients. This corre-
lation will be analyzed and used in the proposed fault- 
tolerant design presented in Section 3. 

    M P0(k)

Z-1

x(n) z(r)

    M

    M

P1(k)

PM-1(k)

Z-1

Z-1

... ...... ...... ......

Fig. 1. Structure of PPFs-based 1/M Decimation 

2.2 Reliability Evaluation of PPFs-based Decimator 
The effect of SEUs on filter coefficients and configuration 
memory is evaluated based on the hardware-based fault 
injection experiments, which will be introduced in Section 
4. In the experiments in this paper, the inputs to the dec-
imator and the referenced decimation results are generat-
ed based on a Matlab platform as shown in Fig. 2, where 
‘os’ is short for oversampling rate. At the transmitter, 
Quad-Phase Shift Keying (QPSK) symbols are shape fil-
tered and interpolated to samples with an oversampling 
rate of 64. Then, some noise is added to generate the in-
put signal for the decimator with a Signal-to-Noise Ratio 
(SNR) of 10 dB. Finally, the reference decimated results 
without SEUs (zR(r)) are generated according to the target 
output oversampling rate (e.g. os = 4 in Fig. 2). The total 
filter length is 64 in the experiments (N = 64), and the 
PPFs are generated according to equation (2), where the 
coefficients for the low-pass filter h(n) are generated using 
the Matlab function fir1 with cutoff frequency of 1/M (M 
= 16 in Fig. 2). Both the input signal and the filter coeffi-
cients are represented as 8-bit fixed point numbers. The 
effect of SEUs can be measured by the SNRf (in dB) de-
fined by equation (5), in which PR is the power of zR(r), 
and zF(r) is the decimation results with SEUs.  
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In addition, a Turbo code with 0.8 code rate is applied in 
the platform so that the effect of SEUs can also be as-
sessed by the Bit Error Rate (BER). With the SNR loss due 
to synchronization errors (Lsyn), the SNR at the input of 
the demodulator can be estimated as  

 101010 lg 10 10 fSNRSN R
D synSN R L     .    (6) 

In the fault free case (SNRf = +∞), we have zero BER with 
Lsyn of 1dB. In following analysis, the BER with SEUs on 
the decimator is measured by feeding the decimation 
results from the corrupted decimator in the FPGA to the 
demodulator in the Matlab platform.  
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Fig. 2. Matlab simulation platform (target output os = 4, M = 16) 

TABLE I. SNRf for SEUs on filter coefficients 
bit location 7 6 5 4 3 2 1 0 
SNRf (dB) 23.3 29.3 35.3 41.4 47.4 53.4 59.4 65.4 

 
The filter coefficients are the main part of the user 

memory in PPFs-based decimators, and the effect of SEUs 
on the different bits of filter coefficients are shown in 
Table I for a decimation rate of 16 (output os = 4). The 
values in Table I are the averaged result over all 64 filter 
coefficients for 200 different inputs generated according 
to Fig. 2. As we can see from the table, SEUs on higher 
bits produce lower SNRf, which is consistent with that 
observed for filters and other signal processing circuits 
[24], [25]. But even the SEUs on the highest bit (sign bit) 
would cause SNRf larger than 23 dB. In addition, we no-
tice that the difference of SNRf for two adjacent bits is 
about 6 dB. This is reasonable because 1-bit higher means 
twice in amplitude, or 4 times in power. Therefore, the 
SEUs on the position that is 1-bit higher, would cause a 6 
dB difference to the output signal.  

As we have reported in [16], the length of the total fil-
ter coefficients has little influence on the effect of SEUs, 
but lower decimation rates could cause up to 3 dB SNR 
loss (os = 4 vs. os = 16). This means that the lowest SNRf in 
practice is still over 20 dB. In this case, the SNR at the 
demodulator input is larger than 8.6 dB according to 
equation (6), and the BER is still lower than 10-8, which is 
a negligible degradation to the system performance. 

The same decimator (N = 64, M = 16) was implemented 
in HDL and synthesized in Vivado 2018 for a target FPGA. 
In the implementation, the bit-width for the PPFs output 
(ym) and the final decimation result (z) are 18 and 22, re-
spectively. After mapping the decimator on a Zynq-7020, 
we found that the number of configuration bits that are 
related to the decimation function (essential bits) is 
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1223766, and SEUs on 278641 of those bits would change 
the decimation results (critical bits). The Cumulative Dis-
tribution Function (CDF) statistics of the SNRf of the cor-
rupted outputs are plotted in Fig. 3. We can see that over 
92% of the critical bits would cause a negligible degrada-
tion to the decimated signal (SNRf > 20 dB), and the per-
centage of critical bits that cause SNRf smaller than 10 dB 
is about 3%. For an SNRf of 10 dB, the SNR at the input of 
the demodulator is about 6 dB, and the BER in this case is 
about 10-5, which is an obvious performance degradation. 
Considering that the SNR loss due to synchronization 
errors (Lsyn) would also be larger due to the signal distor-
tion caused by SEUs, the actual BER would be higher 
than 10-5. In the following analysis, we take SNRf < 10 dB 
as the threshold for severe degradation, and define the 
critical bits causing SNRf < 10 dB as the severe bits. 

 

 
Fig. 3. CDF of SNRf for unprotected decimator 

 
The previous results reveal that the configuration 

memory bits that cause low SNRf are the most critical 
ones and need protection. The use of Triple Modular 
Redundancy (TMR) or even Double Modular Redundan-
cy (DMR) introduces a large cost in terms of FPGA re-
sources and therefore, more efficient fault tolerance 
schemes are needed. Since algorithm-based fault toler-
ance is an effective way for efficient protection of digital 
signal processing circuits [26], [27] [28], the properties of 
PPFs-based decimators are explored in the next section 
and exploited to provide efficient fault tolerant designs. 

3 EFFICIENT FAULT TOLERANT DESIGN 

As introduced in Section 2, the PPFs-based decimator is 
composed of a group of filters and a final addition opera-
tion. This section will first verify that high correlation 
exists between the outputs of adjacent filters. This proper-
ty is then combined with DMR of the final sum and a 
smart fault detection method to construct an efficient 
fault-tolerant design for the PPFs-based decimator. 

3.1 Correlation Analysis between Adjacent Filter 
Outputs 

For the outputs of two adjacent filters ym(r) and ym+1(r), r = 
0, 1, …, L-1, the correlation between them can be meas-

ured as: 

     1
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in which u and σ are the mean and standard deviation of 
the corresponding filter output. The correlation between 
adjacent filter outputs is evaluated based on the Matlab 
simulation platform in Fig. 2 in three aspects, which are 
input oversampling rate, total filter length and decima-
tion rate. By averaging over 200 experiments with differ-
ent inputs, the correlation coefficients are shown in Fig. 4. 
From the figure, we can conclude that larger decimation 
rates result in higher correlation between adjacent filter 
outputs, and the correlation is almost the same for a fixed 
decimation rate regardless of the total filter length and 
the input oversampling rate. 

 
Fig. 4. Correlation between adjacent branches outputs in PPFs 

 
Based on the high correlation between outputs of adja-

cent phase filters, if one filter in PPFs is corrupted by 
SEUs, it is reasonable to substitute its output with the 
average of the two adjacent filter outputs as shown in 
equation (7). 
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In this case, some noise will be introduced into the dec-
imation results, and the effect could be measured by SNRs 
which is defined similarly to equation (5) except that zF(r) 
is replaced by zS(r) which is obtained by substituting one 
of the filter outputs ym(r) by 𝑦 (r). Fig. 5 shows the SNRs 
for different decimation rates, input oversampling rates 
and total filter lengths. As we can see from the figure, the 
total filter length and the input oversampling rate have 
little influence in the SNRs, which is reasonable because 
they do not affect the correlation between adjacent filter 
outputs. As expected, higher decimation rates would 
cause higher SNRs, and the value is as high as 20 dB even 
for a decimation rate of 4.  
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Fig. 5. SNRs by substitution of the output of a single-phase filter 

The above results verify that since a strong correlation 
exists between the outputs of adjacent phase filters, the 
substitution of the output of a single-phase filter with its 
adjacent ones would not introduce a large corruption in 
the decimation results. So, if SEUs corrupt a phase filter 
and it could be identified, its outputs could be recovered 
by the adjacent filter outputs. 

3.2 Fault Tolerance Design for PPFs-based 
Decimators 

As shown in Fig. 1, the PPFs-based decimator contains 
two parts, the PPFs part and the sum part. For the PPFs 
part that accounts for most of the complexity of the deci-
mator, we make full use of the high correlation between 
phase filters to minimize the effect of a single filter failure 
on the decimation results. Then, the fault tolerance logic 
for PPFs is combined with the sum part and protected as 
a whole. The scheme is introduced next, presenting first 
its structure and then covering the details. 
1) Overall structure of the fault tolerance design 

The overall structure of the SEU tolerant PPFs-based 
decimator is shown in Fig. 6. The structure of the Sum & 
Fault Tolerance module is shown in Fig. 7, which is a 
Duplicate with Comparison (DwC) structure. In Fig. 7, 
each Sum & PPFs Protection module is used for the detec-
tion of a single faulty phase filter and the compensation of 
the error in the decimation results based on the high cor-
relation between adjacent phase filters. Finally, the Com-
pare & Select module is used for fault tolerance for the 
Sum & PPFs Protection logic based on the DwC structure. 
2) Function of the Sum & PPFs Protection module 

The functional structure of ‘Sum & PPFs Protection’ 
module is shown in Fig. 8. As we can see, the sum of the 
outputs from all the PPFs is denoted as z’, and the mean 
value is calculated as a threshold (yth = z’/M). The output 
of each phase filter ym is compared with the threshold, 
and the result cm would be 0 or 1, respectively, for the case 
that ym < yth or ym > yth. In the fault free case, we would 
expect that approximately half of the PPFs outputs are 
larger than the mean value (yth) and half of the PPFs out-
puts smaller than yth. However, if a single-phase filter is 
corrupted by SEU, and causes large change of the final 

sum and thus of the threshold, its output would be very 
different from others. Based on this observation, the 
‘Fault Filter Detect’ module works as follows:  

(a) Calculates the sum of all comparison results as 𝐶
∑ 𝑐 ;  

(b) If C = M-1 (M-1 1s and one 0 among all cm) or C = 1 
(M-1 0s and one 1 among all cm), we can identify the 
faulty phase filter as the one that generated the single 
0 or 1 (e.g. the m-th filter), and a correction of the out-
put can be generated as ∆z 𝑦 𝑦 , where 𝑦  is cal-
culated according to equation (7). Then the final out-
put is adjusted as z = z’ + △z so that the contribution 
of ym to z is replaced by 𝑦 ;  

(c) Otherwise, all phase filters are correct, and △z = 0. 
In addition to the result z, the sum before correction (z’) 

and the value of C are also provided to the Compare & 
Select module and are used for fault detection if one of 
the Sum & PPFs Protection modules is corrupted by an 
SEU. 
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Fig. 6. Overall Structure of the SEU-tolerant PPFs-based decimator 
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Fig. 8. Functional structure of ‘Sum & PPFs Protection’ module 
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3) Procedure of the Compare & Select module 
After receiving the two groups of outputs from two 

Sum & PPFs Protection modules, the final Compare & 
Select module works according to the procedures shown 
in Fig. 9. The basic logic behind the scheme is as follows:  
(a) If the two decimator outputs are the same, it means 

both Sum & PPFs Protection modules work well. Then 
any one of the decimator outputs can be chosen as the 
final output; 

(b) If the two decimator outputs are different, it means 
that one of the Sum & PPFs Protection modules is 
faulty. Then the one that provides the C that is closer 
to M/2 is taken as the correct one, and the correspond-
ing output is selected as the final decimation result; 

(c) If the two decimator outputs are different but C1 = C2, 
it means that one of the decimator results is correct for 
mean calculation and comparison, but it was corrupt-
ed before output. Then the one with z = z’ is selected 
as the correct result. 

z1 = z2
Output 
z = z1

yes

C1 ≠  C2

no

|C1-M/2| 
< |C2-M/2|

Output 
z = z1

yes yes

Output 
z = z2

no

z1 ≠  z1' 

no

Output 
z = z2

yes

z2 ≠  z2'
Output 
z = z1

no

yes

no

Output 
z = z2

No fault

Fault 
occurs

 
Fig. 9. Operation procedures of Compare & Select module 

3.3 Reliability Analysis of the Proposed Fault 
Tolerance Scheme 

With the assumption that only one part of the whole sys-
tem may be corrupted by an SEU at a given time, the 
reliability of each functional unit in the proposed fault 
tolerant PPFs-based decimator is analyzed next. It should 
be noticed that a large part of the configuration bits in the 
FPGA implementation are used for wiring connections, 
and they are determined by the synthesis process. The 
reliability for these parts cannot be predicted in theory 
and can only be evaluated by hardware-based fault injec-
tion experiments. 

1)  For SEUs on PPFs 
If one phase filter is corrupted by an SEU, its wrong 

outputs will change the final decimation result. If the 
wrong filter output is so different from the correct value 
that it is the only output over or below the mean value of 

all the filter outputs at that moment, it would be identi-
fied and corrected by the Sum & PPFs Protection module. 
Since both Sum & PPFs Protection modules work correct-
ly, they will produce the same result (z1 = z2), then z1 is 
selected as the final output. 

It should be noticed that there is another hidden ‘fault 
tolerance’ idea behind for the case when a single-phase 
filter is corrupted by an SEU, but only a small change is 
introduced to the corresponding output so that it is still 
close to the outputs of all other phase filters. This would 
produce 0 < C < M-1, and the ‘tiny fault’ would be ig-
nored by the scheme. This is preferred because the small 
signal degradation would be comparable with that intro-
duced by adjacent outputs substitution, so the subsequent 
fault tolerance processing would be meaningless and 
waste of power even if we could detect those small faults. 

2)   For SEUs on the Sum & PPFs Protection module 
The effect of SEUs on each part of the Sum & PPFs Pro-

tection module (in Fig. 8) is analyzed in the following. 
(a) If the first sum operation is corrupted so that z’ is 

wrong, then the mean value would be wrong. In this 
case, the sum of the comparison results (C) would be 
away from M/2, so the comparison between C1 and C2 
would identify the faulty Sum & PPFs Protection 
module. 

(b) If the calculation of ‘1/M’ is corrupted, the value of C 
would be wrong, and it would not be 1 or M-1 with 
high probability. In this case, the Fault Filter Detect 
logic would produce △z = 0, so we would have z1 = z2, 
and the output would not be changed. There also ex-
ists a very small probability that the wrong mean val-
ue produces C = 1 or M-1. In this case, the fault could 
be identified by the comparison of C1 and C2. 

(c) If one of the comparison operations in Fig. 8 is cor-
rupted, the value of C would be changed by 1, which 
would not change the result of the Fault Filter Detect 
logic for most cases. For the extreme cases that C is 
changed from M-2 to M-1 or from 2 to 1, the fault 
could be tolerated by the comparison of C1 and C2. 

(d) If the operation of 𝐶 ∑ 𝑐  in the Fault Filter De-
tect module is corrupted, the probability that the 
wrong value of C is 1 or M-1 is very low. So, the fault 
would be ignored for most cases. For the very small 
probability that C happens to be 1 or M-1, the fault 
could be identified by the comparison between C1 and 
C2 in the final Compare & Select module. 

(e) If the judgement based on the value of C is wrong, one 
of the phase filters is thought to be wrong by mistake, 
and an increment of Δz=𝑦 -ym would be used to adjust 
the result. In this case, the comparison between z and z’ 
can identify the fault. 

(f) Fault on the delay of sum result would produce a 
wrong output, which could be identified by the com-
parison between z and z’ in the Compare & Select 
module. 

(g) If the calculation of 𝑦  or the delay for PPFs outputs 
get corrupted, the fault will be masked naturally be-
cause this logic would not be used for 0<C<M-1. 
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3)   For SEUs on Compare & Select module 
The main body of the Compare & Select module is to 

output z1 or z2 for different conditions. If only this logic is 
corrupted, the decimation result would not be affected in 
theory because both of z1 or z2 are correct. 

4 PERFORMANCE EVALUATION 
This section evaluates the proposed scheme considering 
both the resource overheads introduced over an unpro-
tected implementation and its effectiveness in avoiding 
large errors at the decimator output. 

4.1 Resource Overhead 
To evaluate the performance of the proposed protection 
technique, a 1/16 decimator (M = 16) with total filter 
length of 64 (N = 64) is used as a case study. The design 
has been implemented in HDL and mapped  to  a Zynq‐
7000 SoC (XC7Z020) hosted in a Zedboard. As a reference, 
the unprotected decimator was also implemented on the 
same board. Vivado 2018.2 is used for compile and syn-
thesis, and the synthesis option of ‘resource_sharing’ is 
disabled to ensure that all modules are independent and 
isolated in all the implementations. 

Based on the synthesis results in Vivado, the resource 
usage (Lookup Tables (LUTs), registers and BlockRAMs) 
and the maximum frequency for the unprotected and 
protected decimator are compared in Table II. From the 
results it can be observed that the overhead of protected 
decimator is around 1.5 times of the unprotected one, and 
two BlockRAMs are used in the protected decimator for 
delay of the outputs of PPFs. This overhead is significant-
ly lower than that of Triple Modular Redundancy (TMR) 
that requires more than 3x of the resources of an unpro-
tected design. The maximum frequency for the protected 
decimator is lower than that for the unprotected one by 
about 25%. However, considering that the maximum 
bandwidth is smaller than 100MHz in most mobile com-
munication standards, the protected decimator that can 
support a sampling rate of 338Mhz can be applied in most 
practical systems. Finally, a latency of two cycles is intro-
duced in the protected design by the delay of sum in Fig. 
8 and the comparison in Fig. 9. 

TABLE II. Overhead evaluation of the unprotected and protected 
decimator (N = 64, M = 16) 

 LUTs Registers BRAM Max Freq. 
Unprotected 6603 4930 0 450MHz 

Protected 9887 (1.5x) 7704 (1.56x) 2 338MHz (0.75x) 

4.2 Platform for SEU Injection on User and 
Configuration Memory 

To evaluate the reliability of the PPFs-based decimators to 
SEUs on the filter coefficients and configuration memory, 
an adapted version of the fault injection tool presented in 
[28] was used on a Zedboard as in [16]. As shown in Fig. 
10, the fault injection platform consists of two parts, the 
Programmable System (PS) and the Programmable Logic 
(PL), and the two regions are connected through AXI 

buses. The PS consists of the ARM Cortex-A9 processor 
and the dedicated controllers for some peripherals e.g. 
DDR memory, SD card, and UART. The DDR memory is 
used to store the bit lists of configuration memory and 
filter coefficients that need to be upset, which are generat-
ed during the compile process in Vivado. The UART 
module is responsible for logging results to the PC. The 
PL part consists of two copies of the decimator i.e. Golden 
and Design Under Test (DUT). In addition, a comparator 
and a synchronizer block are also implemented in the PL 
part. The comparator is used to calculate the differences 
between the outputs from the Golden and DUT decimator 
and communicating the results to the ARM processor. 
The synchronizer is responsible for controlling the clock 
to DUT and Golden copies of decimators. The inputs to 
the decimators are generated by the Matlab simulation 
and fed by the ARM processor. Another important mod-
ule in the PL part is the Internal Configuration Access 
Port (ICAP), which allows the ARM processor to access 
the configuration memory and the filter coefficients relat-
ed to the DUT decimator and modify them in run-time for 
SEU injection. 

The software running on the ARM processor controls 
the fault injection process. First, the clock to the decima-
tors is frozen through the synchronizer. Then, one frame 
of the configuration memory or one filter coefficient is 
read back through the ICAP port. Based on the address of 
the configuration memory bits or coefficient bits in the 
fault lists, one bit is upset and the corrupted frame or 
coefficient is written back to the DUT. Finally, the clock is 
re-started and two outputs are generated by the two dec-
imators for the same input from the ARM processor. The 
number and position of the critical bits for DUT are rec-
orded in the ARM processor, and the corresponding dec-
imation results are saved into separate files, which are 
post-processed by the Matlab platform for SNRf and BER 
evaluation. The process is repeated for all essential bits 
and coefficient bits to characterize the reliability of the 
proposed fault-tolerant design.   

4.3 Reliability Evaluation to of Protected Decimator 
to SEUs on Configuration Memory 

To have a clear understanding of the reliability of the 
proposed fault tolerance scheme, each functional unit of 
the protected PPFs-based decimator is tested separately 
on the fault injection platform, and the number of essen-
tial bits, critical bits and severe bits for each part are 
shown in Table III, including the ratio of critical bits over 
essential bits and that of severe bits over critical bits. For 
convenience of comparison, the values for the unprotect-
ed decimator are also included at the bottom line of the 
table. As we can see, the absolute number of critical bits 
for the protected decimator is larger than that of the un-
protected one, and the PPFs contribute around 75% of 
that number. The percentage of critical bits over essential 
bits for the fault tolerance logic is relatively much smaller, 
which is due to the logic added for correction being less 
critical than the one in the decimator itself which seems 
reasonable. 
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Fig. 10. Zynq-SoC-based fault injection platform (from [16]) 

Table III. Essential, critical and severe bits for protected and unpro-
tected PPFs-based decimators 

 
Essential 

bits 
Critical 

bits 
Severe 

bits 
Critical
Essential

 
Severe
Critical

 

PPFs 1139806 235940 0 20.7% 0 
Sum & PPFs 
Protection 

1048172 65416 0 6.24% 0 

Compare & 
Select 

56198 3000 409 5.34% 13.6% 

Total of 
Protected 

2244176 304356 409 13.56% 0.13% 

Unprotected 1223766 278641 8769 22.77% 3.14% 
 

However, the key objective is not to reduce the abso-
lute number of critical bits of the decimator, but to reduce 
the number of severe bits causing SNRf < 10 dB. To show 
the effectiveness of the proposed scheme, the CDFs of 
SNRf for each part of the decimator are plotted in Fig. 11. 
As we can see from the figure, the critical bits from the 
main parts (235940 for PPFs and 65416 for Sum & PPFs 
Protection module) will not cause SNRf smaller than 10 
dB, which proves that the SEUs that could cause low SNRf 
are tolerated successfully. The final Compare & Select 
module is not under protection, so SEUs on about 13.6% 
of the critical bits would cause SNRf < 10 dB (as marked 
in Fig. 11).  However, since there are only 3000 critical bits 
in the final module, the absolute number is 409, which is 
only 4.7% of that for unprotected decimator (409/8769 = 
0.0466). In other words, the number of critical bits that 
may cause severe performance degradation (BER > 10-5) is 
reduced by 95%. Further analysis shows that most of 
these critical bits are the ones for the signal connections 
between Sum & PPFs Protection modules and the Com-
pare & Select module, and the ones for final output sig-
nals. Such SEUs will introduce a continuous error in the 
output signal, which causes low SNRf. 

Fig. 12 compares the CDFs of SNRf for the unprotected 
and protected decimators, in which the percentage of 
severe bits causing large BER are marked for the unpro-
tected decimator. As we can see, in addition to mitigating 
SEUs that cause low SNRf, the curve of the protected dec-
imator is also shifted to the right by about 2 ~ 5 dB rela-
tive to that of the unprotected decimator. The PDFs of 
SNRf for the unprotected and protected decimators in Fig. 
13 reveal more insights. It is obvious that SEUs that cause 
SNRf lower than 10 dB for the unprotected decimator are 

replaced by the ones that cause SNRf around 40 dB for the 
protected decimator. This corresponds to the cases that 
the SEUs on severe bits for one phase filter are detected, 
and the outputs of adjacent filters are used to compensate 
the errors introduced by the faulty phase filter in the dec-
imation results. Based on Fig. 5, this compensation will 
introduce an SNRs over 33dB for M = 16.  The cost paid 
for this improvement is a 1.5x resource usage and a 0.75x 
maximum frequency due to the fault tolerance for PPFs 
and the DwC based protection of the fault tolerance logic. 

 
Fig. 11. CDF of SNRf of critical bits for each function unit 

 
Fig. 12. CDF of SNRf for protected and unprotected decimator 
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Fig. 13. PDF of SNRf for unprotected and protected decimator 

5 DISCUSSION AND PRACTICAL CONSIDERATIONS  
Results in Section 4 illustrate how the proposed tech-

nique is able to minimize the impact of SEUs on the SNR 
and thus on the system performance (BER). In this section, 
we will first discuss the performance of the proposed 
scheme for small decimation rates, and then the applica-
tion of the scheme in practical systems. 

As reported in [16], if the decimation rate decreases 
from 16 to 4, the portion of severe bits will increase by 
about 10%. Although the correlation between adjacent 
phase filters decreases for small decimation rates (as 
shown in Fig. 4), the SNRs is still as large as 20 dB for M = 
4 according to Fig. 5. So more severe bits from the PPFs 
part will be tolerated by the proposed scheme. Addition-
ally, the severe bits of the proposed scheme mainly come 
from the final Compare & Select module, which is not 
related to the decimation rate. Considering all these fac-
tors, the reliability improvement for small decimation 
rates would be similar to that for large decimation rates. 

The proposed scheme is designed to tolerate a single 
soft error on the PPFs-based decimator. Therefore, in 
practice, periodic scrubbing is needed to correct the single 
soft errors so that accumulation of soft errors is avoided. 
Since the scrubbing interval can be as large as tens of 
milliseconds, e.g. ~8 ms for XC7Z020 and ~27 ms for 
XC7Z045 at the maximum ICAP operation frequency [30], 
we may have a transient SNR drop (slight for most cases) 
for the transmission of several packets. For example, for a 
signal with symbol rate of 5MHz, a maximum of 5x104 
symbols may experience an SNR degradation when 
scrubbing is done each 10 ms. In this paper, the influence 
of the SNR drop is proved to be negligible for a system 
with QPSK and 4/5 Turbo codes. For higher levels of 
modulation (e.g. 16 QAM or 64 QAM) with larger decod-
ing thresholds, adaptive modulation and coding (AMC) 
could be used to adapt to the transient degradation of the 
channel, e.g. switching to QPSK. In this case, the SEU 
would only cause an acceptable throughput reduction 
without transmission interruptions. Although the AMC 
could be also used for the case of the unprotected decima-
tor, the large SNR drop will introduce severe transmis-

sion throughput reduction or even transmission interrup-
tion such that no adaption scheme can work under the 
severe channel degradation. 

6 CONCLUSION 

In this paper, the fault tolerance of Polyphase Filters 
(PPFs) based decimators implemented on SRAM-
FPGAs has been considered. The initial reliability 
study by fault injection of the PPFs based decimator 
implemented on SRAM-FPGAs shows that SEUs on 5% 
of the critical bits of the configuration memory would 
cause severe degradation of the decimation result. 
Therefore, to ensure a reliable operation, PPFs-based 
decimators need to be protected. However, the cost of 
the traditional TMR or DMR fault tolerance schemes is 
large and may be not acceptable in some systems. This 
means that more efficient protection schemes are 
needed. For this purpose, we studied the relationship 
between the filters in the PPFs and found high correla-
tion among the multiple output streams. This property 
is utilized for faulty phase filter detection and correc-
tion based on the substitution by adjacent filter out-
puts. Finally, a duplicate and comparison structure is 
constructed to protect the fault tolerance logic itself. 
Hardware implementation and fault injection experi-
ments show that the number of critical bits that cause 
severe output degradation could be decreased by 95% 
at a cost of 1.5x resource usage and 0.75x maximum 
frequency. These results prove the efficiency and effec-
tiveness of the proposed scheme. 
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