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Abstract

The essential propellant for any closed-loop management mechanism is data
related to the managed entity. While this is a general evidence, it becomes
even more true when dealing with advanced closed-loop systems like the
ones supported by Artificial Intelligence (AI), as they require a trustworthy,
up-to-date and steady flow of state data to be applicable. Modern network
infrastructures provide a vast amount of disparate data sources, especially
in the multi-domain scenarios considered by the ETSI Industry Specifica-
tion Group (ISG) Zero Touch Network and Service Management (ZSM)
framework, and proper mechanisms for data aggregation, pre-processing and
normalization are required to make possible AI-enabled closed-loop manage-
ment. So far, solutions proposed for these data aggregation tasks have been
specific to concrete data sources and consumers, following ad-hoc approaches
unsuitable to address the vast heterogeneity of data sources and potential data
consumers. This paper presents a model-based approach to a data aggregator
framework, relying on standardized data models and telemetry protocols, and
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integrated with an open-source network orchestration stack to support their
incorporation within network service lifecycles.

Keywords: Data, source, consumer, framework, aggregation, closed-loop,
automation, metadata.

1 Introduction

The evolution of networks is making them increasingly complex as shown
by, for example, the densification of network-attached devices (e.g. Industry
IoT, connected cars, etc.) and the need for heterogeneous access technolo-
gies to satisfy user experience demands. This increasing complexity implies
management challenges that require a transformation of the current man-
agement and operations and management techniques, aiming at zero-touch
management.

To achieve zero-touch management, the application of closed-loop con-
trol is the most promising one regarding automation goals. Closed-loop
control intends to apply a well-established corpus around the discipline of
Automatics [1], combined with mechanisms such as AI techniques, and lever-
aging the additional degrees of freedom for network service and functional
management enabled by the recent trends in software networking, with Net-
work Function Virtualization (NFV) [2] and Software-Defined Networking
(SDN) [3] as flagship technologies.

Closed-loop control has as essential requirement a timely and trustworthy
flow of data about the entity being managed. The specific implications of
networking regarding heterogeneity, pervasiveness and topology awareness,
among others, have made the availability of these data flows challenging, if
available at all in an open context.

In this paper, we address the collection stage for closed-loop automation
(see Figure 1), developing a solution relying on the ZSM approach for multi-
domain data aggregation. For this process collection, based on the transfer
of data from sources to consumers for storage and further analysis, we
apply a model-based approach to define the metadata specifying sources (e.g.
individual NFs, databases, specific devices, cloud and edge infrastructure. . . )
and consumers (e.g. dashboards visualizations, big data processing, real-time
analytics, machine learning models. . . ). The ZSM framework use the meta-
data models not only to collect data from sources and make them available
to consumers, but also to perform the necessary transformations to make the
data from any source applicable in conjunction with data from other sources.



A Model-based Approach to Multi-domain Monitoring Data Aggregation 293

2 Data Aggregation in Closed-loop Automation

2.1 The Concept of Control Loop

A Control Loop (CL) is a building block for the management of network and
services. It is a type of control mechanism that uses feedback to monitor and
regulate itself to achieve a specific target. The basic principle of any CL is to
adjust the value of a measured or observed variable (expressed as for example
an attribute) to equal the value of a desired goal (expressed as for example an
attribute).

For the deployment and operation of a CL, the following is required:

• The managed entity, which is the target over which the CL is to be
applied. In the network environment, this would correspond to a network
function or a network service/slice.

• The producers of the measurements or observations, which defines the
input data based on which the CL acts. The management entity and/or
other data sources can be act as producers.

• The goal, which specifies the desired state/behavior that the CL shall
maintain over the managed entity, throughout its lifecycle. Once the CL
is configured with this goal, the managed entity is adjusted accordingly.

For the CL to act on input in the context of the set goals, the CL follows a
set of steps that continuously consume and produce information from each
other in a loop that follows this sequence: monitor, analyse, decide and
execution. Depending on whether a human operator intervenes inside this
loop, a CL can be an open CL (human-assisted CL) or closed CL (no human
intervention). In this paper, we focus on closed CLs and the means allowing
for their automated deployment and configuration, typically referred to as
Closed-Loop Automation (CLA).

2.2 Closed-Loop Automation

Although there is a number of proposals on how a closed CL can be internally
articulated, in this paper we consider an OODA (Observe-Orient-Decide-Act)
based model for the CLA concept, as defined in [4]. As seen from Figure 1,
the use of this model allows defining a closed CL as a composition of four
stages: collection, analysis, decision, and execution. Collection is responsible
for collecting and pre-processing data from the managed entity. Data from
external sources that might influence the behavior of the managed entity
can also be incorporated in this stage. The Analysis stage is responsible for
deriving insights from available data from the collection stage, as well as
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Figure 1 The concept of closed CL.

historical data. This stage provides a diagnosis of the status of the managed
entity, determining if it behaves as required (e.g. KPIs are met) and if
not, identifying the cause of misbehavior. The decision stage is responsible
for deriving workflows from insights derived in the analytics stage. The
workflows define which actions should be taken over what entities, and in
which order, all this in a technology-agnostic manner. Finally, the execution
stage is responsible for enforcing defined workflows, translating high-level
actions into configuration commands or lifecycle management operations
(e.g. scaling in/out).

To provide feedback signaling between the four stages, and thus context-
awareness to CLA, the knowledge artifact is included. Note that this artifact
is not a stage itself, but rather a means for storing and retrieving data that
is shared between the stages within a CL (as well as between other running
CLs). Examples of these data include configuration, operational and historical
data.

2.3 Data Aggregation

Following the above-referred model, the CL operates based on the input
data (i.e. measurements and observations captured at the collection stage.
The producers of these data typically correspond to different sources, whose
number and heterogeneity is use case-dependent. In any complex enough
system, the number of potential monitoring data sources and their char-
acteristics becomes extremely high and, in the case of entities with many
cooperating autonomous components, it creates a combinatorial explosion
that yields control unfeasible, specially if CLA (i.e. no human operation in
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the loop) is pursued. Operator-managed networks constitute a paradigmatic
example of these complex systems, especially if a full end-to-end (E2E)
control is intended for all the services running on it, including infrastructural
and communication services, together with supporting network slices.

In these networks, involved data sources may have different capabilities
in terms of:

– Data management. To make data available for consumption, some data
sources rely on pull-based methods (e.g. Syslog, IPFIX, SNMP), while
there exist others that rely on push-based methods (e.g. streaming
telemetry). Unlike polling, which requires explicit requests at contin-
uous polling intervals, push-based solutions allow pushing data off of
the device to data consumers in a more efficient fashion, according to a
well-defined subscription between both entities. The subscription allows
the data consumers (i.e. subscriber) to subscribe to data models, and data
sources (i.e. publisher) to push the data to the collector for the subscribed
model.

– Data accessibility, with data sources applying a great variety of access
control, confidentiality and integrity methods.

– Data availability. In many cases, timing constraints on both the data and
their processing have to be considered. The validity of data depends on
the time when they are collected and accessed, and the correctness of
a process depends on whether it completes on time, and whether the
continuity of the data flow can be guaranteed to avoid the starvation of
the elements in the CL.

According to this rationale, it is clear that data received from operator-
managed networks may come in many different formats, from unstructured
to strictly based on standard models, being transported according to a great
variety of mechanisms, accessed using diverse credentials and be available
at different time frames. In these multi-technology, multi-vendor environ-
ments, defining ad-hoc solutions for each data source or specific adaptation
mechanisms for each data consumer is not acceptable, and would make the
application of closed CLs in real network environments highly unfeasible.
Indeed, CLA really brings OPEX reduction for operators only if the designed
CLA solutions are openly applicable and reusable in different scenarios.
In other words, this means that any closed CL suitable for E2E network
environments has to evolve to support complex multi-domain scenarios, both
at the technology (e.g. wireless and wireline access, optical and packet trans-
port, container- and VM-based cloud environments) and management levels,
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including support for data collection and data processing able to integrate
loosely coupled data sources and retrieving procedures.

To achieve the above, data aggregation mechanisms are an essential
component, bridging the collection and analysis stages in the CL model
described in Figure 1, thus providing a consistent and manageable set of
information for further processing in the decision stage. In this work, a
data aggregation framework based on the definition of metadata for both
data sources and data consumers is proposed. By allowing for an open,
model-based integration of sources and consumers of different nature, this
framework may reduce the complexity of incorporating new data sources
and consumers stages, thereby increasing the applicability of closed CLs
to E2E network and service management, while reducing the complexity of
incorporating new data sources and data consumer stages.

3 Applicable Standards

Model-driven data management is based on the idea of applying modelling
languages to formally describe data sources, defining their semantics, syntax,
structure and constraints on the objects they are associated to. Model-driven
data management considers data models, transport protocols and data coding
languages as independent layers, easing the aggregation of any new pro-
tocol and/or coding that follows the same principles of model-driven data
management.

As the reference data model language for network management,
YANG [5] has been selected as the language for data modelling. YANG
allows to create a data model, define data organization in that model, as well
as its constraints. Although model-driven date management started with the
NETCONF [6] protocol and the XML [7] coding, there are different solutions
that make possible their implementation.

Figure 2 depicts the different components that are available for imple-
menting model-driven data management solutions. Once the YANG data
model is defined and implemented, a client (network management system –
NMS, application, network orchestrator, network controller, etc.) can select
the most appropriate encoding (XML, JSON [8], Protobufs [9], etc.) and a
the most appropriate transport protocol (NETCONF, RESTCONF [10] or
gRPC/gNMI [11]).

From an architecture point of view, both client and server are driven by
the content of the YANG modules where models (and constraints on data)
are defined. As a result of parsing the modules, the client is aware of the
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Figure 2 Model-driven data management components.

data the server (data source, device) can provide, and the server knows which
are the rules and behavior it should abide by when providing them. The
server includes the definition of the modules as metadata, available to the
protocol engine that implements the chosen network management transport
protocol, and that processes the incoming requests from the clients. Apart
from processing these incoming requests, this engine uses the metadata to
parse and verify any request, perform the requested operation, and return the
result to the client.

As described above, YANG models are commonly used to describe data
that is provided by data sources (the servers) but, since the data aggregation
framework described in this paper acts as a server for the data consumers
attached to it, YANG models are equally used to define the models these
consumers will use to access the data mediated by the framework.

The ETSI ISG CIM (cross-cutting Context Information Manage-
ment [12]) approach is based on the context concept. Context information
is considered to be any relevant information about entities, their properties,
and their relationships with other entities. Entities may be representations
of real-world objects but may also be more abstract notions such as a legal
entity, a network function or a group of other entities. Relationships between
entities can be modelled as having specific properties, and the whole set of
entities and relationships are modeled according to a labelled property graph,
providing a theoretical foundation for automated reasoning about the char-
acteristics of the systems they represent. Context information is exchanged
amongst applications, context producers, and context brokers.
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Figure 3 Interconnection of context information (Source: [15]).

CIM considers the exchange of data and metadata across systems a
crucial enabler for different applications, to allow them to better collect
information from different origins, filter information from “data lakes” and
to create derivative information or decisions. CIM considers provisioning of
provenance, data quality, access control and other features as part of its NGSI-
LD protocol [13]. The acronym NGSI stands for “Next Generation Sensors
Initiative”, as context information was initially focused on collecting sensor
data. The LD (for “linked data”) refers to the extension that includes links
to metadata references. The NGSI-LD API is based on linking available data
within property graphs that reference data definitions (ontologies), such as
those in SAREF [14].

The application of the CIM framework has been focused on IoT appli-
cations so far, but given its support for binding context (data) sources and
consumers, we are incorporating network monitoring data as another class
of context to be addressed within CIM, relying primarily on YANG models,
though other modeling mechanisms (SNMP MIBs [16], time series databases
like Prometheus [17], IPFIX data flows [18]. . . ) are being considered as well.

To take full advantage of the data-enabled approach to network manage-
ment in the automation of next-generation networks and service management,
network service providers are required to transform their current operation
support systems (OSS), adopting more flexible architectural approaches that
allows addressing the integration challenges and scalability burdens that the
execution of CL control mechanisms will bring. A key step in this transfor-
mation path is the use of service-based architectures (SBA) [19], based on
replacing traditional interface reference points with functionality delivered as
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a service, usually requested through a Web Service interface. Unlike tradi-
tional telecom-style approaches, this new architecture style places emphasis
on the services provided by individual architectural components rather than
on the relationships between pre-defined pairs of architectural components.
This paradigm shift, when applied at the management layer, allows for
structuring the whole OSS as a set of components providing well-defined
APIs suitable to be used by other components, or to be invoked by external
elements, performing an API-fication of the entire OSS with minimal inte-
gration, which results in much more scalability support and room for further
service innovation.

The ETSI ZSM framework [20] is an architecture solution that builds
upon the SBA principles. In this service-based management architecture, the
operation is structured around management domains (MDs) that communi-
cate and interact with each other by means of an integration fabric. A MD is
formed of a federated set of management services (e.g. orchestration services,
control services, analytics services, intelligence services, etc.) that are jointly
used for the deployment and operation of instances from a given managed
entity. For a network service provider, the ZSM framework considers a set of
network MDs, operating network functions/services from individual network
domains (e.g. access network MD, core network MD, transport network MD,
cloud network MD) and one service MD, providing an overarching view
of E2E services, including cross-domain network slices. To fully automate
the operation of their managed entities, each MD, can create one or more
closed loops for different tasks like self-configuration, self-healing or self-
optimization, using its internal mechanisms and all the services from other
domains it is able to consume. It is worth noting that these closed loops can
be created as well by the E2E service MD, thus providing full multi-domain
E2E automation.

The data aggregation framework is following a SBA approach for the def-
inition of data sources (incorporating the necessary source agents whenever
required) and data consumers, and it is committed to fully support the ZSM
approach, with special emphasis on services characterized as Intelligence,
Analytics, Data Collection, and the Data Services themselves.

In order to demonstrate and build a proof of the concepts introduced in
this paper with regard to multi-domain data-enabled management supported
by metadata models, two core open-source components have been combined:
the Orion context broker [21], as the base for managing the lifecycle of
context information and its availability, and the Open Source MANO (OSM)
stack [22], as a network service orchestration platform allowing for the
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deployment of the platform elements and the model-based management of
data flows. As a practical case, the data aggregation platform built for this
initial proof of concept, is being evolved to support the security architecture
described in the next section.

4 Applying Data Aggregation to 5G Security

This section describes a representative example of our model-driven data
aggregation platform, applied to a security architecture based on the ETSI
ISG ZSM framework. We have combined two key areas where network data
analytics and aggregation are fundamental components. First the 5G net-
work, considering a holistic view covering all the involved network domains:
Access, Transport and Core. And second, one of the most demanding
application in data analytics and intelligent response: network security.

The ETSI ISG ZSM framework fits very well with 5G networks, now
that 3GPP promoted the adoption of SBA and the use of the related SBI
(Service Based interfaces). Both, ZSM and the 5G Core specification share
concepts such as message buses and data service discovery. Additionally,
different domains in 5G are evolving to more flexible and efficient methods
for managing the network, mainly dependent on data collection and aggrega-
tion. In the Radio Access Networks (RAN) domain, the optimization of the
radio resources is improved with self-organizing network (SON) solutions,
that depends on radio devices monitoring and data collection. Also, the
Transport domain that covers fronthaul, backhaul and aggregation segments
to provide connectivity towards 5G core and ISP data network areas, follows
the adoption of a management and control plane based on Software-Defined
Networking (SDN). SDN architecture allows straightforward mechanism to
collect data based on standardized telemetry interfaces (e.g. NETCONF at the
IP plane, or T-API at the optical plane), easing the aggregation for automation
based on closed-loop mechanisms. Finally, infrastructure providers (whether
for central offices, edge data centers or cloud) are adopting the NFV paradigm
for 5G Core, thus applying virtualization and specific management and
orchestration (MANO) functions. Relevant data collected from the NFVI
(NFV Infrastructure) and VNFs will allow to make analysis and take deci-
sion, expressed as network policies, that will be enforced, through MANO
functions.

Data collection, aggregation and analysis are techniques already exploited
in the security field for a long time, with Open Source Intelligence (OSINT)
techniques [23] as a representative example, where data from public sources,
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is aggregated to generate insights and detect attacks. Network traffic related
information is essential to leverage advanced machine learning techniques in
the cybersecurity area [24], where the quality in the data collected and how
it is aggregated impacts in the performance of the detection. ETSI ISG CIM
concepts, introduced in Section 3, is proposed as the solution to provide the
context in the security data information collected from the network, through
NGSI-LD API, to help in the aggregation process.

In INSPIRE-5Gplus [25], a general architecture (Figure 4) to provide an
end to end security capacity in 5G networks is introduced. The architecture
is strongly aligned with the ZSM framework, adopting its key capabilities
(Section 3). The support of multiple 5G domains, with local security intel-
ligence at each domain, is made possible by means of integration fabrics,
interconnecting different security functions through a transversal E2E Secu-
rity Management Domain to coordinate security intelligence and enforcement
over different domains.

The components involved in the process of data generation, collection
and aggregation are underlined in Figure 4, where a simplified version of
INSPIRE5G-plus high-level architecture is shown. The Security Data Col-
lector service, based on the combination of Orion and OSM described in
the previous section, sets up and launches the mechanisms for collecting and

 

 
Figure 4 Data aggregation in INSPIRE-5Gplus architecture (simplified).
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aggregating data generated from the different network resources (e.g. security
enablers or network devices) in the Infrastructure Resources Domain (solid
arrows). These mechanisms can rely on different message exchange models:
publish/subscribe, point-to-point, request-response, etc., and different types
of protocols (see Figure 2). The natural variety of data sources (e.g. network
device telemetry, processes logs, VNF security events, Firewalls logs, etc.)
requires the capacities of the data aggregation framework described in previ-
ous Section 2. The Security Data Collector adopt this role. This way, the data
aggregation framework is used as the source of information for advanced
functions in higher level, such as the Security Analytics Engine service that
provide machine learning analytic outputs, or to Data Services that provide
persistent storage for additional analysis of different security functions in
each domain or at the E2E level. The communication process is done over
a common domain integration fabric.

A specific security problem studied with this framework is how to detect
attacks and network misuse in the presence of pervasively encrypted traffic
over 5G networks. Control plane traffic uses 5G Service Based Interfaces
(SBI), which specifies the use of Transport Layer Security (TLS) as the base
protocol implementation for RESTful APIs. Data plane applications also rely
mainly upon the TLS protocol. One specific attack in this area is the crypto-
mining activity, where victim’s IT resources (e.g. the ones in the 5GCore or
vertical edge services) can be exhausted [26]. Solutions based on ML models
to detect the attack have been proposed [27], but this attack can evolve to
support TLS as a channel of communication. Using the INSPIRE5G-plus
reference framework it is possible to deploy network probes (as security
enablers), in different infrastructure resource domains, to capture network
traffic and generate customized metrics, collect and aggregate them through
the Security Data Collector. This data is progressed, through the integration
fabric, to the Security Analytic Engine to feed an improved ML algorithm.
Each security enabler generates data with standard protocols such as Net-
Flow v9 [28] or IPFIX, but also provide additional contextual data with
12 statistical information of TCP flows [29]: Round Trip Time (RTT), TCP
protocol flags (such as SYN or ACK) , windows scale or Maximum Segment
Size (MSS) per flow. The aggregation of this supplementary data source
has already demonstrated a clear increment in the performance of the ML
algorithms in this specific crypto-mining problem [30]. Accordingly, it is
expected that additional network attacks to the 5G Core using encrypted
traffic will be detected by the Security Analytic Engine with new ML models
based on the same aggregated data provided by the Security Data Collector.
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5 Conclusions and Future Work

This paper presents a model-based approach to a data aggregation framework,
relying on data modelling and network monitoring protocols, able to incorpo-
rate and pre-process data flows in multidomain environments, and suitable for
closed-loop network management. The framework is based on standardized
modelling mechanisms and architectures, and the initial version reported here
has been integrated with open-source modules for metadata management tool
and network orchestration. Using this initial version, the applicability of the
framework to a realistic security issue in 5G networks has been proposed.

From this point, we plan to consolidate the framework, enhancing and
better formalizing the metadata description mechanisms and making them
suitable to accommodate the widest possible variety of data sources and
consumers. Work is needed as well to evaluate the extensibility capacity of
the framework and its supporting components, and to explore how it adapts
to different network scenarios.
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