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ABSTRACT Standard captioning for the deaf and hard of hearing people cannot transmit the emotional
information that music provides in support of the narrative in audio-visual media. We explore an alternative
method using vibrotactile stimulation as a possible channel to transmit the emotional information contained
in an audio-visual soundtrack and, thus, elicit a greater emotional reaction in hearing-impaired people.
To achieve this objective, we applied two one-minute videos that were based on image sequences that
were unassociated with dramatic action, maximizing the effect of the music and vibrotactile stimuli. While
viewing the video, using EEG we recorded the brain activity of 9 female participants with normal hearing,
and 7 female participants with very severe and profound hearing loss. The results show that the same brain
areas are activated in participants with normal hearing watching the video with the soundtrack, and in
participants with hearing loss watching the same video with a soft and rhythmic vibrotactile stimulation
on the palm and fingertips, although in different hemispheres. These brain areas (auditory cortex, superior
temporal cortex, medial frontal cortex, inferior frontal gyrus, superior temporal pole and insula) have been
consistently reported as areas involved in the emotional perception of music. We conclude that vibrotactile
stimuli can generate cortex activation while watching audio-visual media in a similar way to sound. Thus,
a further in-depth study of the possibilities of these stimuli can contribute to an alternative subtitling channel
for enriching the audiovisual experience of hearing-impaired people.

INDEX TERMS Music emotion recognition, hearing impairment, vibrotactile, audio-visual, captions,
accessibility, electroencephalography.

I. INTRODUCTION
Although in audio-visual media images predominate over
sounds in case of ambiguity or emotional conflict [1],
the capacity of music to generate emotions is widely used in
audio-visual media [2] as a support to the narrative [3] and to
modulate the emotional tone of a scene [4]. The role of music
producing emotional responses is one of its defining features
[5], and it is consistent across cultures [6], [7].

However, hearing-impaired people cannot access the infor-
mation conveyed by music. The rights established in the UN
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Convention on the Rights of Persons with Disabilities [8]
concerning access to television programs, films, theatre, and
other cultural activities, focus on captioning. Captioning is
the reference assistive tool for hearing impairment. Special
regulations have been issued to guarantee its application
(in Spain, the General Law of Audio-visual Communication
[9]), and its quality, considering factors as visual aspects,
synchronism, presentation speed, speaker identification or
accuracy [10]. In the specific case of music, it must be
subtitled in the upper right of the screen, with a small text
in brackets summarizing the type of music, sensation trans-
mitted, or identification of the piece, e.g.: ‘‘(Lullaby Plays).’’
But this textual representation does not transmit the emotional
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information contained in the soundtrack; on the contrary,
captions produce higher activation of voluntary attentional
circuits [11].

Recent studies are increasingly finding analogies between
the perceptive mechanisms of touch and hearing. Both senses
respond tomechanical energy. There are four types of special-
ized tactile receptors in the glabrous skin: Ruffini, Merkel,
Meissner, and Pacini corpuscles. These last receptors are
found in the deepest part of the dermal layer, being very fast
adapting and extremely sensitive to tactile vibration, activated
with frequencies between 50 and 1000 Hz, with a maximum
sensitivity around 200-300 Hz. The Meissner corpuscles are
superficial, fast adapting, and their maximum sensitivity to
tactile vibrations is in the frequency range between 5 and
50 Hz [12]. These two types of receptors have a low acti-
vation threshold and can be activated by mechanical skin
deformation of the order of 100 Angstrom [13]. Together,
they cover a range of 5-1000 Hz while the total auditory
range is 20-20000 Hz. Different studies have focused on the
parameters of vibrotactile perception. For example, it has
been shown that the vibrotactile pitch range of musical notes
from C1 to G5 can be discriminated, but that intervals of
less than three semitones are not detected [14]. A success
rate above chance in discriminating musical timbres based
on vibrotactile stimulation alone has been found [15], and
that subjects can distinguish between different pure and com-
plex waveforms [16]. Although the neurological mechanisms
that encode information about the tactile vibration are not
yet clearly identified, Kayser et al. suggest that there is
an area of vibrotactile-auditory coactivation [17], and that
auditory-tactile integration occurs early and close to primary
sensory areas. Evidence of vibrotactile input to the human
auditory cortex has also been recorded with low frequency
vibrations detected by both tactile and auditory systems [18].
Huang et al. link the perception of vibrotactile rhythm to the
activation of the Pacini receptors, which encode the temporal
patterns of vibrations in a similar way to the encoding of
sound waves in the cochlea, and to the same perceptual
mechanism common to both senses [19]. Concerning timbre,
Russo et al. report that, analogous to auditory discrimina-
tion of timbre, the vibrotactile discrimination could be the
result of the integration at the cortical level of the outputs
of tuned tactile receptors that would work as bandpass filters
[15]. Interactions between audition and touch in frequency
and temporal perception have been found in different stud-
ies [19]–[21]. Rahman et al. showed, using fMRI, that the
temporal frequency information contained in audio-tactile
stimuli was processed by feature-specific somatosensory and
auditory systems [22].

In the last decade, the study of the relationship between
musical features and emotion has gained much interest in
the field of neuroscience [23], [24]. Mode and tempo are the
parameters that most influence the type of emotion generated
by music together with register, dynamics, articulation, and
timbre, although it may vary across emotions [23]. The
challenge is to find how these musical parameters can be

effectively mapped to a vibrotactile pattern to produce the
same emotional effects. Different types of devices, as vibrat-
ing armchairs, vests, bracelets, feet shakers, have already
been designed to map the acoustic musical signal to a vibro-
tactile one, to improve experiences of music, musical prac-
tice, or musical performance, especially for hearing-impaired
people [25]–[27]. Some approaches to the treatment of the
acoustic signal for its transformation into a tactile signal
have been tested, generally considering that it may not be
necessary to encode all the auditory information available in
the tactile channel. As the tactile frequency perception range
is 5-1000 Hz versus 20-20000Hz for the ear, it is easier to feel
the sound with a large bass component, by using low-pass
filters, or by removing harmonics from the fundamental
frequency [28]. User feedback has been very positive when
rhythmic music is translated into tactile vibration, while
more harmonic music, with less marked rhythms, have been
shown to produce sensations of buzz or diffused vibration
[26], [28], [29]. One promising approach to transmit tone
information is to encode it in a spatial tactile dimension,
by applying different frequency bands in different areas of
the skin [28], [29].

In their review article about affective sound processing,
Frühholz et al. compile the brain regions that are consistently
reported to be involved in musical affective processing [30].
Among these zones, the ones that can be registered by EEG
are auditory cortex, superior temporal cortex, medial frontal
cortex, inferior frontal gyrus, and insula. The auditory cortex
seems to integrate emotional information decoding complex
sounds features that evolve in time [30]. The superior tempo-
ral cortex is responsible for multimodal information integra-
tion [31], [32]. The insula would be involved in the translation
of the auditory perception of sounds into a self-experience
of emotion [33], [34]. The medial frontal cortex supports
several social and emotional functions related to interpersonal
communication and understanding [35] and possibly links
music to memory-associated emotional processes [36], [37].
The inferior frontal gyrus is involved in adaptive response
preparation in a perception-action cycle [30].

User feedback on feeling music through vibrotactile
devices has been measured, mostly based on self-reports
in the context of musical settings. We present here an
experimental work based on the next hypotheses:
• a rhythmic vibrotactile stimulation, applied to people
with profound and severe loss of hearing while expe-
riencing audio-visual media, can elicit an emotional
response in regions of the brain like those pro-
duced by the music soundtrack in normal-hearing
participants.

• the same brain areas can be activated both by this simple
vibrotactile stimuli in hearing-impaired participants and
bymusic in normal-hearing participants, while watching
the same videos.

We used EEG records to measure and compare the
brain areas activated by the vibrotactile stimulation in
hearing-impaired participants, with the brain areas activated
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by music in normal-hearing participants while watching the
same videos.

The vibrotactile stimulation was a series of 102 ms
square-wave vibrations of 1 kHz based on a rhythmic pattern,
as rhythm is the musical parameter that has been reported
to have better user feedback when translated into tactile
vibration [26].

II. MATERIALS AND METHODS
A. PARTICIPANTS
Two groups of participants were recruited. For the control
group, volunteers were solicited from the medical school
where the study was conducted. For the experimental group,
volunteers were requested through associations of deaf peo-
ple. All volunteers were informed of the objective and general
procedure of the study.

For the control group, 9 female participants, with
self-reported normal-hearing, were recruited, aged between
18 and 22 (mean: 19.22, SD: 1.31), all of them had a high
school degree and were medical students at the Complutense
University of Madrid.

For the experimental group, 7 female participants with
self-reported hearing loss were recruited, aged between
37 and 61 (mean: 49.28, SD: 10.76), one with a high school
degree, 4 with a college degree, and 2 with post-graduate
studies.

Only female participants were considered to eliminate the
genre variable. The genre has been associated with significant
brain differences in the way emotional stimuli are processed.
For example, unpleasant and highly arousing stimuli evoke
greater ERP amplitudes in women than inmen [38], or stimuli
considered beautiful by the participants produced bilateral
brain activity in women, while in men only in the right
hemisphere [39].

The self-reported hearing losses were classified according
to the Audiometric Classification of Hearing Impairments of
the International Bureau for Audiophonology [40].:
• mild hearing loss (between 20 and 40 dB)
• moderate hearing loss (between 41 and 70 dB), where
speech is perceived if the voice is loud, and the subject
understands better what is being said if he can see his/her
interlocutor)

• severe hearing loss (between 71 and 90 dB, where
speech is perceived if the voice is loud and close to the
ear, and loud noises are also perceived)

• very severe hearing loss (between 91 and 119 dB, where
speech is not perceived, and only very loud noises are
perceived)

• total hearing loss (over 120 dB).

Four participants had very severe hearing loss and used
hearing aids (one of them had a cochlear implant in one ear),
and three participants had total hearing loss (one of them had
a cochlear implant). All participants were right-handed.

Finally, an informed consent document was signed,
as approved by the Bioethical Committee of the Carlos III
University of Madrid, and a survey was filled out concerning

demographic information, level of studies, and degree of
hearing loss.

B. MATERIALS
1) STIMULI
Two videos of one-minute length were created, based on
sequences of images that were unassociated with a dramatic
action, given that imagesmust be kept as neutral as possible to
allow the measurement of the music and vibrotactile effects,
according to [41], [42]. One video displayed aerial images
of cereal fields at sunset. The other video showed images
of organisms and plants moving in the depths of the sea.
The sequences -only video tracks- were extracted from The
Straight Story (David Lynch, 1999) and The Tree of Life
(Terrence Malick, 2011).

Two orchestral musical fragments were selected based on
their assessed relation with the evocation of emotions: an
excerpt from Nicolo Paganini, Violin Concerto No. 1, Op. 6,
Rondo, with fast tempo (106 bpm), and major scale, and
an excerpt from Samuel Barber, Adagio for String, Op.11,
with slow tempo (60 bpm), and minor scale. These stimuli
have been successfully used to elicit emotions previously
[43], [44].

Two vibrotactile stimuli were programmed on a glove,
specifically designed for the experiment, which applied a
soft tactile vibration on the fingertips and the palm. The
glove has been designed choosing stimuli locations with
a psycho-physical AFC (alternative forced-choice) method
[45]. A glove was selected due to comfort and easy installa-
tion of the stimulation motors. Stimuli were produced at the
bpm of the musical excerpts, synchronized with them, each
beat lasting 102 ms.

The videos were organized in 3 different conditions.
In condition 1, the video soundtrack was randomly associ-
ated with one of the 2 musical fragments. In condition 2,
the videos had no soundtrack. In condition 3, the videos had
no soundtrack and were randomly associated with one of the
2 vibrotactile stimuli.

2) HARDWARE
In this experiment, two computers were involved. The first
triggered the video, sending temporal marks to the EEG
amplifier to locate the stimuli and sending the synchroniza-
tion signal to the glove, with screen and speakers pointing to
the participant. The second computer registered the EEGdata.
EEG data were recorded with a multichannel EEG equipment
(64 channels), using a custom-designed electrode Neuroscan
cap and an ATI EEG system (Advantek SRL). Additional
channels were included to monitor eye movement (right and
left lateral canthi and superior and inferior orbits of the left
eye). The reference electrodes were placed on the mastoids,
and the ground electrode was placed on the forehead. Data
were processed to an average reference following acquisi-
tion with a band-pass filter of 0.05–30 Hz at a sample rate
of 1000 Hz. Impedances were kept under 5 k�.

Segmentation of EEG trials related to each subject was
performed by using a window of duration 1 s over each
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FIGURE 1. Glove used for vibrotactile stimulation.

1-minute condition. Individual subject recordings were visu-
ally inspected to ensure that clean recordings were obtained.
Eye and muscle movement artifacts were identified off-line
on a trial-by-trial basis through visual inspection. The tri-
als which involved artifacts like eye movements or eye
blinks were rejected. From the remaining artifact-free tri-
als, averages were computed separately for each participant
and condition. Only the grand averages were considered to
estimate the differentially activated regions, regardless of the
frequency bands involved.

Low-resolution electromagnetic tomography (LORETA)
[46] was applied to the individual averaged recordings to
identify the underlying neural current sources of scalp poten-
tials. LORETA is a reverse solution method that calculates
the three-dimensional distribution of neural generators in
the brain as a current density value (A/m2) for a total of
2.394 voxels. The method used in this work considers differ-
ent anatomical restrictions taken from a 90-part segmentation
of the average brain atlas of the Montreal Neurological Insti-
tute (MNI) [47]. Finally, for all subjects in the same condition
the average source location map was obtained.

For vibrotactile stimulation, a glove was used (Fig. 1). This
subsystem was implemented on an Inesis Golf Glove 100,
with both the size and elastic fabric ensuring that the glove
fit the participants’ fingertips and palm. Coin motors Uxcell
1030 were placed to provide the proper skin stimulation on
each of three specific locations: index finger, ring finger, and
palm. These motors are powered with 3 volts DC and 70 mil-
liamps and were selected due to their small size. Motors were
glued to the outside of the glove, and properly transmitted
the vibrations to the skin due to the fit. Before each test,
a researcher checked the fit of the glove, and whether the
participants were comfortable with it and could clearly feel
the vibrations generated.

The motors driving signal was a 1 kHz square signal
burst of 102 ms length, generated by an Arduino UNO trig-
gered by the control PC, and synchronized with the music.
1 kHz frequency was used to produce a fast activation of
the motor vibration, as it is its resonant frequency. 102 ms
is time enough to guarantee that the participant feels a burst.
The rhythm at which the activations were triggered was the
main stimulus, i.e. the music tempo.

C. PROCEDURE
Participants were invited to attend individual sessions. They
were first asked to fill in a survey including questions about
their age, gender, education level, type and degree of hearing
loss and hearing aids, if applicable, and dominant hand.

The experiment took place in a soundproofed room.
Participants were asked to sit on a comfortable sofa and face
a screen of 25 inches, embedded in the wall, that was at 1.5 m
in direct line of sight.

The sound was provided, to hearing participants, through
stereo speakers attached with the screen. Hearing loss partic-
ipants were asked to remove their hearing aids, but to keep
their glasses on if needed. The EEG cap was fixed to their
head and the vibrotactile stimulation was provided through
the right hand (as there were no left-handed participants
recruited).

It was explained to the participants that they were going
to watch a video and they were instructed to sit comfortably
and relax during the video projection. Lights in the room
were turned off, and the corresponding video was played.
Audio tracks were not played to hearing-impaired partici-
pants to avoid interferences of eventual hearing rests detected
in previous experiments.

There were three conditions for the experiment:
• Condition 1: control group participants watched the
2 videos in random order, and each video with one
of the two musical fragments randomly selected as its
soundtrack.

• Condition 2: experimental group watched the 2 videos
in mute mode and random order.

• Condition 3: experimental group watched again one of
the 2 videos, randomly selected, in mute mode, while
simultaneously the vibrotactile glove produced one of
the 2 vibrotactile stimuli tracks (corresponding to one of
the two music fragments) randomly selected.

Both positive and negative emotional audio stimuli, and
their vibrotactile correlates, were used to calculate the grand
average of all reactions, eliminating the valence effect. In the
hearing-impaired participants, only one of the emotional
vibrotactile stimulation was used to reduce the habituation
effects to such stimuli.

The control group, hearing participants, were shown the
video with sound, as reference to a complete audiovi-
sual experience with which to compare the experimental
group.

III. RESULTS
To compare the three conditions, we considered the ten
maximum statistically significant activation peaks in each
group obtained with the Hotelling’s T2 test against zero. The
Hotelling’s T2 test is a multivariate statistical analysis for
hypothesis testing based on covariance matrix. Applied on
the EEG registered values over all the electrodes, in neurosci-
entific experiments, it has proven to detect brain areas with
statistically significant activation compared with the average
state.
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FIGURE 2. | Mean electrical maps for Condition 1 (hearing participants, video + music). Maximal intensity projection areas are
displayed in yellow/red color. SPMs were computed based on a voxel-by-voxel Hotelling’s T2 test against zero.

FIGURE 3. Mean electrical maps for Condition 2 (hearing impaired participants, muted video). Maximal intensity projection areas are
displayed in yellow/red color. SPMs were computed based on a voxel-by-voxel Hotelling’s T2 test against zero.

TABLE 1. Condition 1.

In the Condition 1 (hearing participants, video + music
randomly assigned), as shown in Fig. 2 and Table 1, max-
imum statistically significant activations are obtained in

the temporal lobe (superior, middle, and inferior areas,
Heschl’s area and temporal pole), followed by the insula,
the Rolandic operculum, and the inferior frontal gyrus. All
these activations are in the right hemisphere.

In the Condition 2 (hearing-impaired participants, muted
video), as shown in Fig. 3 and Table 2, the maximum activa-
tion peaks are in the frontal areas.We also find less significant
activation in the temporal pole. Most of the activations are
found in the left hemisphere although right superior and
medial frontal areas also show significant activations.

Finally, in the Condition 3 (hearing-impaired participants,
muted video + vibrotactile stimuli), as shown in Fig. 4 and
Table 3, extremely significant activations are obtained in the
temporal lobe (superior and medial areas and temporal pole),
the inferior frontal area, the insula, and the Rolandic oper-
culum. Less significant peaks are also found in the medial
frontal and Heschl’s areas. All these activations are in the left
hemisphere.

IV. DISCUSSION
The control group (condition 1, hearing participants, video
+ music randomly assigned) showed brain activations
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FIGURE 4. Mean electrical maps with Condition 3 (hearing-impaired participants, muted video + vibrotactile stimuli). Maximal
intensity projection areas are displayed in yellow/red color. SPMs were computed based on a voxel-by-voxel Hotelling’s T2test against
zero.

TABLE 2. Condition 2.

consistent with the existing literature, specifically the
above-mentioned areas involved in affective music process-
ing: superior temporal pole, Heschl’s area (auditory cortex),
insula and inferior frontal gyrus. In addition to these areas
we found activation in medial temporal gyrus and Rolandic
operculum.

The main peaks corresponded to the right superior tem-
poral gyrus which has been identified as a region for multi-
sensory integration [31], [32] and the medial temporal gyrus,
which is associated with visual and auditory processing [4].
We found as well a greater activation of the Heschl’s gyrus,
which is part of the superior temporal lobe and contains the
primary auditory cortex, and in the temporal pole, part of the
association cortex, also involved in multimodal sensory inte-
gration [48], [49]. The insula, which also shows significant
activation, is usually considered as a mediator between sen-
sory and affective brain systems in the perception of affective

TABLE 3. Condition 3.

sounds [50], translating the affective cue perception of sounds
into subjective emotions [33], [50]. Functional imaging stud-
ies have shown activation of the insula during audio-visual
integration tasks and passive listening to music [51], [52].
The activation of the Rolandic operculum has been related to
the processing of pleasant music syntactic information [44].
Neutral images are used to reduce their emotional impact and,
thus, make the measurement of the music and vibrotactile
effects clearer, according to [41], [42].

In Condition 2 (hearing-impaired participants, muted
videos), the activation was located mainly in the frontal lobe,
associated with higher voluntary attentional resources and
emotional and cognitive integration [53], [54]. The medial
frontal cortex was significantly activated, which is involved
in several social and emotional functions related to interper-
sonal communication and understanding [35]. This result was
coherent with previous experiments with hearing-impaired
participants who mobilize these areas with high intensity
when watching a muted video [11].
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In Condition 3 (hearing-impaired participants, muted video
+ vibrotactile stimuli), we again found peak activation in
the same areas of condition 1, reported to be involved in
affective music processing: superior temporal lobe, inferior
frontal gyrus, Rolandic operculum, and insula, with simi-
lar significance level. The activations of the Heschl’s area
(auditory cortex), although with less significance, is an inter-
esting result in hearing-impaired participants. Another signif-
icant area of activation was the medial frontal lobe, which is
associated with visual and auditory processing [4]. The most
remarkable difference with Condition 1 is the inversion of the
laterality, probably because the hearing-impaired participants
received the vibrotactile stimulation through their right hand
and, hence, the left hemisphere would be the one in charge
of processing it. The activation of the auditory cortex is in
concordance with other studies showing that tactile vibrations
activate the auditory cortex or improve musical and speech
auditory perception [55]–[57].

The interesting finding in this study is that all the emotional
neural networks involved in affective music processing are
also significantly activated in the vibrotactile condition when
combined with visual media. Although this study presents
some limitations, as the size of the sample, single-sex
participants, one-hand stimulation or narrow variability of
ages of the control group, the obtained results encourage a
deeper study of different vibrotactile stimulations that may
show emotional arousal capabilities to enhance the visual
experience of deaf and hard-of-hearing collectives.

Coin motors used in this study limit their operation signal
to a certain frequency range. We have used a signal of 1 kHz
triggered at the rhythm of the music. Other vibrational motors
may work at different frequency ranges, producing different
skin responses. Further research is needed to check the depen-
dency of the results on the motors driving signals, or even
using different ones for each finger.

V. CONCLUSION
We have found that vibrotactile stimuli can generate cortex
activation in similar ways to sounds, in correspondence with
the available literature. What has been shown specifically in
our experiment is that the integration of very simple vibro-
tactile stimuli with neutral images can enhance the activation
of auditory and emotional cortex areas, thus approaching
the brain reactions to the ones of hearing subjects exposed
to a complete audiovisual experience. This experiment has
been set up as a proof of concept but, despite its limita-
tions in terms of small participant number and the simplic-
ity of music to vibrotactile mapping, these results open a
wide path of research that seems to be able to provide new
solutions for deaf and hard of hearing people, in the near
future.

This work justifies further explorations of the touch
channel, as an alternative to captions, to transmit the emo-
tional information contained in the audio-visual soundtrack,
and thus elicit the intended emotion in hearing-impaired
subjects through vibrotactile stimulation.
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