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Abstract

X-ray computed tomography (CT) provides a 3D representation of the attenuation coef-
ficients of patient tissues, which are roughly decreasing functions of energy in the usual
range of energies used in clinical and preclinical scenarios (from 30 KeV to 150 KeV).
Commercial scanners use polychromatic sources, producing a beam having a range of
photon energies, because no X-ray lasers exist as a usable alternative. Due to the energy
dependence of the attenuation coefficients, low-energy photons are preferably absorbed,
causing a shift of the mean energy of the X-ray beam to higher values; this effect is known
as beam hardening. Classical reconstruction methods assume a monochromatic source
and do not take into account the polychromatic nature of the spectrum, producing two
artifacts in the reconstructed image: 1) cupping in large homogeneous areas and 2) dark
bands between dense objects such as bone. These artifacts hinder a correct visualization
of the image and the recovery of the true attenuation coefficient values.

A fast correction of the beam-hardening artifacts can be performed with the so-called
post-processing methods, which use the information of a segmentation obtained in a pre-
liminary reconstruction. Nevertheless, this segmentation may fail in low-dose scenarios,
leading to an increase of the artifacts. An alternative for these scenarios is the use of
iterative methods that incorporate a beam-hardening model, at a cost of higher of com-
putational time compared to post-processing methods. All previously proposed methods
require either knowledge of the X-ray spectrum, which is not always available, or the
heuristic selection of some parameters, which have been shown not to be optimal for the
correction of different slices in heterogeneous studies.

This thesis is framed in a research line focused on improving radiology systems of
the Biomedical Imaging and Instrumentation Group (BiiG) from the Bioengineering and
Aerospace Department of Universidad Carlos III de Madrid. This research line is car-
ried out in collaboration with the Unidad de Medicina y Cirugía experimental of Hospital
Gregorio Marañón through Instituto de Investigación Sanitaria Gregorio Marañón, the
Electrical Engineering and Computer Science (EECS) department of the University of
Michigan and SEDECAL, a Spanish company among the ten best world companies in
medical imaging that exports medical devices to 130 countries. As part of this research
line, a high-resolution micro-CT was developed for small-animal samples, which operates



at low voltages, leading to strong beam-hardening artifacts. This scanner allows preclin-
ical studies to be carried out, which can be divided into cross-sectional and longitudinal
studies. Since cross-sectional studies consist of one acquisition at a specific point in time,
radiation dose is not an issue, allowing for the use of standard-dose protocols with good
image quality. In contrast, longitudinal studies consist of several acquisitions over time,
so it is advisable to use low-dose protocols, despite the reduction of signal to noise ra-
tio and the risk of artifacts in the image. This thesis presents a bundle of reconstruction
strategies to cope with the beam-hardening effect in different dose scenarios, overcoming
the problems of methods previously proposed in the literature.

Since image quality is not an issue in the standard-dose scenarios, the speed of the
strategies becomes a priority, advising for post-processing strategies. The main advan-
tage of the proposed post-processing strategy is the inclusion of empirical models of the
beam-hardening effect, either through a simple calibration phantom or through the in-
formation provided by the sample, which eliminates the need of the knowledge of the
spectrum or tunning parameters. The evaluation against previously proposed correction
methods with real and simulated data showed a good artifact compensation for a standard-
dose scenario (cross-sectional studies), while not optimum in a low-dose scenario, as ex-
pected. For longitudinal studies, where the reduction of dose delivered to the sample is
advisable, this thesis presents an iterative method that incorporates the mentioned experi-
mental beam-hardening models. The evaluation with real and simulated data and different
dose scenarios showed excellent results but with the known drawback of high computa-
tional time. Finally, a deep-learning approach was explored with the idea of looking for a
joint solution that would require low-computational time and, at the same time, compen-
sate the beam-hardening artifacts regardless the dose scenario. The chosen architecture is
U-net++, based on an encoder-decoder, with the mean-squared error as the cost function.
Results in real data showed a good compensation of the beam-hardening and low-dose
artifacts with a considerable reduction of time, rising the interest of further exploring this
path in the future.

The incorporation of these reconstruction strategies in real scanners is straightforward,
only requiring a small modification of the calibration step already implemented in com-
mercial scanners. The methods are being transferred to the company SEDECAL for their
implementation in the new generation of micro-CT scanners for preclinical research and
a multipurpose C-arm for veterinary applications.

xiv
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Chapter 1

Motivation and context of the thesis

The medical imaging modality used nowadays for more than 55% is Radiography, despite
its two main limitations: (1) being a projection image, the tissues are shown overlapped
with no depth information of the different structures and masking of low-density struc-
tures behind the bones; and (2), it is a non-quantitative image, so we can see the shape
but no the exact density of the tissues. These problems are solved by Computed Tomog-
raphy (CT), introduced by Cormack [1] and Hounsfield [2], which enables to obtain a 3D
representation of the tissue attenuation properties. In addition to its clinical applications
in human studies, CT is widely used in animal imaging for preclinical research. One of
the disadvantages of CT is the increase of ionizing radiation dose delivered to the sample
due to the need of acquiring several radiographs around the patient or the animal.

Commercial scanners use polychromatic sources, producing a beam having a range of
photon energies, because no X-ray lasers exist as a usable alternative. Due to the energy
dependence of the attenuation coefficients, low-energy photons are preferably absorbed,
causing a shift of the mean energy of the X-ray beam to higher values; this effect is
known as beam hardening. Since attenuation coefficients are energy dependent, different
projection measurements will ‘see’ the same object as having different attenuation values,
leading to data inconsistencies in the Radon sense. Classical reconstruction methods as-
sume a monochromatic source and do not take into account the polychromatic nature of
the spectrum, producing two artifacts in the reconstructed image that hinder quantitative
values: ‘cupping’ in homogeneous areas (Figure 1.1, top) and ‘dark bands’ or ‘shadows’
between bones (Figure 1.1, bottom).

Several strategies can be found in the literature to compensate for the beam-hardening
effect. Physical filters are generally used to pre-harden the beam before reaching the
sample, but this is not enough to remove the artifacts. Another method, implemented
in most commercial scanners, is the water-linearization, which models the object as ho-
mogeneous and corrects only the cupping artifact [4]. To correct both cupping and dark
bands, post-processing methods generally model the object as composed of soft tissue and
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Figure 1.1: Top: Cylinder phantom with (left) and without (right) cupping artifact. Bot-
tom: Head acquisition with (left) and without (right) dark band artifacts. Source: [3].

bone, which are segmented in a preliminary reconstruction. Many methods use this in-
formation and the knowledge of the spectrum to analytically calculate the corresponding
monochromatic projections and produce an image free of artifacts [5, 6]. Nevertheless,
the characterization of the spectrum is not infrequently available. To avoid the need for
the knowledge of the spectrum, the beam-hardening effect can be approximated with a
polynomial model that linearly combines the attenuation produced by the soft tissue and
bone traversed [6, 7, 8]. However, this polynomial model does not completely character-
ize the beam-hardening effect of the sample and may produce a suboptimal correction in
volumes with different combinations of bone and soft tissue.

The current trend in X-ray imaging is to reduce the dose to the patient following the
ALARA (As Low As Reasonably Achievable) principle. The main strategies are based on
1) the reduction of the photons and 2) the reduction of projections. Nevertheless, the for-
mer decreases the signal to noise ratio and the latter generates the so-called streak artifacts
in the reconstructed images. These artifacts and noise hinder the separation of the tissues
in the segmentation step of post-processing methods, which may result in a suboptimal
model. Iterative reconstruction methods are a good alternative to deal with these low-dose
studies since they can incorporate a model of the noise and a regularization term to deal
with the streaks. We can find in the literature iterative methods that incorporate a model
of the polychromatic source to also account for the beam-hardening effect. However, the
polychromatic model proposed in these methods is generally based on the knowledge of
the spectrum [9, 10, 11] or a polynomial approximation, which may lead to nonphysical
negative values [12].

Computational time for iterative methods is high compared to analytical reconstruc-
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tion methods followed by post-processing corrections. One possible alternative is the
use of Deep-Learning (DL) approaches [13, 14, 15] to obtain a joint solution that would
require low-computational time and, at the same time, compensate the beam-hardening
artifacts regardless the dose scenario. As far as we know, there is only one work in the
literature attempting to use DL to correct the beam-hardening artifacts [16]. However,
the high complexity of the proposed architecture limits the volume size due to memory
constraints, hindering its use in clinical and preclinical applications.

The work of this thesis is framed in a research line of the Biomedical Imaging and In-
strumentation Group (BiiG) from the Bioengineering and Aerospace Department of Uni-
versidad Carlos III de Madrid in collaboration with the Hospital General Universitario
Gregorio Marañón through the Instituto de Investigación Sanitaria Gregorio Marañón.
This research line is focused on the improvement of radiology systems, covering from
the design of the system and the optimization of the acquisition to the final reconstructed
image. As part of this research line, a high resolution micro-CT was developed for small-
animal samples [17] (see Figure 1.2, left), currently commercialized by the Sociedad
Española de Electromedicina y Calidad S.A. (SEDECAL). Since this scanner is focused
on small animals, the range of energies is low compared to that in clinical studies, which
leads to strong beam-hardening artifacts (see Figure 1.2, center and right). This scanner
allows preclinical research to be carried out, which make use of cross-sectional and lon-
gitudinal studies. Cross-sectional studies consist of one acquisition at a specific point in
time, thus, radiation dose is not an issue and allows the use of standard-dose protocols.
These data have good image quality, which enable the use of post-processing correction
methods. In contrast, since longitudinal studies consist of several acquisitions over time,
it is advisable to use low-dose protocols prone to noise and artifacts. In this case, iterative
methods deal with the noise and artifacts at the expense of high computational time. Al-
ternatively, it would be interesting to find a single reconstruction strategy that combined
the speed of the post-processing methods with the robustness against noise of the iterative
methods, which could be addressed with Deep Learning.

Part of the work included in this thesis was carried out in collaboration with Professor
Jeffrey A. Fessler from EECS department at University of Michigan. This collaboration,
including a four-month visit, is currently continuing for the completion of three pending
joint publications.

1.1 Objectives

The general objective of this thesis is the research of a bundle of new reconstruction strate-
gies that incorporate beam-hardening compensation for the different acquisition protocols
used in a preclinical CT scanner (standard and low-dose scenarios), overcoming the limi-
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Figure 1.2: Left: ARGUS-CT developed by the SEDECAL company. Center and right:
Cupping and dark bands artifacts in images acquired with the ARGUS-CT scanner.

tations found in previous literature. The specific objectives are:

• Research and development of a fast reconstruction strategy with beam-hardening
compensation for standard-dose scenarios.

• Research and development of a reconstruction strategy with beam-hardening com-
pensation able to cope with noise and streaks present in low-dose scenarios.

• Exploration of the use of a Deep-Learning approach to obtain a single fast recon-
struction strategy with beam-hardening compensation optimum for both standard
and low-dose scenarios.

• Validation of the proposed reconstruction strategies on simulated data and rodent
data acquired with a preclinical scanner under standard and low-dose conditions.

1.2 Thesis outline

The document is comprised of eight chapters:

• Chapter 1 presents the motivation, the objectives and the outline of the manuscript.

• Chapter 2 presents an introduction to X-ray image reconstruction and Deep Learn-
ing.

• Chapter 3, after a review of the literature, describes the proposed reconstruction
strategies with beam-hardening compensation. It is divided into three sections: (1)
strategies for standard-dose scenarios, based on analytical reconstruction followed
by post-processing, (2) strategies for low-dose scenarios, based on iterative recon-
struction, and (3) a Deep-Learning approach valid for both standard and low-dose
scenarios.

• Chapter 4 describes the methodology followed to evaluate the proposed method and
the implementation of previously proposed methods used for comparison.
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• Chapter 5 presents the results in simulated and real data for the two different sce-
narios.

• Chapter 6 presents the discussion, conclusions, and future work.
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Chapter 2

Background1

This chapter explains the basic concepts of X-ray reconstruction and introduces the main
concepts of Deep Learning.

2.1 X-ray tomography reconstruction

Tomographic imaging produces a 3D image from radiographs acquired around the sample
where each voxel of the volume represents the attenuation coefficient of the tissues. The
problem consists of the estimation of the image from the projections. Many schemes have
been proposed to solve this problem in the literature and, depending on the approach, they
can be divided into analytical and iterative methods (Figure 2.1)

Figure 2.1: Types of reconstruction algorithm. Source: [19]

1Part of the content of this chapter has been published in [18].
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2.1.1 Analytical reconstruction method

Analytical methods are based on an idealized mathematical model that discretizes the
continuous space. The first mathematical algorithm for reconstructing the images from
the projections was developed by the German Physicist J. Radon in 1917. But, it was
not applied in the medical field until the invention of the Computed Tomography in 1972.
The projections can be rewritten using the Radon transform as:

Pθ =

∫︂ ∞

−∞

∫︂ ∞

−∞

f (x, y)δ(xcosθ + ysinθ − t)dxdy, (2.1)

where f (x, y) is a 2D slice of the attenuation map to reconstruct and (x, y) the position of
each pixel in the slice. A new rotational coordinates system is defined with t correspond-
ing to each ray and θ to the projection angle.

The solution of the problem is based on the inverse formula of the Radon transform
through the central slice theorem, represented in Figure 2.2 for a 2D case. This theorem
states that the Fourier transforms of a parallel projection of an image f (x, y) taken at angle
θ gives a slice of the 2D transform, F(u, v), subtending an angle θ with the u-axis [20].

Figure 2.2: Central slice theorem. Source: [21].

Direct Fourier Methods

Once enough number of projections are obtained (i.e. from 0 to 180º in case of parallel-
beam geometry), the 2D Fourier transform of the object can be approximated and it can
be reconstructed with the inverse 2D Fourier transform:

f (x, y) =
∫︂ ∞

−∞

∫︂ ∞

−∞

F(u, v)e j2π(ux+vy)dudv, (2.2)

where u = ωcosθ and v = ωsinθ.
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If the number of projections was infinite, the space corresponding to the 2D Fourier
transform of the image would be fully sampled, leading to a perfect reconstruction. Nev-
ertheless, the number of projections is limited, and the samples must be regridded to a
Cartesian coordinate system with an interpolation [22]. Unfortunately, this interpolation
is inaccurate in the frequencies far away from the center, shown in Figure 2.3, and it
results in artifacts in the reconstructed image.

Figure 2.3: Approximation of the 2D Fourier transform from the polar (left) to the square
(right) coordinates system. Source: [23].

Filtered Backprojection algorithm (FBP)

This method avoids the interpolation rewriting the inverse Fourier transform, equation
2.2, in polar coordinates:

f (x, y) =
∫︂ 2π

0

∫︂ ∞

0
F(ω, θ)e j2πω(xcosθ+ysinθ)dωdθ. (2.3)

From the property Pθ = Pθ+π and the relation given by t = xcosθ + ysinθ, the previous
equation can be rewritten as:

f (x, y) =
∫︂ π

0

∫︂ ∞

0
F(ω, θ)|ω|e j2πωtdωdθ, (2.4)

where, applying the central slice theorem and substituting the 2D Fourier transform of
f (x, y) for the 1D Fourier transform of the projection:

f (x, y) =
∫︂ π

0

∫︂ ∞

−∞

Pθ(ω)|ω|e j2πωtdωdθ. (2.5)

where, |ω| is the equivalent to a ramp filter. The previous equation can also be shown as:

f (x, y) =
∫︂ π

0
Qθ(x cos θ + y sin θ) (2.6)

where
Qθ =

∫︂ ∞

−∞

Pθ(ω)|ω|e j2πωtdω. (2.7)
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Since the previous equations consider a continuous space, the implementation of the
method in real data started with the discretization of the image into pixels. This discretiza-
tion also leads to a transformation of the integrals in equation 2.6 into summatories:

f (x, y) =
π

K

K∑︂
i=1

Qθi(x cos θi + y sin θi) (2.8)

where K indicates the number of acquisition angles of the measured data. This summatory
is also known as backprojection and it is based on the spreading of the measured data
along each ray, i, of the acquisition. In summary, the basic steps to reconstruct an image
using FBP are:

1. Collect the line integrals by obtaining the projections.

2. Perform the 1D Fourier transform of each line integral.

3. Multiply each 1D Fourier transform by a ramp function.

4. Perform the 1D inverse Fourier transform of each filtered line integral.

5. Backproject the data.

Nevertheless, there are some issues to take into account for a practical implementation
of this algorithm. Since it is impossible to create an ideal ramp filter, this operation may
produce a bias in the image that must be corrected [24]. Besides, the discretization of
the image hinders a perfect backprojection of the data; thus, many approaches have been
proposed in the literature. The most basic is pixel-driven, which assumes that the values of
the image matrix are located at the center of each pixel [25]. Although this approximation
is easy to implement, it can cause artifacts in the projection [26]. Finally, as mentioned
before, the analytical reconstruction methods consider an idealized acquisition process
characterized by an infinite number of projections, data without noise, monoenergetic
sources, etc. This assumption can lead to artefactual or noisy reconstructed images using
acquisitions out of this idealized context, such as low-dose or limited-data acquisitions.

2.1.2 Iterative methods

Iterative reconstruction methods face the reconstruction problem considering the image
as an array of unknowns. All of them recover the image values based on three major steps
(see Figure 2.4):

1. The projection of the estimated or initial image.

2. The estimation of the correction term, which is based on the comparison of the
original acquisition and the projection of the estimated image.
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3. The backprojection of the correction image and the addition to the previous esti-
mated image.

These three majors steps are repeated until the algorithm reaches a fixed number of itera-
tions or the correction term is small enough. The initial image to start the iteration process
can be an empty image or an analytical reconstruction. Nevertheless, the closer the initial
image is to the solution, the faster the method will converge.

Although the iterative methods are conceptually simpler than the analytical meth-
ods, the need for several projections and backprojections increases the computational
cost and time. Nevertheless, despite these disadvantages, they can be easily adapted to
non-standard geometries, introduce the physics of the acquisition, or enable the use of
object constraints (e.g., non-negativity, prior information, ...).

Figure 2.4: General scheme of an iterative method. Source: [21].

Algebraic methods

These methods solve the following linear equation from an algebraic point of view:

y = A f , (2.9)

where y are the projections, A the contribution of each voxel of the image, the so-called
system matrix, and f the image to reconstruct. The previous equation can be rewritten as:
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a11 f1 + a12 f2 + ... + a1n fn = y1

a21 f1 + a22 f2 + ... + a2n fn = y2

...

am1 f1 + am2 f2 + ... + amn fn = ym,

(2.10)

where fn is the value of the n-th voxel in the volume, ym is the value measured in the
detector for the ray m-th and amn the contribution of the n-th voxel to the pixel ym due to
the ray m-th.

The algebraic methods are based on the work described by Kaczmarz in 1937 that
Tanabe further developed [27]. Equation 2.9 derives a grid representation of an image
with n degrees of freedom and the desired image can be considered as a single point in an
n-dimensional space; considering this space, the single equations of 2.10 represent a hy-
perplane and, when only exists a unique solution, the intersection of all these hyperplanes
is the single point of the desired image (Figure 2.5). Although these methods model the
geometry better than analytical methods, they neglect the physics of the acquisition results
in noisy images for low-dose acquisitions.

Figure 2.5: The ART method for a two unknowns case [20].

Statistical methods

Statistical methods incorporate the statistics of the acquired photons inside the recon-
struction process. They assume the noise model and attempt to find the image values that
make the acquisition the most probable. The simplest approach is modeling the logarith-
mic projections as a Gaussian distribution. However, this assumption is only partially
valid in high-dose acquisitions [28]. In low-dose acquisitions, the quantity of photons
that reach the detector, the pre-logarithmic image, is usually modeled as an independent
Poisson distribution [29], setting the mean of the distribution as the number of photons
received by the detector. Nevertheless, previous approximations have to account for the
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background events such as scatter or crosstalk [30], being necessary to adapt the Poisson
distribution to a shifted Poisson distribution:

Yi ∼ Poisson{I0e−[Aµ]i] + ri}, (2.11)

where ri denotes the background events previously mentioned, µ the attenuation coeffi-
cient and I0 the number of photons emitted by the X-ray source. Although the above
equation is a good approximation for the acquisition noise, it does not count on some
extra events as electronic noise. For this reason, more sophisticated methods with a com-
bination of two distributions, such as Poisson and Gaussian, have been proposed [28, 31,
32].

All the previously cited methods take into account the statistics of the noise in the
detection process but ignore other processes such as the geometric model or the physical
model in the measured object. The methods that include some of these assumptions are
usually known as MBIR (model-based iterative reconstruction) [33].

The geometric modeling can improve the spatial resolution by eliminating some as-
sumptions, such as the infinitely small focal spot or detector pixels [33]. Furthermore,
since statistical methods need several projections and backprojections, a more accurate
geometric modeling than voxel-driven is necessary. In this regard, the use of distance-
driven algorithms reduces the artifacts caused by the latter by mapping the boundaries of
each pixel of the image and the detector onto a common axis [34].

Regarding the physical model, most reconstruction algorithms assume a monochro-
matic source where all the source photons have the same energy. Since they ignore the
beam-hardening effect, resulting reconstructed images will reduce the noise, but they will
present beam-hardening artifacts such as cupping and dark bands. Therefore, various
methods have included the relationship between the polychromatic spectrum and the tis-
sues in the algorithm [9, 10, 35].

The previous reconstruction algorithms solve the equations using the maximum likeli-
hood (ML) [10, 35] or least squares (LS) principles [36, 37]. The likelihood measures the
chance of producing a specific result by an event that has already happened and the max-
imization of this function will lead to the image values that makes the acquisition most
probable [33]. The algorithms usually use the natural logarithm of the likelihood (log-
likelihood) because it maintains the same maximum values and makes the formulations
more accessible [38].

The simplest method to solve the maximum-likelihood, is to perform the derivative
and set it to zero:

∇L(µ) = 0, (2.12)

where L is the likelihood of the function. However, this solution is restricted to problems
where there are closed-form solutions to the system of equations. Classic optimization
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algorithms initialize the image and perform several updates to converge in a certain direc-
tion to find the optimum solution:

µk+1 = µk + αkdk, (2.13)

where αk is the step size and dk is the direction to find the optimum solution. This kind of
algorithm comprises two steps, (1) the calculus of the step size, αk, and (2) the direction of
the search, dk. The classification of these algorithms is based on how they determine the
step size and the direction of the search. Most known are gradient ascent, steepest ascent
and conjugate gradients, which are the point of departure of more complex algorithms
[39, 40].

Another approach to gradient-based methods is the use of the optimization transfer
principle [10, 35]. This principle states that we can replace a problematic function, Φ(µ),
with a surrogate function, ϕ(µ) that it is easier to maximize or minimize [38] (Figure 2.6).
The surrogate function has to satisfy the following conditions:

ϕ(µn; µn) = Φ(µn), (2.14)

−∇µϕ(µ; µn)|µ=µn = −∇µΦ(µ; µn)|µ=µn , (2.15)

ϕ(µ; µn) ≤ Φ(µ),∀µ ≥ 0. (2.16)

One of the most used surrogates is the parabola:

ϕ(µ; µn) ≜ Φ(µ) + Φ′(µ)(µ − µn) −
c
2

(µ − µn)2, (2.17)

where c is named as curvature. The choice of this curvature has to ensure that the above
conditions are satisfied and also affects the speed of convergence. Many examples of
curvatures in computed tomography can be found in [41].

Although using these methods produces better images, the need for several projections
and backprojections highly increases the reconstruction time. Therefore, it hinders their
implementation in clinical and pre-clinical applications. The acceleration of the methods
can be performed by the use of ordered subsets, initially introduced in emission tomogra-
phy [42]. The ordered-subset technique divides the projections into sets and the correction
term is obtained for each of these sets instead of the complete range of projections [43].

2.2 Visualization of the CT images

As previously mentioned, the reconstructed 3D volumes represent the attenuation coeffi-
cient of the tissues. Nevertheless, the recovered attenuation values depend on the energy



2.3. Artifacts in CT image 15

Figure 2.6: Illustration of optimization transfer in 1D. Source: [38].

acquisition, hindering the comparison among CT studies. The standardization of the at-
tenuation eases this comparison and can be performed using the Hounsfield Units (HU)
scale. The transformation of the attenuation values to these units follows the equation:

HU = 1000 ×
µt − µw

µw − µair
(2.18)

where µair, µw and µt are the attenuation values of the air, water and tissue to transform,
respectively. Nevertheless, the previous equation only standardizes the attenuation values
of the air and soft tissue since it does not take into account the attenuation of the bone in
the equation 2.18.

2.3 Artifacts in CT image

Artifacts are related to the systematic inconsistencies between the obtained attenuation
of the reconstructed image and the true attenuation coefficients of the object [3]. These
artifacts usually reduce the visual quality of the image and hinder the recovery of the true
attenuation values. According to Barret and Keat [3] the artifacts can be divided into three
groups:

• Physics-based artifacts, related to the physical interaction of the photons in the ac-
quisition.

• Patient-based artifacts, which derive from the motion caused by the patient or the
presence of metallic implants.

• Scanner-based artifacts, which result from defects in the scanner, such as misalign-
ments between the theoretical and the real geometrical parameters.
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2.3.1 Physics-based artifacts

Partial volume. Each voxel of a CT image reproduces the attenuation of the tissues
present in the sample. However, due to the limited resolution of the scanners, the resulting
value in each pixel is the mean value of all the tissues in that voxel. Therefore, all material
edges are blurred at some point depending on the difference in the attenuation (Figure 2.7,
left).

Photon starvation. This artifact appeared when the X-ray beam traverses a highly at-
tenuating area and the number of photons that reached the detector is insufficient. It
results in projections with high noise levels, which the reconstruction process transform
into streaks (Figure 2.7, right). The current of the tube can be increased to avoid these
artifacts but the patient will suffer an unnecessary dose when the beam is not traversing
the high attenuating areas.

Figure 2.7: Phantom with partial volume artifact surrounding the bone inserts (left) and
shoulder acquisition with photon starvation artifacts (right). Source: [3].

Undersampling. The number of projections along a certain span angle is one of the
most important factors in image quality. A significantly wide step angle between the
projections results in streaks in heterogeneous samples due to the missing information
between those spaces (Figure 2.8, left).

2.3.2 Patient-based artifacts

Metallic materials. The presence of metal objects mainly causes two different effects
in the acquired projections: strong beam-hardening effect and photon starvation. These
two effects lead to severe streaks and incomplete information of the attenuation around
the metallic implant (see Figure 2.8, center). They appear due to the high density of the
metal, which needs a higher voltage than the ones provided by a medical scanner.
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Patient motion. Patient motion produces incoherence of the acquired projections, lead-
ing to streaks and blurring artifacts in the reconstructed images as shown in the right panel
of Figure 2.8.

Figure 2.8: Undersampling artifacts in a chest study (left), metallic implant inside the
belly (center) and head with motion artifact (right). Source:[3, 44]

.

2.3.3 Scanner-based artifacts

Ring artifacts. The wrong behavior of one pixel of the detector will cause a consis-
tent error at each projection of the acquisition, leading to the appearance of rings in the
reconstructed image (Figure 2.9, left).

Cone-beam artifacts. Due to the geometry of the cone-beam scanner, at the end and the
bottom of the detector, only part of the object is sampled. This undersampling causes an
artifact similar to partial volume with a blurring of the different slices (Figure 2.9, right).

Figure 2.9: Pelvis acquisition with ring artifacts (left) and rat acquisition with cone-beam
effect (right). Source: [3, 44].

Geometrical-missalignments artifacts Geometrical parameters can be described as
detector misalignments, displacements of the detector in the vertical and horizontal di-
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rections (shift), rotation of the flat panel with respect to its central point (skew), and in-
clinations with respect to its vertical and horizontal axes (roll and tilt, respectively). Any
misalignment of the X-ray source can also be translated to a detector misalignment. Vari-
ations in the source-detector distance (SDD) can be described as changes in the source-
object distance (SOD) or variations in the detector-object distance (DOD), both of which
would result in similar effects on the reconstructed image. Effects of these missalignments
on the reconstructed images are shown in Figure 2.10. A deep study of the effect of these
missalignments and the tolerances to each one can be found in [18].

Figure 2.10: Coronal and axial views of an anthropomorphic phantom reconstructed with
no errors and with systematic errors of 15 mm in horizontal shift, 5°in roll, 1.5°in skew, 15
mm in SDD, 10 mm in SDD proportional, 15°in tilt, and 15 mm in vertical shift. Source:
[18].
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2.4 Machine learning and Deep Learning

The advances in computational capacity with the new generations of GPU, together with
an improvement of the algorithms, have risen the interest in Artificial Intelligence. AI
provides a new way to solve complex problems, based on giving large amounts of data to
a computer, so it can learn from them. This learning can be used to solve complex and
specific problems such as segmentation, classification or regression [45].

This learning can be divided into three different approaches:

• Supervised learning: The training data comprise pairs of objects, the input data
and the labeled data. The objective is the creation of a function able to predict the
corresponding output after seeing the training data [46].

• Unsupervised learning: The training data do not include labeled data in contrast to
the supervised learning. Instead, it provides the model with raw data. The algorithm
processes the data and produces the labels and patterns [47].

• Reinforcement learning: The algorithm learns through the interaction of a dynamic
environment [48].

2.4.1 Machine Learning and Neural Networks

Machine learning (ML) is the scientific study of algorithms and statistical models that
computer systems use to perform a specific task without being explicitly programmed
[49]. This kind of algorithms can be used for solving complex problems thanks to the
detection of patterns and features in the data.

Artificial Neural Networks are computational models that consist of a set of units,
called artificial neurons (see Figure 2.11), connected among them to transmit information.
Basically, the input information traverses the neural network and suffers different opera-
tions to produce an output signal. Each neuron is linked to others through connections.
The output values of the neuron are obtained by multiplying the input values and adding
a bias. This result is introduced in a function, which modifies the output value or imposes
a limit. These functions are known as activation functions and the most commonly used
are:

• Rectified linear units (ReLU): It is a non-linear function that restricts the output
values to 0 when the input is less than 0 and yields to an increasing fixed value
when the input is greater than 0.

y = f (x) = max(0, x). (2.19)
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• Sigmoid function: It has an "S" shape and produces an output number between 0
and 1.

y = f (x) =
1

1 + e−x . (2.20)

• Hyperbolic tangent: Similar to the sigmoid function but restricted the output to a
number between -1 and 1.

y = f (x) = tanh(x) =
2

1 + e−2x − 1. (2.21)

Figure 2.11: Basic scheme of a neuron where xi are the inputs, bi the bias, f the activation
function and y the output.

A neural network is comprised of several stacks of these neurons, where each stack
is known as layer. These stacks can be expressed in terms of composition functions that
depend on each layer, i.e. for a two-layer network:

y = f (x) = f 2( f 1(x)) (2.22)

Independently of the task or the learning approach, the performance of the neural
network can be measured by using a cost function. The use of this cost function is similar
to the one used in iterative methods, which creates a measurement between the label and
the output of the network.

Cost functions

Several cost functions can be selected depending on the approach, the most basics are
described here:

• Mean Absolute Error (MAE): The cost function results in the absolute difference
between the predicted and the expected value. It is mainly used for regression.

MAE =
1
n

N∑︂
i

|ypredicted − yexpected| (2.23)
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• Mean Squared error (MSE): This cost function is one of the most used and common
in the literature. It averages the squared difference between the predicted and the
expected value. It is also used for regression.

MAE =
1
n

N∑︂
i

(ypredicted − yexpected)2 (2.24)

Optimization algorithm

The objective of the neural network is to find the optimum parameters of each neuron
that minimizes this cost function. As mentioned before, the algorithms used to find the
minimum are called optimization algorithms. The most used optimization algorithm in
Machine Learning is the stochastic gradient descent (SGC) method, which calculates the
partial derivatives of each of the parameters of the network. However, this calculus has a
high computational cost. A more efficient calculus of the partial derivatives can be done
with the backpropagation algorithm. It is based on two stages, the first one propagates an
initial information through the neural network and the second one compares this output
with the expected one to generate an error. This error is backpropagated to modify the
contribution of each neuron to the output information.

2.4.2 Deep Learning and convolutional neural networks

Deep Learning (DL) is a subset which derives from the Machine Learning. The main
characteristic of DL is that it does not need any intervention to extract information from
the data. From this technique, Convolutional Neural Networks (CNN) arises as a tool for
this type of learning and they can be, basically, divided into [50]:

1. Convolutional layers: It convolves the pixels of the image to generate an activation
map. These activation maps store all the characteristics features of a given image
reducing the computational cost.

2. Pooling layers: These layers reduce the computational complexity by reducing the
size of the activation maps.

3. Fully connected layers: All the neurons of these layers are fully connected to the
previous and following layers. The main reasoning of the network is performed
here.

One of the most simple CNN architecture for a classification task can be generated with
an input layer, a convolutional layer and the corresponding activation layer, a pooling
layer and a fully-connected layer (see Figure 2.12)
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Figure 2.12: Basic CNN architecture for a classification task. Source: [51].

Since the main task of CNNs is the identification of patterns and relations between
the input and the expected data of the training data, CNNs are composed of several layers
that can reach millions of different parameters corresponding to each neuron [45]. Thus,
the training of these networks needs a lot of information.

2.4.3 U-net

U-net, originally proposed by Ronnenberg et al. [52], arises from the need to solve certain
problems such as image segmentation, since previously proposed CNNs work properly to
classify the whole image but fail to classify each pixel individually. The main structure is
composed of an encoder and a decoder, as shown in Figure 2.13. The former is usually
composed of convolutional (blue lines) and pooling (red lines) layers that progressively
reduce the size of the input image and the latter is composed of deconvolutions (green
lines) that gradually recovers the original size of the image. Furthermore, the different
levels of the encoder and decoder are related with a concatenation (gray lines), so it pre-
serves some of the original features obtained by the encoder. Although it was originally
designed for segmenting microscopic cells, it has demonstrated its potential with other
tasks such as the correction of low-sampling artifacts [53] or metallic artifacts [54].
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Figure 2.13: Original U-net architecture. Source [52].
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Chapter 3

Proposed reconstruction strategies with
beam-hardening compensation2

This chapter presents the reconstruction strategies proposed in this thesis to obtain CT
images without beam-hardening artifacts for the common scenarios found in preclinical
research. The chapter is divided in four sections:

1. A brief description of the beam-hardening effect and a review of the methods pre-
viously proposed in the literature.

2. Reconstruction strategy for standard-dose scenarios, based on analytical reconstruc-
tion followed by a post-processing step.

3. Reconstruction strategy for low-dose scenario, based on iterative reconstruction
that incorporates the characterization of the beam-hardening effect in the forward
model.

4. Deep-Learning approach valid for standard- and low-dose scenarios.

3.1 Introduction and literature review

As previously mentioned, CT characterizes the attenuation coefficients of the patient tis-
sues through the relation between the number of photons that are emitted by the source
and the number of photons that reach the detector. In the case of a monochromatic source
and a single tissue, this relation can be modeled with the Beer-Lambert law:

I(ε0) = I0(ε0)e−ρmac(ε0)L, (3.1)
2Part of the content of this chapter has been published in [55, 56, 57, 58, 59, 60].
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where I and I0 are the number of photons that are emitted the source and reach the detec-
tor, ε0 the specific energy value of the monochromatic source, ρ the density, mac the mass
attenuation coefficient and L the thickness traversed of the tissue. The total attenuation
suffered by a beam can be cleared from the previous equation, defining the function:

FMONO(L) = ln
I0

I
= µ(ε0)L. (3.2)

Nevertheless, commercial scanners use polychromatic sources due to the lack of X-
ray lasers as a usable alternative and X-ray detectors work in an integrating mode that
impedes the discrimination of these photon energies. These circumstances and the fact
that attenuation coefficients are roughly decreasing functions in the usual range of ener-
gies used in clinical and pre-clinical scenarios (Figure 3.1, left) impose a change in the
previous Beer-Lambert law (equation 3.1):

I =
∫︂

I0(ε)e
∑︁I

i=1 ρimaci(ε)Lidε, (3.3)

where ε spans the energy. Considering the energy dependence, we rewrite the equation
3.2 as:

FBH(L) = ln
I0

I
= ln

∫︁
I0(ε)dε∫︁

I0(ε0)e−µ(ε)Ldε
. (3.4)

Since the attenuation coefficients are higher for low energies, low-energy photons are
preferentially absorbed, thus increasing the effective energy of the spectrum (see Figure
3.1, right). This effect is known as beam hardening.

Figure 3.1: Left: Mass attenuation coefficient of the soft tissue and bone. Right: 120 kVp
spectrum after traversing air, 1 cm of bone and 2 cm of bone.

The relation between the incident and the detected photons will depends on the length
and the type of tissue traversed, leading to lower attenuation values as the beam traverses
the object. Figure 3.2 shows the loss of linearity of the FBH compared to the FMONO,
which creates inconsistencies in the projection domain and artifacts in the reconstructed
images.
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Figure 3.2: FMONO and FBH of soft tissue with a 60 kVp spectrum.

The simplest correction method, implemented in most commercial scanners, is water
linearization [4, 61], which assumes that the object in the scan field is composed of only
water. This assumption leads to a compensation of the cupping, but produces a suboptimal
correction of the dark bands in heterogeneous objects. The water-linearization method is
based on a function that replaces the energy-dependent attenuation values, the so-called
beam-hardening function (equation 3.4), FBH, with the corresponding monochromatic
attenuation values, FMONO. One can obtain FBH both experimentally by a calibration
step with a phantom made of soft-tissue equivalent material and analytically with the
knowledge of the spectrum and the mass attenuation coefficient of the water. Then, as
there is no beam-hardening effect when the amount of tissue traversed is zero [4], FMONO

can be calculated as the derivative of FBH at 0.

Figure 3.3: Workflow to obtain the 1D linearization function from FBH and FMONO.

Post-processing correction methods have been proposed to correct both cupping and
dark bands. These methods estimate the bone and soft-tissue thicknesses traversed through
a segmentation in a preliminary reconstruction and calculate a correction factor that de-
pends on these thicknesses. Nalcioglu et al. [5] analytically obtained the equivalent
monochromatic attenuation at the effective energy for each thickness of soft tissue and
bone from the knowledge of the spectrum and the mass attenuation coefficients of these
tissues. In Joseph et al. [6], cupping was corrected with the water-linearization method
and afterwards dark bands were compensated including the bone thickness in a second-
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order polynomial (Figure 3.4). These coefficients, which can be empirically found by
visual inspection, control the compensation of the dark bands and the bone value on the
image. However, this approximation is only valid for small areas of bone [6].

+ A + B =

Figure 3.4: Correction scheme of the JS method.

As in the previous method, Kyriakou et al. [7] calculated the bone thickness through
a segmentation in a preliminary reconstruction. This bone thickness is linearly combined
with the original projections and reconstructed to obtain images with overcorrected dark
bands (see Figure 3.5). These images are then combined with the water-corrected image.
The coefficients of this combination are automatically calculated minimizing the image
flatness. However, it has been shown to not completely correct the dark bands [62].

Figure 3.5: Initial image and the corresponding overcorrected images for the example of
a rat head. X−1 is the reconstruction operator, p0 the original projections and p2 the bone
thickness. Source: [7].

Following the same idea, Schuller et al. [8] increases the number of overcorrected
images in the linear combination (see Figure 3.6) and substitute the segmentation step
with a histogram spreading that increases the values above a threshold. Nevertheless,
this method was shown to produce an overcorrection of the beam-hardening artifacts in
real studies [8] and need for several projections and backprojections, which increases the
execution time.

Recently, in the industrial field, two different methods appeared that make use of the
redundancy in the projection domain and the epipolar consistency conditions to reduce
beam hardening artifacts [63]. However, the resulting images showed a non-realistic tex-
ture of the tissues and authors comment that is unclear if the method performs as well as
previous methods in medical imaging and also produce artifacts in the corrected images.

Post-processing methods may fail with low-dose studies because of the need of a tis-
sue segmentation. To deal with these low-dose studies, iterative reconstruction methods
are presented as a good alternative. Yan et al. [64] proposed a non-statistical method that
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Figure 3.6: All of the overcorrected images obtained from the combinations of the bone
thickness and the original projections [8].

iteratively computes the volume fraction of soft tissue and bone with the information of
the spectrum and the attenuation coefficients of the tissues. However, it did not take into
account the noise associated with the acquisitions. To improve the robustness against the
noise, Man et al. [9] proposed a maximum-likelihood iterative algorithm that decomposed
the linear attenuation coefficient into photoelectric and Compton scatter components. The
weight of each component was constrained based on prior tissue assumptions. Following
this line, Elbakri and Fessler [35] developed a statistical method based on Poisson distri-
butions, which assumed the object is composed of known tissues that had to be segmented.
The previous method was improved in [10] by allowing pixels to contain mixtures and in-
cluding the segmentation in the cost function where it is iteratively updated. However, all
these iterative reconstruction methods need the knowledge of the spectrum to characterize
the beam-hardening effect produced by the soft tissue and bone. The need of the spectrum
was substituted by Srivastava and Fessler in [12] with the same calibration data and tuning
parameters as Joseph and Spital. However, the proposed model made an approximation
that can lead to nonphysical negative values prone to cause convergence problems.

The high execution time of the iterative methods can be drastically reduced with the
use of Deep Learning approaches. Zhou et al. [65] used a three-layer convolutional net-
work, trained with reconstructed simulated data, to correct industrial-CT images. How-
ever, training and test data were very simple with images composed of only one material.
Kalare et al. [16] proposed an end-to-end workflow that reconstructs images free of arti-
facts from the original projections. Nevertheless, the concatenation of three consecutive
U-net networks hinders the reconstruction of high-resolution images and a huge amount
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of training data is needed to avoid overfitting.

3.2 Reconstruction strategy for standard-dose scenarios

Since for standard-dose acquisitions image quality is not an issue, post-processing was
the strategy selected in this scenario, due to the low computational cost in comparison
to iterative methods. Following previous post-processing strategies proposed in the lit-
erature, we consider the sample to be composed of only two tissue types: bone (B) and
soft tissue (ST). The rationale behind this assumption comes from the dependence of the
attenuation properties on energy for different tissues in the body, as most tissues behave
like water and only bone differs significantly (see Figure 3.7) [11].

Figure 3.7: Mass attenuation coefficient of tissues normalized at 40 keV [11].

Under this assumption, equations 3.2 and 3.4 can be rewritten as:

FMONO(LB, LS T ) = µB(ε0)LB + µS T (ε0)LS T , (3.5)

FBH(LB, LS T ) = ln

∫︁
I0(ε)dε∫︁

I0(ε)e−µB(ε0)LB−µS T (ε)LS T dε
. (3.6)

The characterization of these two functions could be done analytically with the knowl-
edge of the spectrum and the mass attenuation coefficients of the soft tissue and bone.
However, as mentioned above, spectrum knowledge is not always available. To avoid the
need of this knowledge, two different methods were explored. The first one uses a cali-
bration phantom composed of equivalent materials to soft tissue and bone, and the second
one is based on the information provided by the sample, extracted from a segmentation of
the soft tissue and bone in a preliminary reconstruction. The following sections describe
both methods in detail.
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3.2.1 Calibration-based approach (2DCalBH)

The characterization of FBH(LB, LS T ) and FMONO(LB, LS T ) is experimentally done with a
calibration phantom composed of equivalent materials to soft tissue and bone.

Figure 3.8 shows the calibration workflow. Each material is segmented in a prelim-
inary reconstruction and then projected to obtain the bone and soft-tissue thicknesses,
(LB, LS T ), for each projection value, FBH(LB, LS T ). Typically, FBH(LB, LS T ) can be fitted
with a polynomial function [66], however, these functions could lead to non-monotonically
increasing values. To avoid it, FBH(LB, LS T ) is fitted to a logarithmic function:

FBH(LB, LS T ) = − ln a ∗ e−(b∗LS T+c∗LB) + (1 − a) ∗ e−(d∗LS T+e∗LB), (3.7)

where , a, b, c, d and e are the fitting coefficients, obtained with a non-linear least squares
method, with random numbers between 0 and 1 as initial values of the coefficients.

Phantom sinogram

Reconstruction

Soft tissue 

thresholding

Bone 

thresholding

Projection

Linearization

Look-up table

Figure 3.8: Workflow of the calibration to generate the correction parameters (example
for one slice).

As there is no beam-hardening effect when the tissue traversed is zero [4], slope values
µS T (ε0) and µB(ε0) in equation 3.5 are estimated as the partial derivatives of the beam-
hardening function at the (0,0) point (i.e., ∂FBH(0,0)

∂LS T
and ∂FBH(0,0)

∂LS T
). Algorithm 1 shows the

pseudocode of the calibration process.

Ideally, the correction would be obtained with a linearization function that replaces the
energy-dependent attenuation values, FBH(LB, LS T ), with the corresponding monochro-
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Algorithm 1 Calibration step of 2DCalBH
1: phantom=fbp(projPhantom)
2: boneMask=segmentBone(phantom)
3: STMask=segmentST(phantom)
4: [ST_Trav,B_Trav]= project(STMask,boneMask)
5: bh_Function=fit(ST_Trav,B_Trav,projPhantom)
6: mono_Function=createPlane(deriv(bh_Function(0,0)))
7: for b = 1 to max(B_Trav)
8: LUT(b)=fit(bh_Function(:,b), mono_Function (:,b))
9: end

matic attenuation values, FMONO(LB, LS T ). However, this relation is not injective, i.e.,
there are multiple combinations of (LB, LS T ) that result in the same FBH(LB, LS T ) value.
To solve this non-uniqueness, we use the bone thickness, LB̂, as a constraint and generate
multiple linearization functions obtained from the pairs FBH(LB̂, LS T )) - FMONO(LB̂, LS T ))
(see dashed lines in Figure 3.8). These functions are fitted by second-order polynomial
regressions, using linear least squares, and stored in a 1D look-up table (LUT) for each
LB̂ value. A bone-thickness spacing in the LUT (sampling of LB̂) below the voxel size
would prevent streak artifacts from a wrong selection of the correction function.

Figure 3.9 shows the workflow of the proposed calibration-based approach. The bone
is segmented from a preliminary reconstruction and projected to obtain the bone thickness
corresponding to each pixel in the projection. This bone thickness, interpolated by the
nearest neighbor, is used to select the appropriate linearization function from the LUT,
which will be applied to that pixel. Algorithm 2 shows the pseudocode of the correction
step.

Algorithm 2 Correction step of 2DCalBH
1: fbpu=fbp(proj)
2: boneSeg=segmentBone(fbpu)
3: b_Trav=project(boneSeg)
4: for pix= 1 to NPixels
5: bonePix=b_Trav(pix)
6: fLinearization=LUT(bonePix)
7: projCorrected(pix)=fLinearization(proj(pix))
8: end

Tissue equivalent materials

The soft-tissue equivalent materials reported in the literature comprise polymethyl methacry-
late [67, 68, 69], water [70], and plastic A-150 [68]. Nevertheless, water may lead to
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Figure 3.9: Workflow of the correction step.

evaporation or bubbkle formation and plastic A-150 is expensive and difficult to obtain
[60]. In contrast, PMMA is an unexpensive and easily accesible material with a beam-
hardening function similar to soft tissue (see Figure 3.10, right).

Regarding bone, the most common equivalent materials are aluminum [67, 69, 70, 71]
and Teflon [72]. However, mass attenuation coefficient of Teflon is significantly different
form that of bone [60] and manufacturing a pure aluminum phantom is not possible ow-
ing to its low machinability. To solve the drawback of aluminum machinability, different
available alloys from the aluminum association with good machinability were evaluated.
Alloy AL6082 was found to be very similar to pure aluminum (Z = 13), containing only
very few iron impurities. Nevertheless, the beam-hardening function of AL6082 does not
match with that corresponding to bone, due to the difference in density between cortical
bone (1.92 g/cm3) and AL6082 (2.7 g/cm3). This deviation can be compensated by mul-
tiplying the bone thickness by a weighting factor equal to the ratio of densities, 2.7/1.92
(dotted line in Figure 3.10, right).

Taking into account the previous considerations, a realistic calibration phantom can be
made up of PMMA and aluminum 6082 (AL6082) as an equivalent material of soft-tissue
and bone respectively. For a small-animal scanner, we propose a phantom made up of a
half-cylinder of soft-tissue equivalent material (radius of 3 cm) plus one triangular prism
with rounded corners of bone equivalent material (height of 2.5 cm and width of 6 cm),
as shown in Figure 3.11.
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Figure 3.10: Beam-hardening function of soft tissue and PMMA (left), and beam-
hardening function of bone and AL6082 before and after compensation (right).Beam-
hardening functions were simulated with a 50 kVp spectrum.

Figure 3.11: Photograph (left) and axial view of a CT reconstruction (right) of the pro-
posed calibration phantom made up of PMMA and AL6082.

3.2.2 Sample-based method (FreeCalBH)

A possible drawback of the previous method is that it may restrict the sample to have simi-
lar attenuation properties to the equivalent materials in the calibration phantom. FreeCalBH
avoids the use of equivalent materials, by characterizing FBH(LB, LS T ) and FMONO(LB, LS T )
empirically with the information provided by the sample.

Figure 3.12 shows the workflow of the FreeCalBH method. A preliminary recon-
struction is performed (Figure 3.12, step 1) to separate the soft tissue and bone by simple
thresholding. These masks are projected to obtain the tissue thicknesses in each pixel of
the original projection (Figure 3.12, step 2). An uncomplete beam-hardening function
is obtained using the soft tissue and bone thicknesses, as x and y-axis, respectively, and
the acquired projection data, as the z-axis (Figure 3.12, step 3). FBH(LB, LS T ) is then
fitted with the same equation used for 2DCalBH (equation 3.7) to extrapolate the miss-
ing combinations of soft tissue and bone (Figure 3.12, step 4). Similar to 2DCalBH, the
calculus of the monochromatic attenuation coefficient is performed with the derivative of
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Figure 3.12: Workflow of the sampled-based approach.

FBH(LB, LS T ) at 0 (Figure 3.12, step 5).

As in 2DCalBH, one linearization function was created for each bone thickness (Fig-
ure 3.12, step 6) and stored in a look-up table that provides the 1D-linearization function
corresponding to one particular bone thickness. For each pixel in the projection, the bone
thickness, previously calculated, is used to select the appropriate 1D-linearization func-
tion (Figure 3.12, step 7) and applied it to the projection values (Figure 3.12, step 8).

The complete process of FreeCalBH involves one preliminary reconstruction to per-
form the bone and soft tissue segmentation and two projections to calculate the thickness
of each tissue. The pseudo-code is shown in Algorithm 3.

3.3 Reconstruction strategy for low-dose scenarios

Since the post-processing strategies may fail with low-dose acquisitions, specially be-
cause of difficulties in the segmentation, the iterative strategies are a good alternative due
to the possibility of incorporating a model of the noise and a regularization term to deal
with streak artifacts. The proposed iterative strategy use the usual polyenergetic model
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Algorithm 3 FreeCalBH
1: fbpSample=fbp(projSample)
2: boneMask=segmentBone(phantom)
3: STMask=segmentST(phantom)
4: [ST_Trav,B_Trav]= project(STMask,boneMask)
5: bh_Function=fit(ST_Trav,B_Trav, projSample)
6: monoFunction=createPlane(deriv(bh_Function(0,0)))
7: for b = 1 to max(B_Trav)
8: LUT(b)=fit(bh_Function(:,b),monoFunction(:,b))
9: end

10: for pix= 1 to NPixels
11: bonePix=B_Trav(pix)
12: fLinearization=LUT(bonePix)
13: projCorrected(pix)=fLinearization(projSample (pix))
14: end

[35] for the mean of the i-th measured sinogram data value:

Y i =

∫︂
Ii(ε)e

−
∫︁
Li

µ(x,y,z,ε)

dε + ri, (3.8)

where µ(x, y, z, ε) denotes the unknown energy-dependent attenuation coefficient map of
the object. The integral in the exponent is taken over the path of the i-th ray, Li, and the
“spectrum” Ii(ε) incorporates the energy dependence of both the incident ray, a bowtie
filter, and the detector sensitivity. The term ri can account for scatter and other back-
ground signals and is assumed known here. The goal is to reconstruct µ from the noisy
measurements Yi having mean given in equation 3.8.

3.3.1 Object model: Segmentation free implementation

For an object composed of K different substances, we express the attenuation coefficient
at pixel j using the following model:

µ j (ε) =
K∑︂

k=1

mk(ε)ρ j f j
k (3.9)

where ρj denotes the unknown density, mk(ε) denotes the known mass attenuation coef-
ficient of the k-th substance, and f j

k denotes a unitless tissue fraction that quantifies the
contribution of material k to attenuation in voxel j. As in the previous post-processing
strategy, we assume that the object consists of only two substances: bone and soft tissue.

To prevent an increase of the number of unknowns and avoid preliminary segmen-
tation, we define a model for the tissue-fraction value in the pixel, f j

k , as a function of
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the estimated density in that pixel, similarly to what was proposed in [11]. For the two-
material case we assume

µ j (ε) ≈
2∑︂

k=1

mk(ε)ρ j f j
k

(︂
ρ j

)︂
=(︂

ms(ε) f j
s (ρ j) + mb(ε) f j

b (ρ j)
)︂
ρ j,

(3.10)

with tissue fraction functions, f j
s (ρ j) and f j

b (ρ j), shown in Fig 3.13, and given by:

fs =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 ρ ≤ 1.1
−54.29 + 133.6ρ − 105.5ρ2 + 27.1ρ3 1.1 ≤ ρ ≤ 1.5
0 1.5 ≤ ρ

(3.11)

fb =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 0 ≤ ρ ≤ 1.1
55.3 + 133.6ρ + 105.5ρ2 − 27.1ρ3 1.1 ≤ ρ ≤ 1.5
1 1.5 ≤ ρ

(3.12)

where ρ has units g/cm3 . Taking into account the values provided by NIST, we assume
soft tissue density is below 1.1 g/cm3 and set a threshold for bone density of 1.5 g/cm3.
The coefficients were obtained as the result of a third-order polynomial fitting using a
linear least-squares regression.
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Figure 3.13: Third-order polynomial tissue-fraction functions for soft tissue, fs(ρ), and
bone, fb(ρ).

This object model is included into the cost function and iteratively updated, leading to
a better separation of the tissues along the iterations, as shown in Figure 3.14.

3.3.2 Algorithm

An accurate model of the physics of CT acquisition needs to account for the energy-
integrating detection process and the additive detector read-out noise. On the other hand,
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Figure 3.14: . Soft-tissue and bone segmentations for a low-dose and low-sampling case
of a rodent simulation at different iterations.

sophisticated models often lead to more difficulties in optimizing the associated penalized-
likelihood. For simplicity, in this work we approximate the measurement statistics as
independently distributed Poisson random variables [43]:

Yi ∼ Poisson
{︂
Y i

}︂
, i = 1, ...,N (3.13)

The corresponding negative log-likelihood for independent Poisson measurements is
given by:

−L (ρ) =
N∑︂

i=1

hi (FBH(tST(ρ), tB(ρ))) (3.14)

with:
hi (l) = −Yi log

(︂
Iie−l + ri

)︂
+ Iie−l + ri, (3.15)

where ri accounts for mean contamination by extra background counts caused primarily
by scatter. Because data is noisy and tomography is an ill-posed problem, we use reg-
ularization by adding a penalty term to the likelihood function that controls how much
the object ρ departs from prior assumptions about image properties. In this work a 3D
roughness penalty function with the convex edge-preserving Huber potential was used:

R (ρ) =
Np∑︂
j=1

1
2

∑︂
k∈N j

w jk ·ψ
(︂
ρ j − ρk

)︂
;

ψ(t) =

⎧⎪⎪⎨⎪⎪⎩ |t|2

δ |t| ≤ δ
δ |t| − δ

2 |t| > δ
,

(3.16)

where N j is a neighborhood of pixels near pixel j, wjk=wkj and ψ is the convex edge-
preserving Huber potential. This penalty function is modified as described in [73] to
improve spatial resolution uniformity. The penalized cost function is now:

Φ (ρ) = −L (ρ) + βR (ρ) , (3.17)
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where the scalar parameter β controls the tradeoff between the data-fit and penalty terms.

An iterative algorithm was derived based on separable quadratic surrogates using the
principles of optimization transfer [43], resulting in the following update:

ρn+1 = ρn − D−1∇Φ (ρn) , (3.18)

where D is a diagonal matrix that influences the rate of convergence. Instead of designing
D to ensure that the algorithm monotonically decreases the cost function we choose the el-
ements of D approximately as suggested in [35, 43] by using the following pre-computed
curvature:

d j =
(︁
Kms (εeff)

)︁2
N∑︂

i=1

ai j

⎛⎜⎜⎜⎜⎜⎜⎝∑︂
j

ai j

⎞⎟⎟⎟⎟⎟⎟⎠Yi, (3.19)

where we include K as a tuning parameter for the step size.

3.3.3 Forward model: Beam hardening function

With the model explained above, we express 3.8, i.e., the mean of the measured data along
the path of the i-th ray, Li, as:

Y i(ρ) =
∫︂

Ii(ε)e−ms(ε)tis(ρ)−mb(ε)tib(ρ)dε + ri (3.20)

where ti
s(ρ) and ti

b(ρ) denote the contributions of each tissue type to the line integral along
the i-th ray having units g/cm2 and given by:

ti
s(ρ) =

p∑︂
j=1

ai j f j
s

(︂
ρ j

)︂
ρ j, ti

b(ρ) =
p∑︂

j=1

ai j f j
b

(︂
ρ j

)︂
ρ j, (3.21)

where aij denotes elements of the system matrix (having units cm). Grouping the energy
dependent terms into the exponent yields

Y i (ρ) = Iie−FBH(tis(ρ)tib(ρ)) + ri; Ii ≡

∫︂
Ii (ε)dε. (3.22)

Here, the beam-hardening function, FBH, is characterized with the mass thickness as
the x- and y-axis. This change is necessary since the objective of the iterative method is
the estimation of the density. Following this line, the function can be defined as:

FBH (ts, tb) = − log
(︄∫︂

I (ε)
I

exp (−ms(ε)ts − mb(ε)tb)dε
)︄
, (3.23)

where we drop the dependence on ray i for simplicity. One could calculate the FBH ana-
lytically if the X-ray spectrum were known, however, it is often not the case, as previously
mentioned. The following three sections describes the proposed methods to estimate this
model.
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Analytical method (1DIterBH)

The idea of 1DIterBH is inspired by the post-reconstruction correction method proposed
by Joseph and Spital [6], which uses the concept of ‘effective density’, that is, the amount
of water that would produce the same beam-hardening effect as the given amount of bone
traversed. The 1D version of FBH, equation 3.4, corresponding to water, which has attenu-
ation properties similar to soft tissue, is usually available for most scanners (Figure 3.15).
This method approximates the complete 2D beam-hardening function by using the 1D
function corresponding to water plus two additional parameters that we tune empirically.
This concept is introduced in the forward model of an iterative algorithm by rewriting the
beam hardening function as

FBH (ts, tb) = FBH (ts + σ (ts, tb) , 0) = Fw(te), (3.24)

where Fw(t) = FBH(t, 0) is the beam hardening function corresponding to water and te is
the line integral of the effective density, i.e. water equivalent.
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Figure 3.15: Beam-hardening (BH) function used for the so-called water correction (lin-
earization). Left: Simulation corresponding to water for a 100 kVp spectrum. Right:
Calibration of the real scanner ARGUS/CT using a PMMA phantom for a 40 kVp spec-
trum.

The full X-ray spectrum would be needed to determine σ (ts, tb) exactly, just like
for the function FBH (ts, tb). Figure 3.16 shows calculated plots of σ (ts, tb) for a typical
polyenergetic spectrum.

As we can see in the left panel of Figure 3.16, the dependence on ts can be considered
negligible when the amount of bone in the object is small, which is the case in clinical
studies. Joseph and Spital suggested a power series approximation of the function that
defines the measured projection depending only on tb [6]. Hsieh [74] described a similar
approach, based on

σ1 (tb) = Atb − Bt2
b, (3.25)

where A and B are parameters that one can tune. Although approximation of equation 3.25
works adequately for FDK reconstruction, it can fail when used in the forward model of
a statistical reconstruction method because it can yield negative values.
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Figure 3.16: Simulation of σ(ts, tb). Left: profiles versus ts where each line corresponds
to different values of tb. Right: profiles versus tb corresponding to the minimum and
maximum ts values.
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Figure 3.17: Two examples of approximations for σ(ts, tb).

Furthermore, one can verify that σ(ts, tb) is a monotone increasing function of both
of its arguments, whereas 3.25 is not (see Figure 3.17). To overcome this drawback of
equation 3.25, we investigated the following alternative approximation:

σ2 (tb) =
Atb

1 + B
A tb

, (3.26)

where, as in 3.25, A is unitless and B has units cm2/g. This function is monotone non-
negative and matches equation 3.24 for small values of tb. Substituting 3.26 into equation
3.24 and 3.22 leads to our proposed forward model:

Y i (ρ) = Iie
−Fw

(︄
tis(ρ)+

Atib(ρ)

1+ B
A tib(ρ)

)︄
+ ri =

Iie
−Fw

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
p∑︁

j=1
ai j f j

s (ρ j)ρ j+

A
p∑︁

j=1
ai j

(︃
f j
b(ρ j)

)︃
ρ j

1+ B
A

p∑︁
j=1

ai j
(︃

f j
b(ρ j)

)︃
ρ j

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
+ ri.

(3.27)

Calibration-based method (CalIterBH)

To generalize the previous model, only valid when small quantities of bone are traversed,
CalIterBH empirically characterizes the model with a phantom composed of equivalent
soft tissue and bone materials, similar to 2DCalBH, proposed in the subsection 3.2.1.
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However, the independent variable used in 2DCalBH, i.e. the traversed thickness of each
tissue, cannot be used in an iterative algorithm which objective is the estimation of the
density. For this reason, we use instead the mass thickness of soft-tissue and bone as x-
and y-axis, respectively, in the beam-hardening function. This approximation cannot be
used in an iterative algorithms, which objective is the estimation of the density. For this
reason, we use instead the mass thickness as x- and y-axis in the beam-hardening function.
The transformation to the mass thicknesses, ts and tb, is done by adding an additional step
to the calibration: we multiply each mask by the density of the material (Figure 3.18)
extracted from the National Institute of Standard Technologies (NIST).
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Figure 3.18: Workflow of the beam-hardening function characterization for the 2DIterBH.

Sample-based method (FreeIterBH)

To eliminate the constraint of the equivalent materials, with the idea of fine-tuning FBH(ts, tb)
to the specific attenuation values of the sample, FreeIterBH determines the function ex-
perimentally using the acquired data as in FreeCalBH, explained in subsection 3.2.2.
The process to characterize FBH(ts, tb) (Figure 3.19) is similar to the process found in
FreeCalBH. The differences are the elimination of the generation of FMONO and the cor-
rection parameters and the addition of a step to multiply each tissue by the correspond-
ing density previously found in NIST. The generated FBH(ts, tb) will not cover the whole
space, since a specific acquisition will not have all possible combinations of soft tissue
and bone. To completely characterize the beam- hardening function, we extrapolate the
incomplete function FBH using the equation 3.7.
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Figure 3.19: Workflow of the beam-hardening function characterization for the
2DStatBH-Sample.

3.4 Proposed Deep-Learning approach for standard- and
low-dose scenarios (DeepBH)

Although the iterative strategy results in a good correction of the beam-hardening arti-
facts as well as the low-sampling artifacts, the execution time is very high. The use of
Deep-Learning attempts to reduce the computational time while maintaining the good
performance of the iterative strategies. The proposed method, DeepBH, uses a U-net ar-
chitecture [52] since it allows to maintain the matrix size of the input and output image.
Instead of using classical U-net network, we decided to use U-net++, which re-designed
the classic U-net architecture connecting the encoder and decoder sub-networks. The ra-
tionale behind choosing this network is that it has been shown to produce better results
than the classic U-net in medical imaging applications, where more fine details are needed
[75].

VGG has been used for the encoder of U-net++ due to the performance of this CNN in
a wide variety of tasks [76]. We tested VGG-13 and VGG-16 since the memory require-
ments for newest one, VGG-19, are too high for the current general-purpose GPUs, like
RTX 3060 with 8 GB. Since VGG-16 and VGG-13 showed similar performance, VGG-13
was selected due to its lower number of convolutional layers and thus lower computational
cost. The optimization is performed with the Adam optimizer, which provides both faster
convergence and more stability than previous methods [77]. The learning rate chosen was
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0.0001 after testing a range between and 0.00001. The mean-squared error (MSE) was
used as the cost function [78] during 100 epochs.

We have used eight rodent studies, five head and three abdomen studies, acquired with
the micro-CT scanner ARGUS/CT of SEDECAL under a standard-dose scenario (360
projections in an angular span of 360 degrees). Low-dose acquisitions were generated by
removing one every two projections from these studies. Input images were obtained with
FDK reconstruction for both standard- and low-dose scenarios while target images were
generated from the reconstruction of the standard dose acquisition using CalIterBH. We
have eliminated the slices affected by the cone-beam artifacts from all the reconstructions,
resulting in volumes of 512×512×375 voxels and 0.121×0.121×0.121 mm3 of voxel size.
Four experiments were carried out depending on the dose scenario and the anatomical part
under study. This yielded four datasets:

• Head & standardDose: Five head studies under the standard-dose scenario. Divided
into:

– Training set: A total of 1500 images from four of the studies.

– Validation set: A total of 375 images from the fifth sudy.

• Head & low-dose: Five head studies under the low-dose scenario. Divided into:

– Training set: A total of 1500 images from four of the studies.

– Validation set: A total of 375 images form the fifth study.

• Abdomen & standard-dose: Three abdomen studies of standard-dose scenario. Di-
vided into:

– Training set: A total of 750 images from two of the studies.

– Validation set: A total of 375 images from the third study.

• Head & low-dose: Three abdomen studies of low-dose scenario. Divided into:

– Training set: A total of 750 images from two of the studies.

– Validation set: A total of 375 images from the third study.
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Evaluation methodology

Simulations used the 3D mouse atlas (digimouse [79]) with soft tissue (1.06 g/cm3), fat
(0.95 g/cm3), muscle (1.05 g/cm3) and bone (1.92 g/cm3). Acquisition was based on the
CT subsystem of ARGUS PET/CT (SEDECAL) [17], a cone-beam micro-CT scanner
based on a flat-panel detector with 0.2 mm of pixel size. The geometry of the system
is 226 mm of DSO and 144.95 mm of DOD with a magnification factor of 1.64. The
detector was modeled as a simple photon-counting device and the projection data covered
a span of 360 degrees with a projection size of 512×200 pixels. Two different scenarios
were simulated changing the number of projections and the blank scan value (detector
measurement with no sample): A standard-dose scenario, with 360 projections and a
blank scan value of 106 counts per detector element and a low-dose scenario with 180
projections and 105 counts per detector element.

Figure 4.1 shows the workflow to generate the polychromatic projections. It starts
with the segmentation of the soft tissues and bone to generate the masks of each tissue.
These masks tissues are projected with the FuxSim toolbox [26], generating the mass
thickness of each volume (tS T and tB). Finally, the polychromatic projection is generated
incorporating the mass thickness of each tissue in the Beer-Lambert law, equation 3.3,
together with the spectrum, I0(ε), and the mass attenuation coefficients of each tissue.

We used a 50 kVp polyenergetic spectrum with 0.25 cm aluminum filtration, obtained
with the Spektr tool [80], which generate the desired spectrum based on real measure-
ments. The monochromatic source had an energy of 33.1 keV (effective energy of the
previous 50 kVp polyenergetic spectra). The mass attenuation coefficients of the tissues
were obtained from the NIST.

Figure 4.2 shows two axial slices of the simulated data reconstructed with an FDK-
based algorithm [81] and obtaining volumes with 512×512×200 voxels and 0.121 mm of
isotropic voxel size.

Evaluation on real data was based on two rodent studies, abdomen and head, and a
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Figure 4.1: Workflow to simulate projections.

mouse study with an intraperitoneal administration of contrast agent composed of iopami-
dol, iopamiro®. These studies were acquired with the CT subsystem of ARGUS PET/CT
(SEDECAL) [17] previously described. Studies were carried out with a current of 200
µA and 50 kVp of source voltage. Projection data, with a size of 514×574 pixels, were
acquired in a span angle of 360 degrees pixels and reconstructed with the FDK-based
algorithm to obtain a volume of 514×514×574 voxels with a voxel size of 0.121 mm3.
Figure 4.3 shows two reconstructed axial slices of the standard (left) and low (right) dose
acquisitions.

Figure 4.4 shows two reconstructed axial slices of the mouse study with the standard-
dose scenario, the left one with no contrast agent and the right one with contrast agent in
the bladder.

The proposed reconstruction strategies are compared with the water-linearization (WL),
the method proposed by Joseph et al. [6] (JS method), sfEBHC proposed by Schuller et
al. [8] and a penalized weighted least square (PWLS) method [43]. Evaluation in sim-
ulation was done in terms of visual inspection and root-mean-square error (RMSE) with
respect to the monochromatic reconstruction. Evaluation in real data was assessed only
by visual inspection since there is no ground truth available.

The calibration needed for characterize the beam-hardening effect of the water [4]
was generated following two different approaches: (1) an acquisition of an ideal phantom
composed of soft tissue only, used for simulations; and (2) the acquisition of a realis-
tic phantom composed of PMMA both for simulations and real data (Figure 4.5). The
linearization function obtained was fitted to a second-order polynomial [4].
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Figure 4.2: Monochromatic (top), standard-dose (middle) and low-dose (bottom) recon-
structions of the digimouse.
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Figure 4.3: Standard and low-dose scenario of the head (left) and abdomen (right) show-
ing the calibration (top) and another slice with a different bone distribution (bottom).

The JS method was implemented according to the following polynomial:

pJS = pW + ALB + BL2
B, (4.1)

where pJS is the JS-corrected data, pW is the water-corrected data, and LB the bone thick-
ness obtained from a preliminary reconstruction, A the parameter to recover the monochro-
matic bone values and B the parameter that controls the dark-band correction. Parameters
were selected heuristically as those that visually reduced the dark bands. Since it was
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Figure 4.4: Axial slices used to optimize the JS and 1DStatBH parameters (left), with no
presence of iodine, and a second slice of the same study (right) with the bladder full of
iodine.

Figure 4.5: Photograph (left) and axial view of the CT reconstruction (right) of the cali-
bration phantom used for the water linearization, made of PMMA.

not possible to find a set of parameters that result in an optimum correction for the whole
volume, we took into account the slice with the most conspicuous dark bands, from here
on “calibration slice” (Figure 4.3, top). Table 4.1 shows the JS parameters selected.

Table 4.1: JS parameters for simulations and real data

Simulations Real data
ST PMMA PMMA

A 0.2 0.15 0.1
B(g/cm2) 0.18 0.16 0.74

For the sfEBHC method, we performed an initial reconstruction, corrected with water
linearization. The values above a certain threshold (fLOW=0) in this initial reconstruction,
mainly bone, were increased based on a non-linear transformation controlled by a param-
eter (η=0.001). The transformed reconstruction was projected (q) and combined with the
original acquisition (p) into nine monomials, piq j, with 0 ≤i,j≤ 2. These monomials were
reconstructed ( fi j) and linearly combined according to

fc = f10 +

′∑︂
i j

ci j fi j, (4.2)

where fc is the corrected image and ci j the coefficients, which were automatically calcu-
lated by minimizing the entropy fc. The primed sum indicates that f00, f10 and f01 are
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excluded from the linear combination.

Both the JS method and sfEBHC were evaluated with the different options for prior
water-linearization step: using both ideal (soft tissue) and realistic (PMMA) calibration
phantoms in simulations and the phantom made of PMMA shown in Figure 4.5 in real
data.

1DIterBH was also evaluated with the two options used for the JS method: using
both ideal (soft tissue) and realistic (PMMA) calibration phantoms in simulations and the
phantom made of PMMA in real data. Parameters selected for 1DIterBH were similar to
those of the JS method (Table4.2).

Table 4.2: DStatBH parameters for simulations and real data

Simulations Real data
ST PMMA PMMA

A 3.7 3.66 0.1
B(g/cm2) 0.13 0.13 0.73

The calibration needed for 2DCalBH and CalIterBH used the geometry proposed in
subsection 3.2.1 and evaluation was also done for two phantoms: (1) an ideal phantom
made up of soft tissue and bone, for simulations and (2) the more realistic phantom made
up of PMMA and AL6082 both for simulations and real data described in subsection
3.2.1.

Table 4.3 shows the regularization parameters and the number of iterations and subsets
used for each iterative method.

Table 4.3: Regularization parameters for reconstruction iterative methods

Simulated data Real data
Standard dose Low dose Standard dose Low dose

Beta 1 10 10 20
Delta 0.01 0.01 0.01 0.01
iterations 50 50 20 20
Subsets 12 12 12 12
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Chapter 5

Results

This chapter presents the results in simulated and real rodent data for standard- and low-
dose scenarios.

5.1 Simulated data

Figure 5.1 shows the calibration slice in the digimouse study reconstructed with the im-
plemented post-processing methods for the standard-dose scenario. Since FDK+WL
only accounts for the beam-hardening effect of water, it only corrects the cupping arti-
facts, leaving the dark bands uncorrected (see white arrows in Figure 5.1). In contrast,
FDK+sfEBHC shows a certain overcorrection of the dark bands with both calibrations.
FDK+JS, FDK+2DCalBH and FDK+FreeCalBH result in a good correction of both cup-
ping and dark bands, independently of the calibration phantom used.

When evaluating slices with a different bone distribution than that of the calibration
slice, we can see that FDK+JS performs an overcorrection of the dark bands (see white
arrows in Figure 5.2). FDK+sfEBHC also shows a worse performance (stronger overcor-
rection of the dark bands) for this slice in comparison to the calibration slice. In contrast,
FDK+2DCalBH and FDK+FreeCalBH result in an optimum correction of both artifacts
independently of the distribution of bone and soft tissue in the slice.

Table 5.1 shows the RMSE with respect to the monochromatic reconstruction for all
the post-processing strategies in the standard-dose scenario. As expected, FDK+WL does
not recover the ideal attenuation values, showing the highest error of all the methods, espe-
cially in bone. FDK+JS has a lower error than FDK+WL but does not completely recover
the ideal values of soft tissue due to the undercorrection in some slices. FDK+sfEBHC has
a higher error than FDK+JS due to the overcorrection of the dark bands and an overesti-
mation of bone. In contrast, both FDK+2DCalBH and FDK+FreeCalBH are the methods
that best recover the attenuation values of the soft tissue, with the lowest RMSE of all the
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Figure 5.1: Calibration slice reconstructed with the different post-processing methods in
the standard- dose scenario. White arrows indicate dark-band artifacts.

compared methods. The slightly higher error in bone for FDK+FreeCalBH compared to
FDK+2DCalBH might be due to the lack of data for obtaining the beam-hardening and
monochromatic functions.

Figure 5.3 shows the calibration slice and another slice with a different distribution of
bone reconstructed with the iterative methods. PWLS assumes a monochromatic source,
thus, it does not correct any of the beam-hardening artifacts nor recovers the true density
values of the tissues (Table 5.2). FreeIterBH corrects the beam-hardening artifacts and
recovers the true density, resulting in the lowest RMSE values. Similar results are found
with CalIterBH with the ideal calibration phantom, whereas using the realistic one results
in a bias in soft tissue (Figure 5.3 and Table 5.2). 1DIterBH is not able to correct the
beam-hardening artifacts in the whole volume (see white arrow in Figure 5.3) resulting in
an RMSE similar to CalIterBH with the realistic calibration phantom.
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Figure 5.2: Slice with a different bone distribution than the calibration slice reconstructed
with the different post-processing methods in the standard-dose scenario. White arrows
indicate dark-band artifacts.

The correction of the beam-hardening artifacts in the low-dose scenario is similar to
that for the standard-dose scenario, with FDK+2DCalBH and FDK+FreeCalBH being the
only methods that are able to correct the beam-hardening artifacts independently of the
bone distribution (see Figures 5.4 and 5.5). Nevertheless, as expected, all post-processing
methods showed an enhancement of the streak artifacts probably due to the wrong seg-
mentation of the bone, with a 25% increase of the RMSE (Table 5.3). This enhancement
of the streak artifacts hinders the detection of other tissues such as muscle (see Figure
5.4).
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Table 5.1: RMSE of the post-processing methods in the standard-dose scenario with re-
spect to the true attenuation values (HU)

Method ST Bone Image
FDK - 117.68 571.56 226.84

FDK+WL
ST 62.16 295.97 116.47
PMMA 63.07 289.01 115.13

FDK+JS
ST 41.53 145.56 62.23
PMMA 38.20 150.19 62.89

FDK+sfEBHC
ST 49.54 1722.98 571.65
PMMA 48.32 1372.31 455.95

FDK+2DCalBH
ST-Bone 19.28 145.15 50.58
PMMA-AL6082 35.05 121.38 50.14

FDK+FreeCalBH - 19.26 177.64 61.54

Table 5.2: RMSE of the iterative strategies in the standard-dose scenario with respect to
the true-density values (HU)

Method ST Bone Image
FDK - 148.54 282.3 788.64

PWLS - 132.4 294.3 860.3

1DIterBH
ST 93.9 97.3 92.7
PMMA 100.95 66.5 100.02

CalIterBH
ST-Bone 37.9 50.5 45.1
PMMA-AL6082 100.2 65.2 100.1

FreeIterBH - 25.7 58.2 32.3

Table 5.3: RMSE of the post-processing methods in the low-dose scenario with respect to
the true attenuation values (HU)

strategy ST Bone Image
FDK - 152.78 583.44 239.25

FDK+WL
ST 186.35 350.75 210.70
PMMA 184.97 343.46 208.35

FDK+JS
ST 189.80 266.51 199.73
PMMA 172.51 221.92 178.76

FDK+sfEBHC
ST 222.89 2021.74 688.94
PMMA 223.84 2063.18 701.99

FDK+2DCalBH
ST-Bone 190.21 203.85 191.82
PMMA-AL6082 196.81 185.50 195.74

FDK+FreeCalBH - 183.51 256.98 192.9
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Figure 5.3: Calibration slice and another axial slice with a different bone distribution
reconstructed with the iterative methods in the standard-dose scenario. White arrows
indicate dark-band artifacts.

Figure 5.6 shows the results of the digimouse for the low-dose scenario reconstructed
with the iterative methods. The model of the noise and the regularization term used in
these methods achieve a complete elimination of the streaks and noise. Correction of
the beam-hardening artifacts is similar to the one found in the standard-dose scenario,
visually (Figure 5.6) and quantitatively (Table 5.4).
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Figure 5.4: Calibration slice reconstructed with the different post-processing methods in
the low-dose scenario. White arrows indicate dark-band artifacts.

Table 5.4: RMSE of the iterative strategies in the low-dose scenario with respect to the
true-density values (HU)

strategy ST Bone Image
FDK - 169.93 2852.3 793.1

PWLS - 119.51 2962.4 284.97

1DIterBH
ST 28.8 63.55 37.23
PMMA 106.88 64.53 106.92

CalIterBH
ST 20.24 48.39 27.22
PMMA-AL6082 102.57 65.91 101.22

FreeIterBH - 28.36 63.40 35.2
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Figure 5.5: Axial slice with a different bone distribution than the calibration slice re-
constructed with the different post-processing methods in the low-dose scenario. White
arrows indicate dark-band artifacts.
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Figure 5.6: Calibration slice and another axial slice with a different bone distribution
reconstructed with the iterative methods in the low-dose scenario. White arrows indicate
dark-band artifacts.
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5.2 Real data

Figures 5.7 and 5.8 show the results of the post-processing methods and DeepBH for
the standard-dose scenario. As in the simulated data, FDK+WL does not correct the
dark bands (see white arrows in Figures 5.7 and 5.8). FDK+JS corrects the dark bands
in the calibration slice but undercorrects the slices with a different bone distribution.
FDK+sfEBHC produces a bias in the soft tissue and corrects the calibration slice, but
results in an overcorrection in slices with different bone distribution. FDK+2DCalBH,
FDK+FreeCalBH and FDK+DeepBH perform a good correction of the dark bands in-
dependently of the bone distribution for the head study. Nevertheless, FDK+FreeCalBH
produces an overcorrection of the dark bands in the calibration slice for the abdomen
study. FDK+DeepBH is the only strategy that achieves a reduction of noise in the image.

Figures 5.9 and 5.10 show the results of the iterative strategies for the standard-dose
scenario. As expected, PWLS does not correct the dark bands while 1DIterBH corrects the
dark bands of the calibration slice and slightly undercorrects slices with a different bone
distribution (see white arrows in Figures 5.9 and 5.10). CalIterBH completely corrects
the dark bands in all the slices of the two studies, but FreeIterBH slightly overcorrects the
calibration slice in the abdomen study.
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Figure 5.7: Calibration slice and another slice with a different distribution of bone of the
head study reconstructed with the different post-processing methods and FDK+DeepBH
in the standard-dose scenario. White arrows indicate dark-band artifacts.
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Figure 5.8: Calibration slice and another slice with a different distribution of bone
of the abdomen study reconstructed with the different post-processing methods and
FDK+DeepBH in the standard-dose scenario. White arrows indicate dark-band artifacts.
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Figure 5.9: Calibration slice and another slice with a different distribution of bone of
the head study reconstructed with the different reconstruction iterative methods in the
standard-dose scenario. White arrows indicate dark-band artifacts.
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Figure 5.10: Calibration slice and another slice with a different distribution of bone of the
abdomen study reconstructed with the different reconstruction iterative methods in the
standard-dose scenario. White arrows indicate dark-band artifacts.
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Figure 5.11 shows the axial slices with and without contrast agent reconstructed with
the post-processing strategy and FDK+DeepBH. FDK+JS fails in the slices with contrast
agent (see white arrows in Figure 5.11), while it corrects the dark bands of the slices
without contrast agent. FDK+sfEBHC overcorrects some of the dark bands and produces
a visible bias in the whole volume. FDK+2DCalBH corrects the dark bands produced
by bone but overcorrects the dark bands associated with the contrast agent. The beam-
hardening model of FDK+FreeCalBH seems to be affected by the contrast agent, resulting
in a suboptimal correction of all the dark bands. The streaks due to the contrast agent are
enhanced by all post-processing methods. In contrast, DeepBH shows the best dark-band
correction while completely removing the streaks.
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Figure 5.11: Calibration slice and another slice with a different distribution of bone of the
mouse with contrast study reconstructed with the different post-processing methods and
FDK+DeepBH in the standard-dose scenario. White arrows indicate dark-band artifacts.

Figure 5.12 shows the axial slice of the mouse study with and without the agent con-
trast reconstructed with the iterative strategies. As expected, PWLS is not able to correct
the dark bands (see white arrows in Figure 5.12). 1DIterBH corrects the dark bands
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produced by bone but undercorrects the ones produced by the contrast agent while FreeIt-
erBH fails to correct any dark bands regardless of the origin. All the iterative strategies,
reduce the noise and the streak artifacts produced by the contrast agent.
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Figure 5.12: Calibration slice and another slice with a different distribution of bone of the
mouse with contrast study reconstructed with the iterative methods in the standard-dose
scenario. White arrows indicate dark-band artifacts.
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Figures 5.13 and 5.14 show the result of the post-processing methods and FDK+
DeepBH for the low-dose scenario. In this case all the post-processing strategies en-
hance the low-sampling artifacts. Similar to the standard-dose scenario, FDK+WL does
not correct the dark bands and FDK+JS fully corrects the dark bands of the calibration but
undercorrects the other slice (see white arrows in Figures 5.13 and 5.14). FDK+sfEBHC
is the strategy with more enhancement the low-sampling artifacts. This strategy also
produces an overcorrection of the dark bands in several slices and a bias in all tissues
(Figures 5.13 and 5.14). FDK+2DCalBH obtains a good correction of the dark bands
independently of the bone distribution while FDK+FreeCalBH slightly overcorrects the
dark bands depending of the slice. In contrast, FDK+DeepBH is able to cope with the
low-sampling artifacts while providing a full correction of the dark bands.

Figures 5.15 and 5.16 show the reconstruction with the iterative methods in the low-
dose scenario. While PWLS is able to cope with the low-sampling artifacts, it does not
correct the dark bads (see white arrows in Figures 5.15 and 5.16). 1DIterBH achieves a
good correction in the calibration slice but it seems to undercorrect several slices in the
head study and 5.16). CalIterBH shows an optimal correction independently of the bone
distribution while FreeIterBH seems to undercorrect the calibration slice in the abdomen
study.
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Figure 5.13: Calibration slice and another slice with a different distribution of bone of the
head study reconstructed with the different post-processing methods and FDK+DeepBH
in the low-dose scenario. White arrows indicate dark-band artifacts.



5.2. Real data 67

FDK + WL FDK + JS FDK +sfEBHC

FDK + 2DCalBH FDK +FreeCalBH FDK + DeepBH

-750

375

-375

0

600

HU

FDK + WL FDK + JS FDK +sfEBHC

FDK + 2DCalBH FDK + FreeCalBH FDK +DeepBH

C
a

li
b

ra
o

n
sl

ic
e

Figure 5.14: Calibration slice and another slice with a different distribution of bone of the
head study reconstructed with the different post-processing methods and FDK+DeepBH
in the low-dose scenario. White arrows indicate dark-band artifacts.
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Figure 5.15: Calibration slice (top) and another slice with a different distribution of bone
of the head study reconstructed with the different reconstruction iterative methods in the
low-dose scenario. White arrows indicate dark-band artifacts.
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Figure 5.16: Calibration slice (top) and another slice with a different distribution of bone
of the abdomen study reconstructed with the different reconstruction iterative methods in
the low-dose scenario. White arrows indicate dark-band artifacts.
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5.3 General comparison

This section provides a comparison of the strategies proposed in this thesis: post-processing,
iterative and Deep-Learning.

Figure 5.17 and Figure 5.18 show the results of all the strategies for the standard-
and low-dose scenarios. All the methods perform a good correction of the dark bands
for the head study, with 1DIterBH slightly undecorrecting the artifacts since is not the
calibration slice. In contrast, the abdomen study shows the calibration slice, which result
in a properly correction of the dark bands of all the methods except for FDK+FreeCalBH
and FreeIterBH. An increment of the streaks is observed when using the post-processing
strategies in the low-dose scenarios while, as expected, iterative reconstruction methods
and FDK+DeepBH showed the best performance in terms of noise and streaks.
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Figure 5.17: Calibration slice of the head study for the standard- and low-dose scenario
reconstructed with the proposed strategies.



5.3. General comparison 71

1DIterBH CalIterBH FreeIterBH

FDK + 2DCalBH FDK +FreeCalBH FDK +DeepBH

-750

375

-375

0

600

HU1DIterBH CalIterBH FreeIterBH

FDK + 2DCalBH FDK +FreeCalBH FDK + DeepBH

S
ta

n
d

a
rd

 d
o

se
Lo

w
d

o
se

Figure 5.18: Axial slice of the head study for the standard- and low-dose scenario recon-
structed with the proposed strategies.
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5.3.1 Execution time

Table 5.5 shows the computational time needed for each strategy, running on a computer
with an Intel Core i7-8700 CPU, 32 GB RAM, and an NVIDIA GeForce RTX2060. No
effort was made to optimize the execution time. Since FDK+WL only applies a sim-
ple algebraic operation to the projections, it results in the lowest computational time.
FDK+JS adds a preliminary reconstruction followed by a projection of a bone segmenta-
tion, which results in the second or third lowest execution time depending on the number
of projections. The application of the linearization function to each projection pixel in
FDK+2DCalBH adds 70 % of execution time with respect to FDK+JS. FDK+FreeCalBH
includes an extra projection and the generation of the linearization functions, which re-
sult in an increment of a 50 % of execution time with respect to FDK+2DCalBH. In
FDK+sfEBHC there are seven extra projections and backprojections together with an
iterative optimization method, which in our case run for 16 iterations (25 seconds per it-
eration), resulting in a execution increase of 500 % with respect to FDK+FreeCalBH. All
iterative strategies have higher computational times. PWLS is the iterative method with
the lowest computational time, since it does not account for the beam-hardening effect and
only needs a projection and a backprojection at each subset . In contrast, FreeIterBH and
CalIterBH need three extra projections to account for the energy effect, which increase
the execution time in a 75 %. The update of the beam-hardening function at each iteration
takes 78 seconds, resulting in an extra a 5 % of execution time with respect to FreeIterBH
and CalIterBH. FDK+DeepBH results in one of the lowest execution time together with
the JS method, taking only 0.5 seconds per slice to correct the preliminary reconstruction.

Table 5.5: Execution time of each strategy (seconds)

Standard dose Low dose
FDK 10.4 6.3
FDK+WL 10.4+0.2 6.3+0.1
FDK+JS 10.4+33.3 6.3+22.4
FDK+sfEBHC 10.4+209.6 6.3+160.4
FDK+2DCalBH 10.4+59.9 6.3+42.7
FDK+FreeCalBH 10.4+95.4 6.3+52.9
FDK+DeepBH 10.4+28.7 6.3+28.7
PWLS 16800 16560
1DIterBH 28800 28080
CalIterBH 28800 28080
FreeIterBH 30360 29380
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Chapter 6

Discussion, conclusions, and future lines

This thesis proposes a bundle of reconstruction strategies with beam-hardening compen-
sation for the common scenarios found in preclinical research: cross-sectional and longi-
tudinal studies.

For the cross-sectional studies, where the radiation dose is not an issue and allows
the use of standard-dose protocols, the proposed strategy is an analytical reconstruction
followed by a fast post-processing step. The proposed post-processing methods extend the
water-linearization to correct both cupping and dark-bands, based on the characterization
of the beam-hardening effect for soft-tissue and bone from empirical measurements. The
characterization of the beam-hardening effect is based on two approaches: 1) 2DCalBH,
which uses a calibration phantom composed of bone and soft-tissue equivalent materials,
and 2) FreeCalBH, which uses the information provided by the sample, with the idea of
fine-tunning the correction to the specific attenuation coefficients of the sample that may
differ from those of the equivalent materials in the calibration phantom. Both methods
avoid the need for knowledge of the spectrum [5], the tuning parameters [6] or extra
projections and backprojections [7, 8] of previous works.

Despite of an exhaustive search of optimum parameters for the whole volume with
the classical post-processing strategy proposed by Joseph and Spital [6], (JS), no unique
set of parameters resulted in a proper correction of all the slices; thus, the parameters
for simulated and real data were obtained taking into account one representative slice of
each study. This might indicate that the two-parameter model proposed in the JS method
cannot fully characterize different combinations of soft tissue and bone thicknesses. In
contrast, results in simulations and real data showed that the two proposed post-processing
methods generate a better correction model that resulted in proper compensation of the
dark bands for the whole volume independently of the combination of soft tissue and bone
in each slice.

Evaluation of the proposed post-processing methods also showed a better correction
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of the dark bands in comparison to one of the latest and most cited method found in the
literature, sfEBHC, proposed by Schuller et al [8]. Apart from an overcorrection of the
dark bands, as reported by the authors, we found that sfEBHC is highly dependent on the
initial weights of the optimization problem, in contrast to the proposed strategy that only
relies on empirical measurements. Both proposed post-processing methods, 2DCalBH
and FreeCalBH, showed similar correction of the dark bands in simulated data, but evalua-
tion on real data showed that FreeCalBH had a slightly lower performance in the abdomen
study. This may be due to a lack of soft-tissue and small bone combinations to extrapolate
a proper model of the beam-hardening effect. Therefore, 2DCalBH would be the prefered
option for most studies, while FreeCalBH could be a good alternative when the atten-
uation properties of the bone in the sample greatly differs from the equivalent material
used in the calibration (e.g., in the presence of osteoporosis or osteopetrosis). The main
limitation of the proposed post-processing methods, shared by previous post-processing
schemes, is the need for a preliminary bone segmentation. Evaluation of low-dose studies
showed that errors in this bone segmentation hinder the selection of the appropriate lin-
earization functions, which leads to inconsistent data in the corrected projection values.
In particular, streaks produced by low-sampling may have similar values than bone and,
thus, be included in the bone mask. Since an optimum post-processing method would in-
crease the bone values because they are underestimated due to the beam-hardening effect,
the streak artifacts will be enhanced.

For the longitudinal studies, where the reduction of radiation dose is advisable to
assure the survival of the animal and to avoid confounding factors, the proposed recon-
struction strategy is based on an iterative method with three different characterizations of
the beam-hardening effect into the forward model, also avoiding the need of the knowl-
edge of the spectrum of previously proposed polychromatic iterative methods [11, 35].
The first approach, 1DIterBH, explores the idea of the JS method, which characterizes the
beam-hardening effect with the 1D function corresponding to water, already available in
most scanners, plus two empirical parameters. The second (CalIterBH) and third (FreeIt-
erBH) approaches empirically obtain the beam-hardening function of the soft tissue and
bone, similar to 2DCalBH and FreeCalBH, respectively. Finally, Deep-Learning was ex-
plored with the idea of obtaining a joint solution that would require low-computational
time while compensating the beam-hardening artifacts regardless the dose scenario, like
that of iterative methods. The proposed Deep-Learning approach, DeepBH, eliminates
the limitations due to memory constraints found in the only method alike in the literature
[16].

As expected, the proposed iterative reconstruction strategy reduced the low-sampling
artifacts outperforming the post-processing strategy in the low-dose scenario. 1DIterBH
did not correct the beam-hardening artifacts in the whole volume with unique set of pa-
rameter values, expected as it used a similar approximation to the JS method. CalIterBH
and FreeIterBH achieve a global optimum correction, with slightly lower performance in
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the abdomen study of the latter, similar to FreeCalBH.

Despite the good results obtained with the proposed iterative strategy, it requires high
computational time, hindering its use for real-time applications. DeepBH showed to be a
viable alternative for any dose scenario, combining the good artifact compensation of the
iterative reconstruction with a considerable reduction of computational time. However,
the selection of the simple cost function MSE may be responsible for the slight loss of
spatial resolution that can be appreciated in the results. Future work will explore if it
would be interesting the use of more complex cost function such as perceptual loss [82]
or Structural Similarity Index (SSSIM) [83]. The CalIterBH method, which showed the
best correction of all the iterative methods, was used as the gold standard, since acquiring
the rodent studies with a monochromatic source was not possible. A different model was
needed for each dose scenario, probably because the small size and low variability of the
training set did not allow the network to generalize the correction of the dark bands with
and without the presence of low-sampling artifacts. The low variability of the training
data may also be the reason why a different model was needed for each anatomical part.
Future work will evaluate if an increase in the amount of training data would enable a
single model to work independently of the dose scenario or the anatomical part under
study.

Evaluation on a mouse study contrast agent showed a worst performance of the post-
processing and iterative strategies. This lack of correction is especially seen in the sample-
based methods, probably due to the assumption of only two tissues, which assigned the
contrast agent as bone in the beam-hardening model. Therefore, a three-class model could
be necessary when contrast agents are present. The calibration phantom could add the
third equivalent material in the following geometry: the same semicircle of PMMA and
two halves of rounded triangles, one of AL6082 and one of contrast agent. Nonetheless,
bone and iodine have similar reconstructed values and a simple threshold may be insuffi-
cient to separate both, being necessary to use other approaches, such as dynamic segmen-
tation [84]. In contrast to proposed post-processing and iterative strategies, DeepBH also
corrected the dark bands in this study, showing a good generalization of the correction in-
dependently of the tissue or material present in the sample. These results rise the interest
of further exploring this path in the future to obtain single joint solution that would require
low-computational time and, at the sametime, compensate the beam-hardening artifacts
regardless the dose scenario.

Regarding the model of the object, the most common approach is to assume that each
voxel can only be either bone or soft tissue and to segment bone from a preliminary
reconstruction obtained with a fast algorithm such as filtered back-projection. This seg-
mentation can be challenging, especially in the case of low-dose scans, which suffer from
low SNR and possibly photon starvation. Furthermore, this model neglects partial vol-
ume effects, as voxels are not allowed to contain a mixture of bone and soft tissue. Our
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iterative strategy addresses these problems, since we model the attenuation at each voxel
by defining piecewise density-dependent tissue fractions, which are updated at each itera-
tion, similarly to what was done in [10]. This eliminates possible segmentation problems
in low-dose studies. In the proposed iterative strategy, the selection of the intervals for
these functions was based on the typical densities for soft-tissue and cortical bone found in
NIST. Further evaluation of the effect of the definition of these intervals on the recovered
density values for both clinical and preclinical data is warranted.

The selected materials for the calibration phantom used in 2DCalBH and FreeCalBH,
previously used as soft tissue and bone equivalent materials [60, 67, 70], showed a very
good artifact correction both in simulations and real data. Evaluation on simulated data
also showed a good recovery of the ideal values, even for bone, which was not possible in
the previous literature without the knowledge of the spectrum. Future work will evaluate
the quantification in real data using exvivo experiment to find out if there is a need for
more sophisticated equivalent materials [85, 86, 87].

To conclude, this thesis presents a comprehensive bundle of reconstruction strategies
able to cope with the beam-hardening artifacts in the common scenarios found in preclin-
ical research: cross-sectional (standard dose) and longitudinal studies (low-dose). The
incorporation of this bundle in a real scanner only needs a small modification of the cal-
ibration step already implemented in the commercial scanners. Compared to previous
methods in the literature, the proposed reconstruction strategies:

• Do not need the knowledge of the spectrum.

• Are quantitative, providing real attenuation coefficients, not only for soft tissue like
several previously proposed methods, but also for bone.

• Enable a fast correction of the beam-hardening artifacts in standard-dose studies
with no need of heuristic selection of parameters.

• Correct the dark bands in the whole volume, independently of the combination of
soft tissue and bone in each slice.

• Compared to the only one previously proposed approach with Deep Learning, the
proposed DL strategy overcomes the memory constraints with the use of a simpler
architecture.

The proposed bundle of reconstruction strategies will be incorporated in the new gener-
ation of micro-CT scanners commercialized by the company SEDECAL. Currently, it is
also being tested in a new multipurposed C-arm system for veterinary applications devel-
oped by the same company.
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