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ABSTRACT Major advances in information and communication technologies (ICTs) make citizens to be
considered as sensors inmotion. Carrying theirmobile devices, moving in their connected vehicles or actively
participating in social networks, citizens provide a wealth of information that, after properly processing,
can support numerous applications for the benefit of the community. In the context of smart communities,
the INRISCO [1] proposal intends for (i) the early detection of abnormal situations in cities (i.e., incidents),
(ii) the analysis of whether, according to their impact, those incidents are really adverse for the community;
and (iii) the automatic actuation by dissemination of appropriate information to citizens and authorities.
Thus, INRISCO will identify and report on incidents in traffic (jam, accident) or public infrastructure
(e.g., works, street cut), the occurrence of specific events that affect other citizens’ life (e.g., demonstrations,
concerts), or environmental problems (e.g., pollution, bad weather). It is of particular interest to this proposal
the identification of incidents with a social and economic impact, which affects the quality of life of citizens.

INDEX TERMS Early detection of incidents, smart cities, citizen sensor, vehicular communications, big
data analysis, social networks.

I. INTRODUCTION
Nowadays citizens are seen as sensors in motion in the smart
cities. They produce a huge amount of information from their
smart-phones that will continue to grow exponentially when
smart connected vehicles become a reality in the roads. The
goal of our work is to quickly detect any unexpected situation
in the city by properly analyzing this big amount of gathered
data. The INRISCO (INcident monitoRing In Smart COm-
munities) project [1] does not intend to replace any current
emergency management service (e.g., 112 or 911), but rather
to improvewarning systems and complement them tomanage
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unexpected situations which might have an impact in the
citizens. In this regard, INRISCO aims to effectively address
two key issues: (i) early detection of incidents and (ii) quickly
dissemination of warning information. In the current tech-
nological context, it is feasible to obtain objective and sub-
jective information from the new ‘‘citizen sensor’’. Objective
information is gathered through physical sensors set in their
devices and in the smart city, whereas subjective informa-
tion is gathered from opinions/comments posted on on-line
social networks. The analysis of this massive amount of data
(so-called Big Data) from structured and unstructured
sources enables the early detection of unexpected situa-
tions as well as the estimation of their impact in the
community. Going further, actuation is also possible by
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FIGURE 1. Scenario as case study of the INRISCO framework.

disseminating alert messages and suggested actions: glob-
ally, through on-line social networks; and locally, through
ad-hoc or opportunistic networks dynamically built up in the
community.

To ensure the citizens’ participation, reliability, security,
flexibility and privacy must be covered as requirements about
which citizens are especially concerned. Firstly, it is crucial
to ensure the accuracy of the information collected. Secondly,
it is essential to ensure an adequate level of privacy to citizens,
so that sensitive information (such as location, preferences,
or other personal information) does not flow through social
networks nor is collected by third parties without their explicit
consent. Lastly, the proposal also cannot ignore the volume,
velocity and variety of data provided by the citizens, as well
as the critical nature of the detected situations and services
involved.

For the integration of the main results of the project,
INRISCO proposes a framework for the early detection of
unexpected events and an efficient and effective dissemi-
nation of warnings. Our scheme has been deployed over a
realistic scenario from a city, and over a dataset collected from
a public on-line social network.

The rest of the paper is organized as follows. An overview
of the proposed system is presented in Section II.
In Section IV the INRISCO architecture is described.
Section V provides details of the data collection process.
In Section VI, we introduce the INRISCO layer in charge
of the detection of any unexpected situation in the city.
Section VII describes how INRISCO tackles issues of data
credibility and data privacy. In Section VIII we show how
INRISCO disseminates warning messages upon the detection
of an incident. Related work is discussed in Section IX.

Finally, we conclude this article in Section X, where we also
we point out some future work.

II. DESCRIPTION OF THE SCENARIO
The scenario to illustrate the INRISCO operation is depicted
in Fig. 1 and its structure of layers is shown in Fig. 2,
where we can see the relationship between the different actors
involved in the considered smart community.

In our proposal we consider that the city of Leganés
(Madrid, Spain) uses the INRISCO [1] platform to detect
any incident in the city based on different data sources like
social media activity and exchange of messages in networks
without infrastructure. More specifically, the data used in the
INRISCO system is gathered from two public location-based
social networks (LBSN), Twitter and Instagram, and also
from vehicular ad hoc networks (VANETs) and mobile ad
hoc networks (MANETs). Regarding the former, the publicly
shared posts in social media contain two kinds of data: (i) the
GPS location of the posting device and (ii) the content of
the post (natural text and/or images). Regarding the latter,
we assume that the information obtained from VANETs and
MANETs consists in multimedia warning messages about
an incident (e.g., traffic jam, work zone in a street, blocked
street, traffic accident, etc.) that might have an interest for
other citizens (e.g., drivers, pedestrians). The message con-
tains the GPS location and a text or video message regarding
that incident.

Let us consider that today, after filtering and pseudonymiz-
ing the gathered posts, INRISCO has detected an unusual
number of people near the Sambil shopping center of Leganés
(see Fig. 1) and, consequently, an alert of a moderate crowd
triggers [2]. This activation is a consequence of a quick
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analysis based on the entropy of Twitter and Instagram posts
in the area that describes the pulse of the city, i.e. how citizens
as a whole are moving all through Leganés. This global
analysis triggers a second deeper and localized analysis: a
density-based clustering system that identifies the locations
of the crowds that have really changed according to the nor-
mal pattern of the city. After this second analysis, INRISCO
confirms that a moderate and unexpected crowd is located in
the Sambil area.

Automatically, a natural language processing module ana-
lyzes the post content and infers that something related to a
job fair is located at the shopping area. With this information,
INRISCO checks the foreseen events in the area to find that
the job fair was already authorized by the council, so the
alert is neutralized. The unexpected social media activity
that feeds the INRISCO system is consequence of those
citizens that are already in the job fair and who are posting
pictures and texts describing the long queues to deliver their
resumes to the different companies. Other citizens, trapped
in their cars as consequence of the first traffic jams, are also
posting the situation. Finally, companies also are publish-
ing information about the same event in their social media
profiles.

On the other hand, and taking into account the unexpected
impact of this event in the surroundings, the INRISCO system
triggers the information dissemination procedure. For this
purpose, the INRISCO system provides two different distri-
bution mechanisms: firstly, a beaconing system that makes
use of VANETs and MANETs to disseminate warning mes-
sages among citizens around, i.e., drivers and pedestrians,
respectively; secondly, a beaconing system, based on Blue-
tooth low energy (BLE) communications, is used to spread
interesting information for citizens nearby. INRISCO starts
a dissemination procedure in the beacons near the shopping
center area informing the citizens nearby about this event, just
in case the job fair interferes with their normal life.

Thanks to this alert people like Peter, whose intention was
going to the shopping area with his two children, changes
his plan before entering the shopping center neighborhood.
Alternatively, he decides to go to a different playground area.
Peter, as thousands of citizens of Leganés, is connected to
the beaconing system provided by the city and receives this
alert on time. Another example is Eve, an amateur runner who
normally trains in the park near the shopping center. That
morning Eve receives the same alert than Peter. However, and
since she is trying to find a better job, Eve decides to go to the
job fair instead. There is also Alice, who usually drives near
Sambil to go to her job. She receives the alert before reaching
the traffic jam, so she decides to change her daily route and
take the previous exit. Thanks to the detection and dissemina-
tion supported by INRISCO, the situation near the shopping
center area is under control. Drivers not interested in the job
fair took other different roads to get their destinations, while
pedestrians not interested in the event decided to change their
activity. As a consequence, the first traffic jams did not affect
citizens not involved in the job fair. Additionally, people were

informed about the event and those interested were able to
participate.

III. BACKGROUND
In this section we detail the technical background that estab-
lishes the bases on which we have developed our proposals.
Mainly, we focus on pointing out the bases of (i) data col-
lection and filtering, (ii) clustering techniques and (iii) data
collection and dissemination using vehicular networks.

A. DATA COLLECTION AND FILTERING
Data collection is the process of gathering data or informa-
tion, which can come from open sources (e.g., social networks
(SN)) or sensors from mobile devices.

Social networks are a valuable data source, because these
allow collecting a huge amount of information, through three
main techniques for data acquisition: (i) network traffic sniff-
ing, (ii) implementation of specific applications using an API
for each SN, or (iii) crawling of the user social graph [3].
The second technique has become the most popular, because
several social networks provide a set of APIs to acquire
public data, e.g., Twitter, Facebook, Instagram, Forsquare,
Google+, etc. Specifically, the Twitter API is a public REST
API that provides access for reading and writing tweets or
users’ data (i.e., location, followers, followed people, account
creation date, etc.), using an OAuth access token for authen-
tication. Responses are provided in JSON format. Twitter
Search API limits the number of calls both per user and per
application, whereas Twitter Streaming API allows access-
ing only the 1% of the published tweets, and the kind of
sampling is not public. Twitter also provides premium access
(PowerTrack, Decahose, Firehose and Replay) based on the
Streaming HTTP protocol to deliver data through an open,
streaming API connection. Therefore, instead of delivering
data in batches, consequence of repeated request by the client,
a single connection is opened between the client and the API
and new results are sent through that connection whenever
new matches occur. Instagram, on another hand, used to
have a public API that was shut down in 2018 and replaced
by the so-called Graph API. Consequently, now third-party
applications need to be approved by Instagram before they
can access the Graph API, by using an Instagram Business
Account to access the information.

In social networks, users freely communicate with each
other and share ongoing activities, news, opinions, among
others. So, it is possible to detect emerging events, analyz-
ing such information. Likewise, location information allows
analyzing individual’s mobility patterns.

The individual’s mobility patterns can be also gathered
using cellular-based traces from users’ mobile devices,
because location information cannot be always obtained from
data provided by social network API. For that, ad-hoc appli-
cations can be developed.

The collected data from social networks should be refined
through a wide range of filtering strategies, e.g., remov-
ing redundant or impartial parts of data, evaluating owners’
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FIGURE 2. Architecture of the INRISCO framework.

trustworthiness, scrub private fields, etc., in order to improve
the data quality and reliability or preserve users’ privacy.

B. CLUSTERING TECHNIQUES
Clustering is ‘‘the process of partitioning a set of data
objects into subsets or clusters such that objects in a clus-
ter are similar to one another, yet dissimilar to objects in
other clusters’’ [4]. Clustering methods are generally clas-
sified in four groups: partitioning approaches (where the
number of clusters is pre-assigned), grid-based (where the
object space is divided into a pre-assigned number of cells),
hierarchical (where the data is organised in multiple lev-
els) or density-based (where density notion is considered).
We have applied two different strategies, a partitioning and
a density-based algorithm, which will be used for different
purposes in our approach.

Density-based clustering algorithms organize the data in
regions (clusters) where the elements are dense and which
are separated by areas of low element density, which are
considered as noise. These algorithms are able to (i) discover
clusters of arbitrary shapes, (ii) handle sparse regions (which
are considered as noise regions) and (iii) work without know-
ing the number of clusters in advance. Among the different
proposals in the literature [5], we have selected DBSCAN [6]
(density-based spatial clustering of applications with noise),
since it is efficient and flexible while it does not add any
extra-functionality neither any extra-computational load.

DBSCAN needs two parameters (minPoints and ε) to
define the density of the clusters: the minimum number of
elements (minPoints) that must be located within a given
distance ε from an element in order to start forming a cluster.
Tuning the two parameters of DBSCAN is essential for the

algorithm to work properly, since the algorithm is very sen-
sitive to both of them. In fact, DBSCAN defines an element
as a noise point if it is not enough close to other elements,
otherwise DBSCAN assigns the element to a particular clus-
ter. For this, DBSCAN determines the local density at each
element by using the previous two parameters: reachability
parameter (distance value ε) and the minimum number of
elements (minPoints). An element or point p which meets the
minimum density criterion, i.e. there are at least minPoints
located within a distance ε from p is considered a core point
and defines an ε − neighbourhood . Any element or point q
within the ε−neighbourhood is considered as directly reach-
able from p. Any element or point q is reachable or connected
by density from p if there is a path of elements or points that
connect both elements through chains of ε−neighbourhoods.
Therefore, a core point forms a cluster together with all ele-
ments or points that are reachable from it. As aforementioned,
those points that are not assigned to any cluster are considered
as noise.

C. DATA COLLECTION AND DISSEMINATION USING
VEHICULAR NETWORKS
Once an incident has been positively identified, INRISCO
disseminates proper emergency messages through social net-
works (e.g. Twitter, Instagram), MANETs and VANETs to
warn citizens as soon as possible, see Fig. 2.

To design our proposals of routing protocols for VANETs,
we used the well-known greedy perimeter stateless routing
(GPSR) [7] as a reference since it was one of the first geo-
graphic proposals over which many other proposals have
been proposed. Vehicles are assumed to know their locations
as well as the destination location. GPSR has two different
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modes to forward packets: (i) greedy mode, which is used by
default; and (ii) perimeter mode used when it is not possible
to use the greedy mode. This happens when there is no
candidate node better than the current node that holds the
packet. In greedy mode vehicles basically select the neighbor
node closest to the packet’s destination. In perimeter node,
the current holding vehicle applies the right hand rule to find
a possible next hop to forward the packet.

Several proposals have been presented in the literature to
improve the basic GPSR. Specifically, in the literature we
can find multimetric routing protocols that notably improve
GPSR, which just uses the distance as the decision routing
metric. For instance, our proposal multimedia multimetric
map-aware routing protocol (3MRP) [8] uses five metrics
to optimize the selection of the best next forwarding vehicle
(see section VIII-A).

Data dissemination in VANETs is a well-studied topic.
Among the main solutions that focus on urban scenarios is
Urban Vehicular BroadCAST (UV-CAST) [9], which uses
digital map information to verify if the vehicle is at an
intersection or not. This condition creates message broadcasts
to other road directions. Additionally, UV-CAST can assign
to more than one vehicle the responsibility for opportunis-
tic forwarding, so vehicles can forward the message more
than once. UV-CAST combines broadcast suppression and
store-carry-forward, i.e., these proposals tackle the broadcast
storm and the disconnected network problems simultane-
ously. According to the good results, this combination is
an important basis for the development of a dissemination
protocol for road safety applications.

To improve the data dissemination process some pro-
posals derive the probability of forwarding a packet using
game-theoretical algorithms. For instance, the work in [10]
presents a technique to mitigate the broadcast storm problem
through a game-theoretical mechanism based on ‘‘the volun-
teer’s dilemma’’. With this mechanism, the probability of a
vehicle forwarding a message is computed considering the
cost and the benefit of message propagation.

IV. INRISCO ARCHITECTURE
The INRISCO architecture is composed by three layers,
as Fig. 2 shows: (i) Sensing and Actuating; (ii) Monitoring
and Privacy; and (iii)Mining and Analysis.
The Sensing and Actuating layer manages the information

inputs (e.g., text, audio, video, location) from citizens that use
their mobile devices to collect data from their environment
(through physically integrated sensors), or from their inter-
actions in social networks. In addition, data can be gathered
from vehicular networks. This layer is also responsible for
providing the appropriate technological basis to support dis-
semination of warnings or recommendation messages about
detected incidents throughVANETs and social networks. The
dissemination will be carried out with emphasis in oppor-
tunistic communication and quality of service, by taking
advantage of the users’ mobility and location.

The inputs are collected and managed by the follow-
ing layer, Monitoring and Privacy. In this second layer,
data is collected in real-time to support the detection of
evidence-based incidents. The collected data is filtered and
anonymized in order to guarantee the data quality to be
analyzed and the users’ privacy, respectively. The filtering is
based on trust and reputation information, which is obtained
from the analysis of users’ behavior through their traffic pat-
terns and shared posts. The applied filters try to prevent gath-
ering data from a same citizen with multiple identities, from
untrusted users, hoaxes, etc. To enforce privacy, two main
protection facilities are provided, namely sanitization and sta-
tistical disclosure control, as it is explained in section VII-B.
Finally, the Mining and Analysis layer is responsible

for: (i) data fusion over the data streams extracted from
the social contribution of citizens in social media, sensor
data and/or public infrastructure; (ii) inferring the behav-
ior of smart communities by using time-series data mining
techniques; (iii) outlier detection for finding out differ-
ences from the expected patterns; and (iv) identification
of the incidents by analyzing the content of the collected
information.

Each layer is described in detailed in the following sections
according to the methodological order: data collection, data
analysis and processing, quality & privacy issues and, finally,
dissemination aspects.

V. INRISCO: SOURCES OF DATA
The Monitoring and Privacy INRISCO layer depicted
in Fig. 2 is in charge of three essential tasks: (i) collecting
data from citizens and vehicles, which are envisioned to act
as real sensors of the city behavior; (ii) assessing the quality
of the data (credibility) and (iii) protecting the users’ privacy.
In this section, we face the first aspect, whereas the other two
are tackled in section VII-B.
INRISCO mainly works with data obtained from three

sources: social media, VANETs and cellular-based traces.
On the one hand, social media sources usually provide a

set of application programming interfaces (APIs) that can be
used to gather data. Depending on the social source (Face-
book, Instagram, Twitter, etc.) the pursued content may vary
and the procedure needs from different permissions. For the
subsequent modules to work properly, we have collected both
geo-tagged posts and non geo-tagged posts. The former will
be used by the Data Analysis and Outlier Detection modules
(Mining and Analysis layer) to detect unexpected behavior
in specific areas along the urban areas. The latter will be
used by Incident Identification module to supplement the
geo-located analysis, in order to infer the causes behind the
detected anomalies.

On the other hand, VANETs are used to gather information
about the traffic state (i.e., sparse, fluid, dense, traffic jam)
on the streets. Vehicles periodically interchange beacon mes-
sages with their neighbor vehicles within their transmission
range. Also, we assume that vehicles periodically send their
traffic reports to the closest road side unit (RSU) through the
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VANET using a proper multihop routing protocol. RSUs are
city infrastructure used to communicate to the INRISCO plat-
form. This way, INRISCO is aware of the vehicles’ density
in the streets of the city. Upon the detection of an incident in
the street (e.g., an accident, a traffic jam) by the modules of
this layer, the Dissemination module will act in consequence,
and thus a warning message will be sent to those vehicles
approaching the affected area. For instance, a crashed vehicle
may disseminate warning messages through the VANET to
alert close vehicles around the accident, aiming at avoiding
another cascade accident. In this sense, the design of a smart
dissemination protocol is crucial to avoid broadcast problems
(see section VIII-C).

Finally, cellular-based traces give information about
mobility at individual level, which unveils interesting infor-
mation, since the subsequent locations a person visits define
her in many ways. Continuously tracking the user and appro-
priately mining the resulting sequence of locations disclose
a lot of information that can be used for early detection
of abnormal situations in cities (i.e., incidents). We have
obtained a dataset of these traces, which was collected in [11],
that contains mobility data from 25 users tracked by means
of their mobile phones during more than one year. Among
the participants, there are people living in five different
countries and working/studying in completely different and
independent places. Thus, they do not share the same space or
specific timetable. This data was also collected using a base-
line data collection scheme, i.e., collecting every cell change
experienced by the device, and also including timestamps of
incoming and outcoming calls.

VI. MINING AND ANALYSIS LAYER
The Mining and Analysis layer is the core of the INRISCO
system, since it supports the detection of unexpected events
in urban areas and feeds the Dissemination module with
information to be distributed mainly in the surroundings of
the aforementioned events, as Fig. 2 shows.

The first module of this layer, Data Fusion obtains
information from different sources, mainly social media,
cellular-based traces and VANETs, as explained in the previ-
ous section. The second and third modules of this layer, Data
Analysis and Outlier detection focus on processing this data
with the aim of detecting anomalies. Finally, the fourth mod-
ule Incident Identification tries to know, by applying natural
language techniques, the underlying reasons that could justify
the aforementioned anomalies.

In this section, we firstly summarize (section VI-A) the
methodology we proposed to identify behavioural patterns
in urban areas and how to apply these patterns to detect
unexpected behaviors all around the city, as a whole, without
focusing on specific users or citizens. Then, we detail some
studies that we have performed to detect anomalies but using
individual movements (section VI-B). Finally, we describe
the natural language techniques used to know the under-
lying reasons that could justify those identified anomalies
(section VI-A).

A. IDENTIFYING BEHAVIORAL ANOMALIES: A
DBSCAN-BASED METHODOLOGY
With the aim of analyzing the city or a specific urban area as a
whole to detect unexpected changes in the activity, i.e. in the
city pulse, we take advantage of the public geo-tagged posts
that citizens share in social media. Our methodology com-
bines social data mining, density-based clustering and outlier
detection into a solution that can operate on-the-fly. The
approach is based on gathering and analyzing information of
prior locations of groups of people at different time slots all
over the city. After analyzing this data, we have a reference
pattern and, consequently, it is possible to check and com-
pare real time data to detect abnormal behaviors in the city.
Since identifying crowds is the main purpose of this work,
the methodology demands a clustering algorithm, in which
clusters are formed with points in dense areas whereas points
in sparse areas are discarded. The clustering algorithm which
best fits our purposes is density-based spatial clustering of
applicationswith noise (DBSCAN) [6]. DBSCANcan find an
unspecified number of clusters with arbitrary shapes, and also
remove noise points, just setting two parameters (minPoints
and ε) to define the density of the clusters: the minimum
number of elements (minPoints) that must be located within
a given distance ε from an element in order to start forming a
cluster [5].

Taking DBSCAN as our clustering algorithm, the complete
methodology consists in twomain phases: (i) Training and (ii)
Detection. On the one hand, the training phase tries to obtain
the location of the reference clusters (RCs) for an average
day and also it tries to define the expected size of the clusters
which match each of these RCs. In other words, it obtains the
models which represent the general behavior of the citizens.
This phase requires combining data from several days, and it
is only performed once, before starting the detection phase.
On the other hand, the objective of the detection phase is
obtaining the clusters for each individual day and decide
which of those clusters have an unexpected number of points
in comparison to the number of points expected for the RC
they match. This phase is performed on-the-fly as soon as
the data is available. For this analysis, days are divided in
intervals (15 or 30 minutes, for instance), and the results are
calculated for each interval independently. This way, as soon
as the data from a new interval is extracted the detection
phase can be performed with this data. Also note that, since
the RCs obtained in the training phase tries to represent the
average behavior of all days in the data set, those days need
to be similar (for instance, same day of the week, or any
other suitable aggregation rules). Therefore, the location of
the RCs should represent the location of the usual activity in
the urban area. For instance, RCs will be located (i) nearby
business centers fromMonday to Friday during typical work-
ing schedule, (ii) around sport centers and leisure areas after
work, and (iii) nearby restaurant and bar areas at evenings
and specially at weekends. In the use case of this paper,
the shopping center area would have a cluster in the RC, but
with no so much activity that reflects the usual social media
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FIGURE 3. Methodology to identify anomalies in the citizens’ activity.

activity any morning in the Sambil shopping center (no so
much populated). Consequently, the alert is triggered because
the system detects an unusually high activity in social media,
compared to the usual one defined in the RC. This is because
of the job fair that is taking place in the shopping center [2].
Fig. 3 overviews these two phases which correspond with the
modules Data fusion, Data Analysis and Outlier Detection
depicted in Fig. 2.

The details of the training and detection phases are
explained in [12], [13], and summarized as follows. For the
Training phase, (i) in Fig. 3, the city model is obtained
of-the-record previous to the detection phase, analysing the
data from multiple days in the training set, by applying the
following procedure for each one of the intervals in which
we divided all the similar days:

The specific methodology used in INRISCO to tune the
value of the two parameters (minPoints and ε) was detailed
in [12], where we show that the algorithm is very sensitive to
the appropriate selection of both parameters.
• Parameter estimation: Obtain the necessary parameters
to apply DBSCAN to each day in the dataset and obtain
the parameters to apply DBSCAN to the average day of
all similar days (same day of the week in our approach).
The specific methodology used in INRISCO to tune
the value of the two parameters (minPoints and ε) was
detailed in [12]. The selection of the parameter is key,
since the DBSCAN algorithm is very sensitive to them.

• Individual clustering: Use DBSCAN to obtain the clus-
ters for each individual day and discard noise points.

• Reference clustering: Use DBSCAN again with data
gathered from all days together. Thus, parameters now
adapt to the fact that there are more days, and so more
data points.

• Matching: Match individual clusters with RCs based
on the distance between them. This distance, whose
details are explained in [12]measures the similarity level
between two clusters by comparing the location of their
centroids and also the density and extension of both
clusters.

• Outlier definition: Define the outlier limits for each RC
based on the number of points that all the individual
clusters have.

For the Detection phase, (ii) in Fig. 3, we use the param-
eters Reference Clusters and Outlier Limits obtained during
the training phase, as well as the data from the Test set, which
is obtained and analysed on-the-fly. This means that as soon
as the data from a time interval is collected in real time, it can
be instantly analysed to detect the outliers by performing the
following steps:
• Individual clustering: Use DBSCAN using the parame-
ters estimated from the Training set.

• Matching: Match individual clusters from the Test set
with RCs obtained from the training phase.

• Outlier detection: Compare the number of points in each
individual cluster with the limits defined for the RCs
they match.

This methodology was applied in different contexts, like
in New York City (NYC) [12], where a dataset was obtained
gathering data from Instagram during 22 weeks, obtaining the
number of geo-located posts detailed in Table 1.

After performing the training part of the methodology,
we obtained a set of different patterns of the area under study
showing the activity in social media, i.e. the pulse of the city:
each pattern represents the city behavior each 30 minutes,
and the patterns are obtained aggregating the data each day
of the week. So, we defined 48 patterns per day of the week
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TABLE 1. Post distribution per day.

and 336 patterns in total. Figure 4(a) shows the reference
clustering (pattern) typical of a Saturday at 17:30. Notice that
the dots’ colors are just used to distinguish clusters, with no
further special meaning. After performing this training phase,
the system is ready to monitor the daily activity using the
activity in social media, Instagram in this case, detecting
the differences between the expected behaviour (pattern) and
the current one. The results obtained allow us to identify
anomalies, like the clustering in Figure 4(b) that shows a dif-
ferent clusters pattern with higher densities than expected in
specific areas in the city. Another example is Figure 4(c) that
also shows different locations of the clusters and lower densi-
ties than expected. After checking the former, we realized that
the Comic Con event (annual NYC fan convention dedicated
to comics) was at the detected area. In the same way, after
checking the latter we realized that this was the result during
the Jonas Storm (historic blizzard in January 2016 in United
States).

B. ANALYZING THE IMPACT OF INDIVIDUAL MOVEMENTS
We studied the impact of cellular-based location collec-
tion schemes on observed human mobility features [14].
We identified the most basic mobility features: (i) amount of
movement (number of cell changes made per day), (ii) variety
of visited locations (how many different locations are visited
by the user per day), (iii) visits distribution (fraction of visits
concentrated by each location), (iv) randomness (uncertainty
we have about the next event in a sequence), and (v) pre-
dictability (bound of the maximum percentage of correct
predictions the best algorithm could ever attain).We observed
that the traces based on data stored in the network nodes
themselves, recording the base transceiver station (BTS) to
which the device is connected when the user is making or
receiving a call, or sending or receiving a short message,
known as call-detailed records (CDR), lead to biasedmobility
indicators [14].

In [15] we proposed that randomness in people’s move-
ments might serve to detect behavior anomalies (i.e., a weird
behavior). The concept of entropy can be used for this
purpose, but its estimation is computational intensive, par-
ticularly when processing long movement histories. More-
over, disclosing such histories to third parties may violate
user’s privacy. With the goal to keep the mobility data in
the mobile device itself yet being able to measure random-
ness, we proposed a fast entropy estimator scheme, based

FIGURE 4. Individual clustering for two special days vs. the reference
cluster (expected behavior). Manhattan area, NYC.

on Lempel-Ziv (LZ) prediction algorithms, intended to work
sequentially with a low computational cost. This algorithm
allows us to rapidly detect changes in the normal mobility
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routines of a user, and can be used for tracking users or
processes where mobility pattern changes need to raise a
warning sign.

However, tracking user mobility rises privacy concerns.
In [16] we analyzed privacy-enhancing mechanisms based
on information theory concepts, such as entropy, applied to
locations and mobility profiling scenarios. We have shown
that the theory applicable to these low alphabet cardinality
andmemoryless processes, cannot be directly applied tomore
complex cases such as the mobility profiles of users. In com-
plex (real life) cases, little privacy enhancement is observed,
unless utility is completely lost. In this sense, the fast entropy
estimator scheme we proposed in [15] can be executed in
the mobile devices instead of sending data to third parties,
so preserving the privacy of the users. We explain more
details about the INRISCO treatment of users’ privacy in
section (VII-B).

C. INCIDENT IDENTIFICATION
Once a crowd has been detected, the Incident Identification
module (see Fig. 2), tries to find out the reasons behind
the detected crowds (e.g., celebrations, sports events, festi-
vals, demonstrations) by analyzing the textual content of the
collected social media data. In the previous phases, the anal-
ysis only pay attention to the location (latitude, longitude)
of the collected posts. However, the content of those posts
also offers a really valuable information: the comments and
opinions shared by the users. Assuming this information is
usually related to the physical location from where the post
is shared, its analysis enriches the knowledge about what is
happening at that point and at that moment.

With this aim, we have performed different approaches to
know the underlying reason that may justify any anomalous
behavior detected in the urban area. Firstly, in [17], we per-
formed a light analysis of the topics based on a bag-of-words
model corresponding to the fictitious document obtained by
merging all posts in the region under study and during the
period under study (global topic) or all posts grouped in an
identified crowd (localized topic). In both, the model repre-
sents the topic as a bag of posts’ words, disregarding grammar
and even word order although keeping multiplicity i.e., main-
taining the number of times each word appears in the data set.
Before the bag-of-words model, posts are pre-processed by
lowercasing and by removing punctuation, numbers and stop-
words. Then, the document term matrix (DTM) and the term
document matrix (TDM) can be constructed to capture the
frequency of terms and to apply several kind of analysis, for
example, clustering, classification and association analysis.
As mentioned, we report topic analysis at two level. (i) At
the level of the global topic of the event, we focus on the
document constructed from the posts all over the region and
all over the day. Then, unsupervised analysis is applied by
clustering the words. (ii) At the level of the localized topic of
the event, the focus is the tag cloud of each detected crowd
so we can generate a tag map of the topic discovered in each
crowded location.

However, we also faced other solutions that require a
deeper analysis of the text in the posts gathered from social
media: (i) the early story detection module, which facilitates
identifying the cause of an incident occurring in a certain
area of the city [17], and (ii) the incident classifier, which
provides a supplementary approach for early incident detec-
tion. These analysis empowers INRISCO with filtering and
explanatory capabilities of the unexpected events highlighted
by the anomaly detection algorithms. Both models are to
some extent language independent. The early story detection
is ready to operate in any language. The incident classifier
imposes more language restrictions because it needs training
data that should be gathered and annotated by humans, who
are needed to generate the models.

1) EARLY STORY DETECTION MODULE
When INRISCO detects a potential incident in a certain loca-
tion, by identifying changes in the movement of the crowds
according to the normal pattern of the city, it triggers theEarly
story detectionmodule (see Incident Identification in Fig. 2).

The early story detection (ESD) module analyzes the text
in the posts shared in social media during the period of the
anomaly, by dynamically grouping citizens’ posts in threads
(the so-called stories) according to their semantic similarity.
To this aim, it first translates the post content to a mathe-
matical representation in Rn, i.e. the set of all vectors with n
real components. This vector representation is built in such
a way that semantic-related content is clustered together.
Hence standard similarity metrics between vectors could be
employed to obtain the relatedness score (i.e., a numerical
value) used to quantify the degree to which two concepts are
associated with each other. Here we summarize the process
used in INRISCO to detect anomalies and we point out refer-
ences for further details.We have employed a character-based
vectorization [18], although corpus based vectorizations are
also possible within this architecture [19]–[21]. Under this
setting, standard similarity metrics to compare vectors could
be employed to obtain the relatedness score used to quantify
the degree to which two concepts are associated with each
other. In this case we have employed cosine similarity that
measures the angle between two vectors but other common
valid options are the L1 (Manhattan) and L2 (Euclidean)
distances. Considering two vectors Ea and Eb, the well-known
cosine similarity is given by the following expression:

cos(Ea, Eb) =
Ea · Eb

‖Ea‖ · ‖Eb‖
(1)

Higher values means the concepts are similar (results are
between −1 and 1). Calculating all the similarity metrics
between pairs of points is very time consuming (O(n2) com-
plexity). To be able to process content data at a high rate,
the model selectively picks the best candidates from historic
data, limiting the number of comparisons to perform to just
a few. We have employed multiple locality sensitive hash-
ing (LSH) instances [22], [23] for this purpose that were able
to process data in streaming, returning only the candidates
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TABLE 2. Top-three threads under the area of influence of the NYC Comic Con for different threshold values.

that are frequently clustered together. The distance metric is
only calculated between one point and a small subset of posts
boosting the analytical speed without noticeable degradation
in performance (between 50 and 100 are typically enough).
Finally, for each post content, the module decides between
creating a new story or adding the new post to an existing
one using a similarity threshold. Although the relatedness
score is the most influential in this decision, the module could
consider additional ad-hoc criteria (e.g., active time of the
story or geolocation data).

From the outcome, it is possible to explore the most rel-
evant stories (i.e., those topics having the greatest impact in
the city during the potential incident), the relations among
the users involved in them, as well as the specific ones posted
from the location the anomaly has been identified. The latter
are specially significant when the anomaly corresponds to a
relevant decrease in the number of people around the area.

This module demands no supervision. Thus, it could be
deployed easily in different scenarios. It starts filtering con-
tent once it is plugged to a social data stream and could be
executed both over continuous flows or historical corpus of
data. Thanks to its filtering capabilities, the results gathered
with it could be either plugged to interactive dashboards for
analysis of historic data or to real-time automatic systems
which are more computationally demanding and would not
be able to process all the raw generated content otherwise.

The ESD has been evaluated in different contexts, such
as the NYC dataset presented in Section VI-A. In order to
validate the detection of the Comic Con event, we restricted
the area under analysis as Figure 5 shows. Also, we limited
the time to the weekend where the event took place. We per-
formed the experiment changing the similarity threshold
value (0.6, 0.65, 0.7 and 0.75). The results, as Table 2 shows,
were consistent. The ESD extracted meaningful stories with
information about the Comic Con within the conference’s
sub-area of influence, regardless of the selected threshold.

2) INCIDENT CLASSIFIER
Every text gathered from social media is analyzed in real
time by the INRISCO’s Incident classifier, within the Data

FIGURE 5. Comic Con area within the NYC geolocated dataset.

Analysis block (see Fig. 2). The output of the classifier is a tag
indicative of the category in which the post is included. This
module works at message level. That means, every single post
is processed regardless previous content. The system receives
the post content as input, preprocesses it to extract meaningful
features and finally applies the classifier to extract the tag and
the confidence. The confidence is a measure of the reliability
of the model according to its own decision and it could be
employed to filter those decisions with poorer confidence.

This is a supervised system that requires manually gener-
ated training data. The module has been trained to automati-
cally classify a post in one of the following categories:
• inclement_weather, including inclement weather
conditions and related issues (e.g., floods).

• traffic_incident, to identify texts containing
mentions to jams, accidents and other traffic incidents.

• crowds, to detect references to crowds and possible
causes (such as demonstrations, concerts or sporting
events)

• criminal_incident, texts which make reference
to some criminal activity, vandalism, etc.

• safety_incident, events such as accidents that
may potentially influence city dynamics or concert
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citizens safety or structural changes in the city
(e.g., a natural-gas explosion or a house fire).

• none: none of the above. Posts that should be filtered
out.

The classifier is a deep learning multilayered engine
with multiple configuration modes which adapts to several
input/output formats. For example, if the preprocessing steps
include only tokenising the post content (i.e., splitting data
into words) the system would employ a different internal
configuration than when the system employs more com-
plex inputs (e.g., syntactic/dependency analysed content).
This configuration is transparent to the users of INRISCO
ecosystem.

The Incident classifier assists in the detection of anoma-
lies and it is used both standalone and jointly with other
anomaly detection systems in INRISCO. On the one hand,
the module analyzes in real time every post gathered from
social media, providing a supplementary approach for early
incident detection. On the other hand, the classifier analyzes
the stories inferred from the data related to a potential incident
in a certain location -detected from changes in the movement
patterns of the citizens (see section VI-A). The tags associ-
ated with each post can be used to automatically filter uninter-
esting anomalies which are not topic-relevant for INRISCO
(i.e., those events not directly related with city dynamics such
as celebrity or company information which might be relevant
for a city but does not involve people circulation).

VII. MONITORING AND PRIVACY LAYER
This layer faces two very important tasks: (i) analyzing the
quality of the information already gathered from the different
sources of INRISCO and (ii) assuring privacy to the users’
data.

A. INFORMATION QUALITY
This module is responsible for filtering the collected data
in order to avoid of misleading information. It addresses
the credibility in the INRISCO project, for preventing the
dissemination of false rumors or fake news, which are gain-
ing more significance nowadays. This module also manages
underlying information security.

Several researchers have identified the powerful and col-
lectively intelligence force of citizens as digital volunteers,
but at the same time, it is well-known that the lack of cred-
ibility from social networks reduces their use for situations
with a high sensitivity degree as are public incidents [24]. For
these reasons, we have assessed the credibility of the gathered
information. Credibility has been mainly tackled from two
perspectives: (i) analyzing the trustworthiness of shared infor-
mation by using Tweets and their attributes; (ii) verifying the
source authenticity by using users’ profiles in social networks
and trust and reputation systems in VANETs.

For analyzing the trustworthiness of shared information,
we have focused on Tweets’ content and their metadata
(i.e., author verification, account type, followers, friends, age,
location). The Tweets’ content is analyzed semantically to

determine its relation with the context (i.e., the incident).
Besides, from the tweet’s content we obtain attributes as
length, word numbers, punctuation marks, URLs number and
hash tags. The account type allows us to establish a users
segmentation: common, corporate or organization. The infor-
mation related to followers and friends allows us to calculate
ratios Tweets/followers and friends/followers. Using all of
these information, Tweets are firstly classified in four cate-
gories -by an expert-: related to the context andwith info (R1),
related to the context, but without info (R2), non-related to the
context (R3) and skip (R4), respectively. This classification is
used to build a graph, which is used as an initial decision tree.
Then, using Tweets in the first category (R1), other learning
algorithms (e.g., K-nearest neighbor (KNN), Random forest,
Multilayer Perceptron (MLP)) are applied to improve the
results, by carrying out a second classification, according to
credibility levels: credible, less-credible, non-credible.

For source authenticity, we propose complementary lines
related to the search of fake profiles and risk manage-
ment. The search of fake profiles is based on collecting
and comparing profile information (e.g., usernames, real
names, locations, languages, verification, etc.) from different
social networks. In [25], we developed various string simi-
larity algorithms for ‘‘profile matching’’: Element difference
ratio, Unique element ratio and Cat sequence. These algo-
rithmswere comparedwith other algorithms -in the literature-
that require training. The algorithms proposed allowed us
detecting duplicated identities or fake identities with a good
accuracy. When the same user is found in different social
networks, the system has a better user’s knowledge. Using
profiles from famous people, our preliminary conclusions
showed certain feasibility and improvements of performance
(in seconds) with similar accuracy (about 95%), as shown
in Fig. 6. In the graph, Cat sequence showed results similar
to Levenshtein, being the algorithms with the best perfor-
mance. The algorithm that got best accuracywas JaroWinkler
(1%more), but its performance was more than twice as good,
compared with Cat sequence and Levenshtein. It is afford to
mention that these results do not consider the training time.

FIGURE 6. Performance and accuracy comparison on string matching
algorithms.
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Regarding risk management, we studied validation creden-
tials for users’ authentication in changing environments [26],
[27]. The trust management is included to enhance authen-
tication decisions. The approach involves new metrics to
assess the security risks. This proposal allows INRISCO
supporting security mechanisms that will be required for the
interactions.

B. DATA PRIVACY
The collection of a wealth of data from social media and a
rich variety of sensors in modern city infrastructures, prior
to its analysis by automated information systems of increas-
ing sophistication, is undoubtedly an essential constituent in
the makeup of smart communities. Unfortunately, personal
information, explicitly submitted or implicitly inferable from
observed behavior, poses evident privacy risks, especially
when combined across several of the information sources
mentioned in this work, and when enriched with metadata
indicating size, location, time, frequency, and other contex-
tual information.

The complex data collection process in the INRISCO sys-
tem carefully addresses this challenge by means of a privacy
layer composed of two main protection facilities, namely
sanitization and statistical disclosure control, discussed
next.

1) PSEUDONYMISATION, REDACTION AND SANITIZATION
The first privacy facility provided by INRISCO enables us
to protect sensitive portions of the data collected by an
automated process of textual suppression, called redaction,
or through categorical generalization, a mechanism termed
sanitization. Concisely, the internal architecture of this pro-
tection function contains three main operation parameters:
• The transformation function provides any and all
forms of anonymization, or more generally, sanitiza-
tion, including total and partial suppression, categori-
cal and numerical generalization, and various forms of
pseudonymization.

• The pattern specificationmay be a choice of a predefined
pattern, say an IP or email address, or a completely gen-
eral regular expression to be matched and subsequently
anonymized.

• Lastly, the search contextualization offers the possibility
of restricting the search for an item, from the entire
collection of objects to only a desired type.

A hypothetical example of sanitization of some of the
semistructured data conceivably collected by our platform is
illustrated in Fig. 7.
The automation of this process may rely on search and

replacement patterns, flexibly expressed by means of regu-
lar expressions [28], or resort to statistical frequency and
information-theoretic properties of the items deemed sensi-
tive [29], [30]. We would like to remark that sanitization may
not only be applied to the functional data of a system, but also
to cybersecurity data employed in the development of intelli-
gent subsystems for automated threat detection [31], [32].

FIGURE 7. Hypothetical example of sanitization in semistructured data in
INRISCO.

2) STATISTICAL DISCLOSURE CONTROL AND
k-ANONYMOUS MICROAGGREGATION
Limited release or widespread publication of the incredible
wealth of data collected by the INRISCO systemwould prove
invaluable for a number of statistical studies aimed toward the
management of smart communities. The second privacy facil-
ity offered by our privacy layer addresses the risks incurred
by such release.

It was famously shown in [33] that 87% of the popu-
lation in the U.S. might be unequivocally identified solely
by the demographic triple consisting of their date of birth,
gender, and 5-digit ZIP code. This striking finding, based
on 1990 census data, holds in spite of the fact that in that
year, the U.S. had a population of over 248 million. Thus,
the study dramatically illustrates the discriminative poten-
tial of the simultaneous combination of a few demographic
attributes which, considered individually, would hardly pose
a real anonymity risk. It follows, ultimately, that the mere
elimination of identifiers such as first and last name, or social
security number, is grossly insufficient when it comes to
effectively protecting the anonymity of the participants of
released data containing confidential attributes linked to
demographic variables. For that reason, publicly available
attributes that narrow the identity of an individual or organi-
zation, typically attributes of demographic nature, are called
quasi-identifiers.
Statistical disclosure control (SDC) concerns the

postprocessing of the demographic portion of datasets
containing sensitive personal information, in order to effec-
tively safeguard the anonymity of the participating respon-
dents. Intuitively, the perturbation of numerical or categorical
quasi-identifiers enables us to preserve privacy to a cer-
tain extent, at the cost of losing some of the data utility,
in the sense of accuracy with respect to the unperturbed
version. k-Anonymity is the requirement that each tuple
of key-attribute values be identically shared by at least k
records in the dataset. This may be achieved through the
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FIGURE 8. Synthetic example of k-anonymous microaggregation in INRISCO.

microaggregation approach illustrated by the synthetic exam-
ple depicted in Fig. 8, where gender, age and ZIP code are
regarded as quasi-identifiers, and location and behavioral
profile as confidential attributes.

We must stress that the preservation of information util-
ity is critical in the efficient management of some of the
aspects involved in smart communities, particularly those
related to emergencies and concerning the citizens’ health.
This is one of the reasons why this work advocates in favor of
microaggregation over differential privacy. While the former
approach has been recently shown to carefully preserve the
inference of macrotrends in machine learning [34], the lat-
ter method scrupulously observes privacy at the expense of
considerable utility loss.

Because much of the data flowing through the INRISCO
system is collected in real time, and might conveniently
be made available for release with the lowest delay possi-
ble, conventional k-anonymous microaggregation is not per-
fectly suitable. Instead, we propose the p-probabilistic variant
developed in [35]. Succinctly, p-probabilistic k-anonymous
microaggregation resorts to a statistical model of respondent
participation in order to aggregate quasi-identifiers in such
a manner that k-anonymity is concordantly enforced with
a parametric probabilistic guarantee. Owing to the possibil-
ity that some respondents may not finally participate, suffi-
ciently larger cells are created striving to satisfy k-anonymity
with probability at least p. The microaggregation function
is designed before the respondents submit their confiden-
tial data. More precisely, a specification of the function is
sent to them, which they may verify and apply to their
quasi-identifying demographic variables, prior to submit-
ting the micro-aggregated data along with the confidential
attributes to an authorized repository.

VIII. SENSING AND ACTUATING LAYER
The Sensing and Actuating INRISCO layer depicted in Fig. 2
is responsible of the dissemination of messages regarding
a detected incident. In this section we detail the INRISCO
operation to efficiently spread those warning messages. For

this kind of environments, INRISCOmainly uses two kind of
technologies. On the one hand, INRISCO disseminates warn-
ing messages through VANETs. Road safety applications
envisaged for VANETs depend largely on the dissemination
of warning messages to deliver information to concerned
vehicles. The inherent VANET characteristics, make data
dissemination an essential service and a challenging task in
this kind of networks. On the other hand, we propose to
use Bluetooth low energy (BLE) and ad hoc Wi-Fi direct
solutions. These two options will also work cooperatively and
taking one or another will be decided in terms of distance and
density of devices.

A. OBTAINING INFORMATION FROM VEHICLES
After the detection of an incident (e.g., traffic jam, car col-
lision. . . ), a vehicle could make a light and short video of
the situation and send it through the VANET till reaching the
closest road side unit (RSU) in the infrastructure of the city to
alert the emergencies service (e.g., 911 or 112). Thus, vehi-
cles participate in reporting a situation in the city using the
VANET to have a quick reaction of the emergency and traffic
management units in the city. With a video message, the level
of seriousness of the incident could be better interpreted by
the authorities than with a simple text message. Upon the
arrival of such a videowarningmessage, the INRISCO frame-
work will check its veracity (see section VI-A). Afterwards,
the emergency units will act consequently.

The design of an efficient routing protocol to transmit
video in VANETs is challenging due the inherent issues of
VANETs (e.g., high speed of nodes, dynamic and hetero-
geneous network topology) and the resources demanded by
video services. To contribute with this goal, we proposed
in [8] a multimedia multimetric map-aware routing protocol
(3MRP) used by vehicles to report video messages to RSUs
through VANETs in smart cities. Our proposal includes five
metrics to optimize the selection of the best next forwarding
vehicle. Vehicles periodically broadcast the five metrics in
their hello messages within their transmission range. Those
metrics are:
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• Distance to destination: It is the distance between each
candidate vehicle and destination, i.e. the closest RSU.

• Vehicles’ density: It is computed as the number of vehi-
cles in the neighbors’ list of each node at the moment of
sending the current hello message, divided by the area
within the transmission range of that vehicle.

• Trajectory: It is computed as a comparison of the cur-
rent and future distances between a candidate vehicle to
destination. This way we detect if the candidate vehicle
is getting closer to or going away from destination.
The aim of this metric is to avoid that the source node
could takewrong forwarding decisions based only on the
distance and send packets to vehicles that were actually
going away from destination, which could make packet
losses increase as a consequence.

• Available bandwidth estimation (ABE): ABE [36] is
used to estimate the available bandwidth in the link
formed between the current forwarding vehicle of the
packet and each next hop candidate vehicle.

• MAC layer losses: 3MRP uses the packet losses com-
puted at the MAC layer in the link formed between the
current forwarding vehicle and each candidate vehicle
within its transmission range.

Then, the vehicle weights those five metrics using our
dynamic self-configured weights (DSW) algorithm [8]. The
goal is to obtain a multimetric score in order to arrange
the nodes included in its neighbors’ list and be able to select
the best next forwarding node. This operation is repeated
by each intermediate vehicle till the packet reaches its des-
tination. The weights of the metrics are updated depending
on the current state of the VANET. This way, we can high-
light those decisive metrics that can better help the current
forwarding vehicle to choose the best next forwarding node
among the nodes in its neighbors’ list. Further details of
our 3MRP proposal are available in [8]. We implemented
3MRP in the NS-2 [37] simulator to conduct a performance
evaluation. The scenario is a 1700 × 580 m2 urban area
obtained from OpenStreetMap (OSM) [38] and equivalent
to Leganés, Spain (see Fig. 1). SUMO [39] was used to
generate the vehicular movement traces. All the figures show
confidence intervals (CI) of 90 percent obtained from 20 sim-
ulations per point, each simulation with an independent
mobility scenario. Vehicles send video reporting traffic infor-
mation (MPEG2-VBR at 150 Kbps) towards the closest
RSU. We analyzed the performance of 3MRP operating with
the DSW algorithm (3MRP+DSW) to dynamically adjust
the weights of the metrics. We compared the 3MRP+DSW
results to 3MRP with fixed equal weights (3MRP), also to
the well-known GPSR [7] and finally to another similar
proposal that also uses several metrics and transmits video
over VANETs, named VIRTUS [40]. We show results for low
(50 vehicles/km2) and medium (100 vehicles/km2) vehicles’
densities.

In Fig. 9 we can see that 3MRP+DSW obtains the
best results for both vehicles’ densities reducing losses
around 10% with respect to GPSR and 6% with respect to

FIGURE 9. Average percentage of packet losses.

VIRTUS. This is due to the optimal selection of the next
forwarding node based on the five proposed metrics with
dynamic self-configured weights. Fig. 10 shows the aver-
age packet delay, which is calculated for those packets that
successfully arrived at destination. Since GPSR takes for-
warding decisions considering only distance, it obtains the
lowest packet delay in both scenarios. However, GPSR shows
the highest losses (see Fig. 9). That is, with GPSR a lower
number of packets arrived at destination but through shorter
paths so that latency decreases. Conversely, 3MRP reduces
packet losses in 15%, whereas the delay slightly increases
in about 0.3 seconds, compared to GPSR. Fig. 11 depicts
the peak signal-to-noise ratio (PSNR). Both 3MRP versions
outperform GPSR and VIRTUS in 4 dB and 1 dB, respec-
tively. 3MRP+DSW improves the PSNR in 2 dB compared
to 3MRP, so using dynamic weights further improves the per-
formance since it classifies nodes in a better way giving each
metric its importance depending on the current environment
conditions.

FIGURE 10. Average end-to-end packet delay.

B. EFFICIENT DISSEMINATION OF WARNINGS AND
ADVERTISEMENTS IN VANETs CONSIDERING
INTERSECTIONS
When an abnormal situation is detected in a smart city,
VANETs can help sending relevant information (such as
blocked road warnings) to all vehicles in a region of interest.
This multi-hop dissemination of information to all vehicles
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FIGURE 11. Peak signal to noise ratio (PSNR).

present particular features and difficulties that may require
special measures. The dissemination of information may
cause broadcast storms, thus the design of an efficient smart
dissemination algorithm is of paramount importance. Urban
scenarios are especially sensitive to broadcast storms because
of the potential high density of vehicles in downtown areas.
They also present numerous crossroads and signal blocking
due to buildings, which make dissemination more difficult
than in open and almost straight interurban roadways.

When the message is extremely critical (e.g., a traffic
accident), broadcast storms are a cost we could afford.
Nonetheless, for many other not so critical warnings or adver-
tisements, alternative ways to efficiently disseminate this
information are needed. In the INRISCO project, we have dis-
cussed several options to avoid the broadcast storm problem
while trying to achieve the maximum coverage of the region
of interest.

In [41] we evaluate different ways to detect and take advan-
tage of intersections. Broadcast storms are usually avoided
by using broadcast suppression schemes. They consist of a
set of rules that prevent some nodes from retransmitting the
message. In order to combat network partitioning, a popular
type of mechanism is store-carry-forward (SCF), where one
or more vehicles get in charge of keeping a copy of the
message and forward it after some time (for example, when
they encounter other vehicles). Our conclusion is that we can
apply two different schemes depending on the requirements
of the application. If the source will repeat the message peri-
odically, then using store-carry-forward does not make sense,
and the map-based urban adaptation (i.e., being aware of
intersections) should be applied. Otherwise, it is a good idea
to use store-carry-forward. We added a mechanism that let
vehicles detect when they are passing through an intersection
and increase their chance to forwardmessages if so. This way,
we increase the chances of the message to be disseminated in
other directions and therefore reach more vehicles. The timer
for retransmissions can be set in different ways and we have
considered three schemes: (i) with a fixed interval, (ii) based
on the current vehicle’s speed (i.e., the faster the vehicle,
the shorter the retransmission interval), and (iii) by polling
the position of the vehicle in a digital map to check if it is at an

intersection (i.e., forwarding when the vehicle is located at an
intersection). The performance results we have obtained show
that speed-adaptive approaches offer a better compromise
on coverage and overhead. In Figures 12 and 13 we can see
the number of duplicate messages sent when using different
values of fixed intervals (Figure 13) and using speed-adaptive
and map-based strategies (Figure 12).

FIGURE 12. Number of duplicates sent for adaptive speed and map
approaches, with 25 vehicles/km2 in our urban scenario.

FIGURE 13. Number of duplicates sent for the fixed interval approach,
with 25 vehicles/km2 in our urban scenario.

Results for another state of the art approach called
urban vehicular broadcast protocol (UV-CAST) [9] are also
shown for comparison. UV-CAST is a broadcast scheme
for VANETs in urban environments. It is intended to work
in either well-connected or disconnected vehicular networks
without help from fixed infrastructure. Depending on the
received beacons, a vehicle can determine if it is inside a
connected region or not. If it is, it will act according to
the well-connected regime, applying a broadcast suppression
scheme. Otherwise, being it a boundary node or a totally
disconnected node, it will enter the disconnected regime and
store-carry-forward the message.

Figure 12 shows that both the map-polling and the
speed-adaptive approaches of our scheme are good, though
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the latter offers a better compromise on coverage and over-
head. When compared to UV-CAST, we achieve a better
coverage in the first stages with either of the two options.
UV-CAST gets an almost total coverage later. Nevertheless,
as figures show this is at the cost of the high amount of dupli-
cates that the UV-CAST store-carry-forward mechanism
produces.

C. EFFICIENT GAME-THEORETICAL DISSEMINATION OF
WARNING MESSAGES IN URBAN VANETs
Safety applications for VANETs normally rely on broadcast-
based protocols, which have the task of disseminating emer-
gence messages quickly and efficiently through the network.
Thus, a key research problem is the design of a scalable
information dissemination algorithm that can efficiently work
with high reliability and short delay under different network
conditions. To tackle this issue, it is required to solve the
broadcast storm and consider the intermittently connected
network. Inherent features of VANETs that we need to
take into account are high mobility of vehicles, unstable
link connectivity, fading of signal, and obstacle-constrained
environments.

Beaconing or one-hop broadcast is one of the most
common techniques for data dissemination in VANETs.
Exchanging beacon messages is important for road safety
applications. However, channel load may increase too much
in scenarios with high vehicle density when the beacon rate is
fixed.Within this mindset and assuming decentralized knowl-
edge of the topology, efficient broadcasting could be formu-
lated as a classical constrained optimization problem with the
objective of minimizing the number of re-transmissions while
at the same time guaranteeing high delivery ratio.

In [42], we presented an adaptive distributed dissemina-
tion (ADD) protocol for data dissemination in VANETs.
ADD was designed to operate without any roadside infras-
tructure in urban scenarios under diverse road traffic con-
ditions. ADD uses a decentralized stochastic solution for
the broadcast data dissemination problem through two
game-theoretical mechanisms. Game theory can be used to
design mechanisms to predict behavior in situations where a
state is the result of a series of interactions between different
nodes (referred as players in the game), who act according
to their own preferences regarding future performance and
existing incentives.

Firstly, the asymmetric volunteers dilemma game [43] was
adapted to VANETs as a mechanism to cope with the broad-
cast storm problem. The probability that a node forwards
a broadcast message was computed using the number of
candidate vehicles to forward the message, i.e. the number
of vehicles that are listening to the transmission. In [42]
we designed a utility function used by vehicles to decide
to forward or not the received message. Our proposal of
utility function (see Eq. (2)) includes information about the
local neighborhood of a vehicle i by means of two metrics:
(i) distance (between the vehicles that are source of the
warning message and the current receiver) factor (Dfi ) and

(ii) link quality (measured from a combination of signal qual-
ity, channel quality and collision probability) factor (LQfi).
Power of ten is used to be more sensitive to changes in the
environmental conditions. The weights α1 = 6 and α2 = 4
were obtained through extensive simulations under different
traffic conditions, Further details are available in [42].

Ui(Dfi,LQfi) = 10(10−(α1·Dfi+α2·LQfi)) (2)

Regarding the distance factor Dfi, if the receiving vehicle is
not located over an intersection, then Dfi is calculated as the
ratio between Dsr and the transmission range Rmax. With this,
the farthest vehicle from the sender is assigned the highest
distance factor.

On the other hand, if the receiving vehicle is located over
an intersection, the distance factor Df i is calculated as a
decreasing function of the distance Drint. This way, the lower
Drint, the higher its Df i which means that the vehicle is a
good candidate to broadcast the message. The distance factor
is summarized in Eqs. (3a) and (3b).

Dfi =


Dsr
Rmax

, if Drint > Rmax (3a)

1−
Drint

Drint + 1
, otherwise (3b)

Figure 14 presents the scenario when the vehicles receiv-
ing the message have intersections within their transmission
range. In this case, vehicles A, B, and C compute the distance
factor according to Equation (3b). Hence, vehicle B that
is crossing the intersection is assigned the highest distance
factor. We refer the reader to [42] where the rest of detailed
explanations are available.

FIGURE 14. Distance factor Dfi . Case with Drint 6 Rmax .

Secondly, the forwarding game [44] was evaluated as
another mechanism to mitigate the broadcast storm problem.
In this case, the strategy of the players is to select a forwarding
probability that maximizes their pay off using a utility func-
tion designed as a function of the player’s availability and the
forwarding probability of other players.
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Availability of a player is a normalized factor based on
metrics such as distance from the source of the warning
message (e.g., a crashed vehicle) and estimated bandwidth of
the link formed between the node currently holding the packet
and each candidate node (to forward that message) within its
transmission range. The utility function designed for this case
can be found in [42]. Thus, either the asymmetric volunteers
dilemma game or the forwarding game are played whenever
vehicles receive a broadcast message and they choose in a
decentralizedway their best strategy to broadcast themessage
or not. That is, from the utility function vehicles compute the
probability to forward or not the received message, as it is
explained in [42].

Because exchanging vehicle information via beacon mes-
sages is important for active safety applications, our proposal
includes an adaptive traffic beacon (ATB) protocol [45] in
order to purchase an uncongested channel, trying to prevent
packet losses due to collisions and to reduce the end-to-end
delay of the information transfer. Also, our proposal includes
a store-carry-forward mechanism to relieve the intermittently
connected network problem presented on streets or roads that
have low-density traffic conditions.

To carry out the performance evaluation we employed
OMNeT++ [46] together with VEINS [47], [48] as the
event-based network simulator for VANETs, and SUMO [39]
to generate the vehicular movement traces. In addition, to dis-
pose a realistic scenario we used real maps from Open-
StreetMap [38]. Specifically, in this work we used a map
for a scenario equivalent to the one that corresponds to a
2.5 × 2.5 km2 urban area in Leganés, Spain (see Fig. 1).
In these simulations, a vehicle disseminates a video warning
message encoded with H.265/HEVC [49] and publicly avail-
able at [50].

Figures 15 and 16 show the frame delivery ratio (FDR)
for vehicles’ densities of 40% and 100%, respectively.
Figures show 95% confidence intervals for 10 repetitions
per point with independent seeds. Our AAD proposal
used with the two game-theoretical algorithms adapted for

FIGURE 15. Frame delivery ratio (FDR) for 40 vehicles/km2.

FIGURE 16. Frame delivery ratio (FDR) for 100 vehicles/km2.

smart dissemination in VANETs (AAD_Asymmetric and
AAD_ForwarGame in Figure 15) shows benefits compared to
other similar state-of-the-art dissemination protocols: Junc-
tion Store and Forward (JSF) [51], Neighbor Store and For-
ward (NSF) [52], distance-flooding [53], and our previous
proposal RCP+ [54].

Figure 15 shows the FDR for a light vehicle density
of 40 veh./km2. Low density of vehicles affects the abil-
ity of the protocols to disseminate through the VANET.
In fact, only vehicles located up to (300 m) from the accident
received the complete trace. At 600 m from the accident
ADD reaches a FDR of 97% and 95% with forwarding
game and volunteer’s dilemma, respectively. In the NSF,
JSF, Flooding-Distance and RCP+ schemes we obtain an
FDR of 90%, 86%, 84% and 82%, respectively. For vehicles
located at 1200 and 1500 m all the protocols keep a FDR
below 50%. This has sense because in such a sparse scenario
there might happen that no vehicle is in neighborhood to
receive and disseminate the video packet to other vehicles
around.

Figure 16 shows the FDR for 100 veh./km2. Higher den-
sity of vehicles improves the FDR. This can be noticed
at 600 m, 1200 m and 1500 m where the FDR increases
with respect to Figure 15 for all the tested schemes. For
instance, at 600m from the accident, ADD reaches an average
maximum rate of 97% and 95% with forwarding game and
volunteer’s dilemma, respectively, while in the JSF, NSF,
Flooding-Distance and RCP+ schemes, we obtain an FDR
of 86%, 90%, 69% and 75%, respectively. At the RSUs
located at 1500 m, JSF, NSF, Flooding-Distance and RCP+
schemes keep a FDR below 64% of received frames. Con-
versely, ADD reaches an average maximum rate of 79%
and 85% with forwarding game and volunteer’s dilemma,
respectively. Here, we can notice how the game-theoretical
schemes allow us to achieve a better performance in com-
parison to the other schemes. We refer the reader to [42] to
see further details of our proposal AAD and its performance
evaluation.
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D. DISSEMINATION OF ALERTS OR RECOMMENDATIONS
USING BLE AND Wi-Fi
Whereas the main goal of the INRISCO framework is the
quick detection of incidents in cities, dissemination of alerts
or recommendations for citizens to react properly to the unex-
pected identified events is the second pillar of the INRISCO
system. Although those messages could be shared using
social media, it seems more efficient to collect them from
users that are actually in the incident area and share them
using a proximity-based peer-to-peer communication tech-
nology. This increases trust and provides a real time source
of information about nearby incidents (e.g., traffic jams or
street works).

The BLE [55] technology is a relatively new technol-
ogy highly optimized for low energy networking operations,
as the name suggests. As a low energy data broadcaster, it rep-
resents a potential technology for real-time advertisement
and message dissemination in nearby areas. One of the latest
addition to this technology, Beacons, or to say iBeacons [56],
is mostly used in a retail, health care and smart homes
area. We propose a nearby BLE ibeacons architecture [57]
to support a dynamic interest-based system for broadcast-
ing information. This dynamic information is categorized
by different numbers, which are all part of iBeacon univer-
sally unique identifier (UUID) hierarchy architecture [58].
With this, we define a mechanism that supports mapping
users’ interest according to specific taxonomies, and these
taxonomies are also matched to the UUID classification [59].
The proposed architecture is shown in Figure 17, were the
steps involving a new user that accesses the broadcasting area
are detailed. First, the MAC address is obtained by the first
beacon device (iBeacon advertiser) and verified to be in the
database. If so, the configuration of the beacon advertiser
(Raspberry Pi in our implementation) is changed, and a new
combination of UUID,Major, and theMinor number instructs
to the user’s device application to display corresponding
message data.

FIGURE 17. BLE scheme to transform static ibeacons in dynamic
ibeacons.

In order to cover broader areas, INRISCO also uses ad
hoc Wi-Fi (multi-hop messages) to supplement the BLE

structure. Because of this distributed structure, contrary to
the centralized approach in social media dissemination, with
ad hoc Wi-Fi every device receives those warning messages,
whether they are interested or not. Consequently, it does not
add any benefit, specially in a crowded scenario where the
network may even get congested and collapse. Ironically,
in this case, too much information may prevent users from
being informed. With the aim of solving this and to pre-
vent unnecessary transmissions, we have also defined [60]
a collaboration scheme that involves neighbor nodes in the
assessment of alert pertinence. Unlike other alert systems,
this assessment is performed in a distributed manner without
any centralized entity or hierarchical structure. Starting from
this base, we have also incorporated a content-aware assess-
ment mechanisms [61] to deal with a common problem in
participatory sensing: information assessment. This approach
establishes how users may contribute to sensing tasks and
alerts generation in an efficient way. Encouraging users’
participation may result in large amounts of data, which may
not be valid or relevant. Our strategy prevents duplicates from
congesting the network, but it does not asses every generated
alert and does not deal with low-quality or irrelevant alerts.
In order to ensure users receive only interesting alerts and the
network is not compromised, we propose two collaborative
alert assessment mechanisms that, while keeping the network
flat, provide an effective message filter. Both of them rely
on opportunistic collaboration with nearby peers. In fact,
we have proposed two collaboration schemes. On the one
hand, the CTD-query (query-based collaboratively-triggered
dissemination), where the first node that detects the event
sends a request to their neighbors that must decide whether to
confirm the alert or not. Only if most of the received replies
in a certain time are confirmed, the alert is broadcast. If not,
it is discarded. On the other hand, the CTD-passive (passive
collaboratively-triggered dissemination) proceeds as follows.
Nodes send proposed alerts to their neighbors, which com-
pare them with their own or previously received ones but
do not elaborate any reply; so alerts are always proactively
decided by every one of the nodes. Therefore, the impact of
receiving irrelevant messages is minimized.

In order to assess the proposal, we have carried out simula-
tions using the following tools: OpenStreetMat [38] to have
the map of the area, SUMO urban mobility simulator [39]
to populate the area under study with random pedestrian
routes and ns-3 network simulator [62] where we have imple-
mented the two strategies and carried out the simulations.
In fact, we have compared what happens with 100, 200, 500,
1000 and 5000 pedestrians in the area with different device
density. In each one of those, we have simulated situations
where 1,2, 5, 10 or 20 nodes alert about the supposed incident.
The comparison was based on different criteria: Message
efficiency, delivery rate, transmission delay between opposite
area edges and transmission time to cover the alert area.
Figure 18 shows results regarding the percentage of messages
sent compared to the dissemination without any assessment.
According to the results, we can observe a clear trend on
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FIGURE 18. Percentage of messages sent with CTD-query (green bar) and
with CTD-passive (blue bar) in relation to the dissemination without
assessment (red bar).

the system behavior (more remarkable as the number of
devices increases) where for one alert sender the efficiency
of the message dissemination with CTD-query (green bars)
outperforms the message dissemination without assessment
(red bars). The reason is that CTD-query does not require any
extra messages apart from the dissemination ones. Figure 19
shows the number ofmessages as a function of the assessment
probability, i.e. the probability that a node refuses to accept
the alert. The figures show different results that variate with
the value of pa. Notice that in general CTD-passive involves
less messages in total.

Finally, and in line with this idea to certificate or assess
the information given by peers, we have recently defined
a certification architecture based on a fog approach [63],
where neighbors are validated according to their location in a
collaborative scheme to verify if they are trustworthy.

IX. RELATED WORK
In this section we highlight several research works related
to our proposals. We have classified similar proposals in
(i) those related to the detection of situations in urban envi-
ronments, (ii) those regarding cellular-based traces, (iii) some
proposals on VANETs to gather traffic information and

FIGURE 19. Number of messages sent with CTD-query (green line) and
with CTD-passive (blue line) compared to the dissemination without
assessment (red line).

disseminate warning messages, and (iv) those regarding data
privacy and trust.

A. EVENTS DETECTION IN URBAN AREAS
Early detection of unusual crowds in urban areas is a chal-
lenge that has been tackled from different perspectives and
using different technologies. Perhaps the most popular are
those approaches based on the analysis of data gathered from
video-surveillance systems, like in [64], where smalls groups
of pedestrians who are walking together can be detected,
or other proposals that focus on the detection of unexpected
events using video-data, like in [65] or [66].

However, the analysis of data gathered from LBSNs has
become an interesting option, since they provide two kind of
valuable information: the content of the posts (text, images,
etc.) and the location from it was posted. Some interesting
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approaches focus on analyzing moving patterns of citizens,
like in [67], which focuses on trying to predict the most
probable next location; in [68], which focuses on analyzing
geotagged tweets to analyze the mobility between two spe-
cific areas in a specific city; or in [69], where the analysis is
focused on profiling users based on their mobility patterns.

On the other hand, the analysis of the content of the posts
(mainly text) is a challenge that has been tackled to event
detection in the literature [70], [71]. The authors of [72]
propose a web service able to clustering tweets based on their
semantic similarity. However, and apart from this approach,
the location information linked to the shared posts has also
brought several proposals to detect crowds and events in
urban areas, like in [73], which analyzes the most visited
locations in a city, or in [74], where the objective is finding out
popular topics. Local events are also the focus in [75], with
an approach which constructs clusters of tweets according to
their density. In [76] posts from both Twitter and Instagram
are clustered according to their hashtags, and then geotagged
to associate a single place to each cluster. Likewise, [77]
proposes real-time detection of traffic events using tweets and
their geolocation information. Finally, [78] offers a survey on
event detection in Twitter.

Our proposal [12] stands out because of two reasons:
(i) using a density-based clustering algorithm, it establishes a
pattern of the urban area under analysis, which enables further
analysis; and (ii) it is able to detect not only unusually big
crowds, but also unusually small crowds, crowds in areas that
usually have much less activity, and the absence of crowds in
areas that usually have higher activity. This proposal offers
promising detection results, without the high complexity of
other video-based approaches.

B. CELLULAR-BASED TRACES
Mobility at individual level unveils interesting information,
since the subsequent locations a person visits define her/him
in many ways. Continuously tracking the user and appro-
priately mining the resulting sequence of locations, indeed
disclose much more information that can be used for early
detection of abnormal situations in cities (i.e., of incidents).

The first data sets used in the literature were originally col-
lected by surveys. One of the first studies on human mobility
not relying on surveys was performed by analyzing the circu-
lation of bank notes in the United States [79]. Nevertheless,
years later it was demonstrated that the conclusions could
hide a correlation of population-based heterogeneity and
individual human trajectories due to the nature of collected
data. This situation was completely turned upside-down with
the tremendous growth of the use of mobile phones. Nowa-
days almost every person carries a mobile device, all day
long, everywhere he/she goes. Thus, the mobile device is the
perfect proxy to track user’s mobility. Mobile devices have
demonstrated to be key mobility sensors that allow us to
investigate global mobility-related topics such as the habits
of people around a city [80].

Among the several systems integrated in the mobile
devices that can be leveraged as location proxies, the most
popular one is global positioning system (GPS), as it is the
only one providing real location coordinates. Also, Wi-Fi and
cellular telephony network can be used to provide location.
There are other systems, like Bluetooth and radio-frequency
identification (RFID), which are also used in some specific
scenarios to locate people in small size environments.

Focusing on cellular-based data, there is a large num-
ber of mobility-related studies handling this type of data
sets. However, there are different ways to capture cellular
telephony-based location data. The most used approach is to
use the data stored in the network nodes themselves, which
record the BTS to which the device is connected when the
user is making or receiving a call, or sending or receiving
a short message, known as ‘‘call-detailed records’’. These
data sets are characterized by their high number of users
and long duration. The second methodology to collect this
location-related data is recording the cell to which the device
is attached every moment. This can be done from the mobile
device itself, and thus, the data available is much less exten-
sive. This collectionmethod implies the users installing a ded-
icated application (e.g., [81]) that collects data continuously
and sends it to a certain server from time to time.

[82] analyzes the anonymized CDRs provided by a cell
phone service provider in Rwanda, with the provider’s net-
work activity for more than three years. They use these
traces to develop analytical tools that can identify emergency
events in real time. This work is the one that most closely
resembles ours, but it seeks incidents at a larger geograph-
ical level: at the region or country level, not the city level,
and without relying on other sources of information such as
social networks. [83] and [84] use CDR traces containing
voice calls, SMS and Internet from almost 1 million users
of a mobile operator in the city of Milan, to analyze the
city’s points of interest (PoI) and study how people move
through them. [85] analyzes a CDR trace of 8 million users
for 12 months in Mexico. Using this data, they show the
properties of user movements between calls. [86] uses CDR
traces collected in different major cities in Brazil andMexico.
They combine these CDR traces with information from social
networks (georeferenced tweets) to predict human mobility,
but not oriented to detect incidents. [87] uses traces of user
paths extracted from CDR records published by Orange and
the University of Minnesota. They use this data to propose
solutions to the problem of preserving the privacy of mobile
subscriber paths. [88] uses an 8 months CDR trace from
Mexico to study migration behaviors. Finally, [89] uses a
CDR data set from an Italian Telecom operator in an area of
about 20 million people, spanning several months, to obtain
origin-destination matrices of the population in that area.

C. VEHICULAR ADHOC NETWORKS
VANETs can be used both to (i) gather information about
the traffic state in the streets of the city or detect any traffic
incident, as well as to (ii) disseminate warning messages
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related to any situation in the city that mught affect drivers.
For both goals it is necessary to have an efficient routing
protocol able to cope to the inherent dynamic features of
VANETs.

Related to the former, we highlight two multimetric
proposals that consider several metrics to select the best
forwarding node: (i) I-GPSR (Improvement GPSR) [90] that
uses four metrics (distance to destination, vehicle density,
trajectory and vehicle speed); (ii) and VIRTUS [40] that
implements a multipath routing protocol for video-streaming
over VANETs considering the different type of video frames.
Our proposal 3MRP [8] also uses four metrics (distance to
destination, vehicle density, trajectory and available band-
width). 3MRP is map-aware considering possible obstacles
in the city including buildings. It also considers an additional
metric of MAC losses, and also arranges a game-theoretical
multipath forwarding path according to the different types
of video frames. Finally, metrics are weighted dynamically
throughout time so that those most decisive metrics are
highlighted. Simulation results show that our proposal out-
performs the other protocols in terms of packet losses and
average packet delay. Other recent proposals about routing
protocols for VANETs also use several metrics to take their
forwarding decisions. For instance, in [91], authors propose
an opportunistic routing protocol with which vehicles use
three metrics: packet advancement (its value increases with
packet movement towards destination), vehicle density, and
packet delivery probability as parameters for determining the
appropriate vehicle to be the next hop.

Regarding the latter, we highlight three approaches to
disseminate warning messages efficiently in a VANET:
(i) Junction-Store-Forward (JSF) [92] is a protocol designed
to exploit the road topology by considering that vehi-
cles rebroadcasts the message every time they arrive at a
new junction until the message timer expires; (ii) In [52],
authors designed two approaches for vehicular dissemina-
tion: Neighbor store and forward (NFS), an opportunis-
tic protocol for scenarios with low vehicles’ density so
that the current holding vehicle carries the packet until it
finds a new neighbor to rebroadcast the message; and near-
est junction located (NJL), a scheme for vehicular scenar-
ios with high density designed to relay the message only
if the vehicle is the closest to any intersection; (iii) In
[93], authors propose a multi-hop broadcast scheme based
on an accurate estimation of the connectivity probability
among vehicles to coordinate the contention among candi-
date forwarders. Our proposal adaptive distributed dissem-
ination (ADD) [42] improves other proposals as results in
sectionVIII-C show, in terms of packet delivery ratio, average
packet delay, broadcast overhead, and number of collision
packets.

D. DATA PRIVACY AND TRUST
Many research efforts have been put in privacy protection of
structured data like relational databases. In this field, authors
profit from the structure of data to anonymize attributes that

are known to be probable identifiers. However, sanitization
of unstructured data (query logs, raw text documents) has
been taken less into consideration in the literature, despite
being the usual way in which data is transferred between
parties. Because raw text does not necessarily include explicit
identifiers, document sanitization in this case implies two
different tasks: the detection of identifiers in the text, and
hiding the information. This second step has to be executed
so that the disclosure risk is minimized and the utility of
the sanitized text is maximized. This trade-off is present in
all studies. Traditionally, sanitization of text documents was
done manually by qualified reviewers. That made the process
more expensive and time-consuming, apart from not scalable
when the data volume grew. Thus, the need for automatic text
sanitization methods emerged. One of the first unsupervised
approaches was the Scrub system [28] which focuses on
the removal of sensitive terms from medical records, being
an example of methods that rely on detection patterns for
specific data types. The detected terms are then replaced by
others of similar type. The main drawback of patterns related
to specific areas of knowledge, as well as trained classifiers,
is the restriction in applicability of the approach when sani-
tization needs to be applied to a heterogeneous scenario. The
ERASE system [94] was developed to perform unstructured
text documents sanitization automatically. This is done not
by searching for predefined patterns but by detecting and
removing sensitive elements using a database of entities (per-
sons, products, diseases, etc.) which aims to model public
knowledge. Each entity in the database is associated with a
set of terms, which constitute the context of the entity, and
some entities are considered protected. Thus, ERASE works
by finding common terms between the document and the enti-
ties’ context, and removing them from the document. In this
way, no protected entity can be inferred as being mentioned
in the document by an adversary. The main disadvantage of
removing sensitive terms is the decrease in the document’s
utility. Moreover, the obscuration may raise awareness of
the document’s sensitivity. Another approach [95] relies on
external general-purpose knowledge bases, which broadens
the applicability of the method. Because it requires no super-
vision during the sanitization process, it is a more scalable
solution and enables its application to environments with
large data volumes. The detection of sensitive terms in this
case relies on quantifying how much information each tex-
tual term provides. Thus, a term is considered sensitive if it
provides more information than what the attacker is assumed
to possess. In order to do that, the Information Content (IC)
of each textual term is computed. Because the IC of a term
is, formally, the inverse of its appearance probability in a
corpus, a common approach to determine this probability
in the Web corpus is to use the hit count provided by web
search engines when querying a term. An improvement of
this method was developed by its authors [96] enabling the
quantification of disclosure risk of semantically correlated
terms with a sensitive one whether the latter is removed or
generalised. Moreover, the terms that may cause disclosure
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of sensitive ones are generalized rather than removed, which
increases the final document’s utility significantly.

X. CONCLUSION AND FUTURE WORK
In this work we have presented the INRISCO [1] framework
whose aim is the early detection of incidents in urban environ-
ments. After detecting these unexpected behaviors, INRISCO
also performs an efficient smart dissemination of warning
messages through vehicular networks and also through net-
works based on BLE or Wi-Fi. This way, INRISCO can
rapidly warn citizens about that incident.

Regarding the detecting process, INRISCO uses citizens’
activity in LBSNs in order to infer typical behavioral patterns
in the urban area under study. Those patterns are used as
reference to compare with the current (on-the-fly) behav-
ior. INRISCO understands that and incident is happening
when significant differences are found between the reference
pattern and the current behavior. Those evidences are also
combined with other two supplementary mechanisms. On the
one hand, by using entropy rate variations as an indicator
of unexpected changes in citizens’ activity in social media.
On the other hand, by analyzing the textual content of the
data collected from social media, the INRISCO framework
identifies the possible causes behind the anomalies detected
from the citizens’ movements.

Of course, the information taken from social media has to
be checked. Thus, the INRISCO framework allows us filter-
ing shared information in social networks from analyzing two
perspectives: (i) credibility of Tweets’ content and their meta-
data, and (ii) authenticity of the sources. The results obtained
have been definitively satisfactory. Furthermore, we claim
that results could even become better if both perspectives
were combined, which we will develop in a future work.

Regarding the dissemination mechanisms, INRISCO
simultaneously uses several supplementary ways. On the one
hand, the dissemination in VANETs has been tackled in urban
scenarios. Our goal is to avoid broadcast storms, which are
especially sensitive in cities because of the potential high
density of vehicles, numerous crossroads and signal blocking
mainly due to buildings. On the other hand, we have also dis-
seminated the alert messages by using the available networks
in the surroundings of the detected event or incident, such
as BLE and Wi-Fi. By defining specific protocols, INRISCO
is able to disseminate messages without overloading the
network and without reaching beyond the area of interest
(proximity).

To conclude, the INRISCO platform exploits the fact that
citizens can be considered as sensors in movement across
the city: they carry smart phones, drive in connected vehi-
cles, participate in social networks. Those so-called smart
citizens produce a huge amount of information, which prop-
erly processed can feed interesting applications for smart
communities. This way, the product of the data is returned
to the citizens themselves. INRISCO is able to (i) rapidly
detect incidents in the city, (ii) analyze the danger level of the
incident, and (iii) quickly respond to the incident by alerting

emergency units and also by disseminating warningmessages
to citizens.

ACRONYMS
3MRP Multimedia multimetric map-aware routing

protocol
ABE Available bandwidth estimation
ADD Adaptive distributed dissemination
API Application programming interface
ATB Adaptive traffic beacon
BLE Bluetooth low energy
CDR Call-detail

records
CTD Collaboratively triggered dissemination
DBSCAN Density-based

algorithm for discovering clusters
in large spatial databases with noise

DSW Dynamic self-configured weights
DTM Document term matrix
ESD Early story detection
FDR Frame delivery ratio
GPS Global positioning system
GPSR Greedy perimeter stateless routing
INRISCO INcident monitoRing In Smart COmmunities
JSF Junction store and forward
KNN K-nearest

neighbor
LBSN Location-based

social networks
LSH Locality sensitive hashing
LZ Lempel Ziv
MANETs Mobile ad hoc networks
MLP Multilayer perceptron
NSF Neighbor store and forward
NYC New York city
OSM Open street map
PSNR Peak signal-to-noise ratio
QoS Quality of Service
RC Reference clusters
RSU Road side unit
SCF Store carry forward
SDC Statistical disclosure control
SUMO Simulation of urban mobility
TDM Term document matrix
UUID Universally unique identifier
UV-CAST Urban vehicular broadcast
VANETs Vehicular ad hoc networks
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