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“If you name me, you negate me. By giving me a name, a label,
you negate all the other things I could possibly be.”

— Søren Kierkegaard

“El camino hay que andarlo.”
— Mi abuelo
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RESUMEN

El ecosistema web es enorme y, en general, se sustenta principalmente en un atributo
intangible que sostiene la mayoría de los servicios gratuitos: la explotación de la informa-
ción personal del usuario. A lo largo de los años, la preocupación por la forma en que los
servicios utilizan los datos personales ha aumentado y atraído la atención de los medios de
comunicación, gobiernos, reguladores y también de los usuarios. Esta recogida de información
personal es hoy en día la principal fuente de ingresos en Internet. Además, por si fuera poco,
la publicidad online es la pieza que lo sustenta todo. Sin la existencia de datos personales
en comunión con la publicidad online, Internet probablemente no sería el gigante que hoy
conocemos.

La publicidad online es un ecosistema muy complejo en el que participan múltiples actores.
Es el motor principal que genera ingresos en la red, y en pocos años ha evolucionado hasta
llegar a miles de millones de usuarios en todo el mundo. Mientras navegan, los usuarios
generan datos muy valiosos sobre sí mismos que los anunciantes utilizan después para ofrecerles
productos relevantes en los que podrían estar interesados. Se trata de un enfoque bidireccional,
ya que los anunciantes pagan a intermediarios para que muestren anuncios al público que,
en principio, está más interesado. Sin embargo, este comercio, intercambio y tratamiento
de datos personales, además de abrir nuevas vías de publicidad, exponen la privacidad de
los usuarios. Esta incesante recopilación y comercialización de la información personal suele
quedar tras un muro opaco, donde el usuario generalmente desconoce para qué se utilizan sus
datos.

Las iniciativas de privacidad y transparencia se han incrementado a lo largo de los años
para empoderar al usuario en este negocio que mueve miles de millones de dólares en ingresos.
No en vano, tras varios escándalos, como el de Facebook Cambridge Analytica, las empresas
y los reguladores se han unido para crear transparencia y proteger a los usuarios de las malas
prácticas derivadas del uso de su información personal. Por ejemplo, el Reglamento General
de Protección de Datos, es el ejemplo más prometedor de regulación, que afecta a todos
los estados miembros de la Unión Europea, abogando por la protección de los usuarios. El
contenido de esta tesis tomará como referencia esta legislación.

Por todo ello, el propósito de esta tesis consiste en aportar herramientas y metodologías
que pongan de manifiesto usos inapropiados de datos personales por las grandes compañías
del ecosistema publicitario online, y cree transparencia entre los usuarios, proporcionando, a
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su vez, soluciones para que se protejan. Así pues, el contenido de esta tesis ofrece diseño,
análisis e implementación de metodologías que miden el impacto social y económico de la
información personal online en los servicios extensivos de Internet. Principalmente, se centra
en Facebook, una de las mayores redes sociales y servicios en la web, que cuenta con más de
2,8B de usuarios en todo el mundo y generó unos ingresos solo en publicidad online de más
de 84 mil millones de dólares en el año 2020.

En primer lugar, esta tesis presenta una solución, en forma de extensión del navegador
llamada FDVT (Data Valuation Tool for Facebook users), para proporcionar a los usuarios
una estimación personalizada y en tiempo real del dinero que están generando para Facebook.
Analizando el número de anuncios e interacciones en una sesión, el usuario obtiene información
sobre su valor dentro de esta red social. La extensión del navegador ha tenido una importante
repercusión y adopción tanto por parte de los usuarios, instalándose más de 10k veces desde
su lanzamiento público en octubre de 2016, como de los medios de comunicación, apareciendo
en más de 100 medios.

En segundo lugar, el estudio e investigación de los posibles riesgos asociados al tratamiento
de los datos de los usuarios debe seguir también a la creación de este tipo de soluciones. En este
contexto, esta tesis descubre y desvela resultados impactantes sobre el uso de la información
personal: (i) cuantifica el número de usuarios afectados por el uso de atributos sensibles
utilizados para la publicidad en Facebook, utilizando como referencia la definición de datos
sensibles del Reglamento General de Protección de Datos. Esta tesis se basa en el uso de
Procesamiento de Lenguaje Natural para identificar los atributos sensibles, y posteriormente
utiliza el la plataforma de creación de anuncios de Facebook para recuperar el número de
usuarios asignados con esta información sensible. Dos tercios de los usuarios de Facebook
se ven afectados por el uso de datos personales sensibles que se les atribuyen. Además, la
legislación parece no tener efecto en este uso de atributos sensibles por parte de Facebook, y
presenta graves riesgos para los usuarios. (ii) Se modela cuál es el número de atributos que
no identifican a priori personalmente al usuario y que aun así son suficientes para identificar
de forma única a un individuo sobre una base de datos de miles de millones de usuarios,
y se demuestra que llegar a un solo usuario es plausible incluso sin conocer datos que lo
identifiquen personalmente de ellos mismos. Los resultados demuestran que 22 intereses al
azar de un usuario son suficientes para identificarlo unívocamente con un 90% de probabilidad,
y 4 si tomamos los menos populares.

Por último, esta tesis se ha visto afectada por el estallido de la pandemia del COVID-
19, lo que ha contribuido al análisis de la evolución del mercado de la publicidad en línea
con este periodo. La investigación demuestra que el mercado de la publicidad muestra una
inelasticidad casi perfecta en la oferta y que cambió su composición debido a un cambio en el
comportamiento en línea de los usuarios. También ilustra el potencial que tiene la utilización
de los datos de los grandes servicios en línea, dado que ya tienen una alta tasa de adopción,
y presenta un protocolo para la localización de contactos que han estado potencialmente
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expuestos a personas que direon positivo en COVID-19, en contraste con el fracaso de las
nuevas aplicaciones de localización de contactos.

En conclusión, la investigación de esta tesis muestra el impacto social y económico de la
publicidad online y de los grandes servicios online en los usuarios. La metodología utilizada y
desplegada sirve para poner de manifiesto y cuantificar los riesgos derivados de los datos per-
sonales en los servicios en línea. Presenta la necesidad de tales herramientas y metodologías
en consonancia con la nueva legislación y los deseos de los usuarios. Siguiendo estas peti-
ciones, en la búsqueda de transparencia y privacidad, esta tesis muestra soluciones y medidas
fácilmente implementables para prevenir estos riesgos y capacitar al usuario para controlar su
información personal.





ABSTRACT

The web ecosystem is enormous, and overall it is sustained by an intangible attribute
that mainly supports the majority of free services: the exploitation of personal information.
Over the years, concerns on how services use personal data have increased and attracted the
attention of media and users. This collection of personal information is the primary source
of revenue on the Internet nowadays. Furthermore, on top of this, online advertising is the
piece that supports it all. Without the existence of personal data in communion with online
advertising, the Internet would probably not be the giant we know today.

Online advertising is a very complex ecosystem in which multiple stakeholders take part.
It is the motor that generates revenue on the web, and it has evolved in a few years to reach
billions of users worldwide. While browsing, users generate valuable data about themselves
that advertisers later use to offer them relevant products in which users could be interested.
It is a two-way approach since advertisers pay intermediates to show ads to the public that is,
in principle, most interested. However, this trading, sharing, and processing of personal data
and behavior patterns, apart from opening up new advertising ways, expose users’ privacy.
This incessant collection and commercialization of personal information usually fall behind an
opaque wall, where the user often does not know what their data is used for.

Privacy and transparency initiatives have increased over the years to empower the user
in this business that moves billions of US dollars in revenue. Not surprisingly, after several
scandals, such as the Facebook Cambridge Analytica scandal, businesses and regulators have
joined forces to create transparency and protect users against the harmful practices derived
from the use of their personal information. For instance, the General Data Protection Regula-
tion (GDPR), is the most promising example of a data protection regulation, affecting all the
member states of the European Union (EU), advocating for protecting users. The content of
this thesis will use this legislation as a reference.

For all these reasons, the purpose of this thesis is to provide tools and methodologies
that reveal inappropriate uses of personal data by large companies in the online advertising
ecosystem and create transparency among users, providing solutions to protect themselves.
Thus, the content of this thesis offers design, analysis, and implementation of methodologies
that measure online personal information’s social and economic impact on extensive Internet
services. Mainly, it focuses on Facebook (FB), one of the largest social networks and services
on the web, accounting with more than 2.8B Monthly Active Users (MAU) worldwide and
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generating only in online advertising revenue, more than $84B in 2020.
First, this thesis presents a solution, in the form of a browser extension called Data

Valuation Tool for Facebook users (FDVT), to provide users with a personalized, real-time
estimation of the money they are generating for FB. By analyzing the number of ads and
interactions in a session, the user gets information on their value within this social network.
The add-on has had significant impact and adoption both by users, being installed more than
10k times since its public launch in October 2016, and media, appearing in more than 100
media outlets.

Second, the study and research of the potential risks associated with processing users’
data should also follow the creation of these kinds of solutions. In this context, this thesis
discovers and unveils striking results on the usage of personal information: (i) it quantifies
the number of users affected by the usage of sensitive attributes used for advertising on FB,
using as reference the definition of sensitive data from the GDPR. This thesis relies on the
use of Natural Language Processing (NLP) to identify sensitive attributes, and it later uses
the FB Ads Manager to retrieve the number of users assigned with this sensitive information.
Two-thirds of FB users are affected by the use of sensitive personal data attributed to them.
Moreover, the legislation seems not to affect this use of sensitive attributes from FB, and
it presents severe risks to users. (ii) It models the number of non-Personal Identifiable
Information (PII) attributes that are enough to uniquely identify an individual over a database
of billions of users and proofs that reaching a single user is plausible even without knowing
PII data of themselves. The results demonstrate that 22 interests at random from a user
are enough to identify them uniquely with a 90% of probability, and 4 when taking the least
popular ones.

Finally, this thesis was affected by the outbreak of the COVID-19 pandemic what led to
side contribute to the analysis of how the online advertising market evolved during this period.
The research shows that the online advertising market shows an almost perfect inelasticity
on supply and that it changed its composition due to a change in users’ online behavior.
It also illustrates the potential of using data from large online services which already have
a high adoption rate and presents a protocol for contact tracing individuals who have been
potentially exposed to people who tested positive in COVID-19, in contrast to the failure of
newly deployed contact tracing apps.

In conclusion, the research for this thesis showcases the social and economic impact of
online advertising and extensive online services on users. The methodology used and deployed
is used to highlight and quantify the risks derived from personal data in online services. It
presents the necessity of such tools and methodologies in line with new legislation and users’
desires. Following these requests, in the search for transparency and privacy, this thesis displays
easy implementable solutions and measurements to prevent these risks and empower the user
to control their personal information.
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CHAPTER 1

INTRODUCTION

I n the Internet era, online services and social networks have changed the marketing ecosys-
tem we used to know. Not so far away, a few years back in our recent history, the advertising

outlets mainly were reduced to television, radio, or roadside billboards. However, in recent
years, a new and more extensive advertising ecosystem in terms of reachability and revenue
has appeared: online advertising.

Online advertising takes a substantial advantage versus traditional advertising markets,
the possibility to reach users based on their interests. In traditional outlets, little information
was known from the user themselves. Instead, the marketing strategy was based on where
to locate the ad or to select a specific time frame for a particular product. However, on the
web, advertising becomes much more individualized thanks to collecting and processing tons
of individual data. Therefore, users get more easily attracted to the offered products since
they are more likely to match their preferences. Furthermore, this change to the advertising
paradigm as we used to know allows advertisers to create a narrow segmentation focused on
specific commercial purposes. The existence of significant amounts of data and information
collected from browsing behaviors and patterns from users worldwide is the key for advertisers
to reach the best audiences for their campaigns faster.

Not surprisingly, the online advertising ecosystem is an industry that yearly revenues billions
of dollars. The most recent Internet Advertising Revenue Report from the Internet Advertising
Bureau (IAB) reveals [1] that the amount of money online advertising generated solely in
the US is up to $139.8B in 2020. This revenue represents an increase of 12.2% from 2019
($124.6B), even after the COVID-19 pandemic. This year after year revenue increase highlights
the power of online ads. It also demonstrates the collection of large amounts of data from the
user behavior on the web, and more importantly, the commercialization of such data, often
with little or no knowledge of the user.

The businesses dominating the online advertising sector in terms of revenue correspond
to Internet Big Tech corporations like Google, Facebook (FB), or Microsoft. Nevertheless,
not only do these significant businesses profit from the use of online advertising, but many
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other enterprises get their piece of the cake. Additionally, online sites, such as newspaper
businesses, reinvented themselves to create online sites associated with the brand and rely
mainly on online ads (due to the drop of physical newspaper sales) to finance their business.

Besides, the revenues derived from online advertising suggest that everyone taking part in
this ecosystem is satisfied with online ads. On the one hand, advertisers can create campaigns
narrowed to specific audiences. On the other hand, online businesses and websites monetize
their activities. Finally, the Big Techs get vast amounts of revenue each year, acting as
intermediates on this process by providing advertising services or commercializing data.

As stated before, online advertising offers much more personalized products due to personal
information that travels around advertising exchanges and companies. Although the online
advertising ecosystem is much more complex, a simple breakdown of the process would be the
following. When users receive an ad on their preferred social network feed or web page, this
ad has previously overcome a bidding process where several advertisers bid for this particular
user to make their ad appear to them. The user appears in several audiences composed of
a subset of the things surrounding their individuality on the Internet. For example, they live
in a particular location, like a particular kind of music, own a specific mobile device, and
go to some school. This data from users is traded, exploited, and commercialized to create
significant revenue for this ecosystem.

In other words, on top of that, the online advertising business is built upon the intangible
value of personal data. From personal information, audiences and profiles are created to show
ads while the user is online. Still, users get little information on how their data is being used,
for what purposes, or its inherent value. In other words, currently, online advertising is based
on exploiting the privacy of the individual.

Even more, the most crucial spark in terms of privacy came with the Facebook and
Cambridge Analytica scandal [2, 3]. A third-party app, This Is Your Digital Life, used the
social network company to extract information from 87 million users without their permission.
This scandal was mediatic because of the leak of a massive amount of personal data to be used
for political purposes in order to influence the US presidential elections of 2016. Facebook
CEO and founder, Mark Zuckerberg, was inquired to testify before Congress. This situation
urged the need to improve the way personal data was used, and Facebook started to change
the way they shared information with third-party apps. However, the story did not end here,
and there is much more room for improvement on FB. Regarding this, this thesis outlines
several privacy concerns, risks, and issues.

Furthermore, users’ concern for their data has increased over the years. Several initiatives,
apps, and laws started to be created to create awareness on users, give them the rights to
control their data, and protect them against privacy risks. One of them is the General Data
Protection Regulation (GDPR) [4] that entered into force in May 2018 for the European
Union (EU) member states. This dictation is used as a reference in this thesis since it is the
one affecting the highest number of countries, and therefore, a vast number of users.
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The storage and exploitation of personal information with greedy interests opens a new
paradigm for individuals. The growth of Internet usage generates enormous amounts of data
linked to the user that needs to be protected. The primary objective of this thesis is to shed
some light looking for transparency in the use of personal information. Crucial questions are
addressed focusing on online advertising, which, as said before, represents the most impor-
tant source of revenue for most online services. In particular, this thesis mainly focuses on
Facebook, one of the predominant players in this business in terms of revenue, generating
more than $84B online in advertising revenue and having 2.3B Monthly Active Users (MAU)
in 2020 [5].

1.1 FDVT: Technology to Measure the Economic Value Users
Generate for Facebook

The online advertising business relies on the use of personal data from Internet users.
From this point of view, there is an absolute opacity in this market where the user (their
data) is the final product traded, and still, users are unaware of this process. In other words,
the online advertising business nowadays is based on commercially exploiting and processing
users’ privacy.

There have been increasingly new innovative solutions trying to create transparency and
empower the user to control their data. Ghostery [6], Web Census Princeton [7], or eyeWnder
[8] are examples of these solutions. However, few research and methodologies measure the
economic value linked to users’ data and expose privacy risks associated with its processing
by large online services.

One of the main objectives of this thesis is to implement and design the first methodology
that allows users to know the economic value they generate for online services due to the
processing of their data for advertising purposes. This methodology is intended to provide the
user with real-time and personalized information while they browse online. It will empower
users by creating transparency and awareness among them to make informed decisions on how
to use online services depending on the use these services do of their personal information.

There have already been some methodologies trying to derive the economic value associ-
ated with personal information. In the following, the details of such approaches are discussed:

(i) One line of work consists of obtaining the value of personal information by performing
interviews with users about the money they would pay in order to protect or sell their
data [9]. However, the main problem regarding this approach is that the estimations
are based on the false premise that users know the value of their personal information.

(ii) Another approach consists of obtaining the economic value of personal information
by dividing the revenue obtained by a specific online service, for instance, Google or
FB, between the number of users registered in such service. This is an estimation of
the aggregated value that users generate for that particular service. However, this is
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inaccurate because different users generate different amounts of money based on their
profiles, browsing behavior, or even their profile is differently priced depending on the
day of the week.

(iii) The latest methodology commonly used to derive the financial information of personal
data is to obtain this information regarding the value that black markets pay for ac-
cessing a user’s profile. However, this methodology accounts for a completely different
approach since it measures an illegal act when the commercial exploitation of personal
data from online services like Google or FB is licit. Therefore, this approach relies on
a completely wrong perspective.

Therefore, because of the information mentioned above, this thesis provides a completely
different perspective by incorporating a novel methodology in the area of Information and
Communications Technology (ICT). One of the main objectives is increasing awareness and
foment transparency so users can know their data’s economic value and social impact.

Hence, as opposed to the approaches (i),(ii), and (iii), this thesis contributes with the
creation of a data valuation tool that provides Internet users with data values aligned to actual
market prices, personalized feedback per user to let each user know an estimate of how much
money they are generating from their personal information, and real-time information of the
value generated over time.

Chapter 3 presents the creation of the Data Valuation Tool for Facebook users (FDVT)
[10, 11], a disruptive approach aimed at determining the economic worth of users’ personal
data in real-time and customized based on their profiles. Since skilled Internet users are
unaware of the value derived from their data Section 3.4, the FDVT aims to provide with this
estimation focusing on the revenue from online advertising on one of the most popular services:
Facebook (FB). FB obtains the major part of its revenue from customized advertising. Note
that the methodology presented in this thesis can be extrapolated to other services. The
FDVT is a Google Chrome [12] and Mozilla Firefox extension [13] providing to the research
community a novel approach in the field of online transparency and privacy. It provides real-
time personalized economic estimation and, as this thesis covers, it empowers users against
risks derived from the use of personal data for advertising purposes. Chapter 3 presents in
detail the FDVT.

1.2 Unveiling Risks Associated to Personal Data Used for Ad-
vertising

Top-rated online services build their business model upon the commercial exploitation
of personal information. They use tailored advertising and personalized recommendation
of products, services, or content. The irruption of these services has raised a very intense
debate around questions like the ethical and legal boundaries of the management of personal
information.
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In recent years, successive privacy and data leaks [14] have put privacy in the spotlight.
Nowadays, privacy is becoming a critical aspect between regulators and civil society. Such
example is creating new laws that aim to protect the user against malicious uses of their
personal information. The GDPR in the EU is an example of how these increasing concerns
have been converted to legislation.

However, users still present very little knowledge on how exposed they are when sharing
information online [15]. Although their willingness to provide data is low [16], there are still
so much data associated with their profiles that is used without their knowledge. Research,
commissioned by digital identity company ForgeRock and carried out by ComRes Global [17],
reflects the low awareness from users in terms of their personal information. Moreover, the
survey states that “Around half of the adults surveyed across all four countries (47%) do
not feel they know how much information about themselves is available online" and “20% of
consumers do not believe that FB has access to any personal data about its users", a fact
that highlight the lack of knowledge in terms of privacy and manifests the potential risks
associated to it.

The ultimate goal behind collecting this mass of information is tailored advertising, where
advertisers use people’s interests to show them their ads. Online advertising has changed
a lot from the past to modern technology [18], and large-scale datasets containing users’
information allow advertisers to reach a group of people more likely to be interested in a
specific purchase.

FB is one of the most relevant businesses that gathers information and profits from users’
behavior on their social platform. Not surprisingly, the last year, FB included more than
2.8B Monthly Active Users and generated more than $84B in advertising [5]. On Facebook,
users are identified inside the platform with ad preferences (or interests)1 to users in order to
tailor them with personalized advertising. These ad preferences relate to ideas or things that
users may like, and they are later proposed to advertisers as a tool to reach a more suitable
audience. FB process the user’s conduct both inside and outside the social network [19] and
ad preferences are added to each FB profile. As a result, this information builds a unique
profile around the user, including the things they like or their habits [20].

FB ad preferences could expose the user to unknown risks that need to be unveiled. This
research aims to contribute to this lack of user knowledge by analyzing two main potential
risks derived from the use of ad preferences for advertising. First, by unveiling and quantifying
the exposition of users to potential sensitive ad preferences, and second, the feasibility to
uniquely reach one user among the large dataset of billion FB users, a practice referred to in
this thesis as nanotargeting.

1Interests and ad preferences are utilized interchangeably throughout this thesis since they relate to the
same thing.
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1.2.1 Sensitive Ad Preferences

Scandals like the FB Cambridge Analytica have increased the concern among users and
regulators on the use and commercialization of personal data. For example, the Cambridge
Analytica scandal brought out the possibility of using these data to influence the US pres-
idential elections. Therefore, the need for privacy in personal information management has
sparked legislators to enact and propose new rules in data protection. To this end, several
regulations like the GDPR in May 2018 or the California Consumer Privacy Act [21] in June
2018 have strengthened the rules on the use of personal data.

The GDPR is the reference for this thesis because it affects a large number of nations,
individuals, and businesses. The GDPR aims to protect the user against the misuse of the
commercialization of personal data for advertising purposes. In this context, it defines some
categories of data as sensitive, and it prohibits their use with limited exceptions, one of them
being that users give explicit consent for this kind of data to be used. More specifically,
the GDPR defines as sensitive data “data revealing racial or ethnic origin, political opinions,
religious or philosophical beliefs, or trade union membership, and the processing of genetic
data, biometric data for the purpose of uniquely identifying a natural person, data concerning
health or data concerning a natural person’s sex life or sexual orientation”.

Therefore, because of the legal, ethical, and privacy concerns of processing sensitive per-
sonal data, it is critical to understand if online services are economically exploiting such
sensitive information. If this is the case, it is also critical to estimate the number of users (or
citizens) who may be harmed due to the exploitation of their sensitive personal data. The
content of this thesis provides the research community with quantification on the number of
FB users (the largest social network in terms of users) that are affected by the exploitation of
their personal information for advertising purposes.

As explained before, FB assigns users ad preferences, which represent the users’ interests.
Depending on their online behavior inside the social network and third-party websites tracked
by FB, individuals are assigned different ad options later used by the advertiser to reach a
user within the desired audience. Some of these ad preferences imply political beliefs, sexual
orientation, personal health, and other potentially sensitive characteristics. Previous works
already [22, 23] exposed privacy and discrimination vulnerabilities related to FB use of ad
preferences for advertising. The apparition of the GDPR establishes a formal definition of
sensitive data and motivates a new field of research to bring to light that the use of sensitive
attributes for advertising is not to be despised. To this end, this research relies on the labeling
of FB ad preferences (or interests).

This issue is affecting users all over the world. This is the first study that unveils and
quantifies the use of sensitive ad preferences for advertising to the best of found knowledge.
chapter 4 analyzes the impact of this problem in the EU and over 197 countries worldwide. It
also studies whether the enactment of the GDPR had any impact and helped to put a stop
to FB in the use of sensitive data for advertising. Later, it provides a discussion regarding the
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implications and risks derived from the commercialization of such kind of data, and finally, a
technical solution is presented as an attempt to create awareness, transparency and empower
users with the possibility to know and remove those ad preferences that may be linked to
sensitive information.

1.2.2 Nanotargeting

One of the things associated with personal data is that it can be linked to the user, even
when aggregated and anonymized. To better understand this line of work, it is important to
differentiate the two classifications of personal data: Personal Identifiable Information (PII)
and non-PII.

NIST [24] defines PII as “Any representation of information that permits the identity of
an individual to whom the information applies to be reasonably inferred by either direct or
indirect means”. As a result, data elements like official IDs, passport numbers, names and
surnames, postal addresses, email addresses, and phone numbers are classified as PII, allowing
anybody with access to such information to identify and contact an individual immediately.

Contrarily to the case of PII, non-PII can not solely identify an individual. For this reason,
in the context of privacy, the research community is working to determine how many elements
of (in theory) non-PII information are necessary to reveal the identity of a unique user in a
given dataset.

With globalization and the growth of global-scale services with millions, if not billions,
of subscribers, one could assume that identifying a unique user in such services would need
many information elements. Existing research on the subject, however, demonstrates that this
assumption is erroneous.

In this line, several works in the literature have demonstrated that the de-aggregation
of data is feasible and that users can be uniquely identified among these large databases of
thousands, millions, and billions of users. For example, according to [25], the combination
of three information elements (gender, ZIP code, and birth data) uniquely identifies 63%
of residents registered in the 2000 US census. 8 movie ratings [26] distinguishes a user in
datasets including hundreds of thousands to millions of users. Furthermore, only 4 calls [27],
or credit card purchases [28] are enough to retrieve the identity of a user in a large customer
database with a high probability of success.

These works’ claimed results are precious. However, the majority of the datasets included
in those researches are private. Therefore, an attacker would have difficult access to them. For
obtaining and exploiting individual credit card transactions or cell operator Call-Detail Records
(CDRs), one would require a court order in democratic nations in order not to constitute a
crime.

The content of this thesis contributes to the research community by analyzing one of the
largest datasets that exist nowadays: Facebook. FB user database is formed by more than 2.8B
MAU [5], and therefore, modeling the possibility to reach a single user among this database
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is exciting. As stated before, it is important to remind that the foundation of Facebook’s
economic strategy is advertising. The behavior of a user within FB (but also outside of
Facebook) is used to deduce the person’s interests, which FB refers to as ad preferences. As
a result, everyone on FB has a list of ad preferences. Ad preferences (or interests) correspond
to non-PII information since they can not identify the user alone. FB allows marketers to
construct customized advertising campaigns by employing a list of ad preferences as targeting
factors, in addition to geography and demographic information. The FB advertising system is
in charge of matching the targeted audience defined by a set of ad preferences in an advertising
campaign with users who have been tagged with such ad preferences. It should be noted that,
contrarily to the use of non-PII items, utilizing PII information for nanotargeting is a frequent
technique in internet advertising. However, they require express user agreement to authorize
the use of its PII data (e.g., email address, mobile phone number) for advertising purposes.

In contrast to previously examined services in this regard, FB user data is considered to be
legally actionable for advertising purposes. This work uses FB to reveal the number of non-PII
items that unequivocally identify a user. For this, the analysis relies on real interests assigned
by FB to more than 2k users extracted from the FDVT. Chapter 5 first builds a model to
derive, in a systematic way, the number of interests and probability to uniquely reach one
user on FB. After that, Chapter 5 includes an experiment to prove the feasibility of building
an advertising campaign using non-PII information that targets a unique user exclusively.
This action is referred to as Nanotargeting. The purpose of this work is to achieve the first
evidence that non-PII data may be used for nanotargeting. Finally, the risks associated with
nanotargeting in this context are discussed, followed by easily implementable solutions to
prevent it.

1.3 COVID-19 Research Contribution

Driven from the unexpected COVID-19 outbreak in 2020 and the following lockdown and
new normality lifestyle, a side contribution is provided to better help to understand the online
advertising ecosystem. The technology developed in previous works of this thesis has partially
helped to contribute to the COVID issue in two specific studies.

1.3.1 Resilience of the Open Web to the COVID-19 Pandemic

According to industry sources, the COVID-19 epidemic has lowered advertisers’ investment
in digital marketing, adversely impacting the internet advertising sector [29, 30, 31]. Following
the Supply-Demand economic theory, this results in a large decrease in ad space demand
[32, 33], which leads to a decrease in ad space pricing. The COVID-19 outbreak provides a
chance to investigate the Internet’s resistance to an unprecedented event that severely affects
its financial backbone, online advertising.
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Previously, in economic fields, researchers have examined various economic elements of
online advertising and compared its performance to that of traditional advertising [18, 34,
35, 36, 37]. However, this thesis presents the study of the online advertising ecosystem
from a complete novel angle, analyzing the relationship between online advertising supply and
the resilience of the open Internet. To this purpose, Chapter 7 first leverages the study of
Price Elasticity of Supply (PES) with the exploitation of datasets from the online advertising
ecosystem. PES is an economic metric that assesses the responsiveness of the amount supplied
to price changes. Finally, it provides insights on the distribution changes on advertising
categories on the web.

1.3.2 Digital Contact Tracing: Alternative to Apps Failure

One of the challenges to stop the spread of the COVID-19 pandemic is to be able to
identify the user exposure to infected contacts. Governments and businesses have joined
forces and put all their efforts into successfully identify potentially infected contacts and alert
those citizens who have been exposed to the virus. Contact tracing individuals is taken as one
of the most critical approaches to stop the transmission of COVID-19.

Research found that manual tracing was insufficient and advocated for the adoption of
digital contact tracing systems capable of utilizing large-scale location data [38]. With this
purpose in mind, governments started to develop new apps based on Bluetooth (BT) tech-
nology to identify users’ mobility and being able to alert when they have been exposed to an
infected individual.

According to research, adoption by 60% of a country’s population would be necessary
to minimize the spread of the pandemic [38, 39]. Therefore, the critical component for its
effectiveness is to get a high amount of individuals that use the digital contact tracking system.
Chapter 8 analyzes the numbers and adoption rates from the new contact tracing apps. This
rough analysis is very illustrative to understand that in the vast majority of countries, the
adoption was not enough to fight the pandemic efficiently.

Moreover, air transmits the disease more than 2m away [40, 41, 42], bringing out an
important limitation of the existing contact-tracing solutions. Therefore, the existing solutions
may be valid to capture part of the potentially risky contacts. However, they fail to detect
other situations (e.g., people spending some time in a close space like a restaurant for long
periods even if they are separated more than 2m). It should be noted that this solution may
create false alarms in the same way the current contact-tracing solution does. However, all
existing contact-tracing proposals are susceptible to generate false alarms.

Chapter 8 proposes a new protocol for contact tracing users in exceptional situations like
this. The solution proposes an alternative approach to eliminate the complexity of achieving an
extensive mobile app adoption. The proposed solution relies on existing database information
from apps and browsers with a substantial adoption rate in many countries (for instance,
location data stored by Big Tech companies like Google or Facebook). Chapter 8 compares
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BT apps and FB or Android adoption rates for several countries, supporting the fact that large
dataset information from apps, devices, and browsers from Big Techs would be a much better
proxy to fight the spread of the pandemic. For instance, their penetration is higher than 50%
(active users) in most EU countries. This implies that those companies will have a massive
amount of geolocation information that can be used for contact tracing purposes.

1.4 Thesis Outline

This Chapter has illustrated the main research challenges. The rest of the thesis, describing
the contributions listed above, is arranged as follows:

• Chapter 2 introduces the key ideas needed to comprehend this thesis, as well as a back-
ground to understand the online advertising ecosystem, particularly the FB advertising
ecosystem, which is the main focus of this thesis.

• Part II presents the users’ behavior and main insights derived from the novel methodol-
ogy and technology to create transparency and awareness at the same time it measures
the economic value of users. The methodology used for designing the browser extension
will facilitate the data access for the rest of the studies presented in this thesis.

• Part III analyses and illustrates the risks associated with the personal data used for
advertising. It focuses on twofold research, the analysis of sensitive data for advertising
purposes, and how non-PII data can lead to making a user unique within a database of
billions of users. It also presents the extended functionalities included in the browser
extension of this thesis in order to make users aware of the use of their data against
privacy risks.

• Part IV discloses as a side contribution the response of the online advertising market
to the COVID-19 pandemic, proposing an alternative to current contact tracing apps
to fight the pandemic, relying on the use of available personal information from large
online Big Techs.

• Part V presents the ethics and legal aspects derived from the analyses included in this
thesis. Finally, it draws the main conclusions and future work.



CHAPTER 2

BACKGROUND

F ollowing the explanation of Chapter 1, the online advertising market is a market that
generates a considerable amount of revenue. The online advertising ecosystem is respon-

sible for connecting advertisers with potential users. It does so by showing users ads on the
blogs, social networks, or sites they visit. Advertisers can reach potential users based on the
information linked to their profiles so that advertisers can tailor users who better match the
desired audience. In this context, the ecosystem for delivering ads online mainly relies on
intermediates connecting these two participants, the user, and the advertiser. These interme-
diates provide merchants with the tools needed to deliver ads and websites to place the most
relevant ones to the user. Inside the online advertising ecosystem, there are two main models:

• Platforms or Walled Gardens: these platforms notably reduce the number of inter-
mediates in the online advertising ecosystem. They are responsible for executing all
the mechanisms needed to serve ads to users, acting as the middle man between users
and advertisers. One example of this model is the FB advertising ecosystem, which
is the only one responsible for delivering ads to users, and the complexity is reduced
since FB is the only intermediate.

• Programmatic advertising market: this is a complex market in which many partici-
pants act as intermediates in the ad delivery. Some of these intermediates include Ad
Exchange, data aggregators, data providers, or analytics intermediaries. In contrast
to the case of closed platforms like FB, the immense amount of intermediates in the
programmatic advertising ecosystem considerably increases the ecosystem’s complexity.

Therefore, as stated, the whole online advertising ecosystem is one of the most com-
plex ecosystems nowadays, so this Chapter describes, in particular, the two scenarios

presented above, which are of relevance for the rest of the thesis. The Chapter is organized
as follows: first, an explanation of the online advertising market can be found, also referred
to in this thesis as Programmatic Advertising Market, and later, the central platform used as
a reference and analysis for this thesis is described: the Facebook Ad Platform.

13
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2.1 Programmatic Advertising Market

When talking about online ads, it is thought that ads appear on the sites visited because
the advertiser wanted directly to reach us. However, the complete system is much more
complex, where advertisers connect to exchanges that offer ad spaces to them. Therefore,
since the advertiser creates an ad until it finally reaches the end-user to whom it will be
displayed, there is a big chain of intermediates that make revenue by commercializing with
users’ personal information.

In this Section, the reader can find an overview of the online advertising market operation,
aka Programmatic Advertising Market, which is, in fact, much more complex [43]. Besides,
it generates most of the Internet’s revenue. To give context to this, in Chapter 1, it is shown
that the revenue generated because of online advertising in the US exceeded the $139B [1].

The online advertising market is divided into the following three main components:
• Advertisers: these are the people willing to deliver ads to their desired audiences.

They want to reach users willing to pay for the products they are offering. They create
the ad, define the target audience and buy the ad spaces on websites, apps, or services
by competing against other advertisers willing to reach the same user. They usually
do so by relying on intermediates to define all the parameters for their ad campaigns,
called Demand Side Platforms (DSPs).

• Intermediates: these are composed by Ad Exchanges (AdXs) whose purpose is to
connect advertisers (who buy ad spaces) with publishers (who sell ad spaces).

• Publishers: these are formed by owners of websites, apps, or services that make revenue
based on advertising. They offer ad spaces to advertisers, usually using intermediates
in the process, called Supply Side Platforms (SSPs).

When a user browses to some website where ads are displayed, different frames are reserved
for ads (ad spaces). AdXs are responsible for these ad spaces and for delivering the ad. In this
process, a bidding system is launched. Using the OpenRTB protocol [44], the AdX conducts
an auction among its affiliated DSPs. The AdX sends a bid request message to the DSPs,
which includes information about the ad space and user itself (domain, device, and end-user
information). A DSP examines the ad space to see if it satisfies the requirements and matches
any of the campaign audiences it has set up. If this is the case, it replies with a bid response
that includes the bidding price (the price the advertiser is willing to pay for that ad space).

There exist two dominant models to charge advertisers in the online advertising market.1

In the first one, known as Cost Per Mile (CPM), advertisers are charged based on the number
of impressions of their ads. The CPM refers to the price an advertiser has to pay for 1000
impressions of an ad. In the second model, known as Cost Per Click (CPC), advertisers pay
for each click of the user on the ad.

1Note that nowadays, there are other models such as the Cost Per Action (CPA), Cost Per View (CPV) of
a video, and others. However, Cost Per Click (CPC) and Cost Per Mile are the most widely used.
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Figure 2.1: Programmatic Advertising Market operation.

Finally, the AdX selects then the winning bid and informs the winning DSP. The connected
advertiser places their ad within the ad space. Although it may seem simple at first, the whole
operation is composed of several DSPs, SSPs, or AdXs. Figure 2.1 illustrates this process. It
also includes data aggregators and data suppliers (responsible for providing and trading with
user data), analytics intermediates, etc. The ecosystem is full of intermediates taking their
piece of the cake of revenue and increasing the complexity of the ecosystem. Nonetheless, this
complexity makes online advertising one of the ecosystems where tracking where the money
goes becomes almost impossible. In fact, according to a study by PwC and ISBA, 15% of the
money spent by advertisers went missing in this process [45].

Finally, note that different advertisers could compete for the same profiles, even having
different sell purposes. This is because one profile could be included in different audiences
that are of interest to different advertisers. For example, one could be a user interested
in shoes, laptops, and hot beverages. In this case, advertisers could define their audiences
trying to target this user based on one or several parameters derived from the user’s personal
information and then compete and bid to finally deliver the ad to the user in that ad space.

2.2 Facebook Ad Platform Overview

This Section briefly describes the business model of FB and how advertisers can easily
create tailored advertising campaigns to defined audiences through the FB Ads Manager [46].

FB is one of the most important closed advertising ecosystems in terms of revenue, ac-
counting for $84B in 2020 [5], which corresponds to 98% of their total revenue. The FB
advertising platform operates as a centralized programmatic market, where the supply of ad
spaces delivered within the FB ecosystem (i.e., Facebook, Instagram, and Facebook Messen-
ger) 2 is fully controlled by FB.

2FB also serves ads to external sites, but this represents a minor portion of its advertising business.
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Facebook exploits the users’ personal information registered in the platform to offer ad-
vertisers the possibility to define advertising campaigns targeting well-defined audiences.

After that, the FB Ads Manager informs what the size of the audience configured in the
dashboard through the so-called Potential Reach parameter is. This parameter reports the
number of MAU on FB matching the defined audience, which by definition is the audience size.
This estimation serves the purpose of this thesis as an approach to get the number of users
included in different audiences, that is to say, the audience sizes for the different analyses.
Moreover, in addition to the dashboard, the FB Ads Manager offers advertisers an Application
Programming Interface (API) to automatically retrieve the Potential Reach for any audience.
That API was used to retrieve the Potential Reach associated with the audiences used to
conduct the studies within this thesis.

The potential user reach is directly related to the segmentation criteria used to build
the audience for a campaign. For instance, an audience defined by people living in Spain,
interested in Technology, and accessing FB through an Android device would be supposedly
greater in number than one defined by people living in Seville, interested in Parades, and
Returned from Travel 1 week ago. So, to define these audiences, FB gathers information from
the user, processes them, and offers it to advertisers. Hence, the set of demographics that
could be used to define an audience are:

• Non-PII data: this data cannot be used alone to identify a user.
– Location: the only compulsory parameter to define an audience on FB is the

location. An advertiser can combine that location with any of the other available
attributes. It could be a single place or a set of locations. Country, state,
province, region, city, zip, or postal code can be defined. Advertisers can also
select a radius from a location where to deliver the ad.

– Demographic data: it includes age, age range, gender, or civil status.
– Interests: advertisers can select a narrower audience whose FB profile includes

interests related to users’ hobbies, food, sports, family, beauty, and others.
– Behaviors: it defines the behavior of the user based on past information. For in-

stance, the mobile Operating System (OS) used, political ideology, digital activity,
or if the user is an ex-pat.

• PII data: Facebook also allows advertisers to target users based on data that, used
alone, identifies the user.

– Custom Audiences: A custom audience [47] refers to a list of users identified by
a PII item (e.g., mobile phone number, email address, etc.). A FB ad campaign
based on a custom audience aims to reach the users included in that list. To this
end, FB finds the registered users who match any of the PII items included.

Consequently, as shown above, advertisers can configure their ad campaigns through the
FB Ads Manager using very detailed targeting options. It can be accessed through either a
dashboard or an API. Once an advertiser defines the targeted audience, Facebook ensures to
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CHAPTER 3

FDVT: DATA VALUATION TOOL FOR FACEBOOK USERS

P rivate and public initivatives, such as the Organisation for Economic Co-operation and
Development (OECD) or the EU, are claiming for the necessity of tools that create aware-

ness among Internet users about the monetary value associated to the commercial exploitation
of their online personal information. This Chapter describes the first tool addressing this chal-
lenge, the Data Valuation Tool for Facebook users (FDVT). The FDVT provides Facebook
users with a personalized and real-time estimation of the revenue they generate for Facebook.

The Data Valuation Tool for Facebook users (FDVT) [10, 11] is a web browser extension
currently available for Google Chrome [12] and Mozilla Firefox [13]. The FDVT provides end
users with a real-time and personalized estimation of the monetary value they generate for FB
based on the commercial exploitation of its personal information through tailored advertising.
It provides this estimation according to their profile and the number of ads they see and click
during a FB session. More than 10k users have installed the FDVT between its public release
in October 2016 and July 2021. It should be noted that the methodology used for designing
the FDVT is used as source information for the rest of the works presented on this thesis.

Relying on the FDVT, it is possible to address several relevant Human-Computer Inter-
action (HCI) research questions that require a data valuation tool in place. The obtained
results reveal that (i) there exists a deep lack of awareness among Internet users regarding the
monetary value of personal information; (ii) data valuation tools such as the FDVT are useful
means to reduce such knowledge gap; and (iii) 1/3 of the users testing the FDVT show a
substantial engagement with the tool. The content of Chapter 3 is from publication [10].

3.1 Introduction

There are several public and private initiatives exposing the necessity of research activities
that develop technologies to create awareness among Internet users regarding the value of
their personal information. For instance, the OECD acknowledged the importance of having
tools that allow measuring the monetary value associated with online personal data [49]. It
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also highlighted that: (i) it is a highly complex task; and (ii) the existing methodologies are
still in a very preliminary stage. Similarly, the European Commission (EC) launched in 2014
an open call for projects [50] that among other elements stated: “Data protection and privacy
frameworks in the Member States and Associated Countries need to be implemented in a
transparent and user-friendly way to help users understand how their personal data might be
used, including the economic value of their data.”.

In this line, the Data Transparency Lab (DTL) [51], a private initiative that promotes
transparency in the management of personal information, included the following research
topic in its 2015 Grant Program, “Raising User and Societal Awareness - Measuring the value
of personal information”. Therefore, there is an increasing demand requesting tools that
allow Internet users to know the socio-economic value of their personal information. In other
words, the revenue they generate for online services that commercially exploit their personal
information and the implications of such commercial use of their data to them and society.
To the best of found knowledge, there is nothing close to this tool available nowadays.

There exist some effort, mainly in the economics literature, to address the question of
what is the economic value of personal information. The most adopted methodology uses
the contingent valuation method widely applied in economics and marketing research. This
methodology relies on surveys/interviews where they ask users their Willingness To Pay (WTP)
to protect/recover some personal information and/or their Willingness To Accept (WTA) to
sell some personal information for a given amount of money. A second methodology uses the
market cap of online services to measure the average value in that service, i.e., it divides the
yearly revenue or net benefit of the service by the number of active users to obtain the average
value of a user profile. These methodologies are somewhat limited if we think of them as data
valuation tools. They provide a static picture of an overall average value familiar to all the
users in the system. Therefore, it does not consider: (i) different users generate different
monetary value for online services depending on their personal information and online activity;
and (ii) users generate value for online services continuously. The referred methodologies do
not capture the actual way in which users generate monetary value for online services. Hence,
they are not valid to develop a data valuation tool.

A comprehensive data valuation tool should be able to provide Internet users with (i) data
values aligned to actual market prices; (ii) personalized feedback per user to let each user
know an estimation of how much money they generating out of their personal information;
and (iii) real-time information of the value generated over the time.

In this thesis, the first personal data valuation tool that meets those three requirements is
presented. This tool is based on a disruptive approach that measures the monetary revenue
users generate for an online service in real-time out of their activity in that service. This novel
approach targets services that generate their revenue by commercially exploiting Internet
users’ personal information through tailored advertising. In particular, the effort was focused
on creating a tool that applies this methodology to one of the most popular online services, i.e.,
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FB, which obtains the vast majority of its revenue through tailored advertising. Therefore, the
first contribution of this thesis is the so-called Data Valuation Tool for Facebook users (FDVT).
The FDVT has been implemented as a Google Chrome and Mozilla Firefox extension that
informs users of a personalized and real-time estimation of the revenue they are generating
for FB while browsing in this system.

Although the FDVT has itself an inherent value for the research community, it also allows
addressing several research questions that could not be handled without a data valuation tool
in place. In this thesis, the focus will be set on three research questions that can be answered
relying on the FDVT.

First, the FDVT provides a ground truth that can be used to evaluate what is the actual
lack of awareness of Internet users regarding the value they generate out of their personal
information. The idea of using advanced Internet users is that if they show an important
lack of awareness, it may suggest an important knowledge gap in society. A lab experiment
with skilled Internet users, i.e., BSc, MSc, and Ph.D. students in Computer Science and
Telecommunications, is performed to address that question. In the experiment, the students
were exposed to some questions about the business model of FB and the value they consider
they generate for FB per session and month. Later the FDVT was introduced to them,
and they were asked to log in to Facebook with their account and run a regular session on
a computer with the FDVT installed. After obtaining the FDVT feedback, closed questions
were posed to assess whether their perception about the money they generate for FB is aligned
to the FDVT estimation, and thus implicitly find their potential lack of knowledge regarding
the monetary value they are generating for an online service like FB. Finally, they evaluated
whether the FDVT is an appropriate tool to create awareness in society about the value of
online personal information.

Second, although there are different public and private initiatives highlighting the necessity
of data valuation tools, they cannot assess in advance whether these tools will actually be
able to capture the interest (i.e., engagement) of Internet users. That question is evaluated
by analyzing the interaction of 59 beta-testers with the FDVT extension during a period of 5
months from March to July 2016. The FDVT was later publicly launched for free in October
2016.

Third, the FDVT forces users to undergo a registration process the first time they use
it. In this process, they are requested to fill 4 personal information items: Country, Gender,
Age+birthday and Relationship status. The only compulsory parameter is the Country while
the remaining ones are optional. In this first contribution it is analyzed whether users are
reluctant to provide optional (personal) information when they are using an informative tool
such as the FDVT.

In a nutshell, this Chapter presents the first comprehensive steps towards the increasing
demand of creating awareness among Internet users about the economic value generated out of
their personal information. The FDVT is based on a novel approach that aims to provide users
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real-time and personalized feedback of the revenue they generate for Facebook. Finally, this
research opens an opportunity to the research community to replicate the proposed approach
in other online services.

3.2 Background

This brief background will serve the reader to understand better the FDVT real-time
revenue computation. As explained in Section 2.2, FDVT relies on the use of the Facebook
Ads Manager to get an estimation of the economic information the users generate while they
browse through FB. For this thesis, this work relies on CPM and CPC references.

FB CPC and CPM references establish the actual market price of specific audiences, and
in turn, audiences can be linked to user profiles. Hence, if one can construct a more or less
simple profile for a specific user on Facebook, they will be able to know what is the actual
market value of that user in terms of CPC and CPM at a particular time. Therefore, FB CPC
and CPM references are roughly revealing the value of users for FB based on the personal
information included in their FB profile. The FDVT uses median CPC and CPM references
from FB as the ground to estimate the monetary value users generate based on some profile
information of the user (i.e., audience). In order to retrieve CPC and CPM prices associated
with a particular audience, this thesis presents a developed software able to automatically
query the FB Ads Manager API following a previous work that already exploited this API [52].

Once a user has completed the registration process every time they open a FB session the
front-end queries the FB Ads Manager API.1 The plugin uses the FB API query structure
introduced in [52]. The query includes the demographic parameters provided by the user in the
registration process (location, age, gender, and relationship status) to configure the audience
from which real-time CPC and CPM values associated with the user are retrieved. The FB
API returns a JavaScript Object Notation (JSON) file from which CPC and CPM references
for the requested audience are extracted.

In parallel to the start-up process, the FDVT extension begins to monitor and account for
the number of ads displayed during the session and the number of clicks the user performs on
those ads. In order to compute an estimation of the real-time session revenue generated by a
user, the following formula is applied:

Session_V alue =
estimated_CPM

1000
∗ nads + estimated_CPC ∗ nclicks (3.1)

Where nads refers to the number of ads displayed in the session, and nclicks refers to the
number of ads clicks. Every time new ads are displayed or the user clicks on an ad, the session
value is updated.

1A distributed approach is used, where users grant permission to the FDVT to query the FB API using
their FB account.
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Figure 3.1: FDVT design.

3.3 FDVT Implementation

The FDVT is divided into two parts: a front-end running at the end-user premises and a
central back-end that stores anonymous information associated with FB sessions. Figure 3.1
depicts a diagram of the FDVT design. Following there is a detailed description of the FDVT.

3.3.1 Front-end

In this Subsection, there is a detailed explanation of the FDVT interface and the main
functionalities associated with the FDVT front-end.

3.3.1.1 FDVT Interface

One of the goal of this thesis was to create a tool valid for average Internet users. This
implies designing a tool easy to install and use with a friendly and intuitive interface. Therefore,
the FDVT front-end has been developed as a web-browser extension that: (i) can be installed
with one click from an online store, very similar to the way mobile apps or desktop widgets
are installed; (ii) users can access the personalized feedback by simply clicking on the web
extension while they are browsing in a FB session; and (iii) that click will display an interface
that informs the user of the monetary value they are generating.

Figure 3.2 shows a snapshot of the FDVT interface. The information displayed in the
interface is: (i) TOTAL VALUE, which indicates the revenue generated by the user since they
installed the FDVT; (ii) Session ads, which refers to the number of ads displayed during the
session together with the value generated due to those impressions; (iii) Ads Clicked, which
indicates the number of ads the user has clicked on during the session together with the value
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Figure 3.2: FDVT interface.

Figure 3.3: FDVT registration window.

Figure 3.4: FDVT extension icon.

generated due to those clicks; and (iv) value Generated, where the user is informed about the
revenue they are generating in the current session as well as the accumulated value generated
during the current day, the last 7 days and the last 30 days. Even more, the FDVT extension
icon incorporates by default a small red box including the accumulated revenue generated by
the user as depicted in Figure 3.4. This allows FDVT users to obtain their overall accumulated
revenue without even interacting with the tool. The interface also includes an option to share
the overall revenue on the user’s Twitter wall.

3.3.1.2 Registration Process

One of the main functionalities implemented in the FDVT front-end is the user registration
process. The first time the user clicks on the FDVT browser extension during a FB session, the
FDVT displays a registration window (depicted in Figure 3.3) where they are asked to provide:
Country, Age+birthday, Gender, and Relationship Status. The only compulsory parameter the
user has to fill in is the Country because it is the minimum (and obligatory) parameter to define
an audience in the Facebook Ads Manager. The remaining three parameters are optional. The
parameters provided by the user in the registration are used to define the audience associated
with the user profile. To conclude the registration process, the user has to obligatorily check-in
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the following checkboxes: (i) confirm that they have read and accepted the FDVT’s Terms of
Use [53]; (ii) confirm that they had read and accepted the FDVT’s Privacy Agreement [54];
and (iii) confirm that they grant permission to use the collected data for research purposes.
Once the user has completed the registration process, the front-end sends the registration
profile of the user to the FDVT back-end using an anonymous FDVT user Identifier (ID).
This ID is computed as a hash of the FB user ID.

3.3.1.3 Local Storage

The front-end locally stores some information related to the ads displayed to the user.
In particular, the FDVT stores for each ad: (i) FB ad ID, which is an identifier that FB
assigns to each ad; (ii) the ad’s location (either newsfeed or right side of the wall); (iii) the
URL associated to the ad that will inform about the ad’s landing page; and (iv) timestamps
associated to users’ clicks on ads. The front-end also registers the timestamps associated with
the clicks of the user on the FDVT browser extension (i.e., interactions with the FDVT) and
the number of posts displayed in the newsfeed of the user during the session. This information
is also transmitted to the back-end. The reason to store all this information locally is to inform
users of the value generated in the current session even if the back-end cannot be accessed.

3.3.2 Back-end

The FDVT back-end was designed to store all the information associated with FB sessions
of a user once they have installed the FDVT. This creates a valuable anonymous dataset that
registers the following information per FDVT user session: duration, ads displayed and clicked,
CPC and CPM associated to the user audience, revenue generated, and interactions of the
user with the FDVT extension.

The front-end communicates the back-end all the information locally stored within a
session. This communication happens: (i) at the beginning of the session to notify that the
user has started a new session; (ii) every 10 minutes after the beginning of the session, and
(iii) at the end of the session. If the session lasts less than 10 minutes, there will not be any
intermediate communication. The information is codified in JSON format by the front-end
and is stored in a Structured Query Language (SQL) database in the back-end. Every time the
front-end of a user notifies the beginning of a new session, a Hypertext Preprocessor (PHP)
process running in the back-end computes the accumulated revenue generated by that user
in the last 7 days, last 30 days, and since the moment they installed the FDVT and sends
that information back to the front-end. The front-end will eventually display this information
if the user clicks on the FDVT extension. To compute the accumulated revenue of a user,
the plugin needs to sum the value of the sessions registered for that user in a specific time
window (e.g., last 7 days).
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3.3.3 Privacy and Security Considerations

The FDVT has been designed as a privacy-preserving tool so that FDVT users cannot be
identified with the information stored in the back-end. Towards this end, the FDVT does not
store any PII in the back-end. The only personal information stored in the back-end is related
to the parameters provided by the user in the registration process. In addition, the FDVT
extension only operates when the user browses in the domain facebook.com and does not
collect any information from any other domain. Finally, FDVT implements Hypertext Transfer
Protocol Secure (HTTPS) encrypted communications between the front-end and back-end.

3.4 Lab Experiment: Savvy Users’ Awareness

This Section answers the first research question posed in Section 3.1: are skilled Internet
users aware of the monetary value associated with their personal information?

3.4.1 Methodology

A lab-based experiment is used in order to address the first research question. The ques-
tionnaire used for this experiment is available at [55]. The experiment is performed with ad-
vanced Internet users with deep knowledge of how the Internet works, i.e., Computer Science
and Telecommunication Engineering Bachelor, MSc, and Ph.D. students. The assumption
is that if these skilled users do not understand the Internet business model to exploit their
personal data or the actual monetary value they generate out of such exploitation, it may
suggest a lack of awareness in the society (i.e., average Internet users) as well.

The lab experiment proceeded in three steps: First, the students were exposed to a survey
in which they were asked to: (i) provide some demographic information; (ii) provide some
information about their Internet expertise and use of ad blockers; (iii) answer some questions
related to the business model of Facebook; and (iv) provide an estimation of the value they
think they generate for Facebook in an average session and a month. Second, the participants
were introduced to the FDVT and asked them to log in to FB with their FB account in a
computer having the FDVT installed. They were also asked to complete the FDVT registration
and run a regular session on FB. Third, the users were exposed to another set of questions
where they were asked: (i) to indicate whether the value reported by the FDVT associated to
their sample FB session was surprising or was aligned to their expectation; and (ii) to provide
their opinion about the potential of the FDVT as a tool to create awareness among Internet
users of the value associated to online personal information. Note that all the questions were
subject to a limited number of predefined answers.

facebook.com
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Figure 3.5: Barplot depicting the distribution of answers provided by the lab experiment
participants about the average revenue that they estimate they generate for FB per session
and per month.

3.4.2 Participants

The lab experiment was carried out during July, August, and September 2016. The
experiment was completed by 30 students, from which 8 were women and 22 men, with
the following age distribution according to the option (i.e., age interval) they selected in the
questionnaire: 15 (18-24 years old), 14 (25-34) and 1 (35-44). The participants come from 7
different countries: Spain (23), Iran (2), Ethiopia (1), Italy (1), Sri Lanka (1), United States
(1), and Uruguay (1). Note that the participants did not receive any compensation.

3.4.3 Results

Two questions have been selected (Q1, and Q2 below) from the survey to discuss the
technical skills of the students, 4 questions (Q3, Q4, Q5, and Q6) to discuss what is the actual
awareness of skilled Internet users regarding the revenue they generate for online services
out of the exploitation of their online personal information, and 1 question (Q7) to derive
the potential of the FDVT as a valuable tool to create social awareness according to the
participants’ opinion.
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3.4.3.1 Q1- What is your Internet user level?

In the beginning, the experiment asked about the actual Internet level that the partici-
pants assign themselves on a scale 1 (basic level) to 5 (expert). Note that users self-assess
their Internet level, and thus the evaluation is not objective. 90% of the students classified
themselves as advanced users with a level 5 (53.3%) or 4 (36.7%). Therefore, as intended,
most participants could be considered skilled Internet users.

3.4.3.2 Q2- Have you installed an ad blocker in your computer?

This question aims to understand to what extent the participants are concerned by online
advertising and have decided to install an ad blocker on their computer. Interestingly, 2/3 of
them have installed an ad blocker. This result suggests that most of the users participating
in the experiment prefer to avoid ads while browsing on the Internet.

3.4.3.3 Q3 - How does Facebook earns money?

Students were asked to select at most 2 answers among the 7 available options. Following
between brackets is depicted the number of students selecting each answer: Through ads
(27), FB resells data to third parties (14), Through private investment (4), Companies paying
a fee to use FB (3), Through public funding (3), Through merchandising (3), Premium Users
(1). All students except three of them selected that Facebook earns money through online
advertising. This demonstrates that advanced Internet users know that FB exploits personal
information for making money through tailored ads. Therefore, they are aware that their
personal information generates revenue for online services.

3.4.3.4 Q4- How much money do you think you generate for Facebook in a standard
session? (in USD)

Figure 3.5(a) shows the distribution of answers across the options chosen by the partic-
ipants. Interestingly, 1/3 of them, which form the most numerous group, directly recognize
that they ignore the answer. All the remaining answers are sparsely distributed across other
options. Using the median session value across the +8000 sessions registered in the FDVT
back-end, i.e., $0.007, as a ground truth reference, only 13% of the users were close to that
estimation by choosing the answer <$0.01. The high discrepancy across students’ answers
reveals an evident lack of consensus among advanced Internet users about the value they
generate in a FB session, which can be translated into a global lack of awareness. This dis-
crepancy was expected since a session is a non-usual time reference for assigning monetary
value. Therefore, the following question uses a very standard time metric such as the month.
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3.4.3.5 Q5- How much money do you think you generate for Facebook in average
per month? (in USD)

Figure 3.5(b) presents the distribution of answers for this question. We again observe a
high discrepancy among users’ answers, and again 1/3 of the students directly acknowledge
that they do not know the answer. As it will be shown later in this Chapter, the average revenue
per month and user on Facebook is a bit higher than $1 both according to FB market cap and
FDVT estimations. Taking this value as reference, only 23% of the participants provide a close
answer either selecting the option $1-$5 or $0.50-$1. In this case, the discrepancy across the
answers (within a very standard time reference such as one month) reveals a noticeable global
lack of awareness among advanced Internet users of the value that personal data generates
for one of the most popular online services such as FB.

3.4.3.6 Q6- Are you surprised by the economic value you have generated in this
session? (in USD)

Although the results discussed so far already reveal a clear lack of knowledge, it was
relevant that they acknowledged this statement. In order to accomplish that objective, the
FDVT was first introduced to the students. They were asked to use it in a regular session
to retrieve the FDVT feedback, to later question them whether they were surprised by the
revenue they generated in the sample FB session. A positive answer to this question represents
an implicit acknowledgment from the participants about a wrong perception of the monetary
value they generate through the commercial exploitation of their personal information. A
significant part of the students, 73.3%, recognized to be surprised by the result. Interestingly,
1/2 of the users were expecting to generate less revenue, and 1/4 thought they were generating
more revenue for FB.

3.4.3.7 Q7- What is the value of the FDVT for creating awareness among society
regarding the value associated with their personal online information?

The participants were asked to rank the FDVT on a scale 1 (useless) to 5 (awesome tool)
regarding its potential to create awareness in society about the monetary value of personal
information. Most of them agreed that the FDVT has a significant potential to achieve that
objective since they chose either 4 (50%) or 5 (36.7%) as the answer, while the remaining
users ranked the FDVT with a value of 3. To complement this question, participants were
asked whether they would install the tool after the experiment, and 3/4 show their willingness
to do so. In contrast, the remaining 25% show some uncertainty since they choose as answer
Maybe, I am not sure.

Overall, the results of the lab experiment provide solid evidence to answer the first research
question: Internet advanced users are still far from having a clear knowledge of the monetary
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value associated with their personal information. This supports the hypothesis that society is
not aware of the value of online personal information. This situation urges to create attempts
such as the FDVT to try to diminish the lack of awareness so that Internet users begin to know
what is the actual revenue they generate for online services out of the commercial exploitation
of their personal information. In addition, the Internet-savvy users participating in the lab
experiment have validated the FDVT as a helpful tool to create social awareness.

3.5 FDVT Field Study

This Section answers the second and third questions posed in section 3.1: (i) what is the
potential engagement that Internet users may have with data valuation tools? And (ii) are
users reluctant to provide personal information when they use an informative tool such as the
FDVT? In addition, some relevant data valuation insights derived from the information stored
in the FDVT back-end are discussed.

3.5.1 Methodology

To answer these questions, it is required that actual Internet users installed and used the
FDVT over a long period of time in order to register their interaction (i.e., clicks) with the
FDVT browser extension to measure their engagement. Hence, beta-testers were recruited
to evaluate the FDVT engagement. The beta-testers were recruited from five main sources:
colleagues from university or collaborators from a European research project, people that
contacted after the FDVT was featured in several Spanish language news media, people that
contacted after the FDVT was featured as a reference tool in the Mozilla Take The Web Back
campaign, and people that contacted after the tool was presented in several dissemination
activities aiming to approach science to society. In all the cases, FDVT beta-testers were users
that proactively shown an interest in testing the tool. Note that the FDVT beta-testers group
used in the field study differs from the users following the lab experiment since it was intended
to get native users interested in the FDVT to avoid an artificial use of the tool. In this line,
FDVT beta-testers were neither asked to implement any specific action nor to provide any
feedback. Any user installing the FDVT after July 1st was not taken into account.

The engagement (interest) of the beta-testers to the FDVT was measured through their
interactions (i.e., clicks) with the FDVT extension on the Google Chrome browser. Remind
that the extension incorporates by default the accumulated value generated by the user in a
small red box below the FDVT icon (see Figure 3.4). Hence, all FDVT users are informed
about the accumulated revenue they have generated without requiring to interact with the
tool. This may discourage some users from obtaining the complete FDVT feedback since
knowing the accumulated value may be enough for them. Then, it is reasonable to assume
that if a user clicks on the extension is because they show a high level of interest in the FDVT
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complete feedback, and by extension, on acquiring deep understanding regarding the way they
generate revenue for Facebook.

Finally, to answer the third question, the parameters that each beta-tester filled during
the registration process were analyzed in order to understand whether they are reluctant to
provide optional personal information (i.e., gender, age+birthday, and relationship status).

3.5.2 Participants

The field study includes 59 beta-testers from which their FDVT activity was monitored
from the moment they installed the tool until July 31st. Most beta-testers installed the tool
during March 2016, which means the engagement analysis covers 5 months. Beta-testers are
divided into 10 women, 48 men, and 1 user that did not specify their gender. Beta-testers’
age ranges from 19 to 57, with a median age of 30. Finally, the beta-testers come from 19
different countries (according to the information they provided in the registration process):
Spain (27), Switzerland (4), Germany (4), France (3), Greece (3), Australia (2), Belgium
(2), Brazil (2), United States (2), Andorra (1), Afghanistan (1), Argentina (1), Ecuador (1),
Ethiopia (1), India (1), Italy (1), Mexico (1), UK (1), and Venezuela (1). The major presence
of Spanish users is due to the dissemination of the FDVT in some Spanish media. Note that
the participants did not receive any compensation.

3.5.3 Results: Users’ Engagement

On average, the beta-testers interacted 20 times with the FDVT, being the median 10
clicks. 2 users never clicked on the FDVT extension and 5 that just clicked once. In contrast,
30 users have clicked at least 10 times on the extension and 6 very active users that have
clicked more than 50 times. Although these results reveal a high degree of interest from
the beta-testers, it is important to analyze the temporal pattern of those clicks in order to
understand whether the FDVT engages users overtime or not.

Figure 3.6 shows the number of clicks per beta-tester and week. There is an interesting
discrepancy across beta-testers behavior. Some users such as 2, 5, 7, 8, 18, or 33 just
interacted with the FDVT during the first week after installing it, but they did not click on
the FDVT icon anymore. Therefore, these users present a negligible engagement. Contrary,
users such as 1, 3, 14, 19, 34, 38, or 57 show a long-term engagement because they frequently
interact with the tool since the moment they installed it. In order to carry out a more pragmatic
analysis, the beta-testers were clustered into different groups according to their engagement
level. For this purpose, the k-means clustering algorithm [56] was implemented using as a
clustering parameter a metric referred to as Temporal Engagement. Given a user A their
Temporal Engagement is computed as the time passed from the moment user A installed the
FDVT until the last click of user A on the FDVT divided by the total time the FDVT has
been running on user’s A computer (i.e., from the FDVT installation until July 31st). The
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Figure 3.6: Number of clicks of beta-testers on the FDVT browser extension per user (x-axis)
and week (y-axis) from March 1st to July 31st.

closer the Temporal Engagement is to 1, the more recent has been the last click, and thus
the user is still engaged since they recently interacted with the FDVT. Contrary, a Temporal
Engagement close to 0 indicates that the user only interacted with the FDVT during the first
days (or weeks) after they installed the tool.

The k-means clustering algorithm was forced to classify users into four different groups
(according to their temporal engagement) defined as 0 engagement, Short-term engagement,
Medium-term engagement, and long-term engagement. Table 3.1 shows the median time
that users in each cluster spent on Facebook during the evaluation period, and Figure 3.7
shows a scatter plot of the intermedian clicking time (y-axis) versus the temporal engagement
(x-axis) where each point refers to one beta-tester. Following, there is a discussion about the
engagement associated with each cluster:

• 0-engagement This group is formed by 32 users with a Temporal Engagement <0.2.
These users never clicked on the FDVT or just clicked few times in the days following
the FDVT installation. The median time spent on FB (0.27 hours) reported in Table 3.1

Group Time on FB (h)
0-engagement 0.27
Short-term engagement 55.8
Medium-term engagement 86.95
Long-term engagement 170.5

Table 3.1: Median time spent on Facebook during the engagement evaluation period in each
of the four groups obtained after applying the k-means clustering algorithm using beta-testers
Temporal Engagement.
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Figure 3.7: Scatter plot showing the engagement of FDVT beta-testers and classifying them
into one of the four engagement clusters. The x-axis refers to the Temporal Engagement and
the y-axis to the Intermedian Clicking Time in days.

for this group demonstrates that the users in this group are not engaged to Facebook
either (at least not via Google Chrome). Therefore, it seems that these users installed
the tool to test it simply, but they are not very active FB users. Thus they did not
become interested in obtaining the FDVT feedback over time.

• Short-term engagement: It is formed by 7 users that only interacted with the FDVT
during the first half of the evaluation period. The users in this group are engaged to the
FDVT during a short period after they installed the tool, but that interest disappears
quickly. Half of the users in this group present an intermedian-clicking time below 10
days that depicts a relevant interest during the short interaction period. In contrast,
the remaining ones present long intervals beyond 40 days between two consecutive
FDVT clicks. Finally, it is essential to note that although the users in this group
spent a considerable amount of time on FB during the evaluation period, 55 hours in
median, they are still far from the time spent by the users in the following two groups.
Therefore, this demonstrates a relatively moderate FB engagement.

• Medium-term engagement: This group is formed by 7 users that present a Temporal
Engagement between 0.5 and 0.7. Roughly speaking, these users are showing a
significant engagement since all of them have shown their interest in retrieving the
FDVT feedback during the second half of the evaluation period. Therefore, it is very
likely that many of these users are still engaged and will eventually interact again with
the FDVT at some point in the future. The intermedian-clicking time reveals that
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most of the users in this group retrieve the FDVT feedback at least once a month,
except one particular case showing a value close to 80 days. Finally, the users in this
group also show a significant FB engagement since they spent in median 87 hours on
FB during the evaluation period.

• Long-term engagement: This group is formed by 13 users that have been engaged at
least 70% of the time since they installed the FDVT. These users have recently clicked
on the FDVT extension, and in all the cases except one, they execute that action at
least once a month, and in most of the cases, once a week. Therefore, this group is
showing a high degree of interest in the FDVT. This interest is aligned to the time
they spent on FB that multiplies by 2×, 3× and 600× the use of Facebook from the
users in the Medium-term, Short-term, and 0-engagement groups, respectively.

Overall, the results show that 1/3 of the beta-testers have demonstrated a relevant engage-
ment to the FDVT, and in particular 1/5 a long-term engagement. In addition, the FDVT
engagement is highly correlated to the FB engagement measured as the time users spent on
FB during the evaluation period. This result suggests that a data valuation tool for an online
service will mainly engage users who are highly engaged to the service. Hence, it seems that
data valuation tools such as the FDVT should focus on attracting active users in the system
they are targeting.

3.5.4 Results: Users’ Concerns to Provide Personal Information

The results derived from the registration process show that 95% of the registered users
filled at least 2 optional parameters, and 71% filled all the requested parameters. Surprisingly,
only 1 user did not provide any optional parameter. Going a bit deeper into the results, only
1 user rejected to fill their gender, while 9 and 11 users did not fill the age+birthday and
the relationship status, respectively. These results suggest that users tend to trust the FDVT
and accept the trade-off of providing some personal information in exchange for knowing the
monetary value associated with the commercial exploitation of their data.

3.5.5 Results: Data Valuation Insights

The revenue generated by a user depends on three factors: (i) the time they spend on
Facebook which increases the opportunity to receive more ads; (ii) the number of clicks
on ads; and (iii) the price (i.e., CPM, CPC) advertisers are willing to pay for the audience
matching the user profile. The average (and Standard Deviation (SD)) and median (and
Inter-Quartile Range (IQR)) revenue generated by the beta-testers during the field study were
$4.9 (SD=$11.9) and $0.3 (IQR=$3.95), respectively. Similarly, the average and median
time spent on FB were 127.3 hours (SD=293 hours) and 6.7 hours (IQR=90.9 hours). The
high discrepancy between median and average values denotes that beta-testers present a
heterogeneous FB activity, and thus the revenue they generate for FB is quite different. The
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results show that those users spending more time on FB tend to generate more revenue, as
the high Pearson correlation (i.e., 0.68) between these two parameters demonstrates. A very
important aspect that increases a lot the revenue users generate for FB is the number of ads
they click on. Using as reference the average CPC and CPM prices of beta-testers, an ad click
(i.e., CPC) generates 170× more value than an ad impression (i.e., CPM/1000). Only 21
beta-testers clicked at least once on an ad. This group generated almost 2.5× more revenue
on average than the group formed by the users that never clicked on an ad ($7.8 Vs. $3.2,
respectively). Finally, the location of the users has an essential impact on their associated
CPC and CPM, and thus on the potential revenue, they generate for FB. For instance, the
average CPM of Australian, European, US, Asian, Latin American, and African users within
the beta-testers is $420, $279, $193, $108, $101 and $78, respectively. Taking as an example
European Vs. Latin American users, the CPM difference is roughly 3×. This means that a
European user would generate the same revenue as a Latin American user visualizing one-third
of the ads.

3.6 FDVT Accuracy Assessment

In order to assess the quality of the FDVT, it is important to analyze whether the es-
timations it provides are aligned to the revenue reported by Facebook. To do that it was
first obtained the average quarterly revenue that a user generates according to the FB results
for the 2nd quarter of 2016 [57], which were the ones corresponding to the time of carrying
out this experiment. In that period, Facebook reports $6.239B of revenue and 1.71 billion
MAU. By simply dividing both quantities, it is obtained that the average revenue generated
per user in the referred period is $3.65. In parallel, it is estimated the average quarterly
revenue generated per user based on the information stored for the 59 beta-testers using the
FDVT. To this end, it is computed for each user the average revenue generated per week and
multiply it by 13 weeks, forming a quarter, which offers an average quarterly revenue for each
beta-tester, to obtain the average quarterly revenue across the 59 beta-testers. The average
quarterly revenue per user based on the FDVT reported values is $3.21. Therefore, the FDVT
underestimates the actual revenue per user by only 12%. Although the methodology employed
to measure the FDVT accuracy is a balk-park approach, it is the only existing ground-truth
information that can currently be used for validation.

3.7 Discussion

3.7.1 Implications of FDVT Estimations on Users’ Data Valuation Perception

The long-term goal of this research is to create awareness among average Internet users
about the monetary value of their personal information using Facebook as reference. The
FDVT only provides estimations since the actual price an advertiser has paid to display an ad
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or gather a click from a user is unknown. Even in the case the error of FDVT estimations is
high, they would still be relevant. For instance, assume one case in which the FDVT estimates
that a user has generated $1 per month, even if the FDVT is incurring in an error of 5× and
the user has actually generated $5 for Facebook, they will still globally understand that they
are generating money out of their activity on Facebook. Then, FDVT estimations will be,
in most cases, informative enough to get at least a rough knowledge of the value associated
with the user’s personal information.

3.7.2 Data Valuation Impact on Privacy Decisions

One of the factors that Internet users may consider when making privacy decisions is
the economic benefit of the company that will exploit that information. Therefore, creating
awareness using data valuation tools such as the FDVT becomes an important element to
allow Internet users to make better-informed decisions around privacy. This will allow users
to evaluate the trade-off between the added value of the service and the economic benefit
extracted by that company out of the commercial exploitation of personal data.

3.7.3 FDVT Interface Improvement

This research aims to create a simple interface with little information highlighting at the
top the accumulated revenue generated by the user. Although it could have been included in
the interface more detailed information on how the revenue estimation is obtained, this could
have an overwhelming effect on many users that may not be interested in detailed information.
Therefore, the FDVT leaves open an interesting HCI challenge regarding how the interface
could be improved to not only inform users about the generated revenue but also: (i) let users
understand in a simple way how that revenue was estimated; and (ii) let users understand
the potential sources of discrepancy with the actual revenue generation.

3.7.4 FDVT Limitations

First, the FDVT is providing estimations of the actual value the user generates for Face-
book based on the estimation of CPM and CPC reported by FB for the audience matching
the user registration profile in the FDVT. It is unknown whether the demographic attributes
registered in the FDVT are the same used in the actual FB profile of the user. Then if the
user provides fake attributes, they will be receiving revenue estimations related to the user
profile they have registered in the FDVT.

Second, the FDVT is currently only available for desktops and laptops through Google
Chrome and Mozilla Firefox extensions. Note that some FDVT users may access FB from
mobile devices in addition to their laptops or desktops. Also, a user may access FB from
different computers and use Google Chrome or Mozilla Firefox in one of them. In those
cases, the FDVT will be only providing partial information regarding the value those users
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are generating for FB. Then, for those users, the FDVT will be generating a lower bound
estimation of the actual revenue they generate.

Third, a FB user profile matches a large number of audiences since a user can be targeted
based on her demographic parameters but also based on her interests, the mobile device
they use, etc. However, the FDVT only uses the demographic parameters provided in the
registration process to create the audience associated with the user and retrieve the CPM
and CPC values associated with that specific audience to compute the revenue estimations
generated by the user for FB. FB may likely target users based on other parameters, e.g.,
behavioral data, in addition to the parameters used by the FDVT. In those cases, the FDVT
will be providing inaccurate estimations that may impact the perception of the user on her
data valuation since those estimations can overestimate or underestimate the actual revenue
they are generating. However, as discussed at the beginning of this Section, the received
feedback will still be informative enough since the user will get a rough global estimation of
the revenue they generate.

Fourth, the conclusions extracted from this research are derived from a field experiment
including only 59 beta-testers. Those 59 beta-testers cannot be considered as a representative
sample of the whole FB ecosystem that is formed by more than 2B users nowadays [5]. Also,
those beta-testers are users showing a proactive interest in the FDVT. Similarly, the reported
95% of beta-testers who were not reluctant to provide optional personal information during
the registration process decreased to 65% after the FDVT was publicly launched and attracted
more than 10k real users installations. In a nutshell, the extracted conclusions in this piece
of research are limited to the beta-testers sample participating in the field experiment. They
cannot be extrapolated to the whole Facebook ecosystem.

3.8 Related Work

There is a large body of literature studying the value of information assets and privacy
from a macroscopic economic perspective [58, 59, 60, 61]. However, it has been only recently
when researchers have addressed the question of what is the monetary value of personal
information from a microscopic point of view in the context of online services [49]. The
most adopted methodology to answer that question has been retrieving directly from users
through surveys, interviews, economics experiments, etc., the value they assign to personal
data. Particularly, most of the authors have used the contingent valuation method widely
applied in economics and marketing research [62, 63, 64, 65]. This methodology measures
users Willingness To Pay to protect/recover their personal information and/or their Willingness
To Accept to sell their personal information and apply different mechanisms (e.g., conjoint
analysis [66, 67]) to conclude the monetary value of some particular aspects of users personal
information [9, 68, 69, 70, 71, 72, 73]. The main drawback of this methodology is that it
relies on users’ estimations to define the monetary value of personal information. However,
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there exist already well-defined market values for the personal data value. Therefore, this
methodology is useful to understand the perception of Internet users regarding the value of
their personal information. Nevertheless, it is useless to inform Internet users of the actual
monetary value of their personal information. In contrast to this methodology, the FDVT
directly informs FB users of the revenue they generate according to market prices. Note
that two works are applying this methodology that, similarly to the FDVT, aim to retrieve
the value that users assign to their FB profiles [9, 69]. The results depict a considerable
discrepancy among users’ valuation. This discrepancy is aligned with the one observed in the
lab experiment. It reinforces the conclusion regarding the lack of awareness of Internet users
about the monetary value associated with their personal information.

A second methodology proposes to use the aggregated market cap (revenues, net income,
etc.) of companies exploiting personal information to quantify the monetary value of personal
data records (e.g., dividing the revenue of a company by the number of active users in order
to get the average monetary value per user) [74]. They apply the same computation used in
this work to obtain the average revenue generated per user relying on FB results for the 2nd
quarter of 2016. This methodology can compute an average value per user common to all the
users in the system. However, the revenue generated by the FDVT beta-testers in the field
experiment denotes that there is considerable heterogeneity among the revenue generated by
different users. Therefore, the referred methodology cannot provide personalized and real-time
revenue estimations, as it is the case of the FDVT.

More closely to this work, in [75] the authors analyze the prices that advertisers bid to
display ads using as reference 100 users. To this end, they exploit a vulnerability of the Real-
Time Bidding (RTB) that was just present in a limited number of ads delivery. Therefore,
although the experiment was interesting to understand advertisers bidding on real users, it
got access to very little information related to some few ads during the user browsing. This
invalidates this methodology to provide the actual revenue generated by the user. Instead, the
FDVT approach is valid to generate revenue estimations for all the ads delivered or clicked
during a FB session, which allows providing a complete estimation of the actual revenue each
user generates for FB.

There are two previous works in the literature using the FB Ads Manager API [52, 76].
Liu et al. [52] quantitatively analyze the bidding prices available through the FB API per
country and for different audiences over time. However, they are monitoring CPM prices
of global audiences without mapping them to real FB users. Therefore, in contrast to the
FDVT, they are not looking at the revenue generated per user but analyzing how CPM prices
change based on time and location. Authors in [76] try to infer the value of FB users. The
authors generate a model to reflect how FB users’ activity (e.g., likes, shares) is propagated
to friends together with a second simplistic model that guesses the number of ad impressions
received per user. To validate their work, the authors rely on a dataset from 2009 that only
includes users from New Orleans and a second dataset with CPM and CPC prices from 2014.
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However, they lack an actual ground truth because they do not know the actual number of
ads impressions displayed to each user, nor the ad clicks performed by each user. Due to these
limitations, they do not provide the overall revenue generated per user but just a comparative
value among users assigning the value 1 to the user that generates more money according to
their model. In addition, similarly to the other methodologies, this work uses a static dataset
that is useless to generate real-time information. In contrast to this work, the FDVT adopts
a real-time approach that measures the revenue that users generate while browsing on FB
according to real market prices references paid by advertisers on FB.

To the best of found knowledge, the FDVT is the first tool that provides real-time, and
personalized feedback about the revenue users generate for an online service such as FB.

3.9 Findings

Chapter 3 aligns to the demand of the OECD, the EC and private initiatives like the DTL
regarding the necessity of providing Internet users with data valuation tools that allow them to
understand what is the actual monetary value of their personal information. In this line, this
thesis presents the first data valuation tool that provides Internet users with a personalized and
real-time estimation of the revenue they generate for FB out of the commercial exploitation of
their personal information. This is a natural pedagogic way to introduce average Internet users
into more complex privacy concepts and help to construct a global social demand for more
transparent online services concerning the management of personal information. Relying on
the FDVT some takeaways can be derived: (i) Internet users are far from understanding what
is the actual monetary value of their personal information; (ii) users that are very active in
online services are very likely to engage in data valuation tools that inform them of the revenue
they generate for that service; and (iii) data valuation tools such as the FDVT are worthy
attempts to let Internet users understand that their personal information has an associated
value that generates revenue for online services. Note that the FDVT has received noticeable
attention after its public release on Oct. 1st, 2016. Finally, as of July 2021, the FDVT has
been installed more than 10,000 times.
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CHAPTER 4

UNVEILING AND QUANTIFYING FACEBOOK EXPLOITATION OF SENSITIVE
DATA FOR ADVERTISING PURPOSES

F acebook labels 67% of users with potential sensitive interests. This corresponds to
22% of the population in 197 countries studied. In the European Union, 73% of users are

tagged with potentially sensitive ad preferences (or interests) that may contravene the GDPR
[4] enforced in May 2018 in all EU countries. What is more, the GDPR enforcement had a
negligible impact in this context since the portion of FB users labeled with sensitive interests
in the EU remains almost the same, 5 months before and 9 months after the GDPR was
enacted. This Chapter also illustrates the potential risks associated with the use of sensitive
interests. The contents provided in this Chapter 4 were obtained from publications [77, 78].

4.1 Introduction

Worldwide citizens have demonstrated severe concerns regarding the management of per-
sonal information by online services. For instance, the 2015 Eurobarometer about data pro-
tection [15] reveals that 63% of EU citizens do not trust online businesses. More than half do
not like providing personal information in return for free services, and 53% do not like Internet
companies use their personal information in tailored advertising. Similarly, a survey carried
out among US users [79] reveals that 53% of respondents were against receiving tailored ads
from the information websites and apps learn about them. 42% do not think websites care
about using users’ data securely and responsibly at all, and 73% consider websites know too
much about users. A survey conducted by Internet Society (ISOC) in the Asia-Pacific region
in 2016 [80] disclosed that 59% of the respondent did not feel their privacy is sufficiently
protected when using the Internet. Moreover, 45% considered it urgent to get the attention
of policymakers in their country on data protection matters.

Policymakers have reacted to this situation by passing or proposing new regulations in the
area of privacy and/or data protection. For instance, the EU reacted to citizens’ concerns with
the approval of the GDPR [4], which defines a new regulatory framework for the management
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Figure 4.1: Snapshot of a real ad received by one of the authors of [77, 78] and ad preference
list showing that Facebook inferred this person was interested in homosexuality.

of personal information. EU member states were given until May 2018 to incorporate it into
their national legislation. Similarly, in June 2018, California passed the California Consumer
Privacy Act [21], which is claimed to be the nation’s most rigid data privacy law. In countries
like Argentina or Chile, the governments proposed in 2017 new bills updating their existing
data protection regulation [81]. This work will take as reference the GDPR since it is the one
affecting more countries, citizens, and companies.

The GDPR (but also most data protection regulations) define some categories of personal
data as sensitive and prohibits processing them with limited exceptions (e.g., the user provides
explicit consent to process that sensitive data for a specific purpose). These categories of
data are referred to as “Specially Protected Data”, “Special Categories of Personal Data” or
“Sensitive Data”. In particular, the GDPR defines as sensitive personal data: “data revealing
racial or ethnic origin, political opinions, religious or philosophical beliefs, or trade union
membership, and the processing of genetic data, biometric data for the purpose of uniquely
identifying a natural person, data concerning health or data concerning a natural person’s sex
life or sexual orientation”.

Due to the legal, ethical, and privacy implications of processing sensitive personal data, it
is essential to know whether online services are commercially exploiting such sensitive infor-
mation. If so, it is also essential to measure the portion of users/citizens who may be affected
by exploiting their sensitive personal data.

Facebook labels users with so-called ad preferences, which represent the interests of users.
FB assigns users different ad preferences based on their online activity within this social net-
work and third-party websites tracked by FB. Advertisers running ad campaigns can target
groups of users assigned to a particular ad preference (e.g., target FB users interested in Star-
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bucks). Some of these ad preferences suggest political opinions, sexual orientation, personal
health, and other potentially sensitive attributes. To illustrate the potential use of sensitive
preferences, Figure 4.1 (left side), displays and ad one of the authors of this study [77, 78]
received.

The author had not explicitly defined his sexual orientation, but he discovered that FB
had assigned them the homosexuality ad preference (see Figure 4.1 right side). Data suggests
that similar assignment of potentially sensitive ad preferences occurs much more broadly.
For example, landing pages associated with ads received by FB users in this study include:
iboesterreich.at (political), gaydominante.com (sexuality), elpartoestuyo.com (health).

This illustrates that FB may be processing sensitive personal information, which is now
prohibited under the EU GDPR without explicit consent and also under some national data
protection regulations in Europe. In September 2017, the Spanish Data Protection Agency
(DPA) fined FB e1.2M for violating the Spanish data protection regulation [82]. The Spanish
DPA argued that FB “collects, stores and uses data, including specially protected data, for
advertising purposes without obtaining consent.”

Motivated by these events and the enactment of the GDPR in the European Union, this
work examines Facebook ’s use of potentially sensitive data in the EU countries in January
2018, followed by the study of 197 countries worldwide in February 2019. This research
quantifies the portion of FB users that have been assigned ad preferences linked to potentially
sensitive personal data across the referred countries. The thesis combines NLP techniques and
manual classification conducted by 12 panelists to obtain those ad preferences in the analyzed
dataset potentially linked to sensitive personal data in a list of more than 5.5M instances
of 126k unique interests assigned to more than 4.5k FB users who have installed the Data
Valuation Tool for Facebook users browser extension. The reason for using ad preferences
assigned to FDVT users is that it can be guaranteed that the ad preferences considered in the
study have indeed been assigned to real users.

Once identified the list of potentially sensitive ad preferences, it is used to query the
FB Ads Manager in order to obtain the number of FB users and citizens exposed to these
ad preferences in each country. To this end, this work compares the number of EU users
labeled with potentially sensitive ad preferences in January 2018, October 2018, and February
2019 (five months before, five months after, and nine months after the GDPR was enacted,
respectively). It is also analyzed whether the enactment of the GDPR on May 28, 2018, had
some impact on the FB practices regarding the use of sensitive ad preferences.

Moreover, the privacy and ethics risks that may be derived from the exploitation of sensitive
FB ad preferences are explored. As an illustrative example, it is quantified the portion of
FB users labeled with the ad preference homosexuality in countries where homosexuality is
punished even with the death penalty. Finally, Section 6.1 presents a technical solution that
informs users of the potentially sensitive ad preferences FB has assigned them, and it allows
to easily remove them.
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4.2 Background

4.2.1 Facebook Ad Preferences

Advertisers configure their ads campaigns through the Facebook Ads Manager. There,
advertisers can define the audiences to target with their advertising campaigns through a
dashboard or an API. The FB Ads Manager offers advertisers a wide range of configuration
parameters as explained before in Section 2.2.

For this Section, the interest parameter is the most relevant. It includes hundreds of
thousands of possibilities capturing users’ interest of any type. These interests are organized
in a hierarchical structure with several levels. The first level is formed by 14 categories.1 In
addition to the interests included in this hierarchy, the FB Ads Manager offers a Detailed
Targeting search bar where users can type any free text, and it suggests interests linked to
such text. In this Chapter 4, the interest parameter is leveraged to identify potential sensitive
interests.

Advertisers can configure their target audiences based on any combination of the described
parameters. An example of an audience could be “Users living in Italy, ranging between 30
and 40 years old, male and interested in Fast Food”.

These ad preferences are indeed the interests offered to advertisers in the FB Ads Manager
to configure their audiences.2 FB assigns to each user a set of ad preferences, i.e., a set of
interests, derived from the data and activity of the user on FB and external websites, apps,
and online services where FB is present. Suppose a user is assigned Watches within their list
of ad preferences. In that case, they will be a potential target of any FB advertising campaign
configured to reach users interested in watches.

Any user can access and edit (add or remove) their ad preferences [83], but it is suspected
that few users are aware of this option. By examining 5.5M real ad preferences assigned
to FDVT users (the FDVT implementation is described in Chapter 3), 6 reasons for the
assignment of ad preferences were found: (i) This is a preference you added ; (ii) You have
this preference because we think it may be relevant to you based on what you do on Facebook,
such as pages you’ve liked or ads you’ve clicked ; (iii) You have this preference because you
clicked on an ad related to...; (iv) You have this preference because you installed the app...;
(v) You have this preference because you liked a Page related to...; or (vi) You have this
preference because of comments, posts, shares or reactions you made related to...

Finally, the FB Ads Manager provides detailed information about the configured audience.
For any ad preference, one can query the FB Ads Manager API to retrieve the Potential Reach
(i.e., FB active users) associated with any FB audience. Hence, it is possible to obtain the

1Business and industry, Education, Family and Relationships, Fitness and wellness, Food and drink, Hobbies
and activities, Lifestyle and culture, News and entertainment, People, Shopping and fashion, Sports and
outdoors, Technology, Travel places and events, Empty.

2Given that interests and ad preferences refer to the same thing, these two terms are used interchangeably
throughout this thesis
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number of FB users in any country (or group of countries) that have been assigned a particular
interest (or group of interests). This is the most relevant parameter for quantifying sensitive
data for advertising purposes in Chapters 4 and 5.

4.2.2 Legal Considerations

4.2.2.1 General Data Protection Regulation

The EU GDPR [4] entered into force in May 2018 and is the reference data protection
regulation in all 28 EU countries. The GDPR includes an article that regulates the use of
Sensitive Personal Data. Article 9 is entitled “Processing of special categories of personal
data” and states in its first paragraph: “Processing of personal data revealing racial or ethnic
origin, political opinions, religious or philosophical beliefs, or trade union membership, and
the processing of genetic data, biometric data for the purpose of uniquely identifying a nat-
ural person, data concerning health or data concerning a natural person’s sex life or sexual
orientation shall be prohibited”.

After enumerating these particular prohibitions, the GDPR introduces ten exceptions to
them for which paragraph 1 of the article shall not apply. Below there is a list of the exceptions
included in GDPR Article 9 that allow processing sensitive information. Data subject refers
to users in the context of FB and the data controller refers to FB itself:

(a) “the data subject has given explicit consent to the processing of those personal data
for one or more specified purposes, except where Union or Member State law provide
that the prohibition referred to in paragraph 1 may not be lifted by the data subject”.

(b) “processing is necessary for the purposes of carrying out the obligations and exercising
specific rights of the controller or of the data subject in the field of employment
and social security and social protection law in so far as it is authorised by Union or
Member State law or a collective agreement pursuant to Member State law providing
for appropriate safeguards for the fundamental rights and the interests of the data
subject”.

(c) “processing is necessary to protect the vital interests of the data subject or of an-
other natural person where the data subject is physically or legally incapable of giving
consent”.

(d) “processing is carried out in the course of its legitimate activities with appropriate
safeguards by a foundation, association or any other not-for-profit body with a political,
philosophical, religious or trade union aim and on condition that the processing relates
solely to the members or to former members of the body or to persons who have
regular contact with it in connection with its purposes and that the personal data are
not disclosed outside that body without the consent of the data subject”.

(e) “processing relates to personal data which are manifestly made public by the data
subject”.
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(f) “processing is necessary for the establishment, exercise or defense of legal claims or
whenever courts are acting in their judicial capacity”.

(g) “processing is necessary for reasons of substantial public interest, on the basis of Union
or Member State law which shall be proportionate to the aim pursued, respect the
essence of the right to data protection and provide for suitable and specific measures
to safeguard the fundamental rights and the interests of the data subject”.

(h) “processing is necessary for the purposes of preventive or occupational medicine, for the
assessment of the working capacity of the employee, medical diagnosis, the provision of
health or social care or treatment or the management of health or social care systems
and services on the basis of Union or Member State law or pursuant to contract with a
health professional and subject to the conditions and safeguards referred to in paragraph
3”. Paragraph 3 can be found in [4].

(i) “processing is necessary for reasons of public interest in the area of public health, such
as protecting against serious cross-border threats to health or ensuring high standards
of quality and safety of healthcare and of medicinal products or medical devices, on the
basis of Union or Member State law which provides for suitable and specific measures
to safeguard the rights and freedoms of the data subject, in particular professional
secrecy”.

(j) “processing is necessary for archiving purposes in the public interest, scientific or his-
torical research purposes or statistical purposes in accordance with Article 89(1) based
on Union or Member State law which shall be proportionate to the aim pursued, re-
spect the essence of the right to data protection and provide for suitable and specific
measures to safeguard the fundamental rights and the interests of the data subject”.

It appears that none of the GDPR exemptions for processing sensitive personal data would
apply to FB sensitive ad preferences. Therefore, labeling FB users with ad preferences asso-
ciated with sensitive personal data may contravene Article 9 of the GDPR.

4.2.2.2 Facebook Fined in Spain

In September 2017 the Spanish DPA fined Facebook e1.2M for violating the Spanish
implementation of the EU data protection Directive 95/46EC [84] preceding the GDPR. In
the fine’s resolution [82] the Spanish DPA claims that FB collects, stores and processes
sensitive personal data for advertising purposes without obtaining consent from users.

The main elements included in the Spanish DPA resolution associated with the e1.2M
fine imposed on FB for violating the Spanish data protection regulation are the following:

• The Agency notes that the social network collects, stores and uses data, including
specially protected data, for advertising purposes without obtaining consent.

• The data on ideology, sex, religious beliefs, personal preferences or browsing activity
are collected directly, through interaction with their services or from third party pages
without clearly informing the user about how and for what purpose will use those data.
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• Facebook does not obtain unambiguous, specific and informed consent from users to
process their data since the information it offers is not adequate

• Users’ personal data are not totally canceled when they are no longer useful for the
purpose for which they were collected, nor when the user explicitly requests their
removal.

• The Agency declares the existence of two serious and one very serious infringements
of the Data Protection Law and imposes on Facebook a total sanction of 1,200,000
euros.

• The Spanish DPA is part of a Contact Group together with the Authorities of Belgium,
France, Hamburg (Germany) and the Netherlands, that also initiated their respective
investigation procedures to the company.

The Spanish DPA states that the use of sensitive data for advertising purposes through the
assignment of ad preferences to users by FB violated the Spanish data protection regulation
(and perhaps other EU member states’ regulations which implemented into their national laws
the EU data protection Directive 95/46EC [84], recently replaced by the GDPR).

4.2.2.3 Facebook Terms of Service

Although this work is not written by an attorney, by carefully reviewing FB’s terms and
policies, it was not found neither a clear disclosure to EU users that FB processes and stores
sensitive personal data specifically nor a place where users can provide consent. To the best
of found knowledge, both are required under GDPR. Furthermore, any general prohibition by
FB on advertisers seeking to target ads based on sensitive personal data was found.

FB users agree to the Facebook Terms of Service [85] (accessed in December 19, 2017)
when opening a FB account. This is the entry document where users are informed what FB is
doing with their personal data. However, in order to better understand the details regarding
FB data management users are redirected to another document referred to as Data Policy
[86] (accessed in December 19, 2017). Three sections are very relevant for this research in
the Terms of Service document (accessed in December 19, 2017, corresponding to the time
of carrying out this work):

• Section 16. Special Provisions Applicable to Users Outside the United States:
It includes the following clause “You consent to have your personal data transferred
to and processed in the United States.” While this grants FB sufficient permission to
process and store personal data, the GDPR and prior data protection regulations in
some EU countries establish a clear difference between personal data and “specially
protected” or “sensitive” personal data. To the best of found knowledge, FB does not
obtain explicit permission specifically to process and store sensitive personal data.

• Section 9. About Advertisements and Other Commercial Content Served or
Enhanced by Facebook: In this Section, users are informed that FB can use the user
information, name, picture, etc. for advertising and commercial purposes.
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• Section 10. Special Provisions Applicable to Advertisers: Advertisers are for-
warded to two more documents: Self-Serve Ad Terms [87] (accessed in December 19,
2017), not very relevant for this research, and Advertising Policies [88] (accessed in De-
cember 19, 2017). The latter document includes 13 sections from which Section 4.12
(4-Prohibited Content; 12-Personal attributes) is very relevant for this work. Section
4.12 states: “Ads must not contain content that asserts or implies personal attributes.
This includes direct or indirect assertions or implications about a person’s race, ethnic
origin, religion, beliefs, age, sexual orientation or practices, gender identity, disability,
medical condition (including physical or mental health), financial status, membership
in a trade union, criminal record, or name.”. Examples of what content is allowed and
what content is prohibited are provided in the Advertising Policies.

4.3 Dataset

To uncover potentially sensitive ad preferences and quantify the portion of EU FB accounts
associated with them, it is necessary to collect a dataset of ad preferences linked to actual EU
FB accounts. If ad preferences that represent potentially sensitive personal data are detected,
this dataset will provide evidence that the preferences are assigned to real FB accounts. Based
on this goal, the dataset for this Section is created from the ad preferences collected from real
users who have installed the FDVT. Note that the number of ad preferences retrieved from
the FDVT represents just a subset of the overall set of preferences, but it can be guaranteed
that they have been assigned to real accounts. The dataset includes the ad preferences from
4577 users who installed the FDVT between October 2016 and October 2017, from which
3166 users come from some EU country. These 4577 FDVT users have been assigned 5.5M
ad preferences instances from a total of 126192 unique.

The dataset includes the following information for each ad preference:
• ID of the ad preference: This is the key used to identify an ad preference indepen-

dently of the language used by a FB user. For instance, the ad preference {Milk, Leche,
Lait} that refers to the same thing in English, Spanish and French, is assigned a single
FB ID. Therefore, it is possible to uniquely identify each ad preference across all EU
countries and languages.

• Name of the ad preference: This is the primary descriptor of the ad preference. FB
returns a unified version of the name for each ad preference ID, usually in English.
Hence, it can be collected the English name of the ad preferences irrespective of the
original language at collection. In some cases translating the ad preference name does
not make sense (e.g., the case of persons’ names: celebrities, politicians, etc.).

• Disambiguation Category: For some ad preferences FB adds this in a separate field
or in parenthesis to clarify the meaning of a particular ad preference (e.g., Violet
(color); Violet: Clothing (Brand)). More than 700 different disambiguation category
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Figure 4.2: CDF of the number of ad preferences (x-axis) per FDVT user (y-axis).
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Figure 4.3: CDF of the portion of FDVT users (x-axis) per ad preference (y-axis).

topics (e.g., Political Ideology, Disease, Book, Website, Sports Team, etc.) have been
identified. Among the 126k ad preferences analyzed, 87% include this field.

• Topic Category: In many cases, some of the 14 first-level interests introduced in
Section 4.2 are assigned to contextualize ad preferences. For instance, Manchester
United FC is linked to Sports and Outdoors.

• Audience Size: This value reports the number of FB users that have been assigned
the ad preference worldwide.

• Reason why the ad preference is added to the user: The reason why the ad
preference has been assigned to the user according to FB. There are six possible
reasons introduced in Section 4.2.

Figure 4.2 shows the CDF of the number of ad preferences per user. Each FDVT user is
assigned a median of 474 preferences. Moreover, Figure 4.3 shows the CDF of the portion
of FDVT users (x-axis) that were assigned a given ad preference (y-axis). We observe a very
skewed distribution that indicates that most ad preferences are assigned to a small fraction of
users. For instance, each ad preference is assigned to a median of only 3 (0.06%) FDVT users.
However, it is important to note that many ad preferences still reach a reasonable portion of
users. The dataset includes 1000 ad preferences that reach at least 11% of FDVT users.
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4.4 Methodology

This Section seeks to quantify the number of FB users that have been assigned potentially
sensitive ad preferences. To this end, the 126k unique ad preferences assigned to FDVT users
are used, followed by a two-step process. The first step consists on the combinations of NLP
techniques with manual classification to obtain a list of likely sensitive ad preferences from
the 126k considered. In the second step, the FB Ads Manager API is leveraged to quantify
how many FB users in each country have been assigned at least one of the ad preferences
labeled as potentially sensitive.

4.4.1 Identification of Potentially Sensitive Ad Preferences

A group of researchers with some knowledge in the area of privacy helped to manually
identify potentially sensitive ad preferences within the pool of 126k ad preferences retrieved
from FDVT users. However, manually classifying 126k ad preferences would be unfeasible.3

To make this manual classification task scalable, NLP techniques are used to pre-filter the list
of ad preferences more likely to be sensitive. This pre-filtering phase will deliver a subset of
likely sensitive ad preferences that can be manually classified in a reasonable amount of time.

4.4.1.1 Pre-filtering

4.4.1.1.1 Sensitive Categories: In order to identify likely sensitive ad preferences in an
automated manner, five of the relevant categories listed as Sensitive Personal Data by the
GDPR are selected: (i) data revealing racial or ethnic origin; (ii) data revealing political
opinions; (iii) data revealing religious or philosophical beliefs; (iv) data concerning health; and
(v) data concerning sex life and sexual orientation. A preliminary manual inspection indicated
that there are ad preferences in the dataset that can likely reveal information related to them.
For instance, the ad preferences Socialism, Islam, Reproductive Health, Homosexuality, or
Black Feminism may suggest political opinion, religious belief, health issue, sexual orientation
or ethnic or racial origin of the users that have been assigned them, respectively. Note that
all these examples of ad preferences have been extracted from the dataset; thus, they have
been assigned to actual FB users.

The automated process will classify an ad preference as likely sensitive if it can semanti-
cally map that ad preference name into one of the five sensitive categories analyzed in this
Section. To this end, a dictionary has been defined, including both keywords and short sen-
tences representative of each of the five considered sensitive categories. Two data sources
are used to create the dictionary: First, a list of controversial issues available in Wikipedia
[89]. In particular, the following categories from this list: politics and economics, religion, and
sexuality. Second, a list of words with a very similar semantic meaning to the five sensitive

3Considering 10s as the average time required to classify an ad preference as sensitive vs. non-sensitive,
this task would require 44 full eight-hour days.
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personal data categories. To this end, the Datamuse API [90] was used, a word-finding query
engine that allows developers to find words that match a set of constraints. Among other
features, Datamuse allows “finding words with a similar meaning to X” using a simple query.

The final dictionary includes 264 keywords [91]. The keywords in this dictionary are used
to find ad preferences that present high semantic similarity to at least one of these keywords.
In these cases, they will be tagged as likely sensitive ad preferences. It is worth noting that
this approach makes the methodology flexible since the dictionary can be extended to include
new keywords for the considered categories or other categories, which may uncover additional
potentially sensitive ad preferences.

4.4.1.1.2 Semantic Similarity Computation: The semantic similarity computation pro-
cess takes two inputs: the 126k ad preferences from the FDVT dataset and the 264 keyword
dictionary associated with the considered sensitive categories. Then, the semantic similarity of
each ad preference is computed against all of the 264 keywords from the dictionary. For each
ad preference, the highest similarity value out of the 264 comparison operations is recorded.
As a result of this process, each of the 126k ad preferences is assigned a similarity score, indi-
cating its likelihood of being a sensitive ad preference. To implement the semantic similarity
comparison task, the spaCy package for Python is used [92].

spaCy is a free, open-source package for advance NLP operations. spaCy offers multiple
NLPfeatures such as information extraction, natural language understanding, deep learning for
text, semantic similarity analysis, etc., which are accomplished through different predefined
models. To conduct this analysis, the “similarity” feature of spaCy allows comparing two
words or short text, providing a semantic similarity value ranging between -1 (lowest) and 1
(highest). This feature computes similarity using the so-called GloVe (Global vectors for word
representation) method [93]. GloVes are multi-dimensional meaning representations of words
computed using word2vec [94, 95, 96].

spaCy word vectors are trained using a large corpus of text incorporating a rich vocabulary.
In addition, spaCy also takes into account context to define the representation of a word,
which allows spaCy to identify its meaning considering the surrounding words better. spaCy
offers different models to optimize the semantic similarity computation. The chosen model is
en_core_web_md [97] because it optimizes the similarity analysis between words and short
sentences, which matches the nature of ad preferences names. The chosen model is an English
multi-task Convolutional Neural Network (CNN) trained on OntoNotes [98] with GloVe vectors
that are in turn trained on Common Crawl [99]. Common Crawl is an open-source repository
for crawling data. The model uses word vectors, context-specific token vectors, Part Of
Speech (POS) tags, dependency parse, and named entities.

spaCy has been previously used in the literature for text processing purposes offering
good performance [100, 101]. Moreover, spaCy offers good scalability. It computes the
33314688 (126192 x 264) semantic similarity computations in 7 min using a server with
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twelve 2.6GHz cores and 96GB of RAM to conduct the analysis using the similarity feature
of spaCy. This feature allows comparing words, text spans or documents, and computes the
semantic similarity among them. The output is a semantic similarity value ranging between
-1 and 1. The closer to 1, the higher the semantic similarity is.

This process revealed shallow similarity values for some cases in which the analyzed ad pref-
erence closely matched the definition of some of the sensitive personal data categories. Some
of these cases are physical persons such as politicians (which may reveal the political opinion of
the user); political parties with names that do not include any standard political term; health
diseases, or places of religious cults that may have names with low semantic similarity with
health and religious related keywords in the dictionary, respectively. Three examples illustrat-
ing the referred cases are: <name: “Angela Merkel”, disambiguation: Politician>; <name:
“I Love Italy”, disambiguation: Political Party>; <name: “Kegel” exercise, disambiguation:
Medical procedure>. In most cases, the disambiguation category is more relevant than the ad
preference name when performing the semantic similarity analysis. For instance, in the case
of politicians’ names, political parties, and health diseases, the disambiguation category field
includes the term “politician”, “Political Party” and “disease”, respectively. This field is also
handy for determining the definition of ad preference names that have multiple meanings.

Overall, it is found that for classifying ad preferences, the disambiguation category, when
it is available, is a better proxy than the ad preference name. Therefore, if the ad preference
under analysis has a disambiguation category field, this was used instead of the ad preference
name to obtain the semantic similarity score of the ad preference.

4.4.1.1.3 Selection of Likely Sensitive Ad Preferences: The semantic similarity com-
putation process assigns a similarity score to each of the 126k ad preferences in the dataset.
This similarity score represents the anticipated likelihood for an ad preference to be sensitive.

In this step of the process, a relatively high similarity score threshold is selected, allowing
the creation of a subset of likely sensitive ad preferences that can be manually labeled with
reasonable manual effort.

Figure 4.4 shows the CDF for the semantic similarity score of the 126k ad preferences.
The curve is flat near 0 and 1, with a steep rise between similarity values 0.25 and 0.6. This
implies that setting the threshold < 0.6 would result in the rapid growth of the number of
ad preferences to be manually tagged. Therefore, the semantic similarity threshold ≥ 0.6
corresponds to a relatively high similarity score resulting in automatically filtered subset of
4452 ad preferences (3.5% of the 126k), a reasonable number to be manually tagged.

Note that the CDF has two jumps at similarity scores equal to 0.5 and 0.58. The first
one is linked to the disambiguation category “Local Business” while the second one refers to
the disambiguation category “Public Figure”. Overall, it is not expected to find a significant
number of potentially sensitive ad preferences within these disambiguation categories. Hence,
this observation reinforces the semantic similarity threshold selection of 0.6.
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Figure 4.4: CDF of the semantic similarity score assigned to the 126k ad preferences from the
FDVT dataset.

4.4.1.2 Manual Classification of Potentially Sensitive Ad Preferences

Twelve panelists were recruited. All of them are researchers (faculty and Ph.D. students)
with some knowledge of privacy. Each panelist manually classified a random sample (between
1000 and 4452 elements) from the 4452 ad preferences in the automatically filtered subset
described above. They were asked to classify each ad preference into one of the five considered
sensitive categories (Politics, Health, Ethnicity, Religion, Sexuality), in the category “Other”
(if it does not correspond to any of the sensitive categories), or in the category “Not known”
(if the panelist does not know the meaning of the ad preference). To carry out the manual
labeling, the researchers were given all the contextual information FB offers per ad preference:
name, disambiguation category (if available) and topic (if available).4

Each ad preference was manually classified by five panelists. By using majority voting,
[102] each ad preference is classified either as sensitive or non-sensitive. That is, an ad
preference is labeled as sensitive if at least three voters (i.e., the majority) classify it in one
of the five sensitive categories and as non-sensitive otherwise.

Table 4.1 shows the number of ad preferences that received 0, 1, 2, 3, 4, and 5 votes
classifying them into a sensitive category. 2092 out of the 4452 ad preferences are labeled as
sensitive, i.e., classified into a sensitive category by at least 3 voters. This represents 1.66%
of the 126k ad preferences from the dataset.

votes 0 1 2 3 4 5
number of preferences 1054 767 539 422 449 1221

Table 4.1: Number of ad preferences that received 0, 1, 2, 3, 4 or 5 votes classifying them
into one sensitive data category.

4The provided instructions to panelists were: “Assign only one category per ad preference. If you think
that more than one category applies to an ad preference, use only the one you think is most relevant. If none
of the categories match the ad preference, classify it as ‘Other’. In case you do not know the meaning of an
ad preference please read the disambiguation category and topic that may help you. If after reading them you
still are unable to classify the ad preference, use ‘Not known’ to classify it.”
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An ad preference classified as sensitive may have been assigned to different sensitive
categories (e.g., politics and religion) by different voters. To evaluate the voters’ agreement
across the sensitive categories assigned to ad preferences labeled as sensitive the Fleiss’ Kappa
test is used [103, 104]. The Fleiss’ Kappa coefficient obtained is 0.94. This indicates an
almost perfect agreement among the panelists’ votes that link an ad preference to a sensitive
category [105]. Hence, the conclusion is that (almost) every ad preference classified as sensitive
corresponds to a unique sensitive category among the 5 considered.

The 2092 ad preferences manually labeled as sensitive are distributed across the five
sensitive categories: 58.3% are related to politics, 20.8% to religion, 18.2% to health, 1.5%
to sexuality, 1.1% to ethnicity, and 0.2% present discrepancy among votes. The complete
list of the ad preferences classified as sensitive can be accessed via the FDVT site [106].
This subset of 2092 ad preferences is referred as the suspected sensitive subset. This set
was collected in January 2018 and checked again in February 2019. 2067 out of these 2092
potentially sensitive ad preferences were still available within the FB Ads Manager.

4.4.2 Retrieving the Number of FB Users Assigned with Potentially Sensitive
Ad Preferences from the FB Ads Manager

The FB Ads Manager API allows retrieving the number of FB users in each country that
have been assigned each of the 2092 potentially sensitive ad preferences from the suspected
sensitive subset. This information was collected in January 2018. Following that, these ad
preferences were sorted from the most to the least popular in each country. This allows
computing the number of FB users assigned at least one of the Top N potentially sensitive
ad preferences (with N ranging between 1 and 2092). The OR operation available in the
FB Ads Manager API to create audiences is used to obtain this information, t. This feature
allows retrieving how many users in a given country are interested in ad preference 1 OR ad
preference 2 OR ad preference 3... OR ad preference N. An example of this for N = 3 could
be “how many people in France are interested in Communism OR Islam OR Veganism”.

Beyond FB users, it is also interesting to quantifying the portion of citizens assigned
sensitive ad preferences in each country. Although the number of users is a relevant metric,
it does not offer a fair comparative result to assess the importance of the problem across
countries because there exist countries with tens of millions of users (e.g., United States,
India, France) and some others with less than a million (e.g., Malta, Luxembourg). Hence,
the portion of users in each country that having assigned potentially sensitive ad preferences
is better as the metric to analyze the results. The following two metrics are defined:

• FFB(C, N): percentage of FB users in country C that have been assigned at least one
of the top N potentially sensitive ad preferences from the suspected sensitive subset.
Note C may also refer to all the countries forming a particular region (e.g., EU, Africa,
America). FFB(C, N) is computed as the ratio between the number of FB users that
have been assigned at least one of the top N potentially sensitive ad preferences and
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the total number of FB users in country C. Finally, it is important to note that the
FB Ads Manager API only allows creating audiences with at most N = 1000 interests.
Therefore, in practice, the maximum value of N to compute FFB is 1000.

• FC(C, N): percentage of citizens in country C (or a particular region) that have been
assigned at least one of the top N potentially sensitive ad preferences. It is computed
as the ratio between the number of citizens that have been assigned at least one of
the top N potentially sensitive ad preferences, and the total population of country C.
World Bank data is used to obtain countries’ populations [107].

The criterion to select the top N ad preferences from the 2092 potentially sensitive ad
preferences identified is popularity. This means that the N ad preferences assigned to the
most users are selected, according to the FB Ads Manager API. Note that FFB(C, N) and
FC(C, N) will likely report a lower bound concerning the total percentage of FB users and
citizens in country C tagged with potentially sensitive ad preferences for two reasons. First,
these metrics can use at most N = 2092 potentially sensitive ad preferences, which (assuming
that the voters are accurate) is very likely a subset of all sensitive ad preferences available
on FB. Second, the FB Ads Manager API only allows creating audiences with at most N =
1000 interests (i.e., ad preferences). Beyond N = 1000 interests, the API provides a fixed
number of FB users independently of the defined audience. This fixed number was 2.1B, at
the time of carrying out this experiment, which seems to refer to the total number of FB
users. Therefore, in practice, the maximum value of N to be used in FFB and FC is 1000.

4.5 Quantifying the Exposure of Users to Sensitive Interests

This section first analyzes the exposure of the FDVT users to the 2092 potentially sensitive
ad preferences included in the suspected sensitive subset. Afterward, it uses the FFB and FC
metrics to analyze the exposure of EU FB users and citizens to those ad preferences. It
then presents a demographic analysis to understand whether users from specific gender or
age groups are more exposed to sensitive ad preferences. Finally, this analysis is extended to
explore the portion of FB users that have been labeled with sensitive ad preferences worldwide.

These results focus on the European Union a few months before the GDPR was enacted.
Moreover, after the interest from the research community, the analysis has been extended
to (i) cover the use of sensitive information on FB worldwide and not just in the European
Union; and (ii) understand the potential impact that the GDPR could have on reducing the
exposure of users to sensitive ad preferences.

4.5.1 FDVT Users

4121 (90%) FDVT users are tagged with at least one sensitive ad preference. Overall,
the 2092 unique sensitive ad preferences have been assigned more than 146k times to the
FDVT users. Focusing only on EU users, since the GDPR is the reference legislation for this
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research, 2848 (90%) have been tagged with potentially sensitive ad preferences. Overall, they
have been assigned more than 100k sensitive interests (1528 unique). The median (average)
number of potentially sensitive ad preferences assigned to FDVT users is 10 (16). The 25th
and 75th percentiles are 5 and 21, respectively.

The FDVT dataset includes the reason why, according to FB, each ad preference has been
assigned to a user. Table 4.2 shows the frequency of each reason for both all ad preferences
and only the potentially sensitive ones. The results indicate that most of the sensitive ad
preferences are derived from users likes (81%) or clicks on ads (16%). There are very few
cases (0.03%) in which users proactively include potentially sensitive ad preferences in their list
of ad preferences using the configuration setting offered by FB. As a reminder, according to
the EU GDPR, FB should obtain explicit permission to process and exploit sensitive personal
data. Users’ likes and clicks on ads do not seem to meet this requirement.

4.5.2 EU FB Users Analysis in January 2018

Figure 4.5 shows the FFB (C,N) for values of N ranging between 1 and 1000. The figure
reports the max, min, and avg values across the 28 EU countries.5 It is observed that even
considering a low number of sensitive ad preferences, the fraction of affected users is very
significant. For instance, on average, 60% of FB users from EU countries are tagged with
some of the top 10 (i.e., most popular) potentially sensitive ad preferences.

Moreover, FFB is stable for values of N ranging between 500 and 1000. Note that the
same stable result was obtained for each EU country. This indicates that any user tagged with
potentially sensitive ad preferences outside the top 500 has likely been already tagged with at
least one potentially sensitive ad preference within the top 500. This asymptotic behavior may
indicate that the lower bound represented by FFB(C, N=500) is close to the actual fraction
of FB users tagged with sensitive ad preferences. The top 500 list by country can be accessed
at [108].

reason of assignment all ad preferences potentially sensitive ones
due to a like 71.64% 81.36%
due to an ad click 21.51% 15.85%
FB suggests it could be relevant 4.83% 2.45%
due to an app installation 1.78% 0.04%
due to comments or reaction buttons 0.18% 0.26%
added by user 0.04% 0.03%
unclear or not gathered by FDVT 0.01% 0.01%

Table 4.2: Frequency of the six reasons why ad preferences are assigned to FDVT EU users
according to FB explanations.

5The average across EU countries has been computed by summing the average of each EU country and
dividing it by 28 since the Top N preference for each country changes from country to country.
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Figure 4.5: FFB (C, N) for values of N ranging between 1 and 1000. The figure reports the
min, average and max FFB value across the 28 EU countries.

Table 4.3 shows FFB(C,N=500) and FC(C,N=500) for every EU country. The last row in
the table shows average results for the 28 EU countries together (EU28).

We observe that 73% of EU FB users, which corresponds to 40% of EU citizens, are
tagged with some of the top 500 potentially sensitive ad preferences in the dataset. When
focusing on individual countries, FC(C, N=500) reveals that in 7 of them, more than half of
their citizens are tagged with at least one of the top 500 potentially sensitive ad preferences:
Malta (66.37%), Cyprus (64.95% ), Sweden (54.53%), Denmark (54.09%), Ireland (52.38%),
Portugal (51.33%) and Great Britain (50.28%). In contrast, the 5 countries least impacted are:
Germany (30.24%), Poland (31.62%), Latvia (33.67%), Slovakia (35%) and Czech Republic

country C FFB(C,500) FC (C,500) country C FFB(C,500) FC (C,500)
Austria AT 75.00 37.73 Ireland IE 80.65 52.38
Belgium BE 70.27 45.82 Italy IT 79.41 44.55
Bulgaria BG 72.97 37.88 Latvia LV 72.53 33.67
Croatia HR 80.00 38.36 Lithuania LT 75.00 41.78
Cyprus CY 79.17 64.95 Luxembourg LU 72.22 44.60
Czech Republic CZ 71.70 35.98 Malta MT 80.56 66.37
Denmark DK 77.50 54.09 Netherlands NL 74.55 48.18
Estonia EE 66.67 36.46 Poland PL 75.00 31.62
Finland FI 70.97 40.04 Portugal PT 81.54 51.33
France FR 65.79 37.37 Romania RO 75.76 38.06
Germany DE 67.57 30.24 Spain ES 74.07 43.06
Great Britain GB 75.00 50.28 Slovakia SK 70.37 35.00
Greece GR 77.19 40.94 Slovenia SI 78.00 37.78
Hungary HU 75.44 43.80 Sweden SE 73.97 54.53

European Union EU 73.25 40.63

Table 4.3: Percentage of EU FB users (FFB) and citizens (FC) per EU country that have been
assigned with some of the Top 500 potentially sensitive ad preferences within their country.
The last row reports the aggregated number of all 28 EU countries together.
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(35.98%). Moreover, FFB(C, N=500) ranges between 65% for France and 81% for Portugal.
This means that approximately 2/3 or more of FB users in any EU country are tagged with
some of the top 500 potentially sensitive ad preferences. These results suggest that a very
significant part of the EU population can be targeted by advertising campaigns based on
potentially sensitive personal data.

4.5.2.1 Expert-verified Sensitive Ad Preferences

To confirm that the set of potentially sensitive ad preferences contains ones likely relevant
under GDPR, a subset of 20 ad preferences that all panelists classified as sensitive is examined.
An expert from the Spanish DPA reviewed and confirmed the sensitivity of each of the 20 ad
preferences in that subset according to the GDPR. Note that this subset is not necessarily
representative of all potentially sensitive ad preferences (or preferences that EU citizens may
find objectionable). However, it represents an expert-validated subset used for further analysis.

Tables 4.4 and 4.5 show the percentage of FB users (FFB) and citizens (FC) tagged with
each of the 20 expert-verified sensitive interests per EU country, the aggregate results in each
country (last row), and the aggregate results for the 28 EU countries together (last column).

name AT BE BG HR CY CZ DK EE FI FR DE GR HU IE IT LV LT LU MT NL PL PT RO SK SI ES SE GB EU28
COMMUNISM 0.48 0.61 1.35 1.30 1.67 3.21 0.38 0.61 0.52 2.29 0.43 0.81 0.74 0.52 1.15 0.56 0.94 0.64 0.39 0.24 2.19 0.94 1.90 1.74 1.70 0.56 0.30 0.41 0.93
ISLAM 8.18 7.16 4.59 5.50 13.54 4.91 6.75 2.22 4.19 7.89 7.57 4.21 2.28 4.19 4.12 2.75 2.38 5.00 6.67 5.36 2.44 3.69 3.50 3.11 6.50 4.07 6.58 6.82 5.71
QURAN 3.41 3.38 1.08 1.00 4.48 0.45 1.90 0.65 1.16 3.95 3.24 1.18 0.74 1.35 1.71 1.01 0.51 1.83 1.86 2.45 0.45 0.62 0.77 0.56 2.00 0.96 2.74 3.64 2.46
SUICIDE PREVENTION 0.14 0.15 0.20 0.32 0.21 0.12 0.12 0.10 0.09 0.16 0.14 0.23 0.12 1.10 0.28 0.13 0.15 0.28 0.27 0.15 0.14 0.22 0.13 0.44 0.26 0.44 0.15 0.27 0.28
SOCIALISM 1.00 0.78 0.57 0.48 1.15 2.45 3.00 0.76 0.48 0.47 0.43 0.91 1.93 1.10 3.53 0.34 0.94 2.78 1.08 0.28 0.50 2.15 0.35 2.33 0.82 1.48 1.37 0.93 1.21
JUDAISM 2.50 1.16 0.86 0.70 2.29 0.72 2.17 1.01 0.61 1.26 1.38 1.30 1.16 1.26 2.29 1.76 1.81 1.19 3.06 1.00 1.19 1.69 1.40 0.93 0.74 1.15 0.64 0.95 1.32
HOMOSEXUALITY 6.14 5.54 2.97 6.50 4.38 5.47 5.00 3.89 5.16 7.37 5.68 5.09 4.21 9.03 7.65 4.62 3.19 5.00 7.50 6.18 3.56 4.46 3.80 4.44 7.60 8.15 4.93 8.64 6.79
ALTERNATIVE MEDICINE 5.00 2.97 8.38 6.00 5.62 4.15 4.00 4.17 4.19 2.89 3.24 7.19 4.21 9.68 6.18 3.96 2.56 5.56 7.50 3.64 2.25 8.00 3.90 2.93 5.00 5.56 3.84 6.14 4.29
CHRISTIANITY 10.68 7.43 6.22 7.50 9.69 3.77 15.00 2.22 4.19 5.53 6.49 6.67 9.30 10.97 12.65 3.19 3.81 7.22 18.89 5.18 6.25 12.46 10.00 4.81 4.60 10.00 4.66 7.50 8.21
ILLEGAL IMMIGRATION 0.17 0.07 0.10 0.02 0.07 0.68 0.05 0.01 0.07 0.05 0.06 0.26 0.26 0.06 0.08 0.02 0.06 0.01 0.08 0.02 0.02 0.02 0.02 0.11 0.36 0.14 0.33 0.05 0.09
ONCOLOGY 0.23 0.27 0.62 0.44 3.96 0.57 0.15 0.10 0.08 0.17 0.16 0.49 0.30 1.29 0.94 0.70 1.62 0.19 0.78 0.45 1.25 1.09 0.73 0.59 0.21 0.70 0.08 0.66 0.61
LGBT COMMUNITY 6.36 6.62 5.14 6.50 6.56 6.04 6.50 5.14 6.45 7.11 5.95 5.79 4.39 11.94 8.53 5.27 5.88 6.67 9.44 6.36 5.88 7.85 6.30 4.81 6.00 7.04 6.44 11.14 8.21
GENDER IDENTITY 0.03 0.08 0.01 0.08 0.88 0.02 0.03 0.02 0.02 0.07 0.03 0.56 0.07 0.23 0.07 0.20 0.10 0.10 0.14 0.03 0.05 0.05 0.04 0.01 0.08 0.07 0.09 0.55 0.10
REPRODUCTIVE HEALTH 0.01 0.07 0.20 0.40 0.02 0.14 0.05 0.02 0.06 0.01 0.01 0.04 0.10 0.71 0.04 0.07 0.05 0.01 0.24 0.03 0.01 0.04 0.01 0.03 0.00 0.03 0.05 0.13 0.07
BIBLE 17.95 10.81 8.65 10.50 11.46 7.17 12.75 4.31 4.84 7.63 15.41 8.25 10.00 19.03 17.65 5.71 6.25 14.44 20.28 10.91 14.38 12.31 8.70 6.67 7.40 7.04 5.48 15.68 12.14
PREGNANCY 15.68 12.97 9.19 17.00 13.54 16.23 14.50 10.00 11.29 10.79 11.89 13.51 11.23 20.97 12.35 13.19 18.75 12.78 9.72 14.55 15.00 18.46 9.70 18.89 13.00 14.07 13.42 18.41 14.29
NATIONALISM 0.86 0.78 1.65 1.85 2.19 2.45 1.00 0.58 0.45 1.08 1.00 1.74 2.11 2.00 1.32 2.42 0.94 2.19 2.78 0.70 3.00 1.69 2.50 1.37 0.61 1.11 0.99 0.91 1.39
VEGANISM 14.55 10.27 7.30 10.50 10.21 9.25 12.75 9.86 15.16 8.68 11.35 9.82 9.82 14.84 13.53 9.23 8.12 13.06 13.33 10.91 8.12 11.23 6.70 8.52 14.00 10.37 16.44 13.64 11.43
BUDDHISM 3.18 3.38 1.62 3.55 3.33 2.26 2.08 1.53 1.13 2.61 1.43 2.63 3.33 3.87 2.94 1.98 1.88 3.33 4.17 2.45 1.31 6.92 1.90 1.67 3.00 2.19 1.51 2.50 2.39
FEMINISM 4.55 3.78 3.51 3.80 5.52 2.08 5.50 2.78 6.77 5.00 3.78 3.68 2.46 9.35 5.88 3.19 3.56 5.83 8.61 3.64 3.44 8.15 2.40 4.07 3.90 8.89 13.70 7.27 7.50
UNION 45.45 39.19 32.43 41.50 45.83 37.74 45.00 27.78 35.48 34.21 40.54 36.84 36.84 51.61 44.12 32.97 36.25 41.67 47.22 40.00 36.88 44.62 34.34 35.56 39.00 40.74 41.10 47.73 42.86

Table 4.4: Percentage of FB users (FFB) per EU country that have been assigned with each
of the 20 expert-verified sensitive ad preferences listed in the table. The last row reports the
aggregated FFB value for all 20 ad preferences per EU country. The last column reports the
aggregated FFB value across all 28 EU countries.

name AT BE BG HR CY CZ DK EE FI FR DE GR HU IE IT LV LT LU MT NL PL PT RO SK SI ES SE GB EU28
COMMUNISM 0.24 0.40 0.70 0.62 1.37 1.61 0.26 0.33 0.29 1.30 0.19 0.43 0.43 0.34 0.64 0.26 0.52 0.39 0.32 0.15 0.92 0.59 0.96 0.87 0.82 0.32 0.22 0.27 0.51
ISLAM 4.12 4.67 2.39 2.64 11.11 2.46 4.71 1.22 2.37 4.48 3.39 2.23 1.32 2.72 2.31 1.28 1.32 3.09 5.49 3.47 1.03 2.32 1.78 1.55 3.15 2.37 4.85 4.57 3.13
QURAN 1.71 2.20 0.56 0.48 3.67 0.23 1.33 0.36 0.66 2.24 1.45 0.62 0.43 0.88 0.96 0.47 0.28 1.13 1.53 1.59 0.19 0.39 0.39 0.28 0.97 0.56 2.02 2.44 1.35
SUICIDE PREVENTION 0.07 0.10 0.10 0.15 0.17 0.06 0.08 0.05 0.05 0.09 0.06 0.12 0.07 0.71 0.16 0.06 0.08 0.17 0.22 0.09 0.06 0.14 0.07 0.22 0.13 0.26 0.11 0.18 0.15
SOCIALISM 0.50 0.51 0.29 0.23 0.94 1.23 2.09 0.42 0.27 0.27 0.19 0.48 1.12 0.71 1.98 0.16 0.52 1.72 0.89 0.18 0.21 1.36 0.18 1.16 0.40 0.86 1.01 0.62 0.66
JUDAISM 1.26 0.76 0.45 0.34 1.88 0.36 1.52 0.55 0.35 0.72 0.62 0.69 0.67 0.82 1.29 0.82 1.01 0.74 2.52 0.65 0.50 1.07 0.71 0.46 0.36 0.67 0.47 0.64 0.72
HOMOSEXUALITY 3.09 3.61 1.54 3.12 3.59 2.75 3.49 2.13 2.91 4.19 2.54 2.70 2.44 5.87 4.29 2.14 1.78 3.09 6.18 4.00 1.50 2.81 1.93 2.21 3.68 4.74 3.64 5.79 3.71
ALTERNATIVE MEDICINE 2.52 1.94 4.35 2.88 4.61 2.08 2.79 2.28 2.37 1.64 1.45 3.82 2.44 6.29 3.47 1.84 1.43 3.43 6.18 2.35 0.95 5.04 1.98 1.46 2.42 3.23 2.83 4.11 2.34
CHRISTIANITY 5.37 4.85 3.23 3.60 7.95 1.89 10.47 1.22 2.37 3.14 2.90 3.54 5.40 7.12 7.10 1.48 2.12 4.46 15.56 3.35 2.64 7.85 5.07 2.39 2.23 5.81 3.43 5.03 4.49
ILLEGAL IMMIGRATION 0.09 0.04 0.05 0.01 0.06 0.34 0.03 0.00 0.04 0.03 0.03 0.14 0.15 0.04 0.04 0.01 0.03 0.01 0.07 0.01 0.01 0.01 0.01 0.05 0.17 0.08 0.24 0.04 0.05
ONCOLOGY 0.11 0.18 0.32 0.21 3.25 0.28 0.10 0.06 0.05 0.10 0.07 0.26 0.17 0.84 0.53 0.33 0.91 0.12 0.64 0.29 0.53 0.69 0.37 0.29 0.10 0.41 0.06 0.44 0.33
LGBT COMMUNITY 3.20 4.32 2.67 3.12 5.38 3.03 4.54 2.81 3.64 4.04 2.66 3.07 2.55 7.75 4.79 2.45 3.27 4.12 7.78 4.11 2.48 4.94 3.20 2.39 2.91 4.09 4.75 7.47 4.49
GENDER IDENTITY 0.01 0.05 0.01 0.04 0.72 0.01 0.02 0.01 0.01 0.04 0.01 0.30 0.04 0.15 0.04 0.09 0.06 0.06 0.12 0.02 0.02 0.03 0.02 0.00 0.04 0.04 0.06 0.37 0.05
REPRODUCTIVE HEALTH 0.00 0.05 0.11 0.19 0.02 0.07 0.04 0.01 0.04 0.01 0.00 0.02 0.06 0.46 0.02 0.03 0.03 0.01 0.19 0.02 0.01 0.02 0.01 0.01 0.00 0.02 0.03 0.09 0.04
BIBLE 9.03 7.05 4.49 5.04 9.40 3.60 8.90 2.35 2.73 4.34 6.90 4.37 5.81 12.36 9.90 2.65 3.48 8.92 16.71 7.05 6.06 7.75 4.42 3.32 3.58 4.09 4.04 10.51 6.64
PREGNANCY 7.89 8.46 4.77 8.15 11.11 8.14 10.12 5.47 6.37 6.13 5.32 7.16 6.52 13.62 6.93 6.12 10.44 7.89 8.01 9.40 6.32 11.62 4.92 9.39 6.30 8.18 9.90 12.34 7.82
NATIONALISM 0.43 0.51 0.86 0.89 1.79 1.23 0.70 0.32 0.25 0.61 0.45 0.92 1.22 1.30 0.74 1.12 0.52 1.36 2.29 0.45 1.26 1.07 1.27 0.68 0.30 0.65 0.73 0.61 0.76
VEGANISM 7.32 6.70 3.79 5.04 8.38 4.64 8.90 5.39 8.55 4.93 5.08 5.21 5.70 9.64 7.59 4.28 4.53 8.06 10.99 7.05 3.43 7.07 3.40 4.24 6.78 6.03 12.12 9.14 6.25
BUDDHISM 1.60 2.20 0.84 1.70 2.73 1.14 1.45 0.84 0.64 1.48 0.64 1.40 1.94 2.51 1.65 0.92 1.04 2.06 3.43 1.59 0.55 4.36 0.96 0.83 1.45 1.27 1.11 1.68 1.31
FEMINISM 2.29 2.47 1.82 1.82 4.53 1.04 3.84 1.52 3.82 2.84 1.69 1.95 1.43 6.08 3.30 1.48 1.98 3.60 7.09 2.35 1.45 5.13 1.22 2.03 1.89 5.17 10.10 4.88 4.10
UNION 22.86 25.55 16.84 19.90 37.60 18.94 31.41 15.19 20.02 19.43 18.14 19.54 21.39 33.52 24.75 15.30 20.19 25.73 38.91 25.85 15.55 28.09 17.25 17.68 18.89 23.68 30.29 31.99 23.45

Table 4.5: Percentage of citizens (FC) per EU country that have been assigned with each of
the 20 expert-verified sensitive ad preferences listed in the table. The last row reports the
aggregated FC value for all 20 ad preferences per EU country. The last column reports the
aggregated FC value across all 28 EU countries.



4.5 Quantifying the Exposure of Users to Sensitive Interests 63

25%
30%
35%
40%
45%
50%
55%
60%
65%

13−19 20−39 40−64 65+
eu28

pe
rc

en
ta

ge
 p

op
ul

at
io

n

color sensitive_20 FB_top500

Figure 4.6: Percentage of EU FB users assigned at least one of the Top 500 (black) and
20-very sensitive (grey) ad preferences in the following age groups: 13-19, 20-39, 40-64, 65+.

We observe that 42.9% of EU FB users, which corresponds to 23.5% of EU citizens, are
tagged with at least one of the expert-verified sensitive ad preferences. Hence, around one-
quarter of the EU population has been tagged on FB with at least one of the expert-verified
sensitive ad preferences. Analyzing the results per country, we observe that the fraction of the
population affected ranges between 15% in Estonia (EE), Latvia (LV) and Poland (PL), and
38% in Malta (MT). These findings suggest that FB may have used GDPR-relevant data for
a large percentage of EU citizens in the period prior to when the GDPR became enforceable.

4.5.2.2 Age and Gender Analysis

Furthermore, it is analyzed the association of different demographic groups (based on
gender and age) with potentially sensitive ad preferences. The gender analysis considers
two groups, men vs. women, while the age analysis considers four age groups following the
division proposed by Erikson et al. [109]: 13-19 (Adolescence), 20-39 (Early Adulthood), 40-
64 (Adulthood) and 65+ (Maturity). It is computed for each group, FFB(C=EU28, N=500)
from the 2092 suspected sensitive ad preferences subset and FFB(C=EU28, N=20) using
exclusively expert-verified sensitive ad preferences. Figures 4.6 and 4.7 report the results for
age and gender groups, respectively.

The Early Adulthood group is the most exposed age group to suspected (20-expert-verified)
sensitive ad preferences. 61% (45%) of users in this group have been tagged with some
of the Top 500-suspected (20-expert-verified) sensitive ad preferences. Following the Early
Adulthood group, we find the Adolescence, Adulthood, and Maturity groups with 55% (42%),
40% (32%), and 39% (28%) of its users tagged with some of the Top 500-potentially (20-
expert-verified) sensitive ad preferences, respectively. Although the difference in the exposure
to sensitive ad preferences is substantial across groups, all of them present a considerably high
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Figure 4.7: Percentage of EU FB users assigned at least one of the Top 500 (black) and
20-very sensitive (grey) ad preferences in the following gender groups: men, women.

exposure. In particular, more than one-quarter of the users within every group are exposed to
expert-verified sensitive ad preferences.

The gender-based analysis shows that 78% (49%) of women are exposed to the Top 500-
suspected (20-expert-verified) ad preferences. The exposure is notably smaller for men, where
the fraction of tagged users with some of the Top 500-suspected (20-expert-verified) sensitive
ad preferences shrinks by 10 (18) percentage points to 68% (31%). This result suggests the
existence of a gender bias, which despite its interest, is out of the scope of this research.

4.5.3 Comparison of EU FB Users Exposure to Potentially Sensitive Ad Pref-
erences before and after GDPR Enforcement

This part aims to analyze whether the GDPR enforcement had some effect on minimizing
the use of potentially sensitive ad preferences in the EU. To that end, the exposure of EU
users to potentially sensitive ad preferences in January 2018 (5 months before the GDPR was
enforced) is compared to the exposure measured in October 2018 and February 2019 (5 and
9 months after the GDPR was enforced, respectively).

The first relevant change is that FB had removed 19 ad preferences in October 2018
and 25 in February 2019 from the set of 2092 potentially sensitive ad preferences retrieved
in January 2018. Although this is a negligible amount, it is worth noting that five of the
removed ad preferences are: Communism, Islam, Quran, Socialism, and Christianity. These
five ad preferences were included in an initial set of 20 ad preferences verified by the DPA
expert as very sensitive. Although we observe the removal of these five elements happened
around the GDPR enforcement (between January 2018 and October 2018), it is not known
whether the actual reason why FB deleted those ad preferences was a reaction to the GDPR
or there was a different motivation.



4.5 Quantifying the Exposure of Users to Sensitive Interests 65

−8

−7

−6

−5

−4

−3

−2

−1

0

1

2

3

AT BE BG CY CZ DE DK EE ES FI
FR GB GR HR HU IE IT LT LU LV MT NL PL PT RO SE SI

SK
EU28

EU country

%
 p

oi
nt

s 
va

ria
tio

n 
of

 s
en

si
tiv

e 
ad

 p
re

fe
re

nc
es

period February 19 October 18

Figure 4.8: Variation of FFB in percentage points for each EU country between: (i) the data
obtained in January 2018 and October 2018 (5 months before and 5 months after the GDPR
was enacted) represented by the grey bar; and (ii) the data obtained in January 2018 and
February 2019 (5 months before and 9 months after the GDPR was enacted) represented by
the black bar. The last label (EU28) represents the results for all EU countries together.

Figure 4.8 shows the FFB difference in percentage points between the results obtained in
January 2018 and October 2018 (grey bar); and between January 2018 and February 2019
(black bar) across the 28 EU countries and the EU aggregated labeled as EU28.

Considering the results of October 2018, we observe that the portion of users labeled with
potentially sensitive ad preferences was lower in all EU countries but Spain after the GDPR
enforcement (i.e., compared to the data obtained in January 2018). However, the aggregated
EU reduction is relatively small, only 3 percentage points. The most considerable reduction
is 7.33 percentage points in the case of Finland.

The slight reduction observed in the results obtained in October 2018 seems to disappear
when looking at February 2019. There are 13 countries where the portion of users labeled
with potentially sensitive data is higher in February 2019 than in January 2018. Overall,
the aggregated results show that the portion of users labeled with potentially sensitive ad
preferences in February 2019 is only 1% less than in January 2018. In summary, the overall
impact of the GDPR to prevent FB of using potentially sensitive ad preferences for advertising
purposes is negligible.
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Figure 4.9: Choropleth map of the number of FB users assigned potentially sensitive ad
preferences (FFB(C,1000)) for the 197 countries analyzed.

4.5.4 Worldwide FB Users Analysis in February 2019

A similar analysis was later done, evaluating the portion of FB users that have been
assigned some of the 2067 potentially sensitive ad preferences within 197 different countries.
Figure 4.9 shows a choropleth map of FFB(C,1000) for those countries in February 2019.

When considering the 197 altogether, 67% of FB users are tagged with some potentially
sensitive ad preference. This portion of users corresponds to 22% of citizens across the
197 analyzed countries according to the population data reported by the World Bank [107].
However, FFB shows a substantial variation across countries.

The most impacted country is Malta, where 82% of FB users are assigned some potentially
sensitive ad preference. Contrary, the least impacted country is Equatorial Guinea, where 37%
of FB users are assigned potentially sensitive ad preferences.

More interestingly, an overview of the map suggests that western countries have a higher
exposure to potentially sensitive ad preferences than Asian and African countries. In order to
quantify these effects, it is interesting to take a look at the Pearson correlation of the FFB
metric with the following socio-economic indicators: (i) FB penetration; (ii) expected years of

indicator FFB correlation p_value
FB penetration 0.544 2.2e-16
Expected Years of School 0.444 7.249e-09
Access to a mobile phone or internet at home (% age 15+) 0.395 1.478e-06
GDP per capita (current USD) 0.381 5.733e-08
Voice and Accountability 0.372 1.142e-07
Birth rate, crude (per 1,000 people) -0.455 4.922e-11

Table 4.6: Pearson correlation and p_value between FFB and six socioeconomic development
indicators of the country.
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school, i.e., the sum of age-specific enrollment rates between ages 4 and 17 ; (iii) access to a
mobile phone or internet at home; (iv) Gross Domestic Product (GDP) per capita; (v) voice
and accountability, i.e., it captures perceptions of the extent to which a country’s citizens
can participate in selecting their government, as well as freedom of expression, freedom of
association, and a free media; and (vi) birth rate. Note that Western developed countries
show higher values in all the indicators but birth rate. Hence the hypothesis is that a positive
correlation will be found between FFB and all the indicators but birth rate. Table 4.6 shows
the results of the referred correlations.

The results corroborate the hypothesis since all the indicators, but birth rate are positively
correlated with FFB. In summary, the results validate the initial observation that FB users
in western developed countries are more exposed to be labeled with sensitive ad preferences
than users in Africa and Asia. It is interesting to observe that in South America, a similar
pattern is depicted. The most powerful economies and developed countries such as Brazil,
Chile, and Argentina show higher exposure to sensitive ad preferences than other countries in
South-America.

4.5.4.1 Expert-verified Sensitive Ad Preferences

Although legislation tries to define what sensitive data is, some people might think that
not all sensitive data items are equally sensitive. For instance, data revealing sexual orientation
from somebody could be considered more sensitive than, for example, data showing that one
user may be affected by flu. Therefore, the sensitivity of the list of interests is very likely
subjective and will depend on each person’s perception.

ad preference Africa America Asia Europe Oceania World
ALTERNATIVE MEDICINE 3.40 11.35 3.27 7.17 10.82 6.26
BIBLE 13.28 14.65 6.31 8.13 14.61 9.68
BUDDHISM 2.87 5.38 10.36 4.13 7.19 7.23
FEMINISM 3.22 9.27 2.08 6.52 10.84 5.01
GENDER IDENTITY 0.08 0.46 0.07 0.20 0.60 0.21
HOMOSEXUALITY 2.66 7.93 2.27 6.07 8.48 4.57
ILLEGAL IMMIGRATION 0.26 0.15 0.02 0.03 0.07 0.08
JUDAISM 11.06 3.72 1.91 2.24 2.44 3.33
LGBT COMMUNITY 3.93 13.89 5.39 11.94 14.82 8.79
NATIONALISM 1.82 1.11 1.28 1.32 0.95 1.28
ONCOLOGY 1.30 1.33 0.38 0.84 0.97 0.81
PREGNANCY 11.75 19.17 11.58 17.09 21.41 14.71
REPRODUCTIVE HEALTH 0.36 0.24 0.17 0.07 0.09 0.19
SUICIDE PREVENTION 0.05 0.30 0.03 0.08 1.02 0.13
VEGANISM 5.97 14.18 6.83 16.98 22.78 10.61
UNION 30.43 40.66 27.62 38.25 46.92 33.45

Table 4.7: Percentage of FB users (FFB) within Africa, America, Asia, Europe and Oceania
assigned with some sensitive ad preferences from a list of 15 expert-verified sensitive ad
preferences as non-GDPR compliant. Column “World” shows FFB for the aggregation of all
197 considered countries. Row “Union” shows the result for the 15 ad preferences aggregated.
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This Subsection zooms in the analysis to a narrowed list of interests that undoubtedly
match with the definition of the GDPR for the case of sensitive personal data. A subset of 15
ad preferences not compliant with the GDPR definition of sensitive personal data is examined.
This statement is supported by asking for validation from an expert from the Spanish DPA.
This expert, with both a very deep knowledge of the GDPR and a technical background that
allow them perfectly understanding the FB advertisement ecosystem, verified that, in their
opinion, these 15 ad preferences do not comply with the GDPR.

Therefore, it is retrieved the portion of FB users assigned in each of the 197 countries
analyzed that have been assigned each of the 15 expert-verified ad preferences and the ag-
gregation of them. Since it is unfeasible to show the results for each of the countries here,
they have been grouped into five continents: Africa, America, Asia, Europe, and Oceania.
To obtain the desegregated results for each country, the reader could access the following
external link [110]. This resource is a website in which the reader can select any country in
the world and obtain the percentage of users in that country that have been assigned each of
the 15 very sensitive ad preferences listed in Table 4.7.

Table 4.7 shows FFB for each of the expert-verified sensitive ad preferences within the
five continents. Besides, the last row referred to as Union shows the aggregated results
considering all the 15 interests within a group. In contrast, the last column World depicts the
overall results considering all 197 countries. The results show that when considering all the
197 countries, 33% of FB users, which corresponds to almost 11% of citizens within those
countries, have been labeled with some of the 15 sensitive interests in the table. As expected
from the correlation results depicted in the previous part of the study, Asia and Africa show
the lowest values of FFB (27.62% and 30.43%, respectively). The exposition of FB users
grows up to 38.25%, 40.66%, and 46.92% for Europe, America, and Oceania, respectively.

Looking in detail at some of the ad preferences in the table, we observe that the portion
of users worldwide labeled with the ad preference homosexuality is almost 5%. This number
doubles for the ad preference bible (intimate related to one particular religious belief) and
grows up to almost 15% for pregnancy.

4.6 Commercial Exploitation of Sensitive Ad Preferences with
Real FB Ad Campaigns

The previous analysis showed that Facebook labeled a significant portion of EU citizens
using potentially sensitive personal data. This Section demonstrates that FB allowed ads to
be targeted to users assigned with the expert-verified sensitive ad preferences by running three
FB ad campaigns between October 6 and October 15, 2017.

The campaigns used in this experiment were formed by expert-verified sensitive ad pref-
erences such as “religious beliefs” (targeting users interested in Islam OR Judaism OR Chris-
tianity OR Buddhism), “political opinions” (targeting users interested in Communism OR
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Figure 4.10: FB report for the ad campaigns that targeted users based on sensitive interests.

Anarchism OR Radical feminism OR Socialism) and “sexual orientation” (targeting users
interested in Transsexualism OR Homosexuality).6 The 3 campaigns focused on four EU
countries: Germany, Spain, France, and Italy.

Overall, with a budget of e35, the campaigns reached 26458 users tagged with some
of the previous sensitive ad preferences. The credit card used was charged and received the
bills and summary reports associated with the campaigns (see Figure 4.10). This experiment
provides substantial evidence that FB generated revenue from the commercial exploitation of
expert-verified sensitive personal data according to the GDPR definition of sensitive data.

Figures 4.11 and 4.12 show the ads used in the campaigns. These ads refer to the FDVT
extension, and thus they do not include content that asserts or implies personal attributes.
Indeed, the landing page where users were redirected is the FDVT’s webpage [11].

No information from those users clicking the ads and visiting the landing page was recorded
in the experiments. The only information used in this piece of research is the one provided by
FB through the reports it offers to advertisers related to their ad campaigns.

4.7 Ethics and Privacy Risks Associated with Sensitive Personal
Data Exploitation

The possibility of reaching users labeled with potentially sensitive personal data enables
the use of FB ads campaigns to attack specific groups of people based on sensitive personal
data (race, sexual orientation, religious beliefs, among others). Below, there are two specific
examples of potential attacks:

• Hate campaigns: An attacker could create hate speech campaigns using sensitive ad
preferences representative of a specific sensitive social group within its target audience.
For instance, a neo-Nazi organization could create ads campaigns with offensive mes-

6Anarchism and Transsexualism were not explicitly verified by the expert but closely mirror verified ad
preferences.
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Figure 4.11: FDVT ad 1 targeting FB users
assigned with sensitive interests.

Figure 4.12: FDVT ad 2 targeting FB users
assigned with sensitive interests.

sages targeting people interested in judaism or homosexuality. Hate speech campaigns
can reach thousands of users at a meager cost (e.g., the experiment of this study
reached more than 26k FB users spending only e35 on FB ads campaigns).

• Identification attack: An attacker can use FB to identify citizens belonging to a
sensitive social group defined by its religious belief, sexual orientation, political pref-
erence, etc. To this end, an attacker needs to replicate a phishing-like attack [111].
The attacker would configure a campaign targeting a sensitive audience (e.g., people
interested in homosexuality) using a fancy advertisement that serves as bait to attract
the targeted users to the attacker’s webpage (e.g., the ad promises the user will win
an iPhone if they click on the ad). If the user clicks on the ad, they will be redirected
to the attacker’s webpage. Once there, the attacker can use different techniques ex-
ploited in phishing attacks [111] persuading the user to provide some personal data
that would reveal their identity. For instance, in the iPhone giveaway, the landing page
can show a message congratulating the user for winning the phone, requesting that the
user provides personal data (name, address, or phone number) for shipping purposes.

One study [112] ran experiments implementing email-based phishing attacks in which 9% of
the users posted their credentials (username and password) to the phishing site (i.e., attacker’s
landing page). By using as a reference this success rate for phishing attacks and the results
from the ad campaigns described in Section 4.6, it is possible to do a ball-park estimation
of the cost of identifying users tagged with expert-verified sensitive ad preferences. e35
were spent on the ad campaigns to reach 26k users, from which 2.34k (according to the 9%
reference success rate) may provide personal information on the attacker’s webpage that could
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reveal their identity. Based on this, identifying an arbitrary member of the group may be as
cheap as e0.015. Even considering a success rate two orders of magnitude smaller (0.09%),
the cost would be e1.5 per user. The estimated cost to reveal the identity of users based on
potentially sensitive personal data is relatively low considering the severe privacy risks users
may face.

For instance, (i) in countries where homosexuality is considered illegal or immoral, gov-
ernments or other organizations could obtain the identity of people that are likely homosexual
(e.g., interested in homosexuality, LGBT, etc.); (ii) neo-Nazi organizations could identify
people in specific regions (by targeting a town or even a zip code) that are likely Jewish (e.g.,
interested in Judaism, Shabbat, etc.); or (iii) health insurance companies could try to identify
people that may have non-profitable habits (e.g., interested in tobacco, fast food, etc.) or
health problems (e.g., food intolerance) to reject them as clients or charge them more for
health insurance. Users may face the negative consequences of such phishing-like attacks
even if FB has wrongly labeled them with some sensitive ad preference.

For instance, a journalist of the Washington Post wrote an article to denounce her own
experience after she had become pregnant [113]. It seems FB algorithms inferred that situation
out of some actions she performed while browsing on Facebook. Probably FB labeled her
with the ad preference pregnancy or some other similar, and she started to receive pregnancy-
related ads. Unfortunately, the journalist had a stillbirth, but she kept receiving ads related
to pregnancy, which exposed her to a very uncomfortable experience.

Another serious risk, which is highly worrying, is linked to the fact that many FB users
are tagged with the interest homosexuality in countries where homosexuality is illegal and
may even be punished with the death penalty. There are still 78 countries in the world
where homosexuality is penalized [114] and a few of them where the maximum punishment
is the death penalty. Table 4.8 shows the FFB metric results only considering the interest

code country % FB users with interest homosexuality
AF AFGHANISTAN 12.31
BN BRUNEI 5.24
IQ IRAQ 3.20
MR MAURITANIA 0.99
NG NIGERIA 2.35
PK PAKISTAN 1.54
QA QATAR 2.35
SA SAUDI ARABIA 2.08
SO SOMALIA 1.44
AE UNITED ARAB EMIRATES 3.00
YE YEMEN 1.08

Table 4.8: Percentage of FB users (FFB) tagged with the interest homosexuality in countries
where being homosexual may lead to death penalty. Note that Iran and Sudan are not included
since FB is not providing information for those countries.
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homosexuality in countries that penalize homosexuality with the death penalty. For instance,
in the case of Saudi Arabia, it is found that FB assigns the ad preference homosexuality to
540k users (2.08% of all FB users in that country). In the case of Nigeria, 620k (2.35% of all
FB users in that country).

Of course, the debate regarding what is sensitive and what is not is a complex one.
However, FB should take immediate actions to avoid worrying and painful situations like the
ones exposed in this Section, in which FB may unintentionally expose users to serious risks.
The most efficient and privacy-preserving solution would be implementing an opt-in process in
which users have to accept receiving targeted ads proactively. That solution would empower
the users to avoid companies like Facebook to process personal data (including sensitive ones)
for advertising purposes and, therefore, would alleviate the potential privacy risks associated
with the use of sensitive ad preferences for users that do not opt-in. However, that is unlikely
to happen in the short term. Meanwhile, a straightforward action should be stopping using the
ad preference homosexuality (or similar ones) in countries where being homosexual is illegal
and other very sensitive ad preferences like the 15 ones listed in this Section.

In summary, although Facebook does not allow third parties to identify individual users
directly, ad preferences can be used as a potent proxy to perform identification attacks7 based
on potentially sensitive personal data at a low cost. Note that here this ad-based phishing
attack is described but not implemented due to the ethical implications.

4.8 Related Work

Few previous works in the literature address issues associated with sensitive personal data
in online advertising, as well as some works that analyze privacy and discrimination issues
related to FB advertising and ad preferences.

Carrascosa et al. [115] propose a new methodology to quantify the portion of targeted
ads received by Internet users while they browse the web. They create bots, referred to as
personas, with detailed interest profiles (e.g., persona interested in cars) and measure how
many of the received ads match the specific interest of the analyzed persona. They create
personas based on sensitive personal data (e.g., health) and demonstrate that they are also
targeted with ads related to the sensitive information used to create the persona’s profile.

Castellucia et al. [116] show that an attacker that gets access (e.g., through a public
WiFi network) to the Google ads received by a user could create an interest’ profile that could
reveal up to 58% of the actual interests of the user. The authors state that if some of the
unveiled interests are sensitive, it could imply serious privacy risks for users.

Venkatadri et al. [22] and Speicher et al. [23] exposed privacy and discrimination vul-
nerabilities related to FB advertising. In [22], the authors demonstrate how an attacker can

7The described attack can be implemented on any advertising platform allowing advertisers to target users
based on sensitive personal data.
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use FB third-party tracking JavaScript to retrieve personal data (e.g., mobile phone numbers)
associated with users visiting the attacker’s website. Moreover, in [23] authors demonstrate
that sensitive FB ad preferences can be used to apply negative discrimination in advertising
campaigns (e.g., excluding people based on their race). This work also shows that some ad
preferences that initially may not seem sensitive could be used to discriminate in advertis-
ing campaigns (e.g., excluding people interested in Blacknews.com that are potentially black
people).

Finally, Andreou et al. [117] analyze whether the reasons FB uses to explain why a user
is targeted with an ad are aligned with the actual audience the advertiser is targeting. To do
this, they analyze the explanation that FB includes in each delivered ad referred to as “Why
Am I Seeing This Ad”. This explanation describes the target audience associated with the
delivered ad. Out of the analysis of 79 ads, they conclude that the provided explanations are
incomplete and sometimes misleading in many cases. They also perform a qualitative analysis
related to the ad preferences assigned to FB users based on a small dataset including 9k ad
preferences distributed across 35 users. They conclude that the reasons why ad preferences
are assigned are vague.

In summary, the existing literature suggests that the online advertising ecosystem (beyond
FB) exploits sensitive personal information for commercial purposes. In addition, previous
work highlights several privacy, discrimination and transparency issues associated with FB ad
preferences. This study complements this body of literature quantifying the number of users
on FB that may be exposed to the commercial exploitation of their sensitive personal data.

4.9 Findings

Facebook offers advertisers the option to exploit potentially sensitive information to per-
form tailored ad campaigns commercially. This practice lies, in the best case, within a gray
legal area according to the recently enforced General Data Protection Regulation. Facebook
has been fined in Spain for this practice. The General Data Protection Regulation became
enforceable on May 25, 2018. This Chapter studied the potentially sensitive personal data
that FB assigned to European Union users in the period before this date. The results reveal
that the portion of affected European Union FB users is as high as 73% (40% of European
Union citizens). Moreover, 67% of FB users (22% of citizens) worldwide are labeled with some
potentially sensitive ad preference. Interestingly, users in rich developed countries present a
significantly higher exposure to be assigned sensitive ad preferences. This work also reveals
that the enforcement of the General Data Protection Regulation had a negligible impact on
FB regarding the use of sensitive ad preferences within the European Union.

It has also been illustrated how FB users that have been assigned sensitive ad preferences
could face risks, like low-cost targeted attacks seeking to identify such users. The results of
Chapter 4 urge a quick reaction from Facebook to eliminate all ad preferences that can be
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used to infer the political orientation, sexual orientation, health conditions, religious beliefs,
or ethnic origin of a user. This is beacuse of two reasons: (i) this may avoid Facebook
running afoul of Article 9 of the General Data Protection Regulation; and (ii) it may protect
users from threats that exploit this sensitive data. Stakeholders within the online advertising
ecosystem (i.e., advertisers, ad networks, publishers, policymakers, among others) must define
an unambiguous list of personal data items. These items should not be used anymore to
protect users from potential privacy risks as those described in this Chapter.



CHAPTER 5

FORMULATION AND EVIDENCE OF (NANO)TARGETING INDIVIDUAL
USERS WITH NON-PII DATA

T he privacy of an individual is bounded by the ability of a third party to reveal their identity.
Specific data items such as a passport ID or a mobile phone number may be used to

identify a person uniquely. These are referred to as Personal Identifiable Information (PII)
items. Previous literature has also reported that, in datasets including millions of users, a
combination of several non-PII items (which alone are not enough to identify an individual)
can uniquely identify an individual within the dataset. This Chapter defines a data-driven
model to quantify the number of interests from a user that make them unique on FB. To
the best of found knowledge, this represents the first study of individuals’ uniqueness at the
world population scale. Besides, users’ interests are actionable non-PII items that can be
used to define ad campaigns and deliver tailored ads to FB users. An experiment through 21
FB ad campaigns that target three of the authors responsible for this piece of work proves
that, if an advertiser knows enough interests from a user, the FB Advertising Platform can be
systematically exploited to deliver ads exclusively to a specific user. This practice is referred to
in this Chapter as nanotargeting. Later, there is a discussion on the harmful risks associated
with nanotargeting, such as psychological persuasion, user manipulation, or blackmailing.
Finally, easily implementable countermeasures to preclude attacks based on nanotargeting
campaigns on FB are provided.

5.1 Introduction

In the current hyper-connected world, an individual’s privacy is bounded by the amount
of information a third party needs to know to identify them. Beyond Personal Identifiable
Information, e.g., email address, phone number, postal address, or passport ID, which by
definition uniquely identifies an individual, a user could also be uniquely identified by the
combination of a certain number of non-PII elements. Defining the number of non-PII items
required to uniquely identify a user is of paramount importance to understand the actual limits

75
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of users’ privacy. Preliminary studies in the area of users’ uniqueness have demonstrated that
the spatio-temporal information of 4 mobile phone calls [27] or 4 credit card purchases [28]
uniquely identify more than 90% of the users in a dataset with 1.5 million people. Similarly, 3
demographic items (gender, ZIP code, and birth date) are enough to identify 63% US citizens
within the US 2000 census [25]. However, these studies are limited either to a small user base
or to a single country.

To the best of found knowledge, this is the first study that addresses individuals’ uniqueness
considering a user base at the worldwide population’s order of magnitude. The focus of this
study is FB, a platform having more than 2.8B Monthly Active Users [5] at the end of 2020.
The non-PII items considered in the analysis are the interests that FB assigns to users based
on their online and offline activity. Users’ interests represent an essential asset for FB since
its revenue model is based on delivering relevant ads to users. Many advertisers use the FB
advertising platform to create ad campaigns to reach users based on their interests.

The first contribution of this study is a data-driven model that provides the metric NP ,
which is defined as the number of interests that uniquely identify a user on FB with a probability
P . For instance, N50 = 12 means that the probability to uniquely identify a user with 12
interests is 50%. To obtain NP , this research studies the audience size for thousands of FB
audiences formed by a combination between 1 and 25 interests. It retrieves the size of the
audiences from the FB Ads Manager [46]. Moreover, to create the combinations of interests,
this research uses real interest sets from 2.4k FB users that installed the FDVT browser
extension that collects the interests FB has assigned them (see Chapter 3).

The results from the model reveal that the 4 rarest interests or 22 random interests from
the interests set FB assigns to a user make them unique on FB with a 90% probability.

In contrast to the non-PII items considered in some of the previous works studying unique-
ness (e.g., credit card transactions or mobile phone calls), users’ interests on FB are inten-
tionally designed to be actionable through FB ad campaigns. Therefore, since a user can
be uniquely identified by a set of interests on FB, it may be possible to configure a FB ad
campaign that reaches a single user exclusively. This practice is referred to as nanotargeting
in this thesis.

Nanotargeting is a potentially harmful practice. The literature from the psychological
persuasion discipline has demonstrated that persuading an individual is easier if you can create
tailored messages to the psychological characteristics and motivations of that person [118].
In this context, nanotargeting might be a powerful tool for attackers willing to manipulate a
specific individual. Nanotargeting could also be used to blackmail users.

The second contribution consists of providing the first empirical evidence that nanotar-
geting can be systematically implemented on FB by just knowing a random set of interests
of the targeted user. In particular, by configuring nanotargeting ad campaigns targeting three
authors involved in the research leading to these thesis’s results. The results of the data-driven
model are tested by creating tailored audiences for each targeted author using combinations
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of 5, 7, 9, 12, 18, 20, and 22 randomly selected interests from the list of interests FB had as-
signed them. In total, there were performed 21 ad campaigns between October and November
2020, willing to demonstrate that nanotargeting is feasible today.

This experiment validates the results of the model, showing that if an attacker knows 18+
random interests from a user, they will be able to nanotarget them with a very high probability.
In particular, 8 out of the 9 ad campaigns that used 18+ interests in the experiment successfully
nanotargeted the pointed user.

After proving the plausibility to systematically conduct nanotargeting ad campaigns on
FB nowadays, the last contribution of this analysis is focused on discussing and proposing
solutions to protect users from the potential pernicious risks associated with nanotargeting
(e.g., manipulation or blackmailing).At the end of this study, easily implementable measures
that FB could adopt to preclude nanotargeting attacks through its advertising platform are
proposed. Finally, Section 6.2 presents a new functionality to the FDVT browser extension to
reveal to users what interests are more harmful to their privacy (i.e., those associated with a
smaller audience size) using a simple color scale. This solution also enables users to delete
those interests with a single click.

5.2 Background

This Section describes in detail the technological venues for Chapter 5. The FB Ad
Platform was presented in Section 2.2, and it serves a twofold purpose in this research. It is
used to (i) retrieve the audience sizes that serve as input to the model of users’ uniqueness
on FB; and (ii) configure the advertising campaigns of the nanotargeting experiment.

The FB Ads Manager offers advertisers a wide range of configuration parameters. In
principle, all these attributes are considered non-PII data since they cannot be used alone to
identify a user. Moreover, the FB Ads Manager informs of the size of the audience configured
in the dashboard through the so-called Potential Reach parameter. This parameter reports the
number of Monthly Active Users on FB matching the defined audience, which by definition
is the audience size. In addition to the dashboard, the FB Ads Manager offers advertisers an
API to automatically retrieve the Potential Reach for any audience. It allows retrieving the
Potential Reach associated with the audiences used to build the model for this study.

Furthermore as explained in section 4.2, FB assigns to each user a set of interests, referred
to as ad preferences. The ad preferences of a user are inferred from the data and activity of the
user on FB and other websites and online services where FB is present. These ad preferences
are indeed the interests offered to advertisers in the FB Ads Manager. Therefore, if a user is
assigned “Italian food” within their list of interests, they will be a potential target of any FB
advertising campaign configured to reach users interested in “Italian food”. It is important
to note that interests in the FB ad ecosystem are global; thus, there are not specific interests
per country.
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The only compulsory parameter to define an audience on FB is the location (see Sec-
tion 2.2). An advertiser can combine that location with any other available attribute. Due to
privacy reasons, the minimum Potential Reach value that FB returns for any audience since
2018 is 1000. Previously, this limit was only 20. In this chapter 5, the used dataset is collected
in January 2017 so that the data is bounded by an audience size limitation of 20 users.

It is important to note that, at the time the dataset was collected, the FB Ads Manager
had two limitations. First, it was impossible to create queries including more than 25 interests
(this limitation remains nowadays). Second, the FB Ads Manager did not include the whole
world as a possible location (this option is available nowadays). Instead, it requested to
introduce a specific location (country, region, town, ZIP code, etc.) or group of locations.
The maximum number of locations allowed in a query was 50. Therefore, to maximize the
number of users addressed in this research, the queries included a location set with the 50
countries having the largest number of FB users. These countries accounted for 1.5B MAU,
which corresponded to 81% of the overall FB at the time when the data was collected [119].

code country users (M) code country users (M)
US United States 203 DZ Algeria 16
IN India 161 NG Nigeria 16
BR Brazil 114 AU Australia 15
ID Indonesia 91 IQ Iraq 14
MX Mexico 70 PL Poland 14
PH Philippines 56 SA Saudi Arabia 14
TR Turkey 46 ZA South Africa 14
TH Thailand 42 MA Morocco 13
VN Vietnam 42 VE Venezuela 13
GB United Kingdom 39 CL Chile 12
EG Egypt 33 MM Myanmar 12
FR France 33 RU Russia 12
DE Germany 30 NL Netherlands 10
IT Italy 30 EC Ecuador 9.80
AR Argentina 29 RO Romania 8.60
PK Pakistan 28 AE UA Emirates 7.70
CO Colombia 26 NP Nepal 6.70
JP Japan 26 BE Belgium 6.50
BD Bangladesh 23 SE Sweden 6.20
ES Spain 23 TN Tunisia 6.10
CA Canada 22 KE Kenya 6
MY Malaysia 20 PT Portugal 5.90
PE Peru 19 UA Ukraine 5.90
KR South Korea 18 GT Guatemala 5.50
TW Taiwan 18 HU Hungary 5.30

Table 5.1: List of the 50 countries included in the queries to the FB Ads Manager for the
uniqueness analysis and their associated number of users in millions.
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Table 5.1 lists the 50 considered countries along with the number of FB users.
Finally, FB also allows advertisers to target users based on PII data items through the

Custom Audience [47] functionality on its advertising platform (see Section 2.2). A custom
audience refers to a list of users identified by a PII item (e.g., mobile phone number, email
address, etc.). A FB ad campaign based on a custom audience has the goal of reaching the
users included in such custom audience list. To this end, FB finds the registered users who
match any of the PII items included. FB imposes two important requirements for the use of a
custom audience: (i) Advertisers are responsible for obtaining explicit consent from the users
included in the audience to be targeted with FB Custom Audience advertising campaigns.
Failing to do so may imply the advertiser/attacker is breaking personal data regulations such
as the GDPR [4] in Europe. This requirement appears not to be needed when using non-PII
attributes; and (ii) The minimum number of users forming a custom audience has to be 100.
Although custom audiences are of high interest in the context of privacy studies, they require
PII data and thus are out of the scope of this study.

5.3 Dataset

The dataset is created from 2,390 real users that installed the FDVT web browser extension
between October 2016 (public release) and January 2017. Of these users, 1,949 declared to
be men, 347 to be women, and 94 did not disclose their gender. Furthermore, following
the age group classification proposed in [109], 117 users are adolescents (aged 13-19), 1374
early adults (aged 20-39), 578 adults (aged 40-64), 19 matures (aged 65+), and 302 did not
provide their age. Finally, the only compulsory parameter to define an audience in the FB Ads
Manager is a location (e.g., country, region, zip code, etc.). This means a single location can
configure an audience, but one has to be a location if one wants to use multiple attributes.

code country users code country users code country users code country users
ES Spain 1131 UY Uruguay 35 AU Australia 2 AL Albania 1
FR France 335 GB United Kingdom 26 CY Cyprus 2 AM Armenia 1
MX Mexico 122 CH Switzerland 24 DO Dominican Republic 2 AO Angola 1
AR Argentina 115 PT Portugal 21 GR Greece 2 AX Åland Islands 1
EC Ecuador 89 VE Venezuela 18 HK Hong Kong SAR China 2 BG Bulgaria 1
PE Peru 78 SV El Salvador 17 ID Indonesia 2 BT Bhutan 1
CA Canada 61 CL Chile 14 IE Ireland 2 CI Côte d’Ivoire 1
CO Colombia 48 PY Paraguay 13 LU Luxembourg 2 CR Costa Rica 1
US United States 40 DE Germany 11 PL Poland 2 CZ Czech Republic 1
BE Belgium 36 IT Italy 11 RE Réunion 2 DJ Djibouti 1
BO Bolivia 9 SE Sweden 4 GI Gibraltar 1 NP Nepal 1
MA Morocco 8 TH Thailand 4 GN Guinea 1 NZ New Zealand 1
BR Brazil 6 AD Andorra 3 IN India 1 PH Philippines 1
GT Guatemala 6 AT Austria 3 IQ Iraq 1 PM St. Pierre & Miquelon 1
HN Honduras 6 DK Denmark 3 LK Sri Lanka 1 PR Puerto Rico 1
NI Nicaragua 6 DZ Algeria 3 LT Lithuania 1 RO Romania 1
NL Netherlands 6 FI Finland 3 MG Madagascar 1 RS Serbia 1
PA Panama 6 PK Pakistan 3 MO Macao SAR China 1 RU Russia 1
TN Tunisia 6 SN Senegal 3 MU Mauritius 1 RW Rwanda 1
BD Bangladesh 5 AF Afghanistan 2 NC New Caledonia 1 TW Taiwan 1

Table 5.2: Complete breakdown of the number of users per location in the 2,390 users’ dataset
retrieved from the FDVT to analyze user uniqueness.
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Figure 5.1: CDF showing the distribution of the number of interests assigned to the 2,390
users of the dataset for the uniqueness analysis.
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Figure 5.2: CDF showing the distribution of the audience size for the 98,982 interests assigned
to the 2,390 users of the dataset for the uniqueness analysis.

Based on this restriction, in the registration process of the FDVT, users had to obligatorily
fill in their location (i.e., country of residence). Otherwise, the browser extension could not
retrieve any information from the FB Ads Manager API, and subsequently, could not provide
users with the estimated revenue they generate for FB. The user base of 2,390 users was
distributed across 80 different locations. Table 5.2 shows the number of users per country.

The dataset is composed of 1.5M occurrences out of 99k unique FB interests assigned to
the 2,390 users. Figure 5.1 displays the CDF of the number of interests per user. The number
of interests FB assigned to an individual user in the dataset ranges between 1 and 8,950, with
a median of 426 interests.

In order to understand the popularity distribution of these interests, the audience size
reported by the FB Ads Manager API was extracted for each of them. Figure 5.2 depicts the
CDF of the audience size distribution for the 99k unique interests in the dataset. The results
show a large variability in the popularity of the interests. In particular the 25th, 50th and 75th
percentiles of the distribution are 113,193; 418,530; and 1,719,925; respectively.



5.4 Analysis of Facebook User Uniqueness 81

This dataset may not be a statistically representative sample of the whole FB’s interest
ecosystem; however, it includes a vast number of interests that cover an extensive popularity
range, which is what is needed for this analysis. As the results later in the thesis validate, the
collected dataset is appropriate to (i) quantify how many interests make a user unique on FB;
and (ii) demonstrate that nanotargeting can be systematically implemented on FB.

5.4 Analysis of Facebook User Uniqueness

This Section analyzes users’ uniqueness on FB according to their interests. The outcome
of this Section will serve two different purposes: (i) to answer the first research question
addressed in Section 5.1: how many interests are required to identify a user on FB uniquely? ;
and (ii) the answer to this question will be used as a reference for the number of interests to
consider in the nanotargeting experiment (see Section 5.5).

5.4.1 Methodology

The variable NP is defined as the number of interests that uniquely identify a user with
a probability P on FB. For instance, if with 9 (18) interests a user can be uniquely identified
on FB with a probability 0.3 (0.8), then N0.3 = 9 (N0.8=18).

The goal is to propose a model that defines NP for any value of P . The data source used
are the 99k unique interests assigned to the 2,390 users of the FDVT browser extension.

Let us consider a user in the dataset ui (i ∈ [1, 2390]) and a given number of interests N
(N ∈ [1,25]).1 For each pair (ui, N), it is selected a set of N interests from the list of interests
FB assigned to ui and collected the FB audience size associated with that combination of
interests leveraging the FB Ads Manager API. After doing this for all combinations of ui and
N , 25 vectors are obtained, one per each value of N , including 2,390 audience size samples.2

For instance, N = 5 is formed by a vector with 2,390 audience size values retrieved from
2,390 different combinations of 5 interests (one per user in the dataset).

Using these vectors, it is built a distribution of the audience size for each value of N and
computed the different quantiles of the distribution. Based on this, AS(Q,N) is defined as
the audience size for quantile Q and the number of interests N . For instance, an AS(50, 5)

= 500 means that with a probability of 50%, the size of an audience defined with 5 interests
is ≤ 500. Note that, since the minimum audience size reported by FB is 20, AS(Q,N) ≥ 20
by definition.

Next, a vector VAS(Q) is created including the values of AS(Q,N) for a fixed value of Q
and all values of N (from 1 to 25). VAS(Q) is defined as:

1This range is due to the limitation imposed by the FB API that allows retrieving audience sizes for a
combination of at most 25 interests.

2Note that some of the vectors include fewer than 2,390 samples because in the dataset there were users
that were assigned less than 25 interests. The shorter vector is the one associated with N = 25 that includes
2,286 samples.
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Figure 5.3: This figure illustrates the model to compute Np. First, it showcases an example
of the variables VAS(Q) and AS(Q,N) for Q = 50 (red dots) and Q = 90 (black dots).
AS(Q,N) collides for both cases from N = 14 when the audience size value becomes 20
(the limit imposed by FB). Second, the figure illustrates the logarithmic fitting model used
to estimate the value of NP for VAS(50) (red line) and VAS(90) (black dashed line) as the
cutpoint of the lines with the value y = 1 (audience size equal to 1).

VAS(Q) = [AS(Q, 1), AS(Q, 2), ..., AS(Q, 24), AS(Q, 25)] (5.1)

Since AS(Q,N) ≥ AS(Q,N + 1), VAS(Q) presents a decreasing trend. Figure 5.3 shows
examples of VAS(Q) for Q = 50 and Q = 90, where the y-axis represents the audience size
and the x-axis represents the number of interests N .

In the described model, NP is defined as the cutpoint where VAS(Q) intercepts an audience
size equal to 1. Unfortunately, VAS(Q) has an asymptote at 20 since this is the minimum
audience size reported by FB. To overcome this issue, VAS(Q) is fitted as:

log(VAS(Q)) ∼ −Alog(N + 1) +B (5.2)

Based on this fit it is possible to calculate the cutpoint of the number of interests N at
which the regression line intercepts an audience size of 1, i.e., VAS(Q) = 1. Since a logarithmic
model is being used, the cutpoint actually happens where log(VAS(Q)) = 0. Therfore, Np is:

Np ≥ 10B/A − 1 (5.3)

In order to assess the uncertainty of this estimate, the data aggregation and model fit is
repeated in 10,000 bootstrap samples, calculating this way the 95% CI of the cutpoint for each
value of N . Note that the data for audiences of size 20 is not truncated, and it is included
the first AS(Q,N) = 20 in the estimation. By doing so, the estimation of the cutpoint is
conservative but robust to the minimum size of 20, and the method can still be applied for
the current higher limit of 1,000 users.
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Figure 5.3 shows the result of the fitting process of VAS(Q) for Q = 50 (red dashed line)
and Q = 90 (black dashed line).

Using as reference the outcome of the presented model, it has been implemented an
experiment running real FB campaigns to nanotarget three of the authors participating in this
research to validate: (i) whether it is feasible to implement a systematic nanotargeting attack
on FB based on users’ interests; and (ii) if the values of NP derived from this methodology
can be used as a good reference of the success probability of a potential nanotargeting attack.
The experiment in detail is described and presented in Section 5.5.

5.4.2 Interests Selection

The value of NP , i.e., the number of interests that make a user unique on FB with
probability P , very much depends on the strategy used to select the interests.

The popularity, i.e., audience size, of FB interests is very diverse and so is the popularity of
the interests of an individual user. The dataset reveals that, in general, across the hundreds of
interests typically assigned to an individual user on FB, some are very popular (with audience
sizes in the order of tens or hundreds of millions of users). In contrast, others are unpopular
(with audience sizes in the order of tens or a few hundreds of users).

The best alternative to succeed in nanotargeting a user consists in running an ad campaign
selecting the least popular interests of that user as target audience, which is expected to lead
to small values of NP (even for high values of P like 0.9 or 0.95). However, implementing
this attack would require having full knowledge of the list of interests of the targeted user,
which in practice is very unlikely. Instead, it is more likely that an attacker knows a subset of
the interests of the targeted user, but not all.

Having in mind that FB imposes a limitation of 25 interests in the definition of target
audiences, in this work, two different approaches for the interests selection are applied based
on the previous discussion:

• Least popular interests selection (LP): formed by the audience size of all the in-
terests assigned to a user and selecting the 25 least popular ones. The audience size
is retrieved for the least popular interest and keeps adding the following least popular
interests sequentially one by one to retrieve all the associated audience sizes until com-
pleting the longest combination of 25 interests. From now on in this work, it will be
used the variable N(LP )P when NP is computed selecting the least popular interests
from the users.

• Random interests selection (R): formed by 25 interests at random from the interests
assigned to a user. The audience size is retrieved for a random interest, and keep
adding interests sequentially one by one to retrieve all the associated audience sizes
until completing the longest combination of 25 interests. From now on in this work, it
will be used the variable N(R)P when NP is computed selecting the random interests
from the users.
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Figure 5.4: The figure illustrates the results from the model to compute the number of
interests that make a user unique on FB using their least popular interests. In particular, the
figure shows the results for N(LP )0.5, N(LP )0.8, N(LP )0.9 and N(LP )0.95 applying the
fitting model to the vectors VAS(50), VAS(80), VAS(90) and VAS(95).

The value of N(LP )P has an important theoretical relevance since it establishes a the-
oretical lower bound in terms of privacy based on the number of interests that make a user
unique among 1.5B FB users (roughly 1/5 of the worldwide population) considered in this
uniqueness analysis. Therefore N(LP )P is, as it appears, the closest computation made so far
concerning the number of non-PII items that make an individual unique within the whole of
humanity. However, as discussed above, N(LP )P only serves as a reference for nanotargeting
purposes in those cases where the attacker knows the complete list of user interests, which
is expected not to be a common situation. Therefore, N(R)P will be used as a reference for
the nanotargeting experiment introduced in Section 5.5.

5.4.3 Results

This Subsection applies the developed model to compute NP , the number of interests that
make a user unique on FB with a probability P . In particular, to perform a comprehensive
discussion they are considered P = 0.5, 0.8, 0.9 and 0.95 and the two defined interests
selection approaches: Least Popular (N(LP )P ) and Random (N(R)P ) interests.

It has also been computed N(LP )P and N(R)P across different demographic groups
based on gender, age, and location (country) to explore differences in the number of interests
that make a user unique across these groups.

5.4.3.1 N(LP )P : Least Popular Interests Selection

Figure 5.4 displays VAS(Q) for the selection of the least popular interests of users in the
dataset and Q = 50, 80, 90 and 95 along with their correspondent linear fitting curve.
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Moreover, Table 5.3 presents the estimated value of N(LP )0.5, N(LP )0.8, N(LP )0.9

and N(LP )0.95 along with the 95% CIs and the R-squared (R2) value. Both quality metrics
suggest that the fitting model is very accurate.

As discussed above, the obtained N(LP )P values offer a lower bound about the number
of non-PII items that make a user unique among 1.5B FB users, roughly 1/5 of the worldwide
population. N(LP )0.95 = 5.89, indicates that a user can be uniquely identified on FB based
on its 6 least popular interests with a 95% probability. Similarly, N(LP )0.9 = 4.16 and
N(LP )0.5 = 2.74 show that with roughly the 4 and 3 least popular interests, an individual
can be uniquely identified among 1.5B users with a probability of 90% and 50%, respectively.

The results indicate that the number of non-PII data items that make a user unique in a
worldwide population-scale dataset is really small (4 with a 90% probability). In other words,
the privacy of a user is only bounded by a handful of non-PII items.

Finally, in the context of nanotargeting, this result suggests that an attacker having full
access to the list of interests of a user can nanotarget them with a 90% probability by running
an ad campaign with just 4 interests. The success probability increases to 95% if the attacker
uses the 6 least popular interests.

5.4.3.2 N(R)P : Random Interests Selection

This Subsection presents an analysis for N(R)P similar to the one presented above for
N(LP )P . Figure 5.5 displays VAS(Q) based on the random selection of users’ interests, and
Q = 50, 80, 90 and 95 along with their correspondent linear fitting curve.

In addition, Table 5.3 presents the obtained estimations for N(R)0.5, N(R)0.8, N(R)0.9,
and N(R)0.95 along with their associated confidence intervals and R-squared (R2) value. The
CIs and R-squared values indicate a good accuracy of the proposed model again.

The obtained results reveal that 12, 18, 22, and 27 random interests make a user unique
on FB with a probability of 50%, 80%, 90%, and 95%, respectively. These findings have two
main practical implications: 1) Given that FB typically assigns hundreds of interests to users,

P=0.5 95% CI R2 P=0.8 95% CI R2

N(LP )P 2.74 (2.72,2.75) 1.00 3.96 (3.91,4.02) 0.92
N(LP )P 4.16 (4.09,4.37) 1.00 5.89 (5.62,6.15) 1.00

P=0.9 95% CI R2 P=0.95 95% CI R2

N(R)P 11.41 (11.21,11.6) 1.00 17.31 (16.98,17.6) 0.99
N(R)P 22.21 (21.73,22.69) 0.99 26.98 (26.34,27.68) 0.98

Table 5.3: Number of interests needed to make a user unique on FB with probability 0.5,
0.8, 0.9 and 0.95 (N0.5, N0.8, N0.9 and N0.95). The first two rows reveals the results for the
case when the least popular users’ interests (i.e., N(LP )P ) are selected. The following two
rows exposes the results for a random selection of users’ interests (i.e., N(R)P ). The results
contain the 95% CI and the R-squared (R2) associated with the fitting model used to obtain
N(LP )P and N(R)P .
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Figure 5.5: Results from the model to compute the number of interests that make a user
unique on FB combining interests at random. In particular, the figure shows the results for
N(R)0.5, N(R)0.8, N(R)0.9 and N(R)0.95 applying the fitting model to the vectors VAS(50),
VAS(80), VAS(90) and VAS(95).

an attacker can likely infer a few tens of those interests which would enable him to nanotarget
the victim; 2) Performing an attack with 95% success probability is impossible in practice
since it requires to target an audience combining 27 interests when FB imposes a maximum
of 25 interests for a targeted audience. These N(R)P values are used as a reference to run
the nanotargeting experiment in Section 5.5.

5.4.3.3 Demographic Analysis

An intriguing question is if the number of interests that make a user unique on FB shows
significant differences across different demographic groups. In order to answer this question,
the value of N(LP )0.9 and N(R)0.9 is analyzed across three demographic parameters: gender,
age, and location. This demographic analysis aims to illustrate that there may be differences
in nanotargeting users according to demographic parameters.

P = 0.9 is selected for two reasons: (i) it reveals the number of interests that uniquely
identifies a user on FB with a very high probability (0.9); and (ii) N(LP )0.9 and N(R)0.9 are
both below 25 (the maximum number of interests that can be used to define an audience on
FB) and thus are actionable in practice to perform nanotargeting.

5.4.3.3.1 Gender Analysis The dataset is divided into men (1,949 users) and women
(347 users), and N(LP )0.9 and N(R)0.9 is computed for each group. Figure 5.6 shows the
result in the form of a bar plot. Note that the 95% CI of the fitting model is presented in the
form of an error bar in each bar plot.
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Figure 5.6: Uniqueness analysis across gender. N(LP )0.9 (left) and N(R)0.9 (right) for men
(yellow) and women (purple). The figure includes the 95% CI (in red) of the results.

It can be observed that N(LP )0.9 is almost the same for men (4.16) and women (4.20),
indicating that the number of interests that make a man or a woman unique within a worldwide
population-scale user base is similar and close to 4.

N(R)0.9 presents a more considerable difference, being 23.80 for women and 21.92 for
men. This finding indicates that an attacker would need to infer (roughly) two interests more
to nanotarget a woman than a man. This suggests that women’s interest profiles are slightly
more private than men’s and thus are harder to nanotarget.

5.4.3.3.2 Age Analysis Users in the dataset are now divided into the following age groups
based on the division proposed by Erikson et al. [109]: 13-19 (Adolescence), 20-39 (Early-
Adulthood), 40-64 (Adulthood), and 65+ (Maturity). The number of users in Adolescence,
Early-Adulthood, Adulthood, and Maturity groups is 117, 1374, 578, and 19. Due to the low
number of users forming the Maturity group, this group is excluded from the analysis.

Figure 5.7 shows the value of N(LP )0.9 and N(R)0.9 for the Adolescence, Early-
Adulthood, and Adulthood age groups along with the 95 CI of the model.

The values of N(LP )0.9 are very similar in all considered age groups (4.11, 4.16, and
4.45 for the Adolescence, Early-Adulthood, and Adulthood groups, respectively). This result
indicates that the uniqueness of a user on FB seems not to be correlated with their age group.

When focusing on the N(R)0.9 values, users in the Early-Adulthood and Adulthood can be
nanotargeted with a 90% success probability with 22 interests (N(R)0.9 = 21.99 and 22.20 for
Early-Adulthood and Adulthood, respectively). Nanotargeting users in the Adolescence group
for the same probability is more complex since it requires 25 interest (N(R)0.9 = 24.92).
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Figure 5.7: Uniqueness analysis across age
groups. N(LP )0.9 (left) and N(R)0.9
(right) for adolescence (orange), early
adulthood (yellow) and adulthood (purple)
groups. The figure includes the 95% CI (in
red) of the results.
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Figure 5.8: Uniqueness analysis across
countries. N(LP )0.9 (left) and N(R)0.9
(right) for Argentina (orange), Spain (yel-
low), France (light purple) and Mexico (dark
purple). The figure includes the 95% CI (in
red) of the results.

5.4.3.3.3 Location Analysis While the dataset includes users from 80 different countries
(see Table 5.2), most of them present a low number of users. Therefore, to derive meaningful
results, the ones selected are those whose countries represent more than 100 users in the
dataset. These are: Spain (1131 users), France (335), Mexico (122), and Argentina (115).

Following the same analysis, Figure 5.8 shows bar plots capturing the values of N(LP )0.9

and N(R)0.9 for the considered countries along with the 95% CIs provided by the fitting model
in the form or error bars.

As in the case of gender and age, N0.9(LP ) is very similar for the four considered countries
(3.96, 4.03, 4.21, and 4.29 for Mexico, Argentina, France, and Spain, respectively), confirming
that none of the considered demographic parameters seem to be relevant to impact the user
uniqueness on FB.

N0.9(R) values are 19.28, 21.7, 22.05, and 24.49 for France, Spain, Mexico, and Argentina,
respectively. This indicates that conducting a nanotargeted ad campaign would be notably
easier in France than Argentina since an attacker would need to infer 5 interests less in the
former country to perform a nanotargeted campaign to a user with a success probability of
90%. This result suggests that the location is a factor that may be relevant in the number of
interests required to nanotarget a user on FB.
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5.4.4 Summary of uniqueness analysis results

(i) The 4 rarest interests of a user make them unique within a user base in the same order
of magnitude as the worldwide population. This indicates that the uniqueness of an
individual is defined by a small number of non-PII items, thus users privacy is very
compromised in the current hyper-connected society.

(ii) In comparison with previous studies, this analysis reveals that the number of non-PII
items that make unique a user in a dataset with millions of users (4 credit card purchases
or 4 mobile phone calls) or billions of users (4 rarest interests or 22 random interests)
is in the same order of magnitude. This means that belonging to larger-scale human
groups does not seem to contribute to improve the privacy boundaries for individuals
significantly.

(iii) Finally, this demographic analysis reveals that women, adolescents, and users from
Argentina (compared to France, Spain, and Mexico) are better protected from nano-
targeting attacks based on random interests selection.

5.5 Nanotargeting Experiment

This Section presents an experiment that validates the results obtained from the analysis
of Section 5.4. The goal is to provide evidence that the FB advertising platform can be
systematically exploited to implement nanotargeting campaigns with non-PII data nowadays.

The definition of nanotargeting requires that the ad is exclusively delivered to the targeted
user. Therefore, when indicating that a nanotargeting campaign has failed, it does not imply
the campaign did not reach the targeted user. It means that more than one user has been
reached, which may or may not include the targeted user.

5.5.1 Description of the Experiment

The experiment consisted of creating tailored ad campaigns on FB to reach three authors
of this work using random sets of interests obtained from the complete list of interests FB
had assigned them. This experiment focuses on the use of random interests since, in practice,
it is much more likely that an attacker knows a random list of interests from a user than their
least popular interests.

5.5.1.1 Interests Selection

Based on the results presented in Section 5.4, 7 campaigns were launched per user. The
campaigns were configured with 5, 7, 9, 12, 18, 20, and 22 randomly selected interests. Since
they were targeting 3 independent users, the experiment accounted for a total of 21 FB ad
campaigns.
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The experiments are divided into two groups based on the expected success likelihood. The
first group includes those experiments using 12, 18, 20, and 22 interests. This is referred to as
Success Group because the results in Section 5.4 indicate that the probability of succeeding in
a nanotargeted campaign for the considered number of interests in this group ranges between
50% and 90%. Hence, it is expected that many of these campaigns effectively nanotarget the
correspondent user.

The second group configures campaigns using 5, 7, and 9 interests. It is referred to it as
Failure Group since the results from the model manifest a success probability of 2.5%, 15%
and 30% for 5, 7, and 9 interests, respectively. Based on this, it is expected that most of
these nanotargeting campaigns fail.

To conduct the experiments, a random set of 22 interests from each user was selected.
These are directly used in the campaigns configured with 22 interests. In order to create the
campaign using 20 interests, 2 interests were removed from the initial set. Similarly, to create
the campaign with 18 interests, 2 more from the set used in the 20-interest campaign removed.
Following the same approach, 6 interests were removed from the 18-interest campaign, and
the remaining ones were used to define a 12-interest campaign. The same process is used to
define the remaining campaigns.

5.5.1.2 Geographical Range

The geographical range of the ad campaigns is defined as “worldwide”. This makes that
the campaigns do not filter users based on their location, and thus they can potentially reach
any FB user. Note, that FB reported 2.8B monthly active users in the last quarter of 2020
[5] when the experiment ran.

5.5.1.3 Ad Assets.

One specific ad creativity was created for each one of the 21 configured campaigns. Each
ad creativity identifies both the user being targeted (User 1, User 2, or User 3) and the number
of interests used in its associated campaign (5, 7, 9, 12, 18, 20, 22). For instance, Figure 5.9
presents the ad received by User 3 in their FB newsfeed associated with the nanotargeting
campaign configured with 12 random interests. Moreover, each ad creativity is linked to a
different landing page hosted on the FDVT’s web server.

5.5.1.4 Timing and Duration

Every campaign ran for a total time of 33 hours divided into 4-time windows. In particular,
the campaigns in the Success Group (using 12, 18, 20, and 22 interests) ran in parallel on
Thu. Oct 29, 2020, from 19h to 21h CET, Fri. Oct 30 from 9h to 21h CET, Mon. Nov 2
from 9h to 21 CET and Tue. Nov 3 from 9h to 16h CET. All the Success Group campaigns
were stopped at the same time once the three users had received at least once the targeted
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ad from every campaign. The campaigns in the Failure Group (using 5, 7, and 9 interests)
ran in parallel exactly at the same hours and days as the Success Group campaigns in the
week after. The exact duration and same weekdays and hours was used in every ad campaign
to guarantee that all of them had the same amount of time to deliver ad impressions and to
avoid potential biases in the results due to special conditions affecting concrete weekdays or
hours within a day.

5.5.1.5 Budget

An initial daily budget of 70€ was allocated to each ad campaign for a period of one week.
FB distributes the budget over the provided time window, so the expected expenditure was
roughly 10€/day per campaign. Since the actual duration of the campaigns was lower than
the provided time window of one week, none of the campaigns consumed the 70€ assigned to
them. The overall cost of the experiment was e305.36.

5.5.1.6 Nanotargeting Success Validation

Three elements were used to validate the success (or failure) of a nanotargeted ad cam-
paign from the experiment:

(i) FB offers advertisers a dashboard where they can monitor the progress of their ad
campaigns. This dashboard reports for each campaign (among other things): the
number of delivered impressions, the number of unique users reached, the number of
clicks on the ad, and the budget spent in the ad campaign.

(ii) A record was implemented containing each ad impression delivered to the targeted
users. To this end, upon the reception of a targeted ad, the user was instructed to
click on it. Since each ad creativity has a unique associated landing page, this click
created a log entry in the FDVT’s web server recording the details of the ad campaign
(targeted user and number of interests) and the timestamp.

(iii) Each user was also instructed to take a snapshot of the received ad along with the
information included in the “Why am I seeing this ad?” option that FB offers to users.
When a user clicks on the “Why am I seeing this ad?” option, a new window pops
up displaying the parameters used by the advertiser to define the targeted audience in
the ad campaign associated with the ad. In the experiment, those parameters refer
to the list of interests used in the ad campaign. Figures 5.10 and 5.11 illustrate an
example of the “Why am I seeing this ad?” option captured by one of the authors
who contributed to this research. It was verified that for every targeted ad identified
by the authors, the parameters included in the “Why am I seeing this ad?” matched
exactly the configured audience associated with the received ad.

Combining the three described pieces of information, it could be easily identified whether a
nanotargeting campaign had been successful or not. In particular, it could be safely concluded
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Figure 5.9: Ad image used in the cam-
paign targeting User 3 with 12 interests.
Every ad included a text identifying the
campaign at the bottom right corner.

Figure 5.10: Snapshot of the “Why am I
seeing this ad” window associated to the
ad impression of the campaign targeting
user 3 with 12 interests.

Figure 5.11: Snapshot of the list of interests
used in the ad campaign targeting User 3 with
12 interests obtained from the “Why am I seeing
this ad” function.

that a nanotargeted campaign had succeeded if the following three conditions hold: (i) FB
reported that only one user had been reached; (ii) there was a log record in the FDVT’s
web server generated by the user click in the ad; and (iii) the nanotargeted user collected a
snapshot of the ad and its associated “Why am I seeing this ad?” option.

5.5.2 Results

Table 5.4 summarizes the results of the nanotargeting experiment. For each user and ad
campaign (i.e., defined by the number of interests used), the table depicts the following five
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metrics: (i) Seen: it is a binary metric that indicates whether the user has received the ad
or not; (ii) Reached : it reports the total number of unique users the campaign has reached
based on the information reported in the FB Ads Manager dashboard; (iii) Impressions: it
indicates the total number of impressions delivered by the campaign as reported by the FB Ads
Manager dashboard. Note that the number of impressions is usually larger than the number
of users reached because the ad can be delivered multiple times to the same user; (iv) Time
to the First Impression (TFI): it shows the elapsed time since the campaign was launched
until the first impression of the ad was received by the desired targeted user. To compute this

User 1
Seen Reached Impressions TFI Cost

5 interests No 9,824 42,273 - €28.58
7 interests No 2,992 14,774 - €29.47
9 interests Yes 743 4,883 2h 11’ €28,74
12 interests Yes 152 1,110 9h 8’ €19.28
18 interests Yes 1 1 3h 31’ €0.01
20 interests Yes 1 1 47’ Free
22 interests Yes 1 1 28h 40’ Free

User 2
Seen Reached Impressions TFI Cost

5 interests No 89,328 251,379 - €28.97
7 interests Yes 1,843 10,004 2h 9’ €29.30
9 interests Yes 1,152 7,175 1h 47’ €29.00
12 interests Yes 201 970 4h 22’ €18.68
18 interests Yes 92 263 27h 57’ €4.15
20 interests Yes 1 1 44’ €0.01
22 interests Yes 1 1 32h 10’ €0.01

User 3
Seen Reached Impressions TFI Cost

5 interests No 39,520 100,106 - €30.05
7 interests No 2,221 11,248 - €30.83
9 interests Yes 749 4,356 1h 50’ €28,19
12 interests Yes 1 1 12h 22’ €0.01
18 interests Yes 1 2 6h 19’ €0.02
20 interests Yes 1 5 3h 32’ €0.06
22 interests Yes 1 1 48’ Free

Table 5.4: Results of the nanotargeting experiment for three of the authors participating in
this research. The rows indicate the number of interests used in each of the 7 ad campaigns
launched per user. The columns represents the performance: Seen (whether the targeted user
received the ad or not); Reached (the number of users reached by the campaign); Impressions
(the total number of impressions delivered in the campaign); TFI (time to the first impression
delivered to the targeted user); and Cost (cost of the campaign).



94 Formulation and Evidence of (Nano)targeting Individual Users with non-PII Data

metric, they are only considered the periods when the campaign was running and active; and
(v) Cost: it reports the amount FB billed in euros. Finally, the table highlights the successful
nanotargeting campaigns in bold, i.e., the campaigns that exclusively reached the targeted
user.

5.5.2.1 Nanotargeting feasibility

9 out of the 21 campaigns successfully nanotargeted the correspondent user. These cam-
paigns are all 20-interests and 22-interests campaigns, two (out of the three) 18-interests
campaigns, and one (out of the three campaigns) using 12 interests. There are six other
campaigns (two 12-interests, the three 9-interests, and one 7-interests) that also reached the
targeted user along with other few hundreds or thousands of users. Therefore, these campaigns
failed to nanotarget (i.e., exclusively reach) a specific user. Finally, there are five campaigns
(the three 5-interests and two 7-interests) that did not reach the targeted user.

In a nutshell, this experiment demonstrates that an attacker can systematically nanotarget
a single user on FB if they can infer a sufficient number of interests from the individual being
targeted.

5.5.2.2 Cost of Nanotargeting

An important question is what is the actual cost associated with a nanotargeted campaign.
Note that a very high cost may serve as a discouraging factor in practice. Unfortunately, re-
sults extracted from the FB Ad Campaign Manager and reported in Table 5.4 prove that
nanotargeting a user is relatively cheap. Indeed, the overall cost of the 9 successful nanotar-
geting campaigns was only 0.12€. Surprisingly, FB did not charge anything in three of the
successful nanotargeting campaigns that delivered only 1 ad impression to the targeted user.
Therefore, rather than a discouraging factor, the extremely low cost of nanotargeting may
encourage attackers to leverage this practice.

5.5.2.3 Time to the First Impression

The results expose a wide variability of the TFI, ranging between 44m to 32h10m across
the 9 successful campaigns. In particular, 3 of these campaigns show a TFI lower than an
hour, whereas 3 of them present a TFI higher than 10h.

5.5.3 Summary of nanotargeting experiment results

(i) Nanotargeting a user on FB is highly likely if an attacker can infer 18+ interests from
the targeted user.

(ii) Nanotargeting is extremely cheap, and (iii) based on these experiments, 2/3 of the
nanotargeted ads are expected to be delivered to the targeted user in less than 7
effective campaign hours.
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5.6 Discussion

This Section first discusses the potential risks of nanotargeting. Next, it describes the
current measures FB is implementing and why they are inefficient. Finally, it proposes several
countermeasures that can be quickly adopted by FB (and other players in the ad ecosystem)
to avoid nanotargeting effectively.

5.6.1 Risks Associated with Nanotargeting

There is a body of literature referred to as psychological persuasion that demonstrates
that persuading an individual is easier if you create tailored messages to the psychological
characteristics and motivations of that person [118, 120, 121, 122, 123, 124]. Some studies
have demonstrated that narrowly tailored ads have much higher engaging capacity, leading,
for instance, to a Click Through Rate (CTR) increase of up to 670% [125]. In the context of
FB, Matz et al. [118] ran an experiment with 3.5M FB users using tailored ads together with
psychological persuasion communication techniques. Authors report that they could increase
the number of clicks up to 40% and the purchases up to 50% compared to non-personalized
campaigns. Besides, few stories online explain how the FB ad ecosystem was used to persuade
a specific person to perform an action. As an example, Michael Harf [126] explains how he
used FB Custom Audiences to deliver nanotargeted ads to persuade a potential client, who had
previously expressed interest to move from his current digital agency, to join Harf’s agency.

There is another interesting story that, although it does not explicitly use nanotargeting
as defined in this piece of work, is valid to illustrate some other potential risks associated with
nanotargeting [127, 128]. In the 2017 UK campaign, the leader of the Labour party, Jeremy
Corbyn, wanted to invest in digital ads encouraging voters ’ registration heavily. However, the
chiefs of the Labour Party campaign thought it was a bad idea. To make Corbyn happy and at
the same time spend the campaign money on other objectives, the campaign chiefs invested
£5,000 in a FB campaign that exploited the Custom Audience tool only to reach Corbyn, his
associates, and a few aligned journalists. By doing so, Corbyn was convinced the campaign
was implemented following his instructions.

All previous examples clearly illustrate what the potential risks of nanotargeting are. First,
nanotargeting can be effectively used to manipulate users to persuade them to buy a product
or to convince them to change their minds regarding a particular issue. Also, nanotargeting
could be used to create a fake perception in which the user is exposed to a reality that differs
from what the rest of the users see (as happened in the case of Corbyn). Finally, nanotargeting
could be exploited to implement some other harmful practices such as blackmailing.

Any of the presented practices represent a very worrying manipulation of human beings.
To implement such manipulation, attackers may leverage platforms like FB that allow them
to deliver ads exclusively to a targeted user. This represents a privacy vulnerability for FB
users that urges FB to adopt and implement efficient countermeasures.



96 Formulation and Evidence of (Nano)targeting Individual Users with non-PII Data

5.6.2 Current (Inefficient) Countermeasures against Nanotargeting

The most important countermeasure FB implements to prevent advertisers from target
very narrow audiences are the limits imposed on the minimum number of users that can
form an audience. However, those limits have been proven to be completely ineffective. On
the one hand, Korolova et al. [129] state that, motivated by the results of their paper, FB
disallowed configuring audiences of size smaller than 20 using the Ads Manager. This research
shows that this limit is not currently being applied. On the other hand, FB enforces to define
Custom Audiences including a minimum number of 100 users. As presented in Section 5.7.2.2,
several works in the literature showed different ways to overcome this limit and implement
nanotargeting ad campaigns using Custom Audiences.

It is relevant to mention that, in the configuration process of one out of the 21 audiences
used in the nanotargeting experiment, FB warned that the audience was too narrow and
recommended enlarging it to run the associated campaign. However, the only thing needed
was to substitute one interest in the list, and the warning disappeared. Indeed, the referred
campaign succeeded in nanotargeting the associated user. After searching on the FB public
documentation, it was impossible to find any officially specified limit for the minimum audience
size associated with an ad campaign.

Finally, it is also worth mentioning that a few days after the nanotargeting experiment
ended, FB closed the account used to run the ad campaigns. That same account was used
in the other research works that intensively queried the FB Ads Manager API. FB did not
provide any explanation about the reasons leading to the removal of the account. Thus it
is unknown if it was due to the nanotargeting experiment or not. From the humble opinion
of the authors involved in this particular piece of research, the campaigns were not violating
FB’s terms of use.

Even assuming that the account was removed due to the nanotargeting experiment, it only
occurred days after the last campaign had finished. This would represent a reactive measure,
which is inefficient since it did not preclude successfully running the nanotargeted campaigns
and reaching the requested users multiple times.

5.6.3 Efficient Countermeasures against Nanotargeting

Nanotargeting based on non-PII users’ interests could be avoided by implementing an ef-
fortless update in the FB Ad Platform. FB should reduce the maximum number of interests
allowed in the definition of an audience from the current limit (25) to less than 9. The anal-
ysis in Section 5.4 indicates that this would dramatically reduce the possibility of effectively
running nanotargeting ad campaigns. Besides, two experts from the digital marketing indus-
try confirmed that based on their experience, the fraction of ad campaigns using audiences
configured with 9 or more interests in online advertising (in general) and FB (in particular)
is marginal. This suggests that the proposed countermeasure is expected to have a minimal
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impact on FB’s revenue.
The proposed measure is effective in protecting users from nanotargeting based on inter-

ests. However, it does not work to prevent PII-based nanotargeting implemented through the
FB Custom Audience tool. Hence, to this matter, this Subsection proposes a second (simple)
measure that would avoid any type of nanotargeting. FB should not allow running any ad
campaign whose targeted audience size is below a given limit of active users. It is important
to remark that only active users (e.g., in the last month) should count for computing the
audience size.

The referred limit should not be lower than 100, and the recommendation is to set it equal
to 1000. This solution would invalidate tricks like the one cited before in which a Custom
Audience was integrated by only one man, and the advertising campaign was configured to
target men within the Custom Audience list. If this solution were in place, FB would identify
that the active audience size for such campaign is one, and, as a result, the campaign would
not be accepted.

In summary, elementary solutions as the ones described above would provide strong pro-
tection against nanotargeting practices.

5.7 Related Work

This Section presents the most relevant literature for the analysis of this Chapter 5 in the
context of users’ uniqueness analyses based on non-PII data and nanotargeting experiments.

5.7.1 Uniqueness Based on non-PII Items

There is an existing body of literature that has explored the number of non-PII items
required to identify a person within a large user base uniquely. Sweeney [130] reported that
getting access to gender, ZIP code, and birth date of users allowed revealing the identity of
87% citizens within the 1990 US census data that included 248M persons. Most recently,
Golle et al. [25] replicated Sweeney’s analysis using the 2000 US census, which included 281M
individuals. The results show a drop from 87% to 63% in a period of 10 years. De Montjoye
et al. [27] exposed that knowing the time and location associated with only four mobile calls
was enough to uniquely identify 95% of the individuals in a dataset including 1.5M users.

Similarly, De Montjoye et al. [28] studied 3 months of credit card records from 1.1
million people and revealed that four spatio-temporal points from credit card purchases are
enough to identify 90% of individuals in such dataset uniquely. Su et al. [131] demonstrated
the possibility of uniquely identify a Twitter user based on their browsing history. They
experimented using real users’ browsing history and successfully deanonymized 268 out of 374
real Twitter accounts (72%). Finally, Narayanan et al. [26] tried to deanonymize the Netflix
Prize dataset [132] that included more than 100M movie ratings from 480k Netflix subscribers
between December 1999 and December 2005. The authors demonstrated that 8 movie ratings



98 Formulation and Evidence of (Nano)targeting Individual Users with non-PII Data

and their dates (that may have a 14-day error) are enough to identify 99% of the users in the
dataset uniquely. Besides, they used a small sample of 50 (known) users from the Internet
Movie Database (IMDb) [133] that had publicly rated movies and were able to identify two
of them in the Netflix database. This demonstrates that information obtained from an online
system A can be used to unveil the identity of users in an online system B.

This work contributes to this literature in various ways:
(i) This study is the first one analyzing uniqueness within a user base at the scale of the

worldwide population. Indeed, the user base of this study represents around 1/5 of the
world population. Previous works have used datasets from private companies, including
at most 1.5M or the US census with up to 281M people. However, the reidentification
capacity in the 2000 US census dataset (i.e., the most recent analysis) is significantly
smaller than in this study.

(ii) All previous works rely on location and/or temporal information from the users. Instead,
this study considers a completely different type of non-PII item represented by the
interests of users in social networks.

(iii) The pieces of information used in this study, i.e., users’ interests, can be straightfor-
wardly used to define ad campaigns in platforms like FB at very high reidentification
rates (i.e., 90%). In contrast, previous works either rely on information from private
companies (call registers or credit card transactions) that is not directly actionable to
target an individual or achieve a relatively low reidentification rate (63% in the US
2000 census study).

5.7.2 Nanotargeting

Researchers and practitioners have explored the possibility of implementing nanotargeting
on FB. Existing literature can be classified into two groups according to the FB tools used to
implement nanotargeting campaigns. On the one hand, and similarly to the approach analyzed
in this work, a couple of preliminary studies address the implementation of nanotargeted
campaigns using the standard FB Ads Manager dashboard and non-PII data. On the other
hand, several works propose nanotargeting campaigns using the FB Custom Audience tool
that requires PII data (e.g., email, mobile phone number, etc.).

5.7.2.1 Nanotargeting Based on non-PII Data

Dave Kerpen [134] explains in a book how in 2009 he ran an experiment willing to reach
his wife using a FB ad. To this end, he configured a campaign with the following parameters
<31-year-old, married, female, employees of Likeable Media, living in New York City>. The
ad included the message, “I love you and miss you Carrie. Be home from Texas soon”. The
ad reached Kerpen’s wife.
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In 2010, Korolova et al. [129] leveraged the FB Ads Manager to nanotarget two specific
individuals. First, they picked a friend and used the gender (female), the workplace, and the
college attended by this person to configure a FB ad campaign to target her. The authors
knew beforehand that these parameters could only identify the person they wanted to target
because she was the only person in her workplace who attended the referred college. Also, they
knew the targeted user had introduced the gender, college, and work information in her FB
profile. As was expected, the targeted ad was exclusively delivered to the referred friend. They
repeated the experiment using a second individual, but this time they obtained information
from his public FB profile. In particular, they launched a campaign using his gender, age,
location, and some interests. Again, they succeeded in delivering the ad only to the targeted
user. The final goal of this paper was not to nanotarget the users but to show that if one
can uniquely identify an individual using a particular audience configuration, one can use the
FB advertising ecosystem to unveil other personal information from that user. For instance,
they revealed the age of the lady they targeted in the first experiment. To obtain the age,
they extended the original audience definition by adding an age value. They launched multiple
campaigns using in each of them a different age value. Among these campaigns, only one
delivered impressions (the remaining campaigns did not deliver a single impression). The age
used in this campaign revealed the age of the targeted user, which was indeed validated as
the actual age of the lady in her FB profile.

In summary, this work disclosed a privacy vulnerability of the FB advertising ecosystem.
According to the authors, FB updated its advertising platform and did not allow it to run
campaigns for which the actual audience size was lower than 20. The results of this work
suggest that this limit is not currently in place since the experiment demonstrates the possibility
to nanotarget users on FB.

While these preliminary works offer examples on the possibility of nanotarget users on FB
with non-PII data, they just present ad-hoc experiments that can be considered anecdotal
pieces of evidence. Instead, this work provides the first systematic formulation that provides
clear and specific guidelines for successful nanotargeting attacks.

5.7.2.2 Nanotargeting Based on PII Data

In addition to the regular FB Ads Manager dashboard, FB offers advertisers an alternative
tool to configure ad campaigns referred to as Custom Audiences [47]. As described in Sec-
tion 2.2 and Section 5.2, an advertiser can define a Custom Audience using a list of PII items
such as emails, mobile phones, etc. FB uses that list to identify users that are registered in the
platform using the provided PII item. Advertisers can create Custom Audiences by combining
the list of PII with other personalization parameters. For instance, they can create an audience
including the users in the PII list that are male or the users in the PII list that are interested in
soccer. The Custom Audience feature has been used multiple times to create nanotargeting
campaigns. FB tried to increase the privacy guarantees for users by establishing a minimum
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size of 20 verified users in a Custom Audience list. This limit was later increased up to 100,
which is the current limit. None of these limits were enough to avoid nanotargeting.

There exist several examples in the literature where the Custom Audience tool is combined
with other targeting criteria to display an ad exclusively to an individual [126, 127, 128, 135,
136, 137]. For instance, in [126] the goal was targeting a specific male user. To this end,
the authors used a list of emails exclusively belonging to women except one that belonged
to the targeted male user. They configured a Custom Audience that aimed to target males
within the provided list of users. By doing so, it was guaranteed that the ad was going to be
delivered exclusively to the targeted male user.

Similarly, Korolova et al. [138] made use of the Custom Audience feature to attest that
delivering an ad to a specific user was feasible. They bypassed the Custom Audience threshold
(20 at the time this work was published) by including in the Custom Audience list 19 non-
reachable FB accounts (e.g., users that have an ad blocker installed or who are not active on
FB) and just 1 active account. This way, they could guarantee to deliver the ad exclusively
to the targeted user. The authors proposed that the Custom Audience size limit should be
increased to 1000, but, as it is previously mentioned, that limit is currently 100.

In summary, a few works demonstrate that FB Custom Audiences can be exploited to
nanotarget users. However, they require to know and use PII from the targeted user. In
contrast, this research aims to prove that nanotargeting can be implemented in a systematic
manner using non-PII data.

5.8 Findings

Chapter 5 presents two fundamental contributions. First, it provides an analytical method-
ology to study the number of non-PII items, i.e., interests, that make a user unique in a user
base, including 1.5B individuals registered on FB. This is the first analysis of user’s unique-
ness in a user base of a worldwide population scale. The results indicate that the 4 rarest
FB interests of a user make them unique in the mentioned user base with a 90% probability.
When considering a random selection of interests instead, then 22 interests would be required
to make a user unique with a 90% probability.

Second, since users’ interests are actionable on FB to configure targeted ad campaigns,
the results from the analysis of user uniqueness are validated by performing real experiments
in the last quarter of 2020. There have been presented nanotargeting ad campaigns on FB,
i.e., campaigns that exclusively reach the targeted user. These experiments prove it is possible
to systematically nanotarget a user on FB based on their interests. Chapter 5 also proposes
measures to prevent potentially dangerous nanotargeting attacks exploiting the FB advertising
platform.

Finally, it is worth noting that this work has only revealed the tip of the iceberg regarding
how non-PII data can be used for nanotargeting purposes. This analysis exclusively relies on
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users’ interests. However, an advertiser can use other available socio-demographic parameters
to configure audiences in the FB Ads Manager such as the home location (country, city, zip
code, etc.), workplace, college, number of children, mobile device used (iOS, Android), among
other attributes, to narrow down the audience size to nanotarget a user rapidly. Hence, the
combination of socio-demographic parameters with interests may imply that the number of
non-PII items required to implement a nanotargeting attack successfully is lower than what
the reported in this study. It is planned to address this issue in future work. It is interesting to
study the uniqueness of users as well as the probability of conducting successful nanotargeting
attacks on FB when considering a combination of socio-demographic parameters and interests
in the configuration of audiences.





CHAPTER 6

FDVT ADDED FUNCTIONALITIES TO CREATE TRANSPARENCY

R esults reported in this thesis motivate the development of solutions that make users
aware of the use of their personal data. In addition, it is also important to empower them

to manage and remove effortlessly those ad preferences they do not want in their profiles.
Unfortunately, the existing process FB offers is unknown and complex for most users. To this
end, in the aim for transparency online, in response to the privacy risk found in this thesis, new
FDVT features have been included. The content of Section 6.1 is extracted from [77, 78].

6.1 FDVT Extension to Inform Users About their Potentially
Sensitive Interests

The first feature included in the FDVT browser extension to inform users about the po-
tentially sensitive ad preferences that FB has assigned them consists of (i) a classifier to
automatically tag ad preferences assigned to FDVT users as sensitive or non-sensitive; and
(ii) the modification of the FDVT back-end and front-end to incorporate this new feature.
The purpose behind this is to (i) inform users about the potentially sensitive ad preferences
that FB has assigned them, both the active ones but also those assigned in the past that are
not currently active; and (ii) allow users to remove with a single click either all the active,
sensitive ad preferences or those individual ones users do not feel comfortable with.

6.1.1 Automatic Binary Classifier for Sensitive Interests

The classifier is based on the methodology described in Section 4.4 to compute the se-
mantic similarity between ad preferences and sensitive personal data categories (i.e., politics,
religion, health, ethnicity, and sexual orientation). Recall that each ad preference is assigned
a semantic similarity score that ranges between -1 (lowest) and 1 (highest). A threshold is
defined to build the automatic binary classifier so that ad preferences over (below) it are
classified as sensitive (non-sensitive).
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Figure 6.1: AUC, precision, recall and F-score for the optimal threshold to automatically
classify an ad preference as sensitive or non-sensitive. The results are obtained from 5000
iterations across different randomly chosen training and validation data subsets.

To set this threshold, the classifier uses the automatically filtered dataset from Sec-
tion 4.4.1.2. It includes 4452 ad preferences, where 2092 were classified as sensitive from
the votes of 12 panelists (i.e., suspected sensitive subset). Following a standard training-
testing model approach, the dataset is randomly split into training and validation subsets that
include 80% and 20% of the samples, respectively. The training subset is used to find the
optimal threshold. In turn, the validation subset is used to assess the performance of the se-
lected threshold. The optimal threshold is selected as maximizing the F-score for the training
subset [139]. Moreover, the performance of the selected threshold is validated by computing
the precision, recall, and F-score on the validation subset. 5000 iterations of this process are
performed, each using different randomly chosen testing and validation subsets to prove the
robustness of the proposed binary classifier.

Figure 6.1 presents boxplots showing the AUC, precision, recall, and F-score for the op-
timal threshold across the 5000 iterations. The optimal threshold remains relatively stable,
ranging between 0.68 and 0.69. Similarly, the AUC derived from the Receiver Operating Char-
acteristic (ROC) curve for the binary classifier presents a very stable result around 0.86, which
is associated with good performance according to standard quality metrics [140, 141].

The median precision of the binary classifier is 0.835 (min = 0.75, max = 0.90) and the
median recall is 0.78 (min = 0.70, max = 0.86).

Even though the classifier may be imperfect, it still may achieve the goal of increasing
collective awareness among FB users regarding the potential use of sensitive personal data for
advertising purposes.
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Figure 6.2: Snapshot of the interface of the FDVT browser extension new functionality. It
informs about the potential sensitive interests associated to the user profile. It allows users
to remove any interest with a click.

6.1.2 System Implementation

6.1.2.1 FDVT Back-end

It includes the computation of the semantic similarity score for all ad preferences stored
in the database. The ad preferences with a similarity score ≥ 0.69 are classified as sensitive
and added to a denylist. Each time a FDVT user starts a session on FB their updated set of
ad preferences is retrieved and compared with the denylist to obtain a list of ad preferences
linked to potentially sensitive personal data. The history of potentially sensitive ad preferences
assigned to the user is stored to notify them of those preferences that FB has removed. Finally,
every time a user is assigned a new ad preference that is not already in the database, its
semantic similarity score is computed. The ad preference is included in the denylist if it is
classified as sensitive.

6.1.2.2 FDVT User Interface

The new feature consists on a button in the FDVT extension interface with the label “Risks
of my FB interests”. When a user clicks on that button, a page opens, listing at the top the
potentially sensitive ad preferences included in the user’s ad preference set (both the active
ones and inactive ones). Figure 6.2 shows an example of this page. It includes the following
information for each ad preference: (i) Interest name; (ii) Sensitive, whether the interest
is potentially sensitive (highlighted in yellow) or not; (iii) next to each ad preference there
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Figure 6.3: Snapshot of the interface of the FDVT browser extension new functionality. It
informs about the potential privacy risk associated with each FB interest using a color code.
It also allows the users to remove any interests with a click.

is a button Delete Interest to remove that ad preference individually; (iv) there is another
button More Info to individually display the historical information for the ad preference, which
includes the period(s) when the ad preference has been active and the reason why FB has
assigned that ad preference to the user; and (v) Status, either active (currently in the user’s
ad preference set) or inactive Finally, at the top of the page the user can find a search bar
to look for specific preferences and two buttons: Delete All Sensitive Interests and Delete All
Interests to remove all currently active potentially sensitive ad preferences and all currently
active, respectively.

6.2 FDVT Extension to Inform Users About the Popularity of
their Interests

It has also been deployed a solution that displays a list of the interests Facebook has
assigned to a user sorted based on their audience size, from the lowest to the highest value.
This solution: (i) informs users that some of the interests in their set may be too specific and
can be used for inappropriate privacy abusive practices such as nanotargeting; and (ii) allow
users to quickly delete any of the interests in the list by just clicking a button. Hence, the
solution offers a guided and straightforward mechanism for users to delete the least popular
interests in their list to protect their privacy.

This new feature is implemented in the FDVT browser extension used to collect the dataset
used for the uniqueness analysis of Section 5.4. To obtain the audience size of the interests
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assigned to the user, each time a user starts a session on FB, the browser extension retrieves
their updated set of ad preferences (i.e., interests) and the audience size of each interest from
the FB Ads Manager API. Based on this information, the FDVT computes a sorted list of
the interests assigned to the user from least to most popular. The graphical interface of the
browser extension adds a new button with the label “Risks of my FB interests”. When a user
clicks on that button, the extension displays a web page displaying the sorted list of interests.
A color code defines the site to facilitate users’ understanding of what interests may lead to a
significant privacy risk based on their associated audience size: Red (high risk) for worldwide
audience sizes ≤ 10k users; Orange (medium risk) for audience sizes between 10k and 100k
users; Yellow (low risk) for audience sizes between 100k and 1M users; Green (no risk) for
audience sizes ≥ 1M users. Note that the threshold for each risk category can be easily
modified if other scientific works or experts recommend using different values.

Finally, the information displayed by this new functionality of the browser extension is
(i) Interest name; (ii) Risk level (based on the described color code); (iii) Audience size;
(iv) Remove button, which allows deleting the associated interest from the user’s profile;
(v) More info button, which shows historical information and the reason why that interest
appears/appeared in the user’s profile; and (vi) Status, either active (currently in the user’s
ad preference set) or inactive. Figure 6.3 depicts a snapshot of the described solution.
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CHAPTER 7

RESILIENCE OF THE OPEN WEB TO THE COVID-19 PANDEMIC

O pen Web is defined in this Chapter as the set of services offered freely to Internet
users, representing a pillar of modern societies. Despite its importance for society, it is

unknown how the COVID-19 pandemic affects the Open Web. This work addresses this issue,
focusing on Spain, one of the countries which the pandemic has most impacted.

On the one hand, it is first studied the impact of the pandemic in the financial backbone
of the Open Web, the online advertising business. To this end, concepts from Supply-Demand
economic theory are leveraged to perform a careful analysis of the elasticity in the supply of ad
spaces to the financial shortage of the online advertising business and its subsequent reduction
in ad spaces’ price. On the other hand, this Chapter analyzes the distribution of the Open
Web composition across business categories and its evolution during the COVID-19 pandemic.
These analyses are conducted between Jan 1st and Dec 31st, 2020, using a reference dataset
comprising more than 18 billion ad spaces.

The results indicate that the Open Web has experienced a moderate shift in its composition
across business categories. However, this change is not produced by the financial shortage of
the online advertising business. As this analysis shows, the Open Web’s supply of ad spaces
is inelastic (i.e., insensitive) to the sustained low-price of ad spaces during the pandemic.
Instead, existing evidence suggests that the reported shift in the Open Web composition is
likely due to the change in the users’ online behavior (e.g., browsing and mobile apps utilization
patterns).

7.1 Introduction

The COVID-19 pandemic has affected almost every single corner of modern society. The
research community is tirelessly trying to understand the impact of the COVID-19 pandemic in
different aspects and sectors so that society is better prepared to face the rest of this pandemic
and future ones. For instance, the computer science community has contributed literature on
how to fight the pandemic [142], on changes on the citizens’ mobility patterns [143, 144, 145],
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and on the resilience of fixed and mobile networking infrastructures [146, 147, 148]. This
Chapter contributes to this effort by evaluating the impact that the COVID-19 pandemic has
had in the Open Web. Note that the term Open Web is defined as the collection of Internet
services that users can access for free (comprising the most popular online services such as
web pages, mobile apps, free video platforms, or social media platforms). Although there
could be other definitions for the term Open Web, to make the context of this work clearer,
each time it is talked about Open Web, it is referred to it as this definition. The Open Web
is one of the main pillars of developed societies nowadays, and therefore any impact that the
pandemic has on it may have subsequent consequences in the society.

It is commonly agreed that the COVID-19 pandemic has, in general, impacted the citizens’
behavior due to different limitations imposed on mobility or the massive movement to tele-
working, for instance. Subsequently, the enforced limitation on the regular citizens’ activity
has impacted economically and financially many businesses. Following this, the analysis will
focus on the impact of the COVID-19 pandemic in the Open Web on two aspects that may
have triggered the transformation of the Open Web: (i) the financial impact; and (ii) the
impact of changes in citizens’ online behavior.

(i) Financial impact: The online advertising business is the fundamental financial source
of the Open Web. The major part of services in the Open Web obtain their revenue by
providing ad spaces, which advertisers later fill in exchange for a fee. Industry reports
reveal that the COVID-19 pandemic has reduced the advertisers’ investment in digital
marketing, which has negatively affected the online advertising business [29, 30, 31].
This translates into a significant reduction in the ad spaces’ demand [32, 33]. As the
Supply-Demand economic theory states and the empirical analysis proves, the demand
reduction led to a drop in ad spaces’ prices.
The first contribution of this piece of research consists of analyzing the resilience of
the Open Web to the reported financial shortage produced by the COVID-19 pandemic
in the online advertising business. To this end, this Chapter studies the elasticity of
the supply of ad spaces, by the Open Web, to the reported drop in ad spaces price and
demand. This work envisions two possible scenarios:

– If the Open Web offers an inelastic supply (i.e., the supply of ad spaces is not
sensitive to the drop in price and demand), the conclusion is that it is resilient to
reducing income produced by the financial shortage.

– Contrarily, if it presents an elastic supply (i.e., the supply is sensitive to the
variability in price and demand), a reduction in the ad spaces’ number offered by
the Open Web would be expected, which in turn would represent a reduction in
the number of services forming the Open Web. For instance, some players may
have opted for new monetization schemes (e.g., subscription models), or some
players may have stopped their operation due to the lack of financial sustainability.
This means that the Open Web may have shrunk and might be at risk.
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(ii) Impact due to the change in users’ online behavior: Although there is not (to the best
of found knowledge) a specific academic work looking into changes in users’ online
behavior caused by the pandemic, different non-academic reports [149, 150] as well
as academic papers showing a significant modification of the Internet traffic pattern
[146, 147, 148] suggests the existence of such change. If this hypothesis is correct, the
change in users’ behavior may have impacted the composition of the Open Web, i.e.,
the relevance of different services may have changed. For instance, users may have
reduced their visits to vacations and travel-related websites but have increased their
activity on gaming websites. To study this specific aspect, this research analyzed the
distribution into business categories of thousands of web pages and mobile apps that
offered ad spaces across the different phases of the pandemic period. The Ružička
index [151] is used to objectively measure if (and how much) the composition of the
Open Web across business categories has changed with the pandemic.

This part of the thesis runs the described analyses for Spain, one of the countries most
severely impacted by the COVID-19 pandemic in the number of cases and casualties. This led
to severe mobility restriction, including a 2-month strict lockdown, as well as an important
contraction of the economy (GDP shrank by 21.5% in the first half of 2020 [152]). To conduct
the empirical study, it is used a dataset including data from more than 18.2B ads gathered
from the bid request stream of TAPTAP Digital [153], an online advertising stakeholder with
a strong presence in the Spanish market. Moreover, it is also used a separate dataset to
specifically analyze the impact of the pandemic on Facebook, which is a representative of a
selected group of services with a dominant position in the Open Web and the online advertising
ecosystem.

In summary, this piece of research provides the following novel contributions: (i) a formu-
lation of the relation between online advertising supply and the resilience of the Open Web to
a crisis, like the COVID-19 pandemic; (ii) a pioneering analysis of the elasticity of supply to
price changes in online advertising; (iii) an evaluation of the changes in the composition of
business categories of the Open Web by analyzing the changes in the supply of ads during the
COVID-19 pandemic; and (iv) the exploitation of unique datasets characterizing the evolution
of supply and price in online advertising.

7.2 Background

This Section complements the explanations of the two online advertising markets covered
in Chapter 2: the Programmatic Advertising Market and the Facebook advertising platform,
which are relevant for the understanding of this Chapter. Particularly, here is described the
Supply-Demand theory in the context of online advertising.
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7.2.1 Bid Floor and Categories

Taking again the explanation of the Programmatic Advertising Market of Section 2.1, the
AdX sends a bid request message to the DSPs, which information about the ad space and the
user. The DSP determines whether it matches any of the campaigns, and if so, it responds
with a bid response that contains the bidding price. In this work, there are two parameters
included in the bid request by AdXs that are relevant:

(i) The bid floor, the minimum allowed bidding price, is expressed in terms of CPM, a
standard pricing metric for the cost of 1, 000 ad impressions. The bid floor is an
objective variable used as the price variable to study price supply elasticity for the
Programmatic Advertising Market.

(ii) The category(es) associated with the domain/app generating such a bid request. Cat-
egories are extracted from the IAB Content Taxonomy 1.0 [154], which is commonly
used in programmatic advertising.

7.2.2 Supply-Demand Theory in Online Advertising

Supply-Demand theory [155, 156], is an economic theory that characterizes the behavior
of markets based on three parameters: supply, demand, and price. In online advertising, the
goods to be traded are ad spaces. The demand is generated by advertisers willing to buy ad
spaces. At the same time, the supply is provided by services from the Open Web (websites,
mobile apps, video platforms, social media platforms), which own ad spaces to sell. Free
markets, like the open Programmatic Advertising Market (see Section 2.1), operate to reach
an equilibrium at a price P0 where supply and demand adjust to each other. Instead, in a
monopoly like the FB advertising platform (see Section 2.2), one single-player controls the
entire supply, and thus it also controls the reaction to a change in demand. Upon a demand
change, FB could react by fixing the price and changing the supply, or vice versa. Available
information about the FB Advertising Platform operation suggests that FB does not influence
the price of ad spaces, which is defined on an auction process based on advertisers’ bids [48].
However, FB could intervene and deliberately adjust the supply of ad spaces at any moment.

The elasticity is a metric that characterizes the sensitivity of the demand or the supply to
changes in price. In this work, the Price Elasticity of Supply (PES) is studied in the online
advertising markets. The PES is determined using the formula of arc elasticity [157], applying
the log-log model of Section 7.2.2 to compute the percentage variation of the supply S as a
function of the percentage variation of the price P as expressed in Section 7.2.2 (β1 refers
to the percentage variation between S and P ). This gives as a result a PES in the interval
(−∞,∞).

log(supply) ∼ β0 + β1 log(price) (7.1)

PES = β1 =
%∆supply

%∆price
(7.2)
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Figure 7.1: Different supply types based on price elasticity.

The sign of the PES indicates whether supply and price move in the same (positive) or
opposite (negative) directions. However, what defines whether the supply is elastic or inelastic
is the magnitude of the PES. For that reason, it will only be used the absolute value of the
PES in the rest of Chapter 7. A PES absolute value in the range [0, 1) denotes an inelastic
supply, resilient to changes in price. In particular, a PES of 0 indicates the supply is perfectly
inelastic. Contrarily, a PES ∈ [1,∞) indicates that the supply is elastic, and thus a change in
price affects the supply. The case of PES = 1 and PES =∞ are referred to as unitary elasticity
and perfectly elastic supply, respectively. Figure 7.1 illustrates the discussed scenarios.

In the context of this work, if the Open Web presents an inelastic supply during the
pandemic, it is an indication of the resilience of the Open Web service to severe perturbations.
Contrarily, an elastic supply would suggest that following the drop in prices (and demand),
the overall activity of the Open Web service has shrunk.

7.3 Dataset Description

As mentioned before, the analysis is focused on the Spanish online advertising market.
In Spain, the COVID-19 outbreak arose in early March 2020. The Spanish government es-
tablished a strict lockdown on March 15th, which lasted almost two months until May 11th.
From that date on, a reopening plan was implemented by progressively removing lockdown
conditions. This plan ended on June 21st, when the state of alarm declared by the government
was no longer extended, which led to the called new normality. Then, this analysis consid-
ers two main phases: preCOVID-19 (between January 1st and March 14th) and COVID-19
(between March 15th and December 31st). In turn, the COVID-19 phase is split into three
sub-phases: lockdown (between March 15th and May 10th), reopening (between May 11th
and June 20th) and new normal (between June 21st and December 31st).
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This Section describes the datasets used to evaluate the elasticity of both the Program-
matic Advertising Market and the FB Advertising Platform. Moreover, it also introduces the
data used to measure the evolution of supply distribution across business categories. Table 7.1
summarizes the most relevant information from these datasets.

7.3.1 Supply Time Series Data

7.3.1.1 Programmatic Advertising Market:

It is used a dataset created from the daily bid request flow received by TAPTAP Digital
between January 1st and December 31st, 2020. TAPTAP Digital is a mid-size DSP with a
strong presence in the Spanish Programmatic Advertising Market. This dataset includes an
average number of 49.7M bid requests per day obtained from more than 1.5M publishers,
including mobile apps and websites, through 9 different AdXs. Although the details of the
proprietary algorithm each AdX implements to select which bid requests are sent to a particular
DSP are unknown, this analysis of the data does not reveal any signal of determinism. Hence,
it is possible to assume the dataset is a representative sample of the supply of ad spaces in
the Spanish Programmatic Advertising Market.

From all the publishers present in the dataset, the ones selected are those having data
available every day in the considered period so that it is possible to build their complete time
series. Hence, there are 2, 148 publishers responsible for 83.5% of the total bid requests in the
dataset. For each of these publishers, the SP (d, i) is computed as the fraction of ad spaces
publisher i generates at day d. The time series of SP (d, i) represents the evolution of the
relative supply of ad spaces for publisher i.

To evaluate the overall evolution of the supply, SP (d) is computed as the average value
of SP (d, i) across the selected publishers. Figure 7.2 shows the time series of SP (d) (blue
line) for the considered period d ∈ [January 1st, September 30th]. The figure also presents
the Exponential Weighted Moving Average (EWMA) of SP (d), which captures the trend of
the time series.

7.3.1.2 FB Advertising Platform:

This dataset is composed by data collected from the FDVT browser add-on. 3k+ users
located in Spain have installed this plugin. As previously stated, the extension was publicly
released in Oct. 2016, and the user base is formed by users that freely decided to install it.

Dataset Size Area Market Variables
Bid requests 18.2B bid requests Spain Programmatic Supply, Price
FB CPM 14.3B impressions World FB advertising Price
FB ads 98.7k ads / 8.8k sessions Spain FB advertising Supply, Demand

Table 7.1: Datasets information (Jan. 1st to Dec. 31st, 2020).
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Figure 7.2: Supply ratio SP (d) and price PP (d) (in USD) time series, and their EWMA for
the Programmatic Advertising Market between Jan. 1st and Dec. 31st, 2020.

Before starting using the add-on, users provided their country of residence (compulsory).
The browser extension also collects (among other data) meta-information (e.g., advertiser
domain, timestamp, etc.) of the ads delivered to a user during a FB session and the total
number of posts displayed to the user in that session. The information of ads and posts
delivered to users in 2020 across the sessions is used to compute SFB(d, u, s), the ratio of ads
per information post a given FB user u has been exposed to in a session s during day d. For
instance, SFB(d, u, s) = 1/5 means that user u has received one ad in their newsfeed every
5 regular posts during session s on day d.

SFB(d) is the daily average value of SFB(d, u, s) across a large number of users and
sessions. It captures the relative daily supply of ad spaces in the FB Advertising Platform.
Figure 7.3 shows the evolution of the daily relative supply, SFB(d) (blue line), derived from
more than 8.8k sessions of Spanish users running the browser add-on in the analyzed period,
d ∈ [January 1st,December 31st].1 It is also displayed the EWMA of the time series to
capture the trend of SFB(d).

7.3.2 Price Time Series Data

7.3.2.1 Programmatic Advertising Market:

The bid floor (in USD) is considered as the price variable P in the PES analysis for the
Programmatic Advertising Market. The bid floor information has been extracted from the
bid requests dataset for the same subset of publishers considered in Section 7.3.1. These
publishers are responsible (on average) for 34.2M daily bid requests, including the bid floor
information. Figure 7.2 shows the time series of the daily average bid floor PP (d) (red line),
and its EWMA, in the considered time window d ∈ [January 1st,December 31st].

1The FDVT, used to collect FB data, did not collect information from August 8th to September 3rd due
to a major upgrade that modified the FB wall format and operation. It took some time to update the browser
add-on to be operative again under the new FB wall format. However, the new normal period (where the data
breach is included) contains an amount of more than five-month data for its analysis.
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Figure 7.3: Supply ratio SFB(d) and price PFB(d) (in USD) time series, and their EWMA
for the FB Advertising Platform between Jan. 1st and Dec. 31st, 2020.

7.3.2.2 FB Advertising Platform:

Gupta Media [158] offers the average CPM value of ad spaces in the FB advertising
platform extracted from a large number of FB ads campaigns and provides this data per
country since March 2018. It has been retrieved the time series of the daily average CPM
of ad spaces for Spain in the time window d ∈ [January 1st,December 31st]. The dataset
for this period includes information from more than 14.3B ad impressions and 237 countries
and regions. The average CPM represents the price variable, PFB(d), for the FB Advertising
Platform. Figure 7.3 shows the time series of PFB(d) (see red line) and its EWMA.

7.3.3 Supply Distribution across Categories

A bid request in the Programmatic Advertising Market includes information about the
category(es) associated with the domain/app generating the bid request. Extracting this
information from TAPTAP Digital’s bid requests flow, it is computed the distribution of the
(average) daily fraction of ad spaces (i.e., the supply) across categories for each considered
phase (preCOVID-19, lockdown, reopening, and new normal). Figure 7.5 depicts the specific
composition of the supply across categories for each phase. In particular, it shows the average
daily fraction of ad spaces associated with the top 23 categories in each of the four considered
phases. Note that in the case of FB’s advertising market, there is only one supplier of ad
spaces, FB. Therefore, it does not make sense to analyze the distribution of ad spaces across
supply categories.

7.3.4 Considerations Regarding the Datasets

This part discusses in detail a few aspects, which may raise concerns on the validity of the
datasets to address the analysis of the supply resilience in online advertising.
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7.3.4.1 Selected publishers representativeness:

All daily Alexa top sites rankings between January 1st and December 31st were compiled to
avoid any bias generated by the Alexa ranking [159]. Figure 7.4 presents the best, median, and
the percentage of days that the publishers on the dataset got indexed in the top-1M Alexa
ranking. Since Alexa only indexes websites (not mobile apps), this analysis only considers
websites from the selected group of publishers (585 different websites). It was observed that
176 (30% of the selected publishers) were listed in the top-1M Alexa rank during the whole
period covered in this work, and 30% of them were always within the top-10k Alexa rank
according to the median rank value. These results confirm that the selected publishers span
over a wide spectrum of popularity, including popular websites like soundcloud.com or
msn.com among others.

7.3.4.2 Bid floor representativeness of market price of ad spaces:

In order to prove the soundness of the bid floor as a proxy of the market price of ad spaces
in the Programmatic Advertising Market, it is measured the correlation between the actual
price TAPTAP Digital paid for the auctions they won in the sub-sample between June and
September 2020 (extracted from the winning notice message of those auctions) and the bid
floor of the corresponding bid request. The Pearson correlation value of 0.58 confirms that
the bid floor is a reasonably good proxy of the market price of ad spaces. Note that it was
discarded using only data from the auctions won by TAPTAP Digital (to extract the market
value of ad spaces) because they represent a tiny fraction of the total collection of bid requests
and may not be representative enough.

7.3.4.3 Seasonality impact on the market price of ad spaces:

It appears that the observed variability in the price of ad spaces in 2020 is mainly due
to the COVID-19 outbreak. However, one may wonder if such price variability is a seasonal
effect happening every year. If this is not the case, and the observed price variation is unique
for 2020, it could be assumed that the COVID-19 outbreak likely causes it. To test this
hypothesis, the seasonality of the FB price time series was analyzed2 between March 2018
and December 2020, comprising more than two years.

The Auto Correlation Function (ACF) was computed for two different periods of the time
series: 2020 vs. 2019 and 2019 vs. 2018. The ACF analysis indicates a lack of significant
autocorrelation spikes in the time series with a CI of 95%. This is translated into the absence
of seasonality. The seasonal decomposition of the time series was also checked with [30, 60]

day frequencies, removing the trend component and computing again the ACFs. This leads

2There is no historical data for the Programmatic Advertising Market in the dataset. However, since both
FB and the Programmatic Advertising Market are complementary online advertising channels, the conjecture
is that the presence/lack of FB seasonality can be extrapolated to the Programmatic Advertising Market.

soundcloud.com
msn.com
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Figure 7.4: Best (orange), median (blue) Alexa rank and the percentage of days (green) that
each publisher got indexed in the Top-1M Alexa rank between 1st January and 31st December.

to even smaller autocorrelation spikes. In a nutshell, the seasonality analysis allows asserting
with high certainty that the price fluctuation observed during the COVID-19 outbreak is most
likely due to the pandemic.

7.4 Open Web Resilience: Programmatic Advertising Market

This Section presents the results of the resilience analysis for the Programmatic Advertising
Market. First, it is obtained the PES of the Programmatic Advertising Market to check if
the service offered remains stable during the COVID-19 pandemic. Then, the evolution of the
composition of the supply in this market across business categories is studied to understand
whether the distribution among categories has changed during the COVID-19 pandemic.

7.4.1 Programmatic Advertising Market Elasticity

Before looking at the elasticity of the Programmatic Advertising Market, let us briefly
evaluate the drop in income that this market has suffered. This income reduction is confirmed
by online advertising stakeholders’ reports [29, 30, 32], but also by the long-lasting low-price
situation depicted by the price time series in Figure 7.2:

The price drop started two weeks after the lockdown was enacted in Spain (March 15th).
This represents a quick, but not immediate, reaction to a drastic decision like the severe
lockdown imposed in Spain. A discussion with industry stakeholders indicates that the reason
for this two-week delay may be linked to the fact that the programmatic ecosystem’s operation
is subject to contracts between advertisers, their agencies, and DSPs, which may not allow
immediate cancellation of all running ad campaigns.

The Programmatic Advertising Market experienced a severe price drop of around 40%
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between April 1st and May 21st.3 Since May 21st, the Programmatic Advertising Market
price has shown a fragile recovery. Indeed, it is not until December 2020, when the price
recovered to similar preCOVID-19 values.

Now, let us look at the elasticity of the supply, given this reduction of income in the
Programmatic Advertising Market. For this, the PES is computed for the Programmatic
Advertising Market using the elasticity formula in Section 7.2.2. The log-log model of Sec-
tion 7.2.2 receives as input the logarithmic values for the supply (SP ) and price (PP ) variables
represented in Figure 7.2. The PES values obtained are shown in Table 7.2 for each of the
pandemic periods studied. In order to understand the elasticity of the online advertising mar-
ket, it is necessary to check the magnitude of the PES which, as stated in Section 7.2.2, is
interpreted in absolute terms. The PES value for the Programmatic Advertising Market across
the whole pandemic period is −0.06. These results indicate that this market, mainly supported
by the supply of ad spaces from Open Web players, shows a perfectly inelastic supply in the
analyzed period. Unbundling the analysis of PES for the periods considered in this work, it is
found that every period shows an elasticity lower than 0.1 (in absolute terms). This suggests
that the Open Web players have kept their normal operation in the Programmatic Advertising
Market during the considered COVID-19 pandemic period, despite the seemingly important
reduction in the income.

FB Programmatic
Elasticity 95% CI Elasticity 95% CI

preCOVID-19 0.03 ±0.07 -0.05 ±0.07
Lockdown 0.06 ±0.14 0.03 ±0.03
Reopening 0.22 ±0.48 -0.08 ±0.05
New normal 0.07 ±0.07 -0.09 ±0.04
All periods 0.21 ±0.05 -0.06 ±0.02

Table 7.2: Percentage variation of the supply as a function of the percentage variation of the
price derived from the log-log model, and its 95% CI, for both the Programmatic Advertising
Market and FB Advertising Platform. The PES value must be interpreted in absolute values
from the elasticity shown in this table.

Lockdown Reopening New normal
Supply 0.78 0.84 0.78
Demand 0.65 0.64 0.76

Table 7.3: Result of the Ružička index across categories for supply and demand when com-
paring the preCOVID-19 online market status with the next periods of the pandemic.

3The reported price drop is obtained from the EWMA time series
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7.4.2 Distribution of Supply across Business Categories

The evolution of the business categories’ distribution in the Programmatic Advertising
Market is now analyzed through their associated supply of ad spaces during the COVID-19
pandemic. In particular, the distribution of the (average) daily fraction of ad spaces associated
with business categories is used as a reference metric. Table 7.3 presents the Ružička index
[151] for this metric between the preCOVID-19 phase and the lockdown (0.78), reopening
(0.84) and new normal (0.78) phases, respectively. Note that the closer the Ružička index is
to 1, the more similar are the two compared distributions. The results indicate a decrease in
the Ružička index. The Ružička index is higher in the most promising period (reopening) as an
indication of the thoughts at that time to slowly return to the preCOVID-19 lifestyle. However,
the New Normal index result indicates that the pandemic has modified the representativeness
of business categories and their associated services. Indeed, at the time of conducting this
study, such transformation seems to be still ongoing.

For a more detailed view of the evolution of the representativeness of individual categories,
Figure 7.5 shows the distribution of ad spaces associated with each of the top 23 IAB categories
for each considered phases: preCOVID-19, lockdown, reopening, and new normal.

A common pattern is observed, in which most categories show an increase (or decrease)
in their contribution to the overall supply during lockdown compared to preCOVID-19, which
is later reverted in the reopening phase. For instance, the Sports category contribution drops
from 9.2% in the preCOVID-19 phase to just 4.6% in the lockdown phase, and it grows again
to 7.5% and 7.8% in the reopening and new normal phases.

It is worth noting that the Ružička index is an objective metric that captures the aggregated
evolution of the supply composition. However, individual categories may present trends that
respond to the specificities of such categories. Discussing the evolution of each category in
detail is out of the scope of this work, but reporting it may be of great value for stakeholders
and researchers.

7.5 Open Web Resilience: FB Advertising Platform

The FB Advertising Platform can be defined as a monopoly since FB has complete control
of the supply in the platform. FB is a dominant player in both the Open Web and the online
advertising ecosystems. Hence, it is interesting to study how the COVID-19 pandemic affected
this particular player within the online advertising ecosystem. To this end, in this Section, the
price elasticity of the supply on FB is analyzed to understand its resilience to the demand and
(subsequent) price changes. As indicated above, in the case of the FB advertising market, it
does not make sense to analyze the composition of the supply since FB is the only supplier of
ad spaces. However, the FB dataset allows performing an analysis of the composition of the
demand across business categories during the pandemic outbreak. This is how the distribution
of ads delivered per business category evolves during the COVID-19 pandemic.
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7.5.1 Facebook Advertising Platform Elasticity

Before looking at the elasticity of the FB advertising platform, let us consider its price
evolution. As the price time series in Figure 7.3 shows, the impact of the pandemic on FB
ads prices is less marked than in the rest of the Open Web:
- The price of the FB advertising market started to fall a few days before Spain established
the lockdown (on March 15th). Days before the lockdown was implemented, the Spanish
government took clear steps towards it (e.g., ceasing all face-to-face academic activity from
March 10th), following Italy’s example. It seems the FB advertising market reacted based on
this information, even before the official lockdown declaration. Note that contrary to the case
of the Programmatic Advertising Market, FB operates independently through its Ads Manager
that allows advertisers to interrupt their ad campaigns at any moment, which could lead to
an immediate reaction to the lockdown.
- The FB ads platform experienced a 40% drop in price between March 8th and April 1st. The
drop amount is similar to the one reported in the Programmatic Advertising Market. However,
after reaching the bottom on April 1st, the prices on FB have kept a rather stable growth
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between April and September (except for August, where a new price reduction occurred).
Finally, the last quarter of 2020 has brought the ad spaces’ price to even higher preCOVID-19
levels. This aligns with the revenue report of FB in 2020 [5].

The PES for the FB Advertising Platform is later computed using the same method as
for the programmatic market (See Section 7.4.1), but using as input the logarithmic value
for the supply (SFB) and price (PFB) variables represented in Figure 7.3. The values that
resulted from this analysis are shown in Table 7.2 for each of the pandemic periods studied.
As in the case of the Open Web, the PES value and interpret it in absolute terms. The PES
values for the FB platform across the whole pandemic period is 0.21 and ≤ 0.22 for any of
the individual phases. Therefore, the supply of FB presents also an inelastic supply, indicating
that, like the rest of the Open Web, its operation is resilient to changes in the demand and
price of ad spaces.

7.5.2 Distribution of Demand across Business Categories

The main goal of this study is to understand the resilience of the Open Web ecosystem
through the analysis of the supply. However, it would be interesting to understand how the
demand distribution has evolved through the pandemic across different advertising sectors as
a secondary and exciting contribution. Therefore, the FB dataset is used for this purpose. In
order to do so, there have been classified the landing pages (7.8k fully qualified domain names,
Fully Qualified Domain Name (FQDN)) associated with each of the 98.7k ads collected with
the FDVT (between January 1st and December 31st) into categories, using the FortiGuard
Web Filter service [160]. FortiGuard was used for three main reasons highlighted by a study on
domain classification services [161]; (i) its accessibility; (ii) its output consists of a single label,
which eases the analysis; and finally, (iii) its wide coverage. After applying this classification,
81% of the 7.8k FQDN have a meaningful label. Although this data is not a representative
sample of the overall online advertising demand on FB, because it only represents the group
of users using the browser add-on, it is still valid to reveal reasonable patterns of demand
change across categories.

Replicating the analysis conducted in Section 7.4.2 for the supply, this Subsection presents
the average daily fraction of delivered ads associated with different businesses (i.e., advertising)
categories for each of the four phases analyzed in the paper. Using the Ružička index leverages
the similarity computation of the distribution of business categories for the preCOVID-19 phase
and their counterpart in the lockdown, reopening, and new normal phases. Table 7.3 presents
the Ružička index between the preCOVID-19 phase and the lockdown (0.65), reopening (0.64),
and new normal (0.76) phases, respectively. We observe a significant change in the demand
composition in the lockdown and reopening phases. After that, the demand is slightly moving
back to its preCOVID-19 composition but it is still far from a full recovery.

Finally, Figure 7.6 shows the fraction of delivered ads associated with each of the top 23
business categories for each of the four considered phases.
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We observe an important shift in the demand contribution among categories between the
preCOVID-19 and COVID-19 phases. As illustrative examples, the Travel category contribu-
tion drops from 5.4% in the preCOVID-19 phase to only 1.1% in the lockdown and starts
growing again in the reopening (2.4%) and new normal phases (4.5%), while the Games cat-
egory faces a notable increase from 2% to 15.4% in lockdown and 15.5% in the reopening
phase coming back to 2.7% in the new normal phase. This is aligned with the fact that trav-
eling was not allowed in Spain in the lockdown establishment. However, a significant fraction
of the population spent most of the time at home, increasing online gaming activity. Thus,
travel advertisers have incentives to reduce their investment in online advertising while online
gaming companies have a clear motivation to increase it during the severe COVID-19 phases.

As in the case of the supply, the evolution pattern of an individual category may differ from
the aggregated one defined by the Ružička index. Analyzing the evolution of each category
is out of the scope of this work. However, these results are displayed because they may be of
value to other researchers and stakeholders from the advertising sector.

7.6 Related Work

Due to understanding every angle of this pandemic, the number of research studies about
COVID-19 has rapidly increased from all entirely different perspectives. The Computer Sci-
ence discipline has contributed to this effort. For instance, some works have studied the
impact the pandemic has had on the traffic and performance of the Internet. To name but
a few, Candela et al. analyzed the increase of the Internet latency in different European
countries [147] due to lockdowns. Similarly, Felman et al. studied the variation in the traffic
demand of residential users and the robustness of the infrastructure deployed to respond to
the dramatic changes in the demand [148]. Boettger et al. investigated the changes in traffic
demand from the FB perspective, observing for each region differences in performance [146].

Other works have focused on studying mobility changes due to the COVID-19 measures
implemented in different countries. Lutu et al. focused on the user’s mobility changes from
a mobile network operator perspective in UK [143]. Similarly, Schlosser et al. inspected the
mobility changes in German networks using mobility flows collected from mobile phone data
[144]. Moreover, a whole picture of European mobility was analyzed by Santamaria et al.
[145]. Besides, Kuchler et al. used the Facebook Data for Good dataset, publicly available
to the research community to fight against COVID-19, to correlate the online and physical
iteration in different countries to understand the spread of the disease [162].

Finally, Habes et al. explored the influence of online advertising to spread healthcare aware-
ness for the COVID-19 pandemic and analyzed its effectiveness through online surveys [142].
However, and to the best of found knowledge, the impact the COVID-19 pandemic has had
on the Open Web’s and the online advertising business has not been analyzed so far.
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7.7 Findings

Chapter 7 presents a novel analysis of the Open Web response to the COVID-19 pandemic
from the perspective of its financial backbone, the online advertising business.

The analysis concludes that the Open Web has experienced a moderate transformation in
its business category composition during the pandemic in Spain. The distribution of ad spaces
across different business categories is differing from the preCOVID-19 period. However, the
analysis of the PES demonstrates that this transformation has not been forced by a reduction
and financial shortage of the digital advertising activity since the supply of ad spaces is (almost
perfectly) inelastic to the reported reduction in demand and price of ad spaces. Instead, the
reason for this transformation is related to a shift of the users’ browsing behavior and the use
of mobile apps, which seems to have moderately shaped the Open Web as pointed out by
recent works [146, 147, 148].

A plausible explanation for the observed resilience of the Open Web to the reduction in
ad prices is that the marginal cost of maintaining the supply of ad spaces is low compared
to the overall cost associated with the service itself. For instance, the fixed costs for running
a news media website are mainly dedicated to human capital responsible for generating the
content (news) and making it available on the web page. The supply of ads is executed
through automated processes that consume primarily hardware resources (e.g., CPU, memory,
or network bandwidth), which implies a marginal cost compared to human resources and
website operating costs. As an additional contribution, this analysis reveals that the impact
of the COVID-19 on FB (a dominant player in the online advertising market) is significantly
less severe than for regular players of the Open Web operating in the open Programmatic
Advertising Market.

The future work plans to extend the current analysis over the following months (or years)
to characterize the reaction of the Open Web ecosystem to the full COVID-19 pandemic in
Spain. Besides, it will be interesting to replicate this study in a heterogeneous set of countries
impacted by the pandemic differently to understand better how an unprecedented global event
like the COVID-19 outbreak has impacted the online advertising market Open Web in different
countries.



CHAPTER 8

LARGE-SCALE GEOLOCATION DATA AS AN ALTERNATIVE TO
BLUETOOTH-BASED APPS FAILURE

T he currently deployed contact tracing mobile apps have failed as an efficient solution
in the context of the COVID-19 pandemic. None of them have managed to attract

the number of active users required to achieve efficient operation. This urges the research
community to re-open the debate and explore new avenues to lead efficient contact tracing
solutions. This Chapter contributes to this debate with an alternative contact tracing solution
that leverages the already available geolocation information owned by BigTech companies
that have significant penetration rates in most countries adopting contact tracing mobile
apps. The proposed solution provides sufficient privacy guarantees to protect the identity of
infected users as well as to preclude Health Authority (HA) from obtaining the contact graph
from individuals. The content of this Chapter 8 is obtained from publication [163].

8.1 Introduction

There is growing evidence that any strategy to fight COVID-19 effectively requires the
efficient tracing of all contacts of infected individuals. Recent studies concluded that manual
tracing was not sufficiently fast and recommended the use of digital contact tracing systems
able to use large-scale location information [38]. A vital element of the success of a digital
contact tracing system is its adoption, i.e., the portion of people actively and effectively using
that particular system.

Singapore was one of the first countries to implement a digital contact tracing system in
early 2020. They opted to implement a mobile app that used BT technology to identify when
two users have been close. If one of those users is tested positive for COVID-19, the other is
identified as a potential contagion. 20% of the population in Singapore installed the mobile
app. However, this was not sufficient. Indeed, a representative at the Ministry of Health
of Singapore stated that they would need three-quarters of the citizens installing the app to
make the digital contact tracing strategy successful [164].

127
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Although it is not clear what is the adoption rate from which a BT contact tracing app
becomes efficient in controlling a pandemic, some preliminary studies suggest that to mitigate
the pandemic, an adoption by 60% of the population in a country would be required [38, 39].
Some simulation studies showed that if the adoption was below 20% the benefit of a BT
contact tracing app was very small; however, a significant impact was observed with a 40%+
adoption rate [39], i.e., the rate of people effectively using the app, rather than the number
of installations.

BT-based contact tracing apps have a significant problem. They are newly released, and
thus they need to achieve the required high adoption rate quickly from scratch. To the best
of found knowledge, neither researchers nor public or private institutions have proposed an
effective strategy to achieve the required adoption rate. For the time being, it appears that
the success of any BT contact tracing app depends solely on the self-responsibility of people,
and this has not been sufficient.

Despite the described problems and the reported failure of Singapore’s app, most western
countries (especially in Europe) also opted for mobile apps using BT technology as their con-
tact tracing systems. In particular, most of these countries opted for using the Decentralized
Privacy-Preserving Proximity Tracing (DP-3T) protocol [165]. The main design goal of DP-3T
is to provide full-privacy guarantees. In particular, it aims at guaranteeing that the contact
tracing applications using this protocol cannot be misused in the future for privacy-intrusive
practices, such as advertising or even massive surveillance.

To support Health Authorities tat are willing to deploy contact tracing apps, Google
and Apple developed the so-called Google-Apple Exposure Notification (GAEN) system [166]
inspired by the DP-3T protocol. GAEN has been integrated into the iOS and Android operating
systems. The OS records user encounters using BT and offers this information to the mobile
app, which implements the algorithm to identify risk contacts. In spite of this effort, to the
best of found knowledge, none of the existing contact tracing apps has significantly contributed
to mitigating the virus transmission thus far.

For instance, early data from the Swiss Health Authority indicates that just 12% of infected
individuals reported that they were positive through the app [167]. In Spain, this number
shrinks to roughly 2% in practice, despite a recent paper based on a pilot study ran in La
Gomera (Canary Island) that raised much higher expectations regarding the efficiency of the
app [168]. Finally, a recent report regarding the UK app (England and Wales) [169] presented
quite positive results regarding the contribution of the app.

However, in reading the report in detail, the results are disappointing. Although the report
states that the number of active users ranged between 24.2% and 33.2%, it does not discuss
why the number of active users has largely reduced from 16.5M to 13M during December
2020 and January 2021, which implies 21% active users. This is actually an important issue
because in the middle of one of the worst periods in the pandemic in the UK the number of
active users declined almost 20%. This may reflect the dissatisfaction of users with the app.
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The report shows the opacity of this type of solution to provide useful data to HAs. Authors
have to rely on models to estimate different metrics to analyze the efficiency of the app. Once
more, the results are disappointing. For instance, the authors stated “Our analysis suggests
a relatively large number of COVID-19 cases were averted by contact tracing via the NHS
app, ranging from approximately 200,000 to 900,000 depending on the details of the method,
compared to the 1.9 million cases that actually arose”. The large variance reported clearly
indicates that it is not feasible to accurately assess the efficiency of fully privacy-preserving
apps.

In addition, scientific evidence highlights that the airborne transmission of COVID-19 is
irrefutable [40, 41, 42], another important limitation of existing BT contact tracing apps.
They are designed to identify short-distance contact between two individuals, i.e., less than
2m apart. However, airborne transmission implies that contagion between two persons at
longer distances is possible. Hence, existing BT contact tracing apps may miss an important
fraction of contacts that should be identified as risk contacts.

Finally, solutions like DP-3T that are designed with the primary goal of offering total
privacy present further important shortcomings in the fight against a pandemic. These include:
(i) even if the adoption rate were high, most of the deployed apps require infected users to
voluntarily declare their positive condition through the app (excepting very few cases like
the Italian app), leaving a crucial task such as the control of a pandemic in the hands of
individuals’ decision. For instance, an early study in Switzerland demonstrates that 1/3 of the
users of the app who tested positive did not use the app to report their case [167]. (ii) The
performance and efficiency of the contact tracing app cannot be assessed, not even how many
infected users have been detected through the app, as recognized by authors of the DP-3T
protocol [167]. (iii) They are unable to provide aggregate (and not privacy invasive) context
information, which might be of great value to improve the knowledge concerning COVID-19
(or other viruses) transmission patterns. For instance, in this piece of research, there are the
following considerations: revealing aggregate statistics of the type of locations (restaurants,
sports facilities, public transportation, hospitals, etc.) infected users visited while they were
contagious may be helpful to identify statistical biases on the specific type of locations that
may reveal hotspots for the virus transmission.

Given the described context, the main goal of this contribution is to urge the research
community to expand the definition of digital contact tracing systems having in mind the
following key elements: (i) avoid solutions that require massive adoption from scratch as
experience has shown; (ii) contact tracing solutions must be designed to consider airborne
transmission distance greater than two meters as a reference; and (iii) guide the design of
the solutions setting the efficiency in fighting the pandemic (i.e., saving lives and mitigating
the impact on the economy) as the primary goal instead of privacy. Of course, the proposed
solution should be compliant with the existing data protection and privacy laws in the country
where it is deployed.
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This Chapter proposes an alternative digital contact tracing system based on the three
previous key elements as fundamental design principles:

(i) High adoption rate: to use real-time location information from (literally) billions
of people around the world that is already available in databases of large BigTech
companies like Facebook, Google, or Apple. These players are referred to as Location
Providers (LPs). Some of these LPs, mainly Google and Facebook, have a substantial
rate of active users, over 50%, in many western countries.

(ii) Contact identification in airborne transmission range: To geolocate users at both
outdoor [170] and indoor locations [171] with an accuracy of few meters, these BigTech
firms use a combination of techniques that rely on multiple signals including Global
Positioning System (GPS) location information, WiFi Service Set IDentifiers (SSIDs)
signal’s power, cellular network signals, etc.

(iii) Legal and ethical Requirements: this contribution is only interested in performing
contact tracing just for individuals who have tested positive of COVID-19. The iden-
tity of infected individuals is sensitive information handled by the HA of each country,
which is also responsible for running the contact tracing strategy. Therefore, the HA
has the identity of infected individuals while the LP has the data to perform the con-
tact tracing for those individuals. This Chapter proposes a system that allows running
contact tracing using LPs data on those individuals who tested positive as reported
by HAs. Even the most restrictive data protection laws, like the GDPR [4], explicitly
provision exceptions in which personal data can be used to monitor epidemics and their
spread (see GDPR Article 6 Recital 46 [4]). Sustained on this legal basis, an agreement
to perform an exchange of data between LPs and HAs might be possible. However, to
provide higher privacy guarantees, a simple architecture and communication protocol
are proposed. It enables the exchange of information between an LP and a HA signifi-
cantly limiting the ability of (i) HAs to obtain the contact graph of an individual; and
(ii) LP to learn the identity of infected individuals.

8.2 Solution Rationale

Chapter 8 proposes a novel contact tracing solution that uses geolocation data of billions
of users to find people that have been in contact with individuals who tested positive. They
are referred to as risk contacts. The geolocation information is owned by BigTech companies
referred to as Location Providers (LPs) in this Section, and the information of users tested
positive is owned by Health Authoritys (HAs).

The core of the proposed solution can be described as follow: (i) HAs send to LPs the IDs
of infected users; (ii) LPs use the location information they own to find the risk contacts of
the received IDs (according to the guidelines provided by epidemiology experts) and send back
the list of risk contacts IDs to the HA; and finally, (iii) HAs reach out to the risk contacts to
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inform them about the prevention protocol they have to follow.
Note that it is proposed to use the mobile phone number of individuals as user IDs in

the solution for practical purposes. LPs know the mobile phone number of a major part of
the users using their services, and it is reasonable to assume HAs record the mobile phone of
infected users to communicate with them.

Unfortunately, the direct exchange of data in clear between HAs and LPs presents impor-
tant privacy issues. In particular, LPs should not receive explicit IDs of infected individuals,
and HAs should not be able to link the IDs of risk contacts to their correspondent infected
user. This solution addresses this challenge allowing the performing of the contact tracing
task with strong privacy guarantees. To this end, it is defined an architecture and a com-
munication protocol that involve in addition to LPs and HAs two more players: an Identity
Provider (IDP) and an Independent Third Party Authority (ITPA).

8.2.1 Why Using Geolocation Data?

There are two main reasons to use geolocation data for contact tracing individuals who
have been potentially exposed to infected people:

• Adoption: The main limitation of contact tracing based on mobile apps is the need
to achieve a high rate of active users. This is a major bottleneck that so far has led
every attempt in this line to fail.
This solution avoids this bottleneck using large-scale geolocation data already available
and owned by BigTech companies. To explicitly compare the penetration of BigTechs’
data vs. BT mobile apps, Table 8.1 shows for 18 countries where data was found
on the number of installations of contact tracing apps: (i) the penetration rate of
smartphones, Android OS [172, 173, 174] and the MAU reported by FB [175]; and
(ii) the penetration rate of BT mobile-app in the number of installations as well as an
estimation of its penetration in terms of active users.
The list of sources used to report the number of mobile apps installations can be
accessed here [169, 176, 177, 178, 179, 180, 181, 182, 183, 184, 185, 186, 187, 188].
Note that, it appears, Switzerland is the unique country reporting the percentage of
active users of its app, 63% as of 21 December 2020 [188]. To estimate the fraction of
active users for other countries reporting the number of installations, the Swiss ratio
to the total number of installations has been applied.
According to this estimation, none of the countries reach a significant adoption rate
close to 40% for the contact tracing mobile apps, and only 5 countries are above 20%.
In contrast, FB penetration is beyond 50% in all countries but Germany (45.5%).
Similarly, the penetration of Android is higher than 40% in all countries but the US
(32%) and Switzerland (39%). Note that the Android penetration represents a lower
bound of Google penetration. Google has few other top-rated apps, such as Gmail and
Google Maps, widely used by iOS users.
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• Accuracy: BigTech companies use sophisticated techniques combining GPS, WiFi,
and cellular networks signals to geolocate users with high precision both outdoors and
indoors [170, 171]. Google claims to be able to geolocate users with an accuracy
of 1 to 2 m using multilateration algorithms based on the WiFi signal from 3 access
points. [171].
Therefore, the high penetration rates and location accuracy of BigTech present them
as a data source that may be sufficient to implement efficient contact tracing solutions.
Recent research that used data from LPs with a much lower penetration compared with
FB or Google also backed up this hypothesis [189].

8.2.2 Other Benefits

The proposed solution allows for monitoring performance. Locations can be associated
with specific categories referred to as Point Of Interests (POIs). For instance, a given location
can be mapped to a restaurant, a station, or a hospital. This solution exploits this to provide
a statistical distribution of the POIs visited by infected users vs. POIs visited by the general
population. The comparison of these distributions may help to identify statistical biases in
POIs that are regularly visited more by infected users and which might be infection hotspots.

Country Smartphone Android Facebook BT Mobile Apps
Installations Estimated

Active Users
Australia 105 44 71.42 27.6 17.4
Austria 117 78 50.25 9 5.7
Belgium 68 41 65.00 12.2 7.7
Croatia 71 59 50.84 2 1,3

Czech Rep 84 66 53.32 14 8.8
Denmark 115 55 71.03 34.8 21.9
Finland 140 97 59.65 45.3 28.5
France 79 51 58.35 9.5 6
Germany 90 61 45.50 34.5 21.7
Ireland 78 42 65.54 40.5 25.5
Italy 84 62 57.80 21.1 13.3
Latvia 96 69 52.45 9.1 5.7

Netherlands 82 48 63.09 25 15.8
Portugal 104 78 67.47 1 0.6
Spain 90 71 62.05 11.5 7.2

Switzerland 97 39 52.38 33.4 21.1
United Kingdom 85 40 66.64 36.05 * 21.7 *
United States 81 32 69.90 2.5 1.6

Table 8.1: Percentage penetration of smartphones, Android, Facebook, and contact tracing
app installations and the estimated active users for 18 countries. The population of each
country to compute the penetration was obtained from The World Bank: Population, total
dataset [107]. *The UK mobile app active users corresponds only to England and Wales.
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8.2.3 Privacy Requirements

On the one hand, privacy experts and DPAs have shown concerns regarding the use of
geolocation information for digital contact tracing. They argued that this might ease govern-
ments through their HAs to implement massive surveillance due to the scalability provided by
digital technologies.

Therefore, the proposed solution should limit the ability of HAs to massively infer the
contact graph information of individuals using the data received from LPs. It should also
provide privacy provisions to reveal targeted attacks willing to infer the contact graph of
particular individuals.

On the other hand, BigTech companies have the means to infer the identity of infected
individuals. They can leverage geolocation data and also other information sources, such as
emails, posts in social networks, or queries in search engines that they own. For instance,
they can detect a user who visited a testing facility after visiting the website and who then
remains at home for a period similar to the mandatory quarantine period.

Therefore, proposals like this that leverage BigTech companies’ geolocation data do not
impose any extra risk to infected users’ privacy. Despite this, appropriate privacy guarantees
should be provided. In particular, the proposed solution should not provide LPs with explicit
information about the identity of infected users. It also should limit the ability of LPs to infer
such identities from the information received from HAs.

8.2.4 Meeting Privacy Requirements

In order to meet the defined privacy requirements, the following principles are leveraged:
K-anonymity, basic cryptography, and non-repudiation auditing.

• K-anonymity: In the proposed solution, the HA sends a list of user IDs to the LP, and
the LP answers with the risk contacts of those user IDs. Leveraging the K-anonymity
principles, the HA mixes in its request M IDs from infected users and N real random
IDs (i.e., random mobile phone numbers associated with real users) whereM <<< N .
This serves to anonymize the identities of infected users and to hinder the capacity
of LPs to infer the IDs belonging to infected users efficiently. The random IDs used
by the HA are provided by the IDP to guarantee that they are existing IDs. In the
proposed solution, IDPs are represented by mobile network operators.
In addition, the HA must aggregate the IDs into groups. There are two types of groups:
infected groups exclusively include IDs from infected users, and random groups include
IDs from random users or a mix of random and infected users. The messages from
the HA to the LP include K groups from which only L are infected groups, where
L <<< K. Upon the reception of a request message from the HA, the LP computes
the risk contacts of each user ID. After that, it aggregates together in the reply the
risk contacts of all user IDs into a single group. This aggregation process relies on the
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K-anonymity concept to prevent the HA from linking the received risk contact IDs to a
specific individual. The larger the size of the groups, the higher the privacy guarantees.

• Cryptography: An honest HA is interested only in the risk contact IDs associated
with infected groups. To hinder the ability of HAs to access contact IDs from random
groups, the LP encrypts the list of contacts of each group (included in reply to the
HA) using a different key per group. Therefore, the HA receives the contact IDs of all
groups encrypted. To retrieve the keys of the infected groups, the HA has to send a
request to an intermediary referred to as ITPA.
In this request, the HA indicates the total number of groups in the query as well as
the ID of infected groups. In turn, the ITPA requests the keys of all groups from the
LP and forwards to the HA only the keys associated with the infected groups. Finally,
using the received keys, the HA obtains the risk contact IDs associated only with the
infected groups, thus, completing the contact tracing procedure.

• Non-repudiation auditing: This solution relies on the concept of liability to guarantee
the privacy rights of the users. This is a widely adopted approach in the legal system
of advanced democracies. For instance, a state cannot prevent anyone from driving
above the speed limit, but anyone doing so is liable for it. In the case of privacy, a state
cannot prevent a BigTech company from implementing privacy-intrusive practices but
can punish them when an auditing process reveals the use of those practices. Therefore,
a HA or an LP that uses the data they receive for purposes different than contact tracing
will be liable for it.
For instance, a malicious HA can implement a targeted attack (see Section 8.4) to
unveil the contact graph of an individual and leak it to other government branches.
This would be a crime equivalent to leaking the medical record of a target individual to
other government branches. This solution collects the required non-repudiation proofs
to be used by the corresponding auditing entity to unveil any potential attack by a HA.

8.3 Protocol for Contact Tracing Using LPs Information

This Section describes the steps of the communication protocol (Figure 8.1), including the
sequence of messages exchanged by the four players involved in the proposed solution: the
Health Authority (HA), Location Provider (LP), Identity Provider (IDP), and an Independent
Third Party Authority (ITPA).

• Step 0: This step refers to the fundamental context that the proposed solution relies
on. On the one hand, LPs records historical location information from users running
their OSs, mobile apps, etc. They also store the mobile phone number for a significant
portion of the users. On the other hand, IDPs (i.e., mobile operators) provide users
with mobile phone numbers that serve as user IDs in the proposed solution.
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Figure 8.1: The proposed contact tracing protocol and architecture.

• Step 1: The HA obtains the IDs of users that have been tested positive in a given
time window (e.g., a day).

• Step 2: The HA triggers the contact tracing process by requesting the IDP a list of
N user IDs (i.e., real mobile phone numbers). The value of N is decided by the HA
and may differ from one request to another.

There are a few remarks to consider: (i) This message includes a unique identifier referred
to as the Transaction ID that will be included in all the remaining messages in the process.
(ii) The message is signed with the private key of the HA. During the rest of the process, all
entities will sign the messages they send with their private key.

• Step 3: The IDP responds to the HA request with a list of N random user IDs.
• Step 4: The HA creates K groups. As explained above, only L of these groups are

infected groups, and K − L are random groups. The resulting groups are included in
a Contact Tracing Request message that is sent to the LP. It is important to note
that the user IDs included in an infected group can neither be present in other infected
groups in this request nor past or future requests.

• Step 5: Upon the reception of the Contact Tracing Request, the LP runs the contact
tracing algorithm to identify the risk contact IDs of each user ID included in the request.
The risk contact IDs from all users in a group are aggregated so that any link between
a user ID and a risk contact ID is eliminated.

In addition, the LP collects the POIs visited by each user ID in a defined time window in
the past (e.g., the last 10 days). Then, the LP computes the distribution of the types of POIs
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visited by the user IDs included in each group as well as the overall distribution of the types
of POIs visited by all user IDs included in the request.

The information associated with each group, i.e., a list of risk contact IDs and distribution
of type of POIs is encrypted with an independent key per group.

Finally, the LP aggregates the encrypted information per group along with the distribution
of the types of POIs for all users’ IDs and creates a Contact Tracing Reply message that is
sent to the HA.

Three important remarks to consider are: (i) The LP must keep a record of the key used
to encrypt each group. (ii) The contact tracing algorithm implemented by the LP as well as
the number of days for the identification of visited POIs must be defined by epidemiologists,
and this is out of the scope of this study. (iii) the LP stores all the Contact Tracing Request
messages received for auditing purposes.

• Step 6: Upon the reception of the Contact Tracing Reply the HA needs to decrypt the
information associated with the infected groups, i.e., the risk contacts list and the type
of POIs distribution. To this end, the HA sends a Keys Request message to the ITPA
that includes the total number of groups included in the Contact Tracing Request and
the identifiers of the infected groups.

• Step 7: The ITPA sends the Keys Request message to the LP but includes only the
Transaction ID.

• Step 8: Upon the reception of the Keys Request message, the LP sends a Keys Reply
message to the ITPA that includes the keys for all groups.

• Step 9: The ITPA checks if the number of keys in the received reply matches the
actual number of groups reported by the HA. If the numbers are the same, the ITPA
generates a Keys Reply message to the HA that includes only the keys of the infected
groups. Otherwise, the Keys Reply message includes an error indicating that the
reported number of groups does not match with the number of keys provided by the
LP.

• Step 10: Upon the reception of the Keys Reply message, the HA decrypts the in-
formation about the risk contacts and the types of POIs distributions included in the
Contact Tracing Reply for the groups of infected users.

• Step 11: The HA initiates contact with the risk contacts.

8.4 Potential Attacks and Countermeasures

As explained above, the solution proposed is designed to hinder both the LPs and HAs
from misbehaving from having access to information that they are not authorized to obtain.
The following explains in detail the countermeasures provided by this proposed solution to
avoid: (i) LPs trying to infer the IDs associated with infected individuals; and (ii) HAs trying
to obtain the contact graph of citizens.
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8.4.1 LP Inference Regarding an Infected User’s Identity

A malicious LP may intend to unveil the identity of infected users based on the information
received in Contact Tracing Request messages (known as a re-identification attack). To this
end, they could use a single request or combine subsequent requests to obtain the identity of
infected users.

To prevent re-identification attacks, the HA has to reuse the IDs that have been already
used by including them in random groups of subsequent requests. Otherwise, if random IDs
are only used once and discarded, the LP could infer with a very high probability that repeated
IDs in different queries belong to infected individuals.

In addition to reusing IDs, this solution relies on the K-anonymity principle. The number
of random IDs, N , in the request messages is several times larger than the number of infected
user IDs, M . The complexity to perform a re-identification attack grows with the ratio N

M .
The proposed solution allows introducing a high level of randomness into the request

messages to avoid Location Providers (LPs) being able to infer patterns that allow identifying
groups of infected user IDs: (i) the number of infected and random user IDs differs from
message to message; (ii) the number of groups in a message differs from message to message;
and (iii) the length of the different groups within the same message should also differ. The
HA could send messages that do not include any infected user ID from time to time.

Beyond the technical measures, the main argument to support this solution is that big LPs
(e.g., Google or FB) who are willing to identify infected citizens, can easily do this already with
the information they own. Therefore, the privacy measures adopted in this solution provide
sufficient guarantees to avoid increasing the risk of a potential re-identification attack by LPs.

8.4.2 HAs Inference Regarding the Contact Graph of a User-ID

The proposed solution cannot prevent a malicious HA from obtaining the contact graph of
a particular individual. For instance, a HA can perform a targeted attack by using the same ID
twice in two different infected groups (despite it being forbidden in this solution). The shared
risk contacts in the two groups may reveal the contact graph of the targeted individual.

However, the proposed solution keeps the required non-repudiation proofs to show that
such an attack has happened. The auditing entity needs to check whether the HA has
used the same ID twice (or more times) in groups of infected users in the same or different
messages. The auditing entity can retrieve all the Contact Tracing Request messages from the
LP. Similarly, the auditing entity retrieves from the ITPA, for each Contact Tracing Request
message, the infected groups declared by the HA. With that information, the auditing entity
can quickly identify attacks from the HA. The described auditing capacity provides privacy
guarantees based on undeniable liability, a widely used technique in developed democracies.

Finally, the proposed recommendation is to run the described auditing process once a day
to detect any malicious HA soon after it has implemented an attack.
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8.5 Related Work

There are few incipient works in the literature exposing the failure of the deployed contact
tracing apps and proposing alternative solutions that do not rely on new mobile apps [190,
191, 192, 193]. It would be important to run pilots for the more promising ones to measure
efficiency. To the best of found knowledge, this research is the first that proposes a privacy-
preserving solution to implement contact tracing leveraging fine-grained geolocation data
which is readily available.

This work is a position contribution with no evidence of whether the system will solve
the contact tracing problem. However, it is a technically sound alternative worth exploring.
Additionally, it serves the main purpose of encouraging the research community to revisit the
design of digital contact tracing solutions in order to create more effective and efficient future
mitigation measures vis-à-vis future waves of COVID-19 and other pandemics.

8.6 Findings

The only digital contact tracing approach used so far to fight the COVID-19 pandemic
consists of the utilization of mobile apps that leverage Bluetooth technology to identify prox-
imity encounters. Chapter 8 highlighted the main limitation of this approach: the lack of the
sufficient adoption of such mobile apps, which has led every single attempt in this direction
thus far to fail.

Due to the importance that digital contact tracing solutions may have to help to fight
pandemics, it is the obligation of researchers, public health authorities, and technology com-
panies to explore alternatives until an effective contact tracing solution is found. To trigger
this exploration effort, Chapter 8 proposes a promising alternative solution for contact tracing
that invites Health Authoritys (HAs) and BigTech companies to cooperate together.

This work proposes using already existing scalable and accurate geolocation data, which
is likely to build an efficient digital contact tracing solution. The presented alternative to the
current existing contact tracing apps relies on the high adoption rate already available from
the real-time location information coming from billions of citizens worldwide. This information
is stored in datasets of large BigTech companies that already have a large portion of active
users. This solution accounts for indoor and outdoor locations, subsequently tackling the
demonstrated airborne transmission of COVID-19. Finally, this proposal defines an architecture
that leverages such data and provides sufficient privacy guarantees to citizens.
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CHAPTER 9

ETHICAL CONSIDERATIONS

T his research is committed to complying with ethical and legal standards. The following
describes the measures adopted to guarantee that the work carried out in this thesis

complies with the highest privacy and legal standards required in academic research.:
(i) From the legal point of view, this work is subjected to the GDPR [4] that applies

to all EU countries. To comply with the GDPR, in the FDVT’s registration process,
users have to: (i) proactively accept (opt-in) the Terms of Use [53] and Privacy Policy
[54]; and (ii) provide explicit permission (opt-in) to use the information anonymously
collected for research purposes.

(ii) UC3M’s ethics committee provided an Institutional Review Board (IRB) approval to
develop the FDVT browser extension as a part of an H2020 European project and the
research activities derived from it.

(iii) Any information was gathered (neither personal nor non-personal) from those users
who clicked on the ads used in the FB advertising campaigns described in Section 4.6.

(iv) The only users targeted in the ad campaigns of Section 5.5 are authors of the referred
research who are aware and accept the purpose of the nanotargeting experiments,
which avoids any ethical concern.

(v) Data related to domain information from bid requests is the only kind of data processed,
and thus neither PII is used nor any user identification information is processed.

(vi) The use of the bid requests information is compliant with the terms of use of TAPTAP
Digital’s providers.
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CHAPTER 10

CONCLUSIONS

T his thesis is framed within the field of privacy and transparency online, an area that has
increasingly got attention from users and regulators. This thesis has a vital multidis-

ciplinary component since it involves socio-economic concerns as well as ICT solutions and
analyses.

This methodology’s novelty and ease of adaptation to new challenges, questions, and
platforms are among this thesis’s main contributions.

Personal data commercialization is one of the most profitable businesses nowadays. On-
line advertising takes advantage of the large amount of information generated by users and
collected by online services. As seen during this thesis, online advertising revenue accounted
for more than $138B only in the US [1]. Companies and extensive online services such as
FB are using our data for advertising in order to offer us as products to advertisers willing
to pay for concrete audiences. The works presented on this thesis aim to create awareness
and increase transparency on the web among users to understand they are the product on the
Internet and that their data is traded over different third parties and intermediates. For this
reason, the works presented here aim to encourage the research and creation of tools that
analyze the risks associated with the commercialization of personal data due to the lack and
small initiatives already available.

The main contribution of this thesis is measuring the social and economic impact of the
usage of personal data for online advertising in order to create transparency and advocate for
privacy. The following presents the summary of contributions :

(i) The first contribution is the creation of a novel methodology in the area of ICT,
implemented in the form of browser extension. The Data Valuation Tool for Facebook
users (FDVT) [10, 11, 12, 13] consists on a real-time methodology that collects the
interaction of the user with ads and with the Facebook social network.

– The technology can identify the ad and if the user clicks on it. It collects the
information related to ads (landing page, timestamps). It stores information
about the time spent on a session, the number of posts displayed, or information
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related to the user profile, for instance, the ad preferences (interests) that are
part of the main contributions of this thesis (Part III).

– The information collected by the FDVT allows the creation of crawlers and au-
tomatic software that scraps large amounts of data from the FB Advertising API
to answer questions related with users’ information. For instance, understanding
the potential risks and privacy leaks associated with personal data, based on the
modeling and analysing this data.

– This methodology can be extrapolated to other services and platforms, making of
it a unique contribution that pretends to answer privacy questions, which several
international organizations are claiming for research and solutions.

(ii) Second, more specifically, from the economic point of view, in Part II, it has been
proposed the creation of a technology that measures and evaluates the economic impact
users have on Facebook. By analyzing the number of ads a user receives and clicks on,
FDVT generates an estimation of the money they are generating for the social network
based on CPM and CPC estimated prices paid by advertisers. The main insights derived
from that implementation and research are:

– Lab experiment stated that participants were surprised by the session revenue
reported by the FDVT. This demonstrates a clear lack of awareness, even among
skilled Internet users, because online free services are not truly free but paid with
our data.

– FDVT is a valuable tool to increase awareness of the value of online personal data.
Participants, media impact the more than 10k installations of the FDVT since its
public launch in October 2016 in the lab experiment support this statement.

(iii) Third, in Part III, from the social point of view, one of the main purposes of this thesis
was to outline several risks users are exposed to due to the processing of their data for
advertising purposes.
In this way, in Chapter 4 the amount of FB users labeled with sensitive ad preferences
on their profiles has been studied and quantified, following the GDPR’s [4] definition
of sensitive data. The main conclusions derived from the research on sensitive personal
information used for advertising are:

– 2092 were found and manually validated as potentially sensitive ad preferences
from a list of 126k ad preferences analyzed. A bit more than one-third of world-
wide FB users in February 2019 (22% of citizens) were labeled with some poten-
tially sensitive ad preference.

– Users from developed countries are most exposed to sensitive interests. 1 out
of 3 worldwide FB users (11% of citizens) were labeled with some sensitive ad
preference from a list of 15 verified as non-compliant with the GDPR legislation
by an expert from the Spanish DPA. Furthermore, the GDPR legislation had no
impact on FB’s use of sensitive information.
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– It is estimated that revealing the identity of a user whose profile is tagged with
some sensitive ad preference could be as cheap as e0.015. According to this, there
are still countries where FB users are labeled with the homosexuality interest and
where homosexuality is punished with the death penalty.

Later, in Chapter 5 it has been presented, modeled, and proved the possibility to
uniquely identify a user among a database of billions of users based on non-PII attributes
used for advertising purposes and that are included in their profile:

– This thesis presents a data-driven model which shows that 22 random (and 4
rare) interests are enough to make a user unique within a database of billions of
users with a 90% probability.

– Real FB ad campaigns validate the results of this model and the possibility to
reach the desired user uniquely. These results prove that nanotargeting a user is
feasible by knowing non-PII data from them.

– Two-thirds of nanotargeted ads are expected to be delivered to the targeted user
in less than 7 effective campaign hours.

(iv) Finally, a side contribution to the COVID-19 pandemic in the field of personal data
and online advertising has been presented. Part IV analyses the response of the online
advertising market to the pandemic. Later, it proposes building a protocol for contact
tracing users without leveraging the installation of new apps, which has been ineffective
due to the low adoption rates.

– The business composition of online services in Spain has changed during the
pandemic. Ad-space supply shows an almost inelastic before the pandemic, during
the lockdown and severe phases, and in the new normality. The change of business
composition is associated with users’ behavior during the pandemic.

– A dominant player and closed advertising ecosystem like FB show less financial
impact than the Open Web.

– Data from large online services could help to fight the COVID-19 pandemic.
These businesses already show a significant adoption rate on their apps and
products compared to the low adoption rate of newly deployed BT contact tracing
apps. Therefore, a protocol is proposed, meeting the legal, ethical, and privacy
issues of using personal data for contact tracing purposes. This kind of data could
help trace both outdoors and indoors precisely compared to other applications.





CHAPTER 11

FUTURE WORK

W ith the idea of creating awareness and transparency, the following future works are
planned to shed light in the context of privacy. These works rely on the technology

presented in this thesis and aim to answer some of the questions presented previously. These
lines of work are:

(i) First, to continue understanding the issues and privacy risks related to the use of
sensitive personal information, an experiment is running at the moment. This research
aims to be able to understand what Internet users understand as a sensitive interest.
It is intended to study the agreement on users’ perception of sensitive information.
For instance, being labeled with the interest vegan is considered sensitive? And what
about the label homosexuality?
A website has already been built to gather responses from end-users. They are shown
different concrete keywords (that are real interests FB assigns to real users for adver-
tising purposes), and they are asked to classify them as non-sensitive or sensitive. In
the latter case, they are asked to further classify them within the the category politics,
health, sexuality, religion, or ethnicity, according to the GDPR [4].
The study divides users into three groups depending on their self-identification of quali-
fication: regular users, legal experts, or technology experts. Therefore, each participant
has to go to the appropriate website according to their expertise. Later, they have to
define themselves as basic, intermediate, or advanced users within each qualification
group. This classification aims to understand up to what extent users from differ-
ent backgrounds have different perceptions of sensitive information. The information
collected in the analysis is anonymous, and no user can be later re-identified. In the
analysis, the user can answer as many interests as they like, up to 4k interests. Each
of the interests is intended to receive 5 votes in each qualification category from 5
different users.
In this context, responses classifying ad preferences as sensitive or insensitive categories
have already been collected from legal experts, technological experts, and regular users.
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So far, more than 350 interests have been classified and received the needed 5 votes in
each of the qualification categories. Therefore, it is interesting to study the agreement
inside these groups with metrics such as the Fleiss’ Kappa test [103, 104], and also
compare this agreement among the different expertise considered groups. Preliminary
results show that there already are sets of interests are considered sensitive for all the
users (complete agreement inside their expertise group). For instance, these preliminary
results show a complete agreement in 13% of the interests inside the lawyers’ group,
11% inside the tech experts’ group, and 3% inside the regular users’ group. Also, this
preliminary results show that when taking majority voting [102], the list of considered
sensitive interests increases to 42% (lawyers group), 38% (technology experts group),
and 36% (regular users group) of the total of interests analyzed. The expected result
is to build up a list of consensus-sensitive interests that should be forbidden to use,
based on the agreement reported by users on what a sensitive interest is.

(ii) Second, it is also planned as future work to use the crawling technology used in this
thesis to understand the impact of the GDPR [4] in top-rated services and small enter-
prises. Big Techs and top-ranked websites would have more power to adapt to these
changes in legislation, in contrast to small enterprises with fewer than ten workers.
Since the enforcement of the GDPR, businesses are requested to ask for permission
when including third parties in their URLs. The website has to include a banner
informing the end-user and asking for consent to use cookies and connections to third
parties. Under the GDPR this consent has to be proactively given by the user by
accepting it before any sharing or connection to third parties. This future work aims
to understand if the website has adapted to this request after years of the GDPR
enforcement. Moreover, it is intended to understand the different paces in adaptation
when considering small enterprises compared to top-ranked sites.
This future work relies on some of the technology of this thesis, using automatic
processes to analyze the third-party connections, third-party cookies, and the presence
of informative banners. To this end, more than 100k URLs (containing top-rated
and small enterprises’ URLs) have been analyzed. In order to guarantee that the
results apply to the European Union where the GDPR is enforceable, the automatic
processes run on EU servers, where they should be prompted for permission to open
and collect third-party connection, and cookies. The preliminary results of this line of
research show that more than 85% of websites are not compliant with the GDPR in
the EU. For instance, it was found that the majority of the websites are placing third-
party cookies or third parties connections before the user’s acceptance. Furthermore,
preliminary results also show that GDPR-compliant websites include fewer third-party
domains than the non-compliant ones. The end purpose of this study is to bring out the
ineffectiveness of the GDPR legislation, exposing the user to a false feeling of security
although their privacy is still being exposed in most part of online pages.
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(iii) Finally, Chapter 5 will be extended to modeling how to uniquely identify a user by
using different non-PII attributes apart form interests (country, city, college, number of
children, or mobile device, among others). Chapter 5 has already illustrated how the
privacy of one user differs depending on attributes such as gender, age or location. One
of the goals of this future work is to be able to build an automatic tool that scrapes
public information from an user online and highlights the possibility of targeting that
single individual alone on FB. The use of several types of non-PII items will allow to
narrow the number of items needed to identify an individual in a database of billions
of users.

The presented strategies present novel strategies and one of the first approaches to under-
standing personal data’s value. Along with the content of this thesis, some risks associated
with personal information have been presented. These issues have attracted much interest
from regulators, as the creation of the GDPR exemplifies. The works and future works pre-
sented in this thesis allow the research community to replicate the methodology for different
online services and markets, analyze similar potential risks that expose users’ privacy, and
propose solutions aligned to the increasing users’ requests.
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List of Errors - Corrigenda

I would like to apologize to the reader for the following error in the thesis manuscript.
On page 85, some headers were missing on Table 5.3.
Here I provide the correct version for Table 5.3 as following:

P=0.5 95% CI R2 P=0.8 95% CI R2

N(LP )P 2.74 (2.72,2.75) 1.00 3.96 (3.91,4.02) 0.92
P=0.9 95% CI R2 P=0.95 95% CI R2

N(LP )P 4.16 (4.09,4.37) 1.00 5.89 (5.62,6.15) 1.00
P=0.5 95% CI R2 P=0.8 95% CI R2

N(R)P 11.41 (11.21,11.6) 1.00 17.31 (16.98,17.6) 0.99
P=0.9 95% CI R2 P=0.95 95% CI R2

N(R)P 22.21 (21.73,22.69) 0.99 26.98 (26.34,27.68) 0.98

Table 5.3: Number of interests needed to make a user unique on FB with probability 0.5,
0.8, 0.9 and 0.95 (N0.5, N0.8, N0.9 and N0.95). The first two rows reveal the results for the
case when the least popular users’ interests (i.e., N(LP )P ) are selected. The following two
rows expose the results for a random selection of users’ interests (i.e., N(R)P ). The results
contain the 95% CI and the R-squared (R2) associated with the fitting model used to obtain
N(LP )P and N(R)P .
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