
applied  
sciences

Article

Experimental Assessment of RANS Models for Wind Load
Estimation over Solar-Panel Arrays

Alejandro Güemes * , Pablo Fajardo and Marco Raiola

Citation: Güemes, A.; Fajardo, P.;

Raiola, M. Experimental Assessment

of RANS Models for Wind Load

Estimation over Solar-Panel Arrays.

Appl. Sci. 2021, 11, 2496. https://doi.

org/10.3390/app11062496

Academic Editor: Hoyas Calvo Sergio

Received: 24 February 2021

Accepted: 5 March 2021

Published: 11 March 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Aerospace Engineering Research Group, Universidad Carlos III de Madrid, Avenida de la Universidad 30,
28911 Leganés, Spain; pfajardo@ing.uc3m.es (P.F.); mraiola@ing.uc3m.es (M.R.)
* Correspondence: guemes.turb@gmail.com

Abstract: This paper reports a comparison between wind-tunnel measurements and numerical
simulations to assess the capabilities of Reynolds-Averaged Navier-Stokes models to estimate the
wind load over solar-panel arrays. The free airstream impinging on solar-panel arrays creates a
complex separated flow at large Reynolds number, which is severely challenging for the current
Reynolds-Averaged Navier-Stokes models. The Reynolds-Averaged Navier-Stokes models compared
in this article are k-ε, Shear-Stress Transport k-ω, transition and Reynolds Shear Model. Particle Image
Velocimetry measurements are performed to investigate the mean flow-velocity and turbulent-kinetic-
energy fields. Pressure taps are located in the surface of the solar panel model in order to obtain
static pressure measurements. All the Reynolds-Averaged Navier-Stokes models predict accurate
average velocity fields when compared with the experimental ones. One of the challenging factor is
to predict correctly the thickness of the turbulent wake. In this aspect, Reynolds Shear provides the
best results, reproducing the wake shrink observed on the 3rd panel in the experiment. On the other
hand, some other features, most notably the blockage encountered by the flow below the panels, are
not correctly reproduced by any of the models. The pressure distributions over the 1st panel obtained
from the different Reynolds-Averaged Navier-Stokes models show good agreement with the pressure
measurements. However, for the rest of the panels Reynolds-Averaged Navier-Stokes fidelity is
severely challenged. Overall, the Reynolds Shear model provides the best pressure estimation in
terms of pressure difference between the front and back sides of the panels.

Keywords: RANS; solar-panel array; computational wind engineering

1. Introduction

Solar panels are generally designed to withstand a frontal wind with predetermined
intensity [1]; load reduction due to the arrangement of the elements of a solar-panel array
is not considered in the design phase. In a solar-panel array, the first panel row deflects
the incoming wind, producing a separated and turbulent wake that impacts against the
following panels. Due to shielding effect, the other rows may benefit of smaller (on average)
structural loads, but are also likely to be subjected to unsteady forces generated in the
wake. More robust predictions of wind loads on solar panels would allow a reduction of
the maintenance costs and of the manufacturing price of the support structure. This costs
reduction will improve the competitive capacity of this type of energy.

Timilsina et al. [2] have shown that, due to capital costs, the current market price
of solar power is still higher than what could be achieved by conventional systems (e.g.,
nuclear, coal, gas). Nevertheless solar energy might become competitive in the short future.
Geyer et al. [3] identified a possible strategy to cut the capital cost of solar arrays in the sim-
plification of the panels design and thus in their structural optimization. Additionally, wind
loads might add on top of other climate parameter (such as temperature, humidity, etc., see
e.g., [4]) affecting the aging and performance degradation of photo-voltaic panels [5–7]. In
this frame, a proper characterisation of the wind loads on panel arrays must be performed,
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also considering that these loads are far from being negligible. In the recent years, in fact,
solar panels have become a quite popular solution in small communities to achieve energy
independence or, in extended power grids, to provide a distributed energy resource nearby
load centers, therefore cutting the energy transmission and distribution costs. In these
applications, panels are typically mounted on building rooftops, where they have to face
sustained winds. The flow field and loads affecting rooftop-mounted solar panels have
been analyzed by several studies in the literature [8–11].

Both numerical [12–16] and experimental [17–20] studies have been carried out in
order to analyse the wind loads on solar panels in both single- and multiple-array con-
figuration. Bitsuamlak et al. [12] performed simulations both on a single panel and on a
three-panels array. The simulations consisted of an initial run using Reynolds-Averaged
Navier-Stokes (RANS) simulation, aimed at obtaining reliable initial conditions, followed
by a run using Large-Eddy Simulation (LES). Their results showed that the magnitude of
the pressure coefficients was generally underestimated by the numerical calculations when
compared to the experimental results, although the same patterns of pressure coefficient
distribution was found. The study also provides evidence of the shielding effect. Shademan
and Hangan [13] performed several RANS simulations with k-ε, k-ω and Reynolds-Stress
Model (RSM) turbulence closure models. The study analyzed the flow field around a
single solar panel for different wind direction and different panel inclinations. Their re-
sults showed that the critical cases for the loads on the solar panel correspond with the
wind direction 0◦ and 180◦. Shademan et al. [14] also performed RANS simulations with
Shear-Stress Transport (SST) k-ω and k-ε closure models discretising the solar panel into a
2 × 2 sub-panels and varying the gap between them. Their results showed that bottom
panels experience larger mean wind loading compared to the top panels. Although the
introduction of gap spacing results in reduced mean wind forces, it produces regions
that experience larger wind loading. Moreover, the increase of the ground clearance also
causes larger mean wind loading on the panels. Jubayer and Hangan [15] performed a
RANS simulation with SST k-ω closure models. This study showed that the the front panel
always experiences the maximum loads, but the wind direction may affect the loads on the
following panels.

Although single-panel studies provide relevant design information, the array configu-
ration has been found to strongly modify the load distribution.
Chevalier and Norton [17] demonstrated experimentally that the front panel in an ar-
ray absorbs less force than the equivalent isolated panel, and that the subsequent panels
receive loads which depend upon the pitch ratio. Abiola-Ogedengbe et al. [18] conducted
an experimental study to investigate the pressure field on the upper and lower surface of
a single panel. The separation between panels has an influence on surface pressure field,
specifically the one of the front panel, but the orientation of the panel relative to the wind
also plays a role in altering the influence of panel distance on the surface pressure field.
García et al. [19] performed an experimental campaign with parabolic troughs collectors
protected by windbreaks (solid wall and porous fence). They concluded that with the
appropriate selection of design parameters it is possible to reduce the aerodynamic loads
(mean and peaks values) up to 60% over the first row of parabolic troughs collectors.

Even if RANS simulations still represent the backbone of flow modelling in indus-
trial applications, they are severely challenged in scenarios like the one that is object
of the present study, i.e., turbulent/transitional flows with with flow separation and
reattachment [21]. Currently, transition SST and SST k-ω [22–24] are the RANS closure
model more frequently used to simulate this type of flows. Three-dimensional steady
RANS models, like k-ε, have been used to obtain mean wind-velocity pattern [25]. The
assessment of the uncertainty produced by these models, however, has not been thought-
fully discussed for panels-array problems. As an example, a similar discussion has been
tackled by Catalano et al. [26] for the transonic flow over an airfoil, using wind-tunnel data
as a reference.
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The objective of present work is to assess the modelling capabilities of different RANS
models to estimate the wind loads over solar-panel arrays. Provided that the typical angle
of attack of the panels with respect to the wind is sufficiently large (which is often the case
for solar-panel arrays, with typical inclination of 45◦), an experimental campaign in a wind
tunnel has been carried out on a simplified mock-up of a solar-panel array with the purpose
of providing a solid experimental dataset, assessing the robustness of RANS models in
such scenario. The Reynolds number based on panel-chord length is 4.0× 104. The panel
array configuration and boundary conditions that have been used in the experimental
setup have been reproduced in the numerical simulations performed with the selected
RANS models.

The paper is organized as follows. After describing the experimental set-up and the
post-processing techniques in Section 2, the numerical models are summarized in Section 3.
Section 4 shows the main experimental and numerical results and a discussion on their
comparison. Finally, in Section 5, the main conclusions of the study are presented.

2. Experimental Set-Up

The experimental study has been carried out in the closed-loop wind tunnel of the
Aerospace Engineering Group at the Universidad Carlos III de Madrid. The test section of
this wind tunnel has a square cross area of 0.4 m × 0.4 m with a length of 1.5 m. The
ceiling and the lateral walls of the tunnel are made of transparent methacrylate in order
to enable optical access. Free-stream turbulence intensity is estimated to be lower than
1% by means of Particle Image Velocimetry (PIV) measurements in the empty tunnel. A
flat plate with length of 0.55 m equipped with a sharp leading edge is installed in the test
section. The solar-panel array is mounted on top of this plate instead of the tunnel floor in
order to reproduce ground effect with a relatively thin boundary layer. The solar-panel
array is composed of four panels, each with chord length c of 0.05 m, thickness t of 0.005 m
and span l of 0.4 m. The panels are inclined of 45◦ with respect to the ground. The pitch
between the panels is 2 c. The first panel is located at a distance of 2 c from the leading edge
of the flat plate. The leading edge of the 4th panel is 3 c away from the trailing edge of the
flat plate in order to reduce the effect of the flat plate end. Figure 1 shows a sketch of the
experimental setup. The wind tunnel velocity, U∞, at the test-section inlet is kept constant
and equal to 12.8 m/s for all the experiments in order to achieve a Reynolds number based
on the panel chord of about 4.0 × 104, thus being in the turbulent regime.

Figure 1. Sketch of the experimental setup. The streamwise and vertical direction are indicated as x
and y, respectively.
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Each panel is equipped with 6 pressure taps, 3 on the front side and 3 on the back
side, approximately located in the mid-span section. On each side the pressure taps are
positioned in the chord-wise direction at 0.25 c, 0.50 c and 0.75 c. Front and back taps
are displaced of 0.20 c along the span-wise direction with respect to the mid section,
respectively on the left and on the right (the total distance between front and back taps is
0.40 c). Each tap has a 1.2 mm diameter. Figure 2 shows a schematic of the pressure taps
location on the solar panels. Pressure measurements are performed with a tube system
that connects the pressure taps located on the model surface to a pressure transducer. The
pressure transducer used in the experiment has an uncertainty of 0.011 in terms of pressure
coefficient Cp = p−p∞

0.5ρ∞U2
∞

, being ρ∞ and p∞ the ambient air density and pressure respectively.
An ensemble of 10,000 measurements is acquired for each pressure tap, thus reducing the
uncertainty on the average pressures to 0.00011 in terms of the pressure coefficient.

Figure 2. Schematic of the pressure taps on panel.

Velocity field measurements are acquired by means of Particle Image Velocimetry (PIV).
The flow is seeded with Di-Ethyl-Hexyl-Sebacate droplets with diameter of approximately
1 µm. The light source is a Big Sky Laser CFR400 ND:Yag (230 mJ/pulse, pulse duration
3 ns). The acquisition is performed with a Andor Zyla 5.5 Camera (2650 × 2160 pixel array,
16.4 mm × 14 mm sensor size) with a spatial resolution of about 8.5 pixels/mm and a delay
between pulses equal to 90 µs. The sampling frequency of the PIV measurements is 10 Hz.
An ensemble of 2000 image pairs is acquired for each experiment.

Image quality is improved with a background removal technique based on proper
orthogonal decomposition (POD) [27]. This technique allows to remove laser reflections
and illumination background, resulting in unbiased measurements near the wall.

The SPIV software, developed at University of Naples Federico II, is used to cross-
correlate particle images and to calculate the velocity fields [28,29]. The interrogation
strategy is an iterative multi-step image deformation algorithm, with final interrogation
windows of 16 × 16 pixels, 50% overlap, resulting in a spatial resolution of 50 independent
vectors per chord. The vector validation is carried out with a universal median test [30] on a
3× 3 vectors kernel and a threshold equal to 2 is used to identify invalid vectors. Discarded
vectors are replaced with a distance-weighted average of neighbour valid vectors. PIV
uncertainty in the present case is mostly associated with random errors, for which a typical
figure of merit of 0.1 pixels can be estimated in terms of the particle displacement error [31].
This results in an uncertainty of 1% of the free-stream velocity in the instantaneous velocity
fields and of 0.05% of the free-stream velocity in the averaged velocity field.

Owing to the limited size of the camera sensor, the average field is computed by
merging data from 3 different separate PIV experiments at three stations. The investigated
fields of view are partially overlapped. The merging of the fields is carried out using a
weighted average in the overlapping regions.

The data have been masked to remove regions where PIV measurements could not be
carried out due to shadows of the panel along the laser path. These regions are covered in
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the following section with a white mask, while the lateral profiles of the solar panels are
shown in black.

3. Numerical Model

RANS simulations have been carried out in a three-dimensional computational do-
main reproducing the wind-tunnel test section. Due to symmetry, the domain spans the
half-width of the tunnel (0.2 m), while the height is equal to 0.26 m in order to reproduce the
flat-plate/ceiling distance of the wind-tunnel experiment. The length of the domain is set
to 1.1 m, long enough ensure that the boundary conditions do not affect the results on the
region of interest. The leading edge of the first panel in the array having a distance of 0.1 m
from the upstream boundary of the domain located at the leading edge of the flat plate. In
order to reduce the mesh size, symmetry has been applied along the longitudinal-vertical
plane of the computational domain. Figure 3 shows the contour of the computational
domain used for the simulations.

Figure 3. Computational domain.

Non-slip boundary conditions have been applied on the walls, ceiling and floor of the
domain, as well as on the panel surfaces. Pressure outlet condition has been applied at the
downstream boundary, with a temperature of 300 K and a static pressure of 101,325 Pa,
while inlet velocity condition matching the one obtained from the experiments has been
applied at the upstream boundary. The inlet velocity profile is set to match the PIV
measurements. The simulation is initialized using the initialization algorithm available in
ANSYS-Fluent.

The assessment has been carried out on four different RANS closure models. The first
closure model is the k-ε model [32]. It uses two transport equations, one for the turbulent
kinetic energy k, and one for the turbulent dissipation rate ε. This model assumes that
the flow is fully turbulent, and thus the effects of molecular viscosity can be neglected.
The second closure model assessed is the SST k-ω model [23]. It puts together the robust
and accurate formulation of the k-ω model in the near-wall regions with the free-stream
independence of k-ε model far from the wall [33]. The model works in such a way that
k-ω model [34] is activated in the near-wall region. The third closure model assessed, the
transition SST model [35], was originally proposed as a variation of the SST k-ω model. It
is a four-equation model based on the coupling of the SST k-ω model with two additional
transport equation, one for the intermittency and one for the transition onset criteria, in
terms of momentum-thickness Reynolds number. All three aforementioned closure models
rely on the Boussinesq hypothesis to model the Reynolds stresses (ρ∞u′iu

′
j), where the

Reynolds decomposition of the velocity field (u = U + u′) is used to refer to the mean (U)
and fluctuating quantities (u′) and the subscripts i and j indicate the velocity component
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according to the Einstein notation. This hypothesis assumes the eddy viscosity µt as an
isotropic scalar quantity in the Reynolds stresses equation, defined as:

− ρ∞u′iu
′
j = µt

(
∂ui
∂xj

+
∂uj

∂xi

)
− 2

3

(
ρ∞k + µt

∂uk
∂xk

)
. (1)

This assumption works well for flows dominated by only one of the Reynolds stresses.
However, when these model are used to simulate complex flows with high degree of
anisotropy, like separated wake after solar panels, the results are not satisfactory [36].

The fourth and last closure model assessed in this study is the Reynolds Stress
Model (RSM), developed by Launder et al. [37] on the basis on the works of Chou [38]
and Rotta [39]. It is characterised by solving all the components of the turbulent transport,
instead of relying on the Boussinesq hypothesis. In all the cases, the turbulent intensity has
been chosen as a 2.53% and as length scale 0.45 m, equivalent to the hydraulic diameter
of the test chamber. In the next section, the following symbols are used to identify the
correspondent model: k-ε ( ); SST k-ω ( ); transition SST ( ); and RSM ( ).

A grid-mesh independence study was conducted to ensure on the independence of
the results of the cell size. The study is performed starting with the initial mesh of 9 million
elements, and using the refinement by gradients function in Fluent. In particular, the
mesh have been refined where the largest normalized velocity gradients are found. After
6 refinement steps a final mesh of 38 million cells is used in the following. The mesh
refinement study was stopped here since the difference in forces in the panels between the
previous refinement step (24 Mcells) and the final mesh was smaller than a 0.5%, so it was
decided that a following refinement was not needed.

4. Results
4.1. Mean Velocity Field

Figure 4 reports contour plots of both experimental and numerical results for the
average streamwise U (left column) and vertical V (right column) velocity components.
All velocities are scaled with U∞.

When the flow encounters the 1st panel, most of it is deflected upwards because of the
panel inclination. The experimental results show that the mean vertical velocity increases
over the 1st panel, reaching U∞ exactly when leaving at the top corner of the panel. This
behaviour is correctly reproduced by the four numerical simulations. With respect to the
flow passing under the panel, the information that can be extracted from the experiment is
limited due to the presence of the panel shadow. Nevertheless, it is possible to observe that
the mean vertical velocity decreases up to almost -U∞ at the bottom corner. This effect as
well is correctly reproduced by all the numerical simulations.

Apart from the flow deflection over the 1st panel, both experiments and RANS
simulations show that the mean streamwise velocity of the flow is accelerated up to 1.5 U∞
when leaving the top corner of the 1st panel due to the blockage produced by the panel.
However, experiment and simulations are found to differ on the size and the width of the
region interested by the increase in velocity. The streamwise acceleration region past the
top corner of the 1st panel is slightly greater in magnitude according to k-ε, SST k-ω, and
transition SST models (reaching a peak value of about U

U∞
≈ 1.75) than in the experimental

result ( U
U∞
≈ 1.5). Also the region is longer as the U

U∞
= 1.5 contour line reaches the 4th

plate while in the experiment it seems to extend only up to the 2nd plate. For the RSM
model this region is considerably shorter and closer in value, thus being much more similar
to that observed in the experimental results.
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Figure 4. Contour map of the average horizontal (left column) and vertical (right column) velocity components. From top
to bottom, rows refer to experimental measurements, transitional SST, k-ω SST, k-ε and RSM. The horizontal and vertical
dimensions are normalised with respect to the panel chord length c. The velocity magnitude is normalised with respect
to the inlet free-stream velocity measured in the wind tunnel. Solar panels are shown in black color. For experimental
measurements, areas below the solar panels in which the laser illumination was not sufficient are blanked in white color.

According to PIV measurements the mean streamwise velocity of the flow passing
under the panels is increased up to 1.5 U∞ when leaving the 1st panel, and starts decreasing
below the 2nd panel (x/c ≈ 2), leaving the 4th panel at a peak velocity approximately equal
to U∞. The numerical simulations agree with the experiment in that the mean streamwise
velocity is increased up to 1.5 U∞ when leaving the bottom corner of the 1st panel, but
they do not show the same progressive decrease in the following panels. Even though the
maximum streamwise velocity when passing below the 2nd panel reduces up to 1.3 U∞,
no further reduction occurs below the following panels, thus the flow leaves the 4th panel
at the same peak streamwise velocity. In the case of the transition SST model, it can be
observed than the flow passing under the 4th panel is locally accelerated in the streamwise
direction up to 1.5 U∞.
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While moving past the 1st panel, the flow separates at the bottom and top corners
of the panel. A recirculation region forms behind the 1st panel, in which flow is reversed
in terms of the mean streamwise velocity, reaching −0.5 U∞ in the experiment. This flow
behaviour is reproduced by all the numerical simulations. Nevertheless, the k-ε model
produces the most similar result to the experimental one, since the region of negative mean
streamwise velocity is more extended than in the other simulations.

The four numerical model predicts that the flow impacting the 2nd panel has a
negative mean streamwise velocity, suggesting that suction is occurring at the front side of
the 2nd panel. It is not possible to verify from the experimental velocity fields if the flow
on the 2nd panel has positive or negative streamwise velocity component, since this region
is masked by the panel support.

As the flow passing below the 1st panel approaches the 2nd panel, it is partially
diverted upwards, producing an increase of vertical mean velocity above the bottom corner
of the 2nd panel (x/c ≈ 2). In the region above the top corner of the 2nd panel the vertical
mean velocity changes its direction, reaching −0.5 U∞. The behaviour showed by the
numerical simulations is similar, but it is characterized by lower magnitudes in the vertical
velocity. This is compatible with the different behaviour of the gap flow which has already
been pointed out before: in the experiments the flow passing below the panels reduces
its streamwise momentum, thus, due to continuity, part of the flow must be redirected
upwards; in the simulations, which show much less streamwise momentum reduction, the
flow passing in the space between the panels is less intense.

The experimental result shows that the flow leaving the 2nd, 3rd and 4th panel is
accelerated vertically, upwards in the bottom part and downwards in the top part. The
flow passing between these panel is, on average, directed upwards, thus suggesting that
part of the mass flow is ejected towards the region above the panels, being unable to
pass below the panels due to the loss of streamwise momentum. This behaviour is not
correctly reproduced by any of the numerical models. The RSM result shows a strong
downward velocity in front of the 3rd panel which is only partially compensated by an
upward acceleration of the flow above the panel. In the experiments the region over the
3rd panel is partially masked, but it can be seen that the flow leaving from the top corner
has the same magnitude and direction, suggesting that a similar upward flow could be
present on the panel. The downward flow produced before the 3rd panel by the RSM can
be assumed to be the cause of the local reduction of the streamwise velocity in the region
above the 3rd panel and of its increase below it, due to the fact that part of the mass is
redirected towards the gap flow. At the same time, the additional mass passing below
the 3rd panel is expelled again when the flow reaches the 4th panel, producing an intense
peak of upward velocity on the lower corner. Similarly, the transition SST model predicts a
downward velocity before the 4th panel, followed by an almost as strong upward velocity
on the panel itself. The other models, instead, predict no relevant vertical velocity between
the panels, suggesting no communication between the regions above and below the panels
after the 2nd one.

The behavior of the flow between the panels has a strong effect on the wake topology.
The measured thickness of the turbulent wake in the experiment is around 1.5 c, with a
characteristic shrink corresponding to the 3rd and 4th panels, in which the width is reduced
to 1.25 c. This shrink is likely produced by the injection in the upper region of momentum
removed from the gap flow running below the panels. The turbulent wake in k-ε and SST
k-ω models has the same thickness, but with a constant thickness over all the panels. The
turbulent wake predicted by transition SST model is slightly thinner than the measured
one. RSM predicts a turbulent wake with the same thickness obtained in the experiment,
but it only predicts the shrink corresponding to the 3rd panel.
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4.2. Pressure Distribution

Pressure distributions obtained from the different simulations and the experimental
measurements are reported in Figure 5 in terms of the pressure coefficient Cp.

The pressure distributions on the 1st panel are shown in Figure 5a. All of the numerical
results show the same pattern observed by the experimental measurements. Nevertheless,
the RANS simulations tend to slightly overestimate the pressure difference between the
front and the back side of the panel. This pressure difference is mostly due to a strong
suction in the back side resulting from the acceleration of the flow below the 1st panel,
which RANS simulations tend to overestimate.

For the 2nd panel, reported in Figure 5b, the three pressure-tap measurements of
the back side show a constant pressure distribution, which is correctly reproduced by the
numerical simulations. On the front side, measurements show that the pressure on the
panel are not constant: the bottom corner has a lower pressure than in the backside of
the previous panel; the rest of the panel, instead, has a slight recover in pressure. This
behaviour is not reproduced by any of the simulations, which predict a constant pressure
distribution in the front face of the 2nd panel. The measured pressure difference between
the front and back sides at 0.25c is accurately reproduced by the k-ε, SST k-ω and RSM
models, while the transition SST model fails in recovering it. On the contrary, for the
points at 0.5c and 0.75c the transition SST model is the one to recover more accurately the
measured pressure difference, while the other models show larger discrepancies. Both
experiments and simulations shows lower pressure coefficient at the front side than at the
back, which confirms that suction is occurring at the front side of the panel.

Figure 5c shows the results for the 3rd panel. It can be observed that the Cp measure-
ments match very well with the SST k-ω model, while the pressure difference between
the front and back sides is slightly underestimated in the k-ε model. In any case, both
the numerical simulations predict that the pressure is almost constant at each side of the
panel; this behaviour is confirmed by the experimental measurements. The transition SST
and RSM models, instead, shows a more diverse behavior, with the first predicting almost
zero pressure difference and the latter predicting slightly higher pressure difference for
x/c = 0.5.

Results for the 4th panel are shown in Figure 5d. In this case, transition SST model
reproduces more accurately than the other models the difference in pressure coefficients
between the front and back side of the panel. Also on this panel the k-ε model slightly
underestimates the pressure coefficient difference between the front and back sides of
the panel. The SST k-ω and RSM models, instead, underestimate the pressure difference.
Despite the differences in accuracy, all the turbulence models predict a constant pressure
distribution along both the front and back sides of the panel, which is confirmed by the
experimental measurements.



Appl. Sci. 2021, 11, 2496 10 of 14

−1.0

−0.5

0.0

0.5

1.0

1.5

2.0

C
p

(a) (b)

0.0 0.2 0.4 0.6 0.8 1.0

x/c

−1.0

−0.5

0.0

0.5

1.0

1.5

2.0

C
p

(c)

0.0 0.2 0.4 0.6 0.8 1.0

x/c

(d)

Figure 5. Pressure coefficient Cp distribution for (a) 1st panel, (b) 2nd panel, (c) 3rd panel, and (d) 4th panel. Lines refers
to numerical results for the different turbulent models: k-ε ( ); SST k-ω ( ); transition SST ( ); and RSM ( ).
Experimental measurements are shown as ( ).

4.3. Turbulence Kinetic Energy k

Planar PIV measures only the in-plane velocity components (u, v). The transversal
velocity fluctuations of the flow are here neglected when compared with the ones in the
tangential plane. The final value of the turbulence kinetic energy k is computed as:

k =
1
2

(
u′2 + v′2

)
, (2)

where u′ and v′ are the velocity fluctuations in the streamwise and vertical direction, respec-
tively. Figure 6 shows the vertical profile of k between (a) 1st and 2nd panel (x/c = 1.5), (b)
2nd and the 3rd panel (x/c = 3.5), (c) 3rd and 4th panel (x/c = 5.5), and (d) after the 4th
panel (x/c = 7.5). In addition, it is also shown the Reynolds stress u′2 .

In Figure 6a transition SST and SST k-ω models produces a k very similar to the
measured Reynolds stress u′2 than to k, specially at y/c = 0.5 and 1.5, where the flow
leaves the 1st panel at the bottom and top corners respectively. In this condition the flow is
highly anisotropic, nevertheless due to the Boussinesq hypothesis k is often found to be
in simulations larger than in experiments [40]. In any case, none of the numerical model
fits perfectly with the experiment in the region inside the turbulent wake of the panel. It is
remarkable that k-ε predicts no k at y/c = 1, a region with a fully turbulent flow.
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Figure 6. Turbulent kinetic energy k profiles at (a) x/c = 1.5, (b) x/c = 3.5, (c) x/c = 5.5, and (d) x/c = 7.5. Lines refers
to numerical results for the different turbulent models: k-ε ( ); SST k-ω ( ); transition SST ( ); and RSM ( ).
Experimental k is shown as ( ), while u′2 is referred as ( ). The vertical dimension is normalised with respect to the panel
chord length c. The energy magnitude is normalised with respect to the power square of the inlet free-stream velocity
measured in the wind tunnel.

In Figure 6b the measured u′2 shows a more similar shape to the numerical k than the
experimental one. k-ε, SST k-ω and transition SST predict the same k in the region inside
the turbulent wake after the 2nd panel, while RSM prediction is slightly different from
the other simulations. The RSM profile is more similar to the u′2 profile than the other
methods, with a more intense fluctuation of the flow passing below the panels than of the
one passing above. However, the numerical results are underestimated with respect to u′2

and k in this region. There is also difference between the measured u′2 and k in this region,
which implies that the cross-wise fluctuations are strongly contributing to k. The region
below the turbulent wake shows also a significant difference between the experimental
and numerical k. The simulation predict that there is almost no k is this region. In the
numerical fields for the mean horizontal velocity it was seen that, after the acceleration
when leaving the 1st panel, the flow did not reduce its streamwise mean velocity as much
as seen in the experiment. This could be possibly justified by the fact that no simulation is
able to correctly predict the streamwise fluctuations of the flow passing below the panels,
thus overestimating its momentum.

In Figure 6c the k predicted by k-ε is the most similar to the measured u′2 in the region
above y/c = 1.5. However, none of the numerical model gets to simulate neither k or u′2 in
the turbulent wake after the 3rd panel. The region of larger k is thinner in the transition
SST model than in the other three. This was expected behaviour after seen the thinner
turbulent wake in the velocity fields of this model. The same difference in experimental
and numerical k in the flow below the panels can be seen in this profile.
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In Figure 6d the k predicted by k-ε is the most similar to the measured u′2 in the region
above y/c = 1.5. However, none of the numerical models gets to simulate neither k or u′2

in the turbulent wake after the 4th panel. In the region between y/c = 0.5 and y/c = 1.0
the numerical models clearly underestimate k. The same difference in experimental and
numerical k in the flow below the panels can be seen in this profile.

5. Conclusions

The results of the RANS simulations with different solver models have been compared
with experimental results for complex separated flows. These numerical methods are
k-ε, SST k-ω, transitional SST and RSM. The experimental velocity and turbulent kinetic
energy fields are investigated using PIV. Static pressure measurements are obtained by
using pressure taps located on the surface model and a pressure transducer.

The average velocity fields obtained from the different numerical methods are in
good agreement when compared with the experimental ones. However, there are some
flow features that are not reproduced by all models, like the stretching in the turbulent
wake between the 3rd and 4th panel. A good prediction of the velocity fields and the
thickness of the turbulent wake is very important to rely on the loads produced by the
numerical methods.

With respect to the pressure coefficients, the numerical models show different degrees
of fidelity depending on the panel. All the numerical methods are reasonably good when
simulating the pressure applied on the 1st panel due to the free flow impact, but they
tend to overestimate the difference between the front and back sides. k-ε model tends to
underestimate the pressure difference between the front and back sides. For the 3rd and
4th panel, k-ε tends to underestimate the pressure coefficient difference between the front
and back sides, while SST k-ω provides a better estimation in the 3rd panel and transition
SST in the 4th panel. In any case, all the numerical methods predicts correctly that the
pressure is constant along the front and back sides when the flow is detached. In terms of
the pressure coefficient difference between the front and back side of the panel, it seems
that the methods that predicts better the thickness of the turbulent wake provides better
results. k-ε and SST k-ω shows better behaviour that transition SST in this aspect.

The predicted k by the different numerical models is more similar to the experimental
Reynolds stress u′2 than to the k. Most of the numerical methods analysed in this paper
are based on the Boussinesq hypothesis, which implies that one of the Reynolds stresses is
dominant over the other. For the complex separated flow in the experiment, it has been
seen that both u′2 and v′2 are of the same order of magnitude, thus making the Boussinesq
hypothesis invalid. However, also when removing this constrain, i.e., using the RSM model,
the cross-wise fluctuations tend to be largely underestimated.

It can be concluded that after the flow separation in the 1st panel, the accuracy of the
different numerical methods predicting the pressure on the panels does not depend so
much on the robustness of the models as on fortune. On the other hand RSM seems to
provide better estimations of the flow features, such as the wake shrink in the 3rd panel, as
well as a better overall performances in estimating the pressure difference on the panels,
which in most of the cases is more conservative than what measured. This advantage
could rely on the fact that RSM is not based on the Boussinesq hypothesis, thus being more
appropriate for this type of flows.

Nevertheless, it must be pointed out that our study has not coped all the RANS models
available in literature. Additionally, the recent developments in numerical models and
computational resources could take in a short time to better predictions of separated flows.
One possibility could be, for example, the wavelet-based adaptive unsteady RANS model
proposed by De Stefano et al. [41].
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Nomenclature

c panel-chord length
Rec chord Reynolds number
k turbulent kinetic energy
ε turbulent dissipation rate
ω specific turbulent dissipation rate
LES large-eddy simulation
PIV particle image velocimetry
POD proper orthogonal decomposition
RANS Reynolds-averaged Navier–Stokes
SST shear stress transport
Cp pressure coefficient
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