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I dreamed a dream of the bonny 

In a vision in the back of my eye 

And when the walls came down 

It was the only thing that kept me alive 

Go on and build the bonny 

Build the bonfire big and high 

A fire so big that the flames light up the sky 

Believe and build your bonny 

Gonna never know unless you try 

One life is a short time 

And no one knows where you go when you die 

For the people that you loved and lost 

That you never got to tell goodbye 

Stand tall while the walls fall down 

With a smile and a tear in your eye 

The Bonny – Gerry Cinnamon 
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ABSTRACT 

Craniosynostosis is a congenital defect defined as the premature fusion of one or more 

cranial sutures. This fusion leads to growth restriction and deformation of the cranium, caused 

by compensatory expansion parallel to the fused sutures. Surgical correction is the preferred 

treatment in most cases to excise the fused sutures and to normalize cranial shape. Although 

multiple technological advancements have arisen in the surgical management of 

craniosynostosis, interventional planning and surgical correction are still highly dependent on 

the subjective assessment and artistic judgment of craniofacial surgeons. Therefore, there is a 

high variability in individual surgeon performance and, thus, in the surgical outcomes.  

The main objective of this thesis was to explore different approaches to improve the 

surgical management of craniosynostosis by reducing subjectivity in all stages of the process, 

from the preoperative virtual planning phase to the intraoperative performance.  

First, we developed a novel framework for automatic planning of craniosynostosis 

surgery that enables: calculating a patient-specific normative reference shape to target, 

estimating optimal bone fragments for remodeling, and computing the most appropriate 

configuration of fragments in order to achieve the desired target cranial shape. Our results 

showed that automatic plans were accurate and achieved adequate overcorrection with respect 

to normative morphology. Surgeons’ feedback indicated that the integration of this technology 

could increase the accuracy and reduce the duration of the preoperative planning phase.   

 Second, we validated the use of hand-held 3D photography for intraoperative 

evaluation of the surgical outcome. The accuracy of this technology for 3D modeling and 

morphology quantification was evaluated using computed tomography imaging as gold-

standard. Our results demonstrated that 3D photography could be used to perform accurate 3D 

reconstructions of the anatomy during surgical interventions and to measure morphological 

metrics to provide feedback to the surgical team. This technology presents a valuable 

alternative to computed tomography imaging and can be easily integrated into the current 

surgical workflow to assist during the intervention. 

Also, we developed an intraoperative navigation system to provide real-time guidance 

during craniosynostosis surgeries. This system, based on optical tracking, enables to record the 

positions of remodeled bone fragments and compare them with the target virtual surgical plan. 
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Our navigation system is based on patient-specific surgical guides, which fit into the patient’s 

anatomy, to perform patient-to-image registration. In addition, our workflow does not rely on 

patient’s head immobilization or invasive attachment of dynamic reference frames. After 

testing our system in five craniosynostosis surgeries, our results demonstrated a high navigation 

accuracy and optimal surgical outcomes in all cases. Furthermore, the use of navigation did not 

substantially increase the operative time. 

Finally, we investigated the use of augmented reality technology as an alternative to 

navigation for surgical guidance in craniosynostosis surgery. We developed an augmented 

reality application to visualize the virtual surgical plan overlaid on the surgical field, indicating 

the predefined osteotomy locations and target bone fragment positions. Our results 

demonstrated that augmented reality provides sub-millimetric accuracy when guiding both 

osteotomy and remodeling phases during open cranial vault remodeling. Surgeons’ feedback 

indicated that this technology could be integrated into the current surgical workflow for the 

treatment of craniosynostosis. 

To conclude, in this thesis we evaluated multiple technological advancements to 

improve the surgical management of craniosynostosis. The integration of these developments 

into the surgical workflow of craniosynostosis will positively impact the surgical outcomes, 

increase the efficiency of surgical interventions, and reduce the variability between surgeons 

and institutions.   
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INTRODUCTION 

1.1. Craniosynostosis 

Cranial sutures are the fibrous tissues uniting the cranial bones and the major growth 

centers of bone tissue during craniofacial development (Figure 1.1) [1]. These sutures enable 

the skull deformation during passage through the birth canal and calvarial growth caused by 

the expansion of the rapidly developing brain during the first years of life [2]. In a newborn, 

the brain typically doubles its size during the first six months, quadruples by the first year, and 

reaches 80% of its adult size by the second year of life [3].  

Craniosynostosis is a congenital defect defined as the premature fusion of one or more 

cranial vault sutures [4]. According to prevalence studies, this condition affects approximately 

one in 2000-2500 live births worldwide [5], [6]. Although approximately 90% of the cases 

occur as an isolated event and unrelated to syndromic or genetic causes (nonsyndromic 

craniosynostosis), craniosynostosis can also be associated with a syndrome (syndromic 

craniosynostosis) [7], being Muenke’s, Apert’s, Crouzon’s, Pfeiffer’s, Saethre-Chotzen, and 

Carpenter’s the most common ones [8].  

The fusion of the sutures causes growth restriction and deformation of the cranium. As 

the brain develops, volume expansion results in compensatory growth parallel to the fused 

sutures causing morphological abnormalities in the cranial vault and often facial asymmetry. 

Deformation of the cranium caused by craniosynostosis provides information about which 

suture or sutures are affected. According to Virchow’s law, calvarial growth is disrupted in the 

perpendicular plane to that of the fused suture, while compensatory growth occurs in the 

parallel plane [9]. Therefore, craniosynostosis can be classified in terms of the affected sutures 
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and the resulting malformation as follows: sagittal (scaphocephaly), metopic (trigonocephaly), 

coronal (anterior plagiocephaly), and lambdoid (posterior plagiocephaly) (Figure 1.2)[8]. 

 

Figure 1.1. Anatomy of the cranium: bones and sutures. 

1.1.1. Types of craniosynostosis 

Sagittal craniosynostosis is the most common type of craniosynostosis, with an 

incidence of 1 in 2000 infants (40% of all nonsyndromic craniosynostosis) [8]. It affects the 

sagittal suture, producing restricted growth in the biparieto-temporal areas, sagittal ridging, and 

overcompensatory antero-posterior growth resulting in scaphocephaly, which consists of 

frontal bossing and occipital protrusion [7]. 

Metopic craniosynostosis is caused by the premature closure of the metopic suture, 

often resulting in a lateral growth restriction of the frontal bones leading to trigonocephaly. 

This malformation is characterized by a wedge-shaped forehead, a bony midline ridge, and a 

shortening of the anterior fossa [10]. Multiple studies indicate a remarkable increase in the 

number of diagnoses of this condition during the last decades, and confirm that metopic 

craniosynostosis is now the second most frequently seen type of craniosynostosis (27% of all 

nonsyndromic cases) [6]. 



 

3 
 

 

Figure 1.2. Types of craniosynostosis. 

Unicoronal craniosynostosis is caused by the premature fusion of one of the coronal 

sutures, resulting in anterior plagiocephaly. This deformity is characterized by fronto-orbital 

asymmetry with ipsilateral forehead flattening, elevation and anterior displacement of the ear, 

deviation of the nasal root to the affected side, and an elevated and recessed supraorbital bar 

[11]. When both coronal sutures are affected, bicoronal craniosynostosis occurs. The fusion of 

both sutures results in a shortening of the cranium in the anterior-posterior direction and a 

widening of the forehead. Coronal craniosynostosis affects 1 in 10000 infants (20% of all 

nonsyndromic craniosynostosis). 

Lambdoid craniosynostosis is a very rare condition (0-3% of all non-syndromic 

craniosynostosis). It is caused by the premature fusion of one of the lambdoid sutures at the 
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posterior part of the cranium. This condition, known as posterior plagiocephaly, is 

phenotypically characterized by an ipsilateral occipital flattening, ipsilateral frontal bossing, 

contralateral parietal and occipital bossing, and inferior and posterior displacement of the ear 

on the affected side [12].  

1.1.2. Functional issues in craniosynostosis 

The premature fusion of the cranial sutures may restrict the normal growth and 

development of the brain, resulting in the manifestation of functional issues. Increased 

intracranial pressure has been extensively documented in children with craniosynostosis due to 

a disparity between cranial vault volume and brain size [8]. Although this problem is more 

frequent in syndromic patients (30-40% incidence), it has also been reported in patients with 

single suture craniosynostosis (15-20% incidence) [13].  

In addition, multiple studies have demonstrated that vision function is frequently 

impaired by craniosynostosis, and that the severity of visual problems is related to the type of 

craniosynostosis [14]. The morphological abnormalities of the orbital area and the 

displacement of the ocular structures may result in exorbitism, ocular dysmotility, optic 

atrophy, and blindness.  

1.2. Diagnosis 

An early diagnosis of craniosynostosis is crucial for management, prevention of 

complications, and consideration for early surgical correction [7]. Preoperative assessment of 

a patient with an abnormal cranial shape should include reviewing the medical history, physical 

examination, and the acquisition of any necessary diagnostic imaging studies. 

Although the fusion of sutures is a clear indication of craniosynostosis, an evaluation 

of the cranial shape abnormality is crucial to determine the need for surgical correction. 

However, there are no objective methods available in the clinical practice to quantify cranial 

malformations, making the diagnosis and the surgical planning highly dependent on the 

surgeon’s expertise [15]. 

Computed tomography (CT) imaging is the standard diagnostic tool for investigating 

potential craniosynostosis due to its ability to display bone tissue with high spatial resolution. 

CT enables the acquisition of fast and accurate three-dimensional (3D) reconstructions of the 
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anatomy and the evaluation of cranial morphological abnormalities and the state of the cranial 

sutures (Figure 1.3) [16].  

 

Figure 1.3. Axial CT slices and 3D reconstruction of the cranium of a patient with metopic 
craniosynostosis. The fusion of the metopic suture and severe trigonocephaly deformation can be 

observed. 
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The analysis of the preoperative morphology is the most critical step when planning 

surgery [17]. A 3D reconstruction of the preoperative imaging may not be sufficient for an 

accurate diagnosis. A comparison of the patient’s anatomy with a normal (healthy) morphology 

is essential to comprehend the cranial malformations and determine the best approach for 

surgical correction. In this context, several methods based on statistical shape models have 

been proposed to eliminate subjectivity and to increase reproducibility during diagnosis and 

planning. The idea of these approaches is to define the normal cranial shape from a dataset of 

normative subjects and compare it with the subject's pathological shape under evaluation to 

provide a patient-specific diagnosis and reference for planning.  

Saber et al. [18] generated a library of normative pediatric skulls from CT scans of 103 

normative subjects. Each CT scan was segmented, and a set of reference points was distributed 

onto the outer surface of the skull. Then, all 3D models were aligned and an average composite 

skull, “super-skull”, was created from the data of all 103 patients providing an estimation of 

what a normal child cranium looks like. For each new subject with craniosynostosis, the 

composite skull model can be scaled to their age and head circumference to obtain an 

appropriate normative reference shape for that subject. This approach requires age stratification 

and suffers from the limitation of defining landmark correspondence. 

Later, Mendoza et al. [19] presented a statistical shape model of normal anatomy 

constructed via principal component analysis (PCA). Each new subject under study is projected 

into the PCA shape space, and its closest normal cranial shape is computed through similarity 

metrics in the PCA space. Moreover, age-invariance is achieved using a registration algorithm 

that aligns and scales the subject’s cranial shape with the reference normal shape only 

considering the anatomy at the base of the skull, where pathological deformations during 

craniosynostosis are negligible [20]. This methodology presents an improvement in 

comparison with previous approaches [18], [21], which were based on population averages or 

age-matched templates, and accounts for normal variations in healthy anatomy (e.g. due to sex 

or ethnicity [22]). 

Comparison of the cranial shape of a patient with a normative reference shape, 

computed from statistical shape models, can be used to discriminate pathological shape 

abnormalities from healthy phenotypes. The malformation field for each subject can be 

computed by measuring the Euclidean distance from each vertex of the subject’s skull surface 
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mesh to the closest vertex in the normative reference mesh. Local malformation values in the 

different regions of the cranium can then be visualized using a color map (Figure 1.4). 

 

Figure 1.4. Malformation field of a patient with metopic craniosynostosis computed by comparing the 
preoperative cranial shape with a patient-specific normative reference shape: (a) anterior view, (b) 

superior view, (c) right view, and (d) left view. 

Malformation fields provide valuable information on the degree of morphological 

abnormality and can be used for automatic diagnosis. Mendoza et al. [23] used a dataset of 18 

patients with metopic craniosynostosis to identify three robust landmarks for diagnosis and 

characterization of trigonocephaly. The malformation field for each patient in the dataset was 

averaged across metopic craniosynostosis subjects and represented on a template of normal 

anatomy. Then, optimal landmarks were defined on the points of maximum average 

malformation on the frontal bone region. Wood et al. [24] demonstrated that the interfrontal 

angle value, measured using these three optimal landmarks, presented significantly different 

values in metopic craniosynostosis patients and healthy phenotypes. They obtained an accuracy 

of 98% for the diagnosis of metopic synostosis using this methodology. Similar approaches 
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have been proposed for the quantification of other types of craniosynostosis, such as unicoronal 

[25] or sagittal [26].  

Most methods for quantitative evaluation of cranial shape are based on 3D 

reconstructions generated from CT scans. However, this technique involves the exposure of 

the infants to ionizing radiation and frequently requires sedation or anesthesia. For these 

reasons, CT imaging is rarely used for postoperative evaluation of surgical outcomes and 

patient follow-up [27]. 

Due to the limitations of CT imaging, 3D photography has been introduced for the 

evaluation of cranial malformations. The validity and reliability of this technology to obtain 

craniofacial anthropometric measurements have already been demonstrated [28]–[30]. In 

particular, Porras et al. [31] showed how 3D photography discriminates between patients with 

and without craniosynostosis with a sensitivity above 94%. Other authors have shown that it is 

possible to calculate intracranial volume with this technique [32]. 

3D photography followed by statistical shape analysis provides a powerful tool for fast, 

non-invasive, and radiation-free quantification of cranial shape, presenting a valuable 

alternative to CT imaging. This technology enables the visualization and quantification of 

global and regional cranial malformations without exposure to ionizing radiation. Besides, the 

acquisition of 3D photographs is very fast (below 1 second), avoiding the need for sedation or 

anesthesia of the infant. Multiple 3D photographs can be acquired for diagnosis and 

postoperative evaluation of the surgical outcomes. The main limitation of 3D photography is 

the difficulty in capturing hair. This issue is easily solved by covering the patient’s hair during 

the acquisition with a tight nylon skull cap to avoid artifacts [33]. A suboptimal covering of 

the hair may cause bumps on the surface that will affect cranial shape quantification. 

1.3. Surgical treatment 

Once a patient is diagnosed with craniosynostosis, surgical correction is the standard of 

care for most moderate to severe deformities. The objective of surgical correction is to release 

the fused suture and to normalize calvarial shape. 

Minimally invasive techniques (endoscopic, linear craniectomy) have been proposed as 

an alternative to open surgery [34]. These procedures are usually followed by postoperative 

helmet-molding therapy to facilitate appropriate changes in the cranial morphology [35]. 
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However, these limited approaches are typically reserved for the treatment of mild-to-moderate 

deformities affecting young patients (less than six months old) [8].  

Another alternative for surgical correction is distraction osteogenesis, which has been 

accepted by many surgeons [36]. This technique involves the application of graduated tension 

to the bone tissue using external fixation devices. The main advantage of this procedure is the 

reduced invasiveness in comparison with open cranial vault remodeling, since the dissection 

of the dura is limited [37]. However, it shows limitations such as long treatment duration and, 

in some cases, secondary surgical interventions. 

The most common approach for surgical correction is open cranial vault remodeling, 

which aims to normalize the calvarial shape to increase intracranial volume and reduce the risk 

of elevated intracranial pressure. Typical cranial vault remodeling involves an osteotomy, 

division of the affected bone region into multiple fragments, and a reconfiguration of those 

fragments to achieve a normal cranial morphology. Finally, the remodeled bone fragments are 

transferred to the patient and rigidly fixed and secured using resorbable plates [38], [39]. This 

operation is typically performed before the first year of life to maximize reossification and 

benefit from the malleability of bone tissue [2].  

1.3.1. Fronto-orbital advancement 

Fronto-orbital advancement (FOA) is a surgical procedure used to treat those types of 

craniosynostosis causing malformations in the fronto-orbital region of the cranium (i.e. 

metopic craniosynostosis, unicoronal craniosynostosis, and bicoronal craniosynostosis). The 

objective of FOA is to release the fused metopic suture and normalize the calvarial shape by 

remodeling and advancing the fronto-orbital region. 

First, a bicoronal S-shaped incision is performed to expose the surface of the fronto-

orbital region. Then, subperiosteal skin flaps are created and elevated until the entire frontal 

bone, nasofrontal junction, and supraorbital ridge are exposed (Figure 1.5a).  

After exposure of the cranial surface, the osteotomy lines are outlined with a marking 

pen (Figure 1.5b). Then, surgeons perform a bifrontal craniotomy to remove the frontal bones 

and fronto-orbital osteotomies to separate the supraorbital bandeau (Figure 1.5c and Figure 

1.5d). Tenon extensions are created bilaterally to facilitate advancement and subsequent 

fixation of the bone tissue fragments in the supraorbital bar. Although multiple techniques have 
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been proposed, the most common surgical approach is to divide the supraorbital bar into four 

fragments and the frontal bone into two fragments [40].  

 

Figure 1.5. Surgical workflow for FOA: (a) exposure of fronto-orbital bone surface, (b) osteotomy 
lines marked in the bone tissue surface, (c) osteotomy of the left tenon extension of the supraorbital 

bar, (d) removal of the supraorbital bar, (e) remodeling of the bone fragments on a sterile table, and (f) 
fixation and stabilization of bone fragments with resorbable plates and screws. 

The supraorbital bar is taken to a sterile table where it is cut and reshaped to achieve 

the desired target shape. The two halves of the supraorbital bar are typically separated and 

opened to increase the bitemporal width and the central angle. Moreover, closing wedge 

osteotomies are placed laterally in the bandeau to enable the bone tissue to curve at the tenon 
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extension for lateral continuity [41]. Multiple bony segments of bandeau are fixed and 

stabilized into the patient's final position using resorbable plates and screws. After fixation of 

the supraorbital bar, the bifrontal coronal bone flap is typically cut, bent, and reshaped to match 

the outline of the bandeau and to achieve the desired cranial shape (Figure 1.5e). The 

remodeled bifrontal coronal flap is fixed and stabilized using resorbable plates and screws 

(Figure 1.5f). Finally, skin closure is carried out by approximating the pericranial flaps and 

secured with sutures. 

1.4. Technologies to improve surgical outcome 

Nowadays, surgical correction of craniosynostosis is still highly dependent on the 

subjective assessment and artistic judgment of the surgeons [42], [43]. Multiple technologies 

have been evaluated and integrated into surgical workflows to improve the accuracy and 

reproducibility of craniosynostosis surgical interventions. Technological advancements have 

been focused on providing tools to facilitate intervention planning and intraoperative decision 

making.  

1.4.1. Computer-assisted planning 

The objective of the surgical correction is to remodel the affected bone tissue to create 

a normal cranial shape. However, “normal” cranial shape is usually defined through mental 

constructions by experienced craniofacial surgeons, and is thus highly subjective. Therefore, 

determining the best approach to restore normal shape remains a subjective surgical art, leading 

to a less reliable prediction of the surgical outcome for each patient.  

Virtual surgical planning (VSP) has been proposed to enhance the accuracy, efficiency, 

and reproducibility of craniosynostosis surgeries [17], [44]. Surgery can be simulated 

preoperatively on a computer workstation, reducing the time-consuming intraoperative 

decision making. During VSP, osteotomies are defined and bone fragments are configured to 

achieve the desired target cranial morphology and features (Figure 1.6). However, most 

reported techniques for VSP are based on free-hand approaches requiring extensive manual 

human interactions [44]–[46]. Furthermore, “normal” cranial shapes to target are usually 

subjectively defined by craniofacial surgeons through mental constructions. Therefore, these 

approaches are still highly subjective and dependent on the physicians’ judgment and 

experience. 
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The accuracy of VSP can be improved using statistical shape models of normal anatomy 

constructed from the cranial shapes of normative subjects [19]. These models can provide a 

normative reference shape to target during surgical treatment personalized to each patient, 

providing a valuable reference during the planning stage. Therefore, fragments can be virtually 

configured to achieve the desired target shape defined by the statistical shape model [47], [48]. 

 

Figure 1.6. VSP of open cranial vault remodeling for correction of metopic craniosynostosis: (a) 3D 
model of the cranium obtained from preoperative CT scan, (b) definition of osteotomy lines and 

fragments, and (c) reconfiguration of bone fragments to achieve desired postoperative cranial shape. 

1.4.2. Computer-aided design and manufacturing 

Transforming the preoperative virtual plan into a reality is a challenging endeavor 

highly dependent on surgical experience. Computer-aided design and manufacturing 

(CAD/CAM) enables the fabrication of patient-specific cutting guides and shaping templates 
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that can be used during surgery to guide osteotomy and remodeling according to the 

preoperative virtual plan [44].  

Surgical cutting guides are designed to fit into the affected anatomical region using a 

3D reconstruction of the cranial surface as a reference (Figure 1.7a) and to guide the location 

of osteotomies as defined during the planning stage (Figure 1.7b) [49]. Besides, shaping 

templates can also be designed to assist during the intraoperative remodeling of the cranial 

vault [39], [43]. These templates enable the configuration of the resected bone fragments 

following the shape predefined during VSP. Each of the fragments is fitted into their 

corresponding position on the template (Figure 1.7c and Figure 1.7d) and rigidly fixed using 

resorbable plates and screws. 

 

Figure 1.7. Cutting guides and templates used during FOA for surgical correction of a patient with 
metopic craniosynostosis. (a) Placement of surgical cutting guides on the calvarium, (b) marking of 
planned osteotomies on the calvarium, (c) shaping template for supraorbital bar remodeling, and (d) 

shaping template for frontal bone remodeling. Image adapted from [49]. 
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Accurate 3D reconstructions of the cranium are required to ensure optimal design and 

application of CAD/CAM guides and templates. CT imaging is the standard technique used to 

generate 3D models of the cranium prior to surgery. However, a new magnetic resonance 

imaging (MRI) technique called “black bone” has already been validated as a reference for 

CAD/CAM craniosynostosis surgery [50]. Therefore, MRI could be used to avoid CT scans 

and infants' exposure to ionizing radiation. 

Fabrication of the patient-specific surgical cutting guides and templates must ensure a 

fast availability and safe sterilization without the risk of deformation. For this reason, 

manufacturing is commonly performed with selective laser sintering and polyamide material 

[49]. Other approaches have proposed the use of stainless steel templates [42]. Both types of 

materials can be sterilized before surgery using standard autoclave protocols [43].  

Several studies have demonstrated the advantages of combining VSP and CAD/CAM 

guides and templates for craniosynostosis surgery [39], [44], [51], [52]. This technology has 

been applied to single-suture [49] and multiple-suture craniosynostosis [53]. Results indicate 

improved surgical outcomes and reduced operative time. These technologies could also reduce 

the experiential gap between younger and veteran craniofacial surgeons by accelerating the 

learning curve of future trainees. Overall, these studies demonstrate that the inclusion of this 

technology in the surgical workflow improves the efficiency, accuracy, and reproducibility of 

the interventions. 

1.4.3. Image-guided surgery 

Patient-specific CAD/CAM guides and templates enable cutting the affected bone 

tissue and remodeling of the bone fragments as defined during the VSP. However, after 

remodeling, reshaped bone tissue must be manually placed and fixed to the patient. In most 

cases, the reshaped bone tissue placement is assessed visually, and the final position may differ 

from the preoperative plan. Therefore, surgical outcomes can be compromised by slight 

positional and rotational variations of the remodeled bone tissue position. 

In this context, different methodologies have been reported to assist during bone 

fragment placement. Hochfeld et al. [54] proposed using a stereotactic frame and Schanz 

screws to control the fragments' position during the remodeling phase. Individual bone 

fragments are attached to the Schanz screws by bone brackets and configured based on a 

reference cranial shape obtained from a statistical shape model. Then, the frame is assembled 
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in the surgical field to confirm fragment positions, and, finally, the remodeled fragments are 

rigidly fixed to each other by resorbable plates.  

Later on, Kobets et al. [55] described a guidance system to confirm bone fragment 

placement through intraoperative CT imaging. First, remodeling of the cranial vault is 

performed exclusively based on the subjective assessment of the surgeons. An intraoperative 

CT imaging scan is then acquired and aligned with the preoperative plan for comparison and 

analysis (Figure 1.8). Finally, any necessary corrections in the bone fragment positions are 

applied before surgery is completed.  

 

Figure 1.8. Intraoperative CT scan acquired during surgical correction of a patient with sagittal 
craniosynostosis. VSP is overlaid in green in the coronal (a) and sagittal (b) slices of the CT scan for 
comparison. Axial slices show misplaced bone fragments in the suboccipital region (c and d). Image 

adapted from [55] (figure reprinted with permission from the copyright holder, Springer Nature). 
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Although image-guided surgery technology could assist surgeons during 

craniosynostosis surgical interventions, there are no standard methodologies used in routine 

clinical practice. New technological advancements are still required to overcome the 

limitations of existing techniques and to further reduce the subjectivity and variability in 

craniosynostosis surgery. 

 

 

  

The content of this chapter has been published as a chapter of the book “Craniosynostosis – 

New Perspectives of Prevention and Treatment”: 

D. García-Mato, J. Pascau, S. Ochandiano. “New Technologies to Improve Surgical 

Outcome during Open-Cranial Vault Remodeling”. In: Craniosynostosis - New 

Perspectives of Prevention and Treatment. IntechOpen, 2020. 
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MOTIVATION AND    

OBJECTIVES 

2.1. Motivation 

Nowadays, interventional planning and surgical correction of craniosynostosis are still 

highly dependent on the subjective assessment and artistic judgment of surgeons [49]. As a 

result, there is high variability in surgeons' performance and, thus, in the surgical outcomes. 

Although the more experienced craniofacial surgeons may achieve optimal surgical results, 

more complications may arise among the less experienced [42]. Several studies evaluating the 

long-term postoperative results after surgical correction between 1987 and 2013 have reported 

complication rates varying between 2% and 23.3%, and reoperation rates as high as 10% to 

36% [56]–[62]. In addition, these studies reported that between 9.9% and 36% of the patients 

presented moderate-to-severe malformations after surgical treatment, causing suboptimal 

aesthetic outcomes (Whitaker class III/IV). Therefore, there is a clinical need to improve the 

reproducibility of surgical outcomes and reduce inter-surgeon variability in craniosynostosis 

surgery.  

During the last years, preoperative VSP has become a standard practice in many 

hospitals. This technology enables the craniofacial surgeons to simulate multiple treatment 

strategies and determine the best approach for cranial vault remodeling. Although several 

software platforms have been specifically developed for craniosynostosis surgical planning, 

most of them require manual interactions to define the optimal configuration of bone fragments 
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and, thus, are still highly dependent on the subjective judgment of the surgeons. Recently, new 

algorithms have been proposed to automatically compute a normative reference shape 

personalized to each patient using a statistical shape atlas [18], [19]. Bone fragments can then 

be automatically configured to match the desired normal shape [47], [48].  

However, previous methodologies for automatic planning have been validated using 

only a few generic osteotomy templates that did not include bilateral tenon extensions of the 

supraorbital bar, which are important during FOA to facilitate advancement and subsequent 

stabilization of the remodeled fragments. In addition, long-term postoperative follow-up 

studies of craniosynostosis patients have shown inadequate cranial development after surgical 

correction [63]. Therefore, targeting a statistically normal cranial shape does not guarantee 

optimal long-term aesthetic and functional outcomes. In this context, many authors have 

reported that an overcorrection must be performed in anticipation of relapse or lack of growth 

[51], [59], [62], [64], [65]. There are no methodologies for automatic planning of 

craniosynostosis that consider and apply overcorrection during the virtual configuration of the 

fragments. 

Furthermore, transforming the preoperative VSP into reality during the surgical 

intervention is crucial to ensure optimal surgical outcomes. However, this step is challenging 

and highly dependent on the experience and judgment of the surgeons. The objective is to 

replicate the virtual osteotomies and reconfiguration of the fragments in the actual surgery. 

CAD/CAM technology is currently being used by many hospitals to fabricate customized 

surgical guides and templates that can assist surgeons during osteotomy and reshaping of the 

bone fragments. However, the final step involves the placement and fixation of the bone tissue 

fragments to the patient’s anatomy. This process is typically performed manually, and slight 

mismatches with respect to the VSP can compromise the patient's aesthetic outcome. There are 

no standard techniques to accurately control bone fragment positioning during craniosynostosis 

surgeries. 

The use of intraoperative CT imaging for guidance was described and evaluated by 

Kobets et al. [55]. Although this technique provides accurate 3D reconstructions of the patient’s 

anatomy during surgery, it requires the exposure of the infant to ionizing radiation, increases 

operative time, and does not enable real-time adjustment of bone fragments position to achieve 

the desired surgical outcome. Therefore, its application into the standard clinical practice is 

limited.  
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Another approach for intraoperative guidance was proposed by Hochfeld et al. [54]. 

This methodology is based on the use of a stereotactic frame and Schanz screws to control the 

position of bone fragments. This technique has been evaluated in 14 patients with 

craniosynostosis, and the reported results are positive. However, the incorporation of this 

technique into the standard clinical practice is limited by the increased surgical time, 

complexity, and invasiveness associated with the fixation of the frame to the patient’s anatomy. 

Standard navigation systems have not been used for guidance during craniosynostosis 

surgical correction due to the risk, invasiveness, and discomfort associated with head 

immobilization and the attachment of landmarks for intraoperative registration. The thickness 

and fragility of infants' cranial bone tissue are not suitable for invasive head immobilization or 

the attachment of navigation reference frames [66]. Therefore, cranial fixation is rarely used in 

patients under two years of age due to the potential risk of skull and brain injury from pin 

fixation [67]. 

New advancements in image-guided surgery are still required to develop surgical 

navigation systems suitable for intraoperative guidance during open cranial vault remodeling.   

2.2. Objectives 

The main objective of this thesis is to explore different approaches to improve the 

surgical management of craniosynostosis by reducing subjectivity in all stages of the process, 

from the preoperative virtual planning phase to the intraoperative performance. These 

improvements will lead to increased accuracy and reproducibility of the surgical outcomes and 

reduced inter-surgeon variability. The objectives of this work are the following: 

(1) To develop a new framework for automatic interventional planning of craniosynostosis 

surgery estimating optimal osteotomy locations, calculating the transformation of each 

fragment to achieve a statistically normal cranial shape, and including overcorrection 

into the plan to ensure accurate long-term surgical outcomes.  

(2) To study 3D photography for the radiation-free and non-invasive evaluation of the 

surgical outcome during open cranial vault remodeling, providing valuable feedback and 

enabling surgeons to perform corrections in the bone fragment positions in order to 

achieve the desired surgical outcomes. 
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(3) To design and evaluate an optimal workflow for intraoperative navigation to guide the 

placement and fixation of bone fragments during open cranial vault remodeling without 

requiring the immobilization of the patient’s head or the invasive fixation of external 

markers prior to surgery. 

(4) To explore the use of augmented reality visualization for intraoperative guidance in open 

cranial vault remodeling. 

The work presented in this thesis has been carried out in Universidad Carlos III de Madrid in 

collaboration with the Department of Oral and Maxillofacial Surgery and the Department of 

Neurosurgery of Hospital General Universitario Gregorio Marañón in Madrid, Spain. 

Moreover, an extensive collaboration has been established with the Sheikh Zayed Institute for 

Pediatric Surgical Innovation at Children’s National Hospital in Washington, DC, United 

States. 
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COMPUTER-ASSISTED 

PLANNING 

3.1. Introduction 

Surgical correction of metopic craniosynostosis is typically performed by open cranial 

vault remodeling with FOA. The objective of the surgery is to release the fused suture and to 

normalize the calvarial shape. FOA consists of three main steps: (1) removal of the affected 

bone tissue in the fronto-orbital region, (2) reshaping of the bone tissue into the most 

appropriate shape for the patient, and (3) placement and fixation of the remodeled bone 

fragments [38].  

All these steps of the surgical procedure rely on the subjective judgment of the surgeon 

to determine the osteotomy locations and the most optimal configuration of the fragments to 

achieve the desired target cranial shape. As a result, although the more experienced surgeons 

can achieve optimal surgical outcomes, it is more open to error in the less experienced [42]. 

Computer-assisted surgical planning has been proposed to increase accuracy, 

efficiency, and reproducibility of craniosynostosis surgeries [17], [44]. VSP enables to define 

osteotomies and to reconfigure the fragments according to the desired shape and features. 

During VSP, surgeons can compare multiple treatment strategies and determine the best overall 

correction approach. Besides, VSP can be combined with CAD/CAM surgical guides and 

templates to facilitate the translation of the planning into the operating room. Several studies 
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have demonstrated a decrease in operative time and improved postoperative cranial 

morphology when using VSP [68], [69].  

Multiple approaches for VSP are available in the literature. However, most reported 

techniques for interventional planning are based on manual interactions to define osteotomies 

and reconfiguration of fragments required to achieve the desired target shape [44]–[46]. 

Furthermore, most of the available virtual planning methodologies do not include references 

of normative cranial shape to target, so experienced craniofacial surgeons usually define 

“normal” cranial shapes through mental constructions. Therefore, these approaches are still 

highly subjective and dependent on the physician’s experience. 

Only a few automatic surgical planning techniques have been developed to determine 

the optimal shape to target during FOA [47], [48]. These algorithms are based on statistical 

shape models generated from databases of normative subjects. Learning from normative data, 

the methods determine the optimal cranial shape to target during surgical treatment, 

personalized to each subject. An optimization approach is then employed to rearrange the bone 

fragments in the most appropriate configuration that minimizes cranial malformations with 

respect to the optimal normal shape.  

However, these automatic planning frameworks present limited clinical applicability 

due to the definition of the bone fragments required for cranial vault remodeling. These 

algorithms were validated using only a few surgical templates that did not include bilateral 

tenon extensions of the supraorbital bar, which are important during FOA to facilitate 

advancement and subsequent stabilization of the remodeled fragments. 

It is important to note that although significant head shape improvements have been 

quantified after surgical treatment [31], long-term postoperative follow-up evaluations of 

craniosynostosis patients have demonstrated an abnormal cranial development following 

surgery [63]. Therefore, achieving a statistically normal cranial shape may not be sufficient to 

ensure optimal long-term aesthetic and functional outcomes.  

In this context, many authors have reported that an overcorrection must be performed 

in anticipation of relapse or lack of growth, and factored into the VSP [51], [59], [62], [64], 

[65]. To our knowledge, there are no methods for automatic surgical planning of 

craniosynostosis that incorporate overcorrection during the virtual configuration of the 

fragments [70]. 
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3.2. Objective 

This work aims to present and evaluate a new approach for automatic planning of 

fronto-orbital advancement to treat metopic craniosynostosis. Our method follows the standard 

surgical approach and includes overcorrection to ensure optimal long-term outcomes for the 

patients. This framework has been integrated into a customized software that enables surgeons 

to introduce manual corrections into the VSP according to their surgical needs and preferences.  

3.3. Methods 

In this section, we first describe the database of patients used in this study. Then, we 

detail the methodology for cranial shape evaluation, bone fragment estimation, and virtual 

remodeling. Finally, we describe the metrics used for the assessment of our planning software. 

A summary of the proposed workflow for automatic planning is presented in Figure 3.1.  

3.3.1. Database 

Our automatic planning framework was evaluated on 9 patients (mean age 10.68 ± 1.73 

months; range 8-13 months; 4 girls and 5 boys) with metopic craniosynostosis. All patients 

were treated with an open cranial vault remodeling with FOA in our center. Available data for 

each patient includes a preoperative CT scan and a manual VSP performed by experienced 

craniofacial surgeons. Manual VSP includes virtual osteotomies and reconfiguration of fronto-

orbital bone fragments according to the surgeon’s clinical judgment. This manual VSP was 

used as a reference during surgical intervention. 

In addition, we used a database including CT scans of 201 subjects without cranial 

disease (mean age, 23 ± 20 months; range, 0-72 months; 89 girls and 112 boys) to build a 

statistical shape atlas of the normative cranial shape [31]. One normative subject was selected 

as a reference template to establish a common coordinate system for evaluation. 

3.3.2. Preoperative Cranial Shape Evaluation 

Comprehensive, 3D volumetric analysis of the patient’s cranial anatomy compared with 

normal morphology is crucial to determine the severity of the malformations and the best 

approach for surgical correction. To quantify malformation, we followed the procedure 

described in [19]. First, a statistical shape model was built from the CT scans of the 201 



 

24 
 

normative subjects. Then, we aligned each subject with metopic craniosynostosis in our 

database with the reference template in the atlas and computed a patient-specific, normative 

reference cranial shape. Finally, cranial malformations were quantified as the local Euclidean 

distance between the normative reference calculated from the multi-atlas and the patient’s 

cranial shape. 

 

Figure 3.1. Proposed workflow for automatic surgical planning of FOA. 
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3.3.3. Osteotomy Planning 

An osteotomy template was manually defined by specialized craniofacial surgeons 

based on their previous experience in craniosynostosis VSP. A total of eight cutting planes 

were defined in the fronto-orbital region of the reference template (normative subject) in the 

atlas, using the Frankfurt plane as a reference (Figure 3.2).  The supraorbital axial, 

frontozygomatic, inferior temporal, and frontonasal planes are parallel to the Frankfurt plane. 

The coronal, sphenofrontal, posterior temporal, and midsagittal planes are perpendicular to the 

Frankfurt plane.  

 

Figure 3.2. VSP of fronto-orbital advancement: cutting planes (top) and fragments for cranial vault 
remodeling (bottom). 
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Fragments were automatically estimated for all 9 subjects in our database using the 

osteotomy template. For each subject, the preoperative CT image was aligned with the 

reference template using the anatomy of the cranial base, and the eight cutting planes in the 

osteotomy template were directly projected onto the subject’s coordinate space. Finally, the 

projected cutting planes were used to simulate osteotomies in the fronto-orbital region and to 

generate six bone fragments to be used for FOA: four fragments in the supraorbital bar and two 

fragments in the frontal area (Figure 3.2). 

3.3.4. Automatic Cranial Vault Remodeling 

For virtual cranial remodeling, fragments in the fronto-orbital region were reconfigured 

to achieve the desired target shape (Figure 3.3). The target shape was obtained following the 

steps described in Section 3.3.2. Our algorithm estimated the necessary transformation (i.e., 

translation, rotation, and bending) required for each of the fragments to achieve the target 

cranial shape considering the constraints imposed by the clinical protocol of FOA, as explained 

next.  

 

Figure 3.3. Workflow for the simulation of fronto-orbital advancement using a patient-specific 
normative reference obtained from a statistical shape model. The normative reference is displayed as a 

triangulated mesh in the top diagram, and as a white curve in the bottom diagram.  

First, the two halves of the supraorbital bar and both frontal fragments are rotated 

parallel to the Frankfurt plane to increase the bitemporal width and the central angle. We refer 
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to this step as the central opening. Optimal rotation is computed by minimizing the surface-to-

surface distance between the left and right supraorbital fragments and the target shape. The 

rotation angle computed for each supraorbital fragment is applied to each ipsilateral frontal 

fragment.  

Then, bilateral temporal fragments of the bandeau are rotated parallel to the Frankfurt 

plane to ensure lateral continuity with the healthy bone tissue. In addition, left and right frontal 

fragments are deformed to match the target shape by means of an affine model-to-model 

registration. Finally, overcorrection is applied to further increase the interfrontal angle and the 

bifrontal width over the target normative shape. 

3.3.5. Planning Software 

A software application called CranioPlan was developed as an extension for the 3D 

Slicer open-source platform [71] to automatically plan FOA. The software enables to import 

patient’s CT imaging studies or 3D models of the cranium. If CT images are imported, 

intensity-based segmentation can be performed to generate a 3D model of the patient’s 

anatomy. Our software platform enables a semi-automatic segmentation of the bone tissue, 

which combines an initialization based on global thresholding with region growing [72].  

The planning software incorporates the necessary tools for the automatic estimation of 

the bone fragments in the fronto-orbital region using the osteotomy template and 

reconfiguration of these fragments to achieve a normalization of the calvarial shape. Complete 

automated planning is possible, but the software enables the surgeons to include manual 

modifications of the VSP at any point according to their surgical needs and preferences.  

CranioPlan enables the quantification of morphological metrics commonly used by 

craniofacial surgeons during diagnosis, surgical planning, and evaluation of surgical outcomes. 

These metrics include the interfrontal angle (IFA) [73], the transverse forehead width (TFW) 

[74] and minimal frontal breadth (MFB) [63]. These morphological metrics were measured 

from a set of landmarks defined in the reference template of our statistical shape model, which 

are projected onto the coordinate space of each new metopic subject under evaluation. 

Landmarks for the computation of IFA and TFW were computed as previously described in 

[23], while the landmarks for MFB were manually selected at the frontotemporale points on 

both sides of the reference cranium. Morphological metrics can be computed at any step during 
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the VSP to compare the simulated surgical outcome with the preoperative and normative 

reference cranial shapes. 

In addition, CranioPlan can automatically apply overcorrection to increase the 

interfrontal angle and the bifrontal width over the normative values. Two predefined levels of 

overcorrection can be selected by the user: (1) mild overcorrection, which increases minimal 

frontal breadth by 7 mm, and (2) severe overcorrection, which increases minimal frontal 

breadth by 15 mm as recommended by Fearon et al. [63]. However, surgeons can manually 

input the desired overcorrection degree into the planning software according to their surgical 

preferences and clinical judgment. 

3.3.6. Performance Evaluation 

The performance of our software was evaluated by automatically planning FOA in all 

9 patients with metopic craniosynostosis in our database. CranioPlan was used to estimate 

cutting planes and fragments using the osteotomy template, and to virtually arrange the 

fragments into the most appropriate postsurgical shape according to the target normative 

reference shape. Three different treatment strategies were computed for each patient: without 

overcorrection (OC-0mm), mild overcorrection (OC-7mm), and severe overcorrection (OC-

15mm). Optimal post-surgical cranial shapes determined by our software for each subject were 

compared with the manual VSP performed by experienced craniofacial surgeons and the 

personalized normative reference shape using the following metrics: IFA, TFW, MFB, 

intracranial volume (ICV) of the fronto-orbital region, and malformations in the fronto-orbital 

region (i.e. Euclidean distances between the patient’s cranial shape and the normative 

reference). In addition, the processing time required for automatic planning was measured for 

each subject. Finally, three experienced craniofacial surgeons evaluated the usability and 

performance of the different steps of the automatic planning framework. 

3.4. Results 

Evaluation of automatic VSP outcomes indicated a correct normalization of the cranial 

shape for all 9 patients (Table 3.1). All postoperative IFA values were within the range reported 

in the literature for normative patients: 136.7 ± 6.2 degrees; minimum, 123.8 degrees; 

maximum, 169.9 degrees [24]. The average processing time required to complete the automatic 

planning was 19.22 ± 3.25 seconds. 
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Table 3.1. Mean and standard deviation of morphometric and volumetric values for preoperative 
cranial shapes, normative reference shapes, manual surgical plans performed by experienced 

craniofacial surgeons, and automatic plans. Automatic plans were computed with CranioPlan software 
with three different degrees of overcorrection: no overcorrection (OC-0mm), mild overcorrection 

(OC-7mm), and severe overcorrection (OC-15mm). 

 Metric 

 IFA (º) TFW (mm) MFB (mm) Front. ICV (cm3) 

Preoperative 115.05 ± 5.26 69.12 ± 5.21 77.87 ± 4.54 161.18 ± 38.44 

Normative 129.63 ± 3.89 78.51 ± 4.49 85.77 ± 3.92 190.22 ± 39.38 

Manual VSP 133.48 ± 4.64 81.04 ± 4.17 88.87 ± 3.48 203.29 ± 36.46 

Auto OC-0mm 129.10 ± 3.85 78.04 ± 4.75 87.86 ± 4.74 191.47 ± 39.74 

Auto OC-7mm 132.39 ± 4.05 81.08 ± 4.46 92.40 ± 4.95 205.59 ± 42.20 

Auto OC-15mm 138.59 ± 3.18 85.87 ± 4.42 100.36 ± 5.46 235.80 ± 47.10 

 

 

Results without overcorrection (OC-0mm) demonstrate an accurate matching with the 

normative reference shape, showing an average absolute error of 0.93º in IFA, 0.66 mm in 

TFW, 2.16 mm in MFB, and 1.25 cm3 in frontal ICV. In addition, local malformations in the 

fronto-orbital region were significantly reduced from 2.73 ± 0.88 mm to 0.45 ± 0.09 mm, 

representing an average reduction of 82.01% (Figure 3.4).  The average reduction was 80.95% 

and 82.48% in the supraorbital bar and frontal bone regions, respectively. 

Automatic VSP with overcorrection showed increased IFA, TFW, MFB, and frontal 

ICV in all subjects (Figure 3.4). Manual VSP performed by craniofacial surgeons showed an 

average overcorrection of 7.75% in the frontal ICV. Average volumetric overcorrection over 

the normative values was 0.66%, 8.16%, and 24.19% for OC-0mm, OC-7mm, and OC-15mm, 

respectively.  

Automatic mild overcorrection (OC-7mm) demonstrated a strong resemblance with 

manual VSP for all patients, with an average difference of 2.32º in IFA, 1.28 mm in TFW, 3.74 

mm in MFB, and 12.81 cm3 in frontal ICV (Table 3.2). Automatic VSP presented a reduced 

variability in comparison with manual VSP. 
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Figure 3.4. Local malformations of the cranium of a metopic craniosynostosis patient before planning 
(preoperative), after automatic planning without overcorrection (OC-0mm), after automatic planning 
with an overcorrection of 7 mm in minimal frontal breadth (OC-7mm), and after automatic planning 

with an overcorrection of 15 mm in minimal frontal breadth (OC-15mm). 
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Table 3.2. Percentage of overcorrection of manual and automatic virtual surgical plans with respect to 
normative values. 

 Percentage of Overcorrection 

 IFA (%) TFW (%) MFB (%) Front. ICV (%) 

Manual VSP 2.97 ± 2.12 3.27 ± 2.39 3.69 ± 3.62 7.75 ± 8.93 

Auto OC-0mm -0.41 ± 0.76 -0.61 ± 0.84 2.41 ± 1.73 0.66 ± 0.50 

Auto OC-7mm 2.13 ± 0.80 3.29 ± 0.64 7.71 ± 1.84 8.16 ± 2.19 

Auto OC-15mm 6.93 ± 1.25 9.42 ± 1.33 16.99 ± 2.38 24.19 ± 3.07 

 

CranioPlan software was successfully used to compute an automatic interventional plan 

for FOA in all 9 patients in our database. Feedback from three experienced craniofacial 

surgeons indicated that the automatic estimation of osteotomies was accurate and provided a 

suitable initialization for VSP. The orientation of the coronal cutting plane was manually 

modified in two patients to avoid intersection with the coronal suture. In the rest of the patients, 

no manual modifications were required, and all automatically estimated fragments were 

suitable for VSP (Figure 3.5). 

 

Figure 3.5. Fronto-orbital bone fragments defined during manual VSP (top) and estimated using the 
osteotomy template during automatic VSP (bottom) in one patient with metopic craniosynostosis. 
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In addition, surgeons consider that the automatic interventional plans including mild 

overcorrection, computed using CranioPlan software, were suitable for surgical deployment. 

While the duration of manual VSP ranged between 40 and 75 minutes, automatic VSP was 

completed in less than 30 seconds for all patients in our database.  Surgeons’ feedback suggests 

that the use of CranioPlan software will improve the repeatability and reduce the duration of 

the preoperative planning stage. 

3.5. Discussion and conclusion 

Existing methods for automatic planning of FOA do not incorporate overcorrection, 

which has shown to be essential to ensure optimal long-term surgical outcomes [63]. In this 

work, we presented an automatic method for the interventional planning of FOA that enables 

surgeons to quantify and incorporate the desired overcorrection degree into the VSP. 

Our approach is based on statistical shape models of the healthy cranium used to 

calculate patient-specific normative reference shapes. With these, we can define the most 

appropriate cranial shape to target during interventional planning. This approach eliminates the 

subjective determination of the normal cranial shape presented by previous techniques [44]–

[46]. Therefore, the use of normative references with VSP can reduce the variability of surgical 

outcomes across different surgeons and institutions. 

In addition, our method introduces an osteotomy template to automatically estimate the 

optimal bone fragments for FOA. This template includes the bilateral tenon extensions of the 

supraorbital bar, which are important during FOA to facilitate advancement and subsequent 

stabilization of the remodeled fragments. The results of this study indicate that the automatic 

estimation of osteotomies is accurate and provides a valuable and objective tool to improve 

repeatability and reduce the duration of the preoperative planning stage. 

Reconfiguration of fronto-orbital bone fragments was virtually simulated to achieve the 

desired cranial shape for each patient. The average processing time for virtual remodeling was 

below 20 seconds. Postoperative cranial shapes of 9 patients reconstructed with our approach 

significantly reduced malformations in the fronto-orbital region by 82% and presented IFA 

values within the range reported in the literature for normative patients [24].  

Multiple studies have highlighted the importance of performing overcorrection during 

craniosynostosis treatment to avoid relapse or lack of growth [59], [62], [64], [65]. Our 
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planning software automatically estimates overcorrected postoperative cranial shapes based on 

morphological metrics and including the suggestions from previous studies [63]. CranioPlan 

provides two predefined overcorrection degrees: mild and severe overcorrection. Moreover, 

surgeons can manually input the desired amount of overcorrection considering the patient 

clinical history and surgical preferences. This overcorrection can be quantified for later use in 

surgical outcome analysis. To our knowledge, this is the first solution to consider and apply 

overcorrection for craniosynostosis VSP.  

Importantly, our framework for the simulation of osteotomies and cranial remodeling 

is integrated into a software application, i.e., CranioPlan. Although this automatic planning tool 

provides objective metrics and references, it is not meant to replace the surgeon’s clinical 

judgment or technical skills. Therefore, our software enables surgeons to perform a completely 

automatic VSP based on the personalized data of the patient and to perform modifications in 

any step of the process according to their surgical needs and preferences.  

The limitations of the current study are related to the automatic reconfiguration of the 

bone fragments during simulated FOA. Our approach estimates a transformation for each 

fragment, which may lead to potential overlaps between fragments during the virtual 

remodeling. However, the defined physical constraints of FOA avoid overlaps, so we did not 

encounter any challenges with the data presented in this paper. However, these constraints may 

not be suitable for simulating other types of open cranial vault remodeling techniques. To 

expand our work to other surgical approaches, we will integrate global registration algorithms 

into our framework to account for bone fragment interactions during simulation [47].    

The presented method for VSP can be combined with other technologies to further 

improve the surgical management of craniosynostosis. Patient-specific normative references 

could be used to perform quantitative evaluation of the local malformations, assisting 

physicians during diagnosis [19] or postoperative monitorization of surgical outcomes [31].  

Virtual surgical planning of cranial vault remodeling based on statistical shape models 

has demonstrated to be an accurate, automatic, and objective tool to improve the surgical 

management of craniosynostosis. The use of normative references of the cranium enables the 

definition of optimal patient-specific shapes to target during preoperative planning. Our 

solution enables the estimation of osteotomy locations in the fronto-orbital regions, the 

automatic configuration of the bone fragments to minimize cranial malformations, and the 

integration of overcorrection to ensure optimal long-term surgical outcomes. The use of this 
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technology could lead to a reduction of inter-surgeon variability and an improvement in 

surgical outcomes. 

 

 

  

The content of this chapter is currently under review for publication in the journal Plastic 

and Reconstructive Surgery: 

D. García-Mato, A. R. Porras, S. Ochandiano, G. F. Rogers, J. Pascau, M. G. Linguraru. 

“Automatic Planning of Fronto-Orbital Advancement for the Surgical Correction of 

Metopic Craniosynostosis”. Plast. Reconstr. Surg. (2021) [submitted] 
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INTRAOPERATIVE           

3D PHOTOGRAPHY 

4.1. Introduction  

Accurate characterization of cranial morphology is essential for diagnosis, treatment 

planning, and monitorization of surgical outcomes in patients with craniofacial abnormalities 

[21]. In craniosynostosis, the evaluation of the cranial shape compared with normal 

morphology is essential to comprehend the basis of the malformations and determine the best 

approach for surgical correction.  

Although multiple morphological metrics are available for cranial shape evaluation, 

IFA [73] and TFW [74] are the most commonly used by the surgeons during diagnosis, surgical 

planning, and outcome evaluation of craniosynostosis patients with malformations in the 

frontal area. These two metrics are strongly related to the severity of the malformation and the 

effect on the harmony and balance between the face and cranial vault in metopic 

craniosynostosis patients. However, accurate measurement of these metrics can only be 

achieved with a 3D analysis of the cranial vault and with an optimal and standardized 

anatomical landmark definition. 

In the past, cranial anthropometry has been limited to direct measurements of the 

anatomy during examination using traditional instruments (e.g. calipers or angle meters). This 

methodology enables a simple, non-invasive, and inexpensive quantification of cranial shape. 

Normative databases of direct anthropometric measurements are available in the literature [75], 
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providing references that can be compared with specific patients. However, this methodology 

requires training for reliable performance and is time-consuming. Another significant 

limitation is the inability to store craniofacial surface morphology for further analysis [28]. 

Later, two-dimensional (2D) images have been proposed to overcome the limitations 

of direct anthropometry [76]. The main advantages of this methodology are fast acquisition, 

simplicity, low cost, noninvasiveness, and storage capabilities [28]. However, 2D images do 

not enable users to make volume and topographic measurements, which are essential for many 

applications [77]. In addition, it has been demonstrated that the reliability of this methodology 

is highly dependent on multiple factors, such as subject-camera relative position, head 

orientation, or lighting. Therefore, variable measurements are expected when images are 

acquired by several users under different conditions.  

In this context, 3D imaging has emerged to provide accurate and reproducible 

quantification of cranial morphology. In craniosynostosis, CT scans have become the standard 

for evaluating the cranium due to its ability to display bone tissue with high spatial resolution 

[16]. CT imaging enables to detect the fusion of the cranial sutures and to generate accurate 

3D reconstructions for diagnosis, shape analysis, and surgical planning. However, this 

technique is limited by the exposure of the subjects to ionizing radiation and the frequently 

required sedation or anesthesia for the infants to remain steady during acquisition. For these 

reasons, CT imaging is rarely used for postoperative evaluation of surgical outcomes and 

patient follow-up [27]. 

The limitations of CT imaging have led to the use of 3D photography for cranial 

anthropometry. This technology is based on the acquisition of images of the subject from 

multiple angles and the alignment of those images to reconstruct a 3D surface. Several studies 

have demonstrated the validity and reliability of 3D photography for craniofacial 

anthropometry [28]–[30]. In addition, 3D photography has been used to evaluate cranial 

malformations and surgical outcomes in craniosynostosis with accuracy similar to CT imaging 

[31].  

The devices used in previous works to acquire 3D photographs of craniosynostosis 

patients are mostly stationary, based on several synchronized cameras obtaining images from 

multiple angles to reconstruct the 3D scene (Figure 4.1). The main advantage of these devices 

is the near-instantaneous image capture, which minimizes motion artifacts and enables the 

acquisition of images without sedation or anesthesia of the infants. However, these systems 
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require a dedicated room with highly specialized equipment for the acquisition, and trained 

personnel to acquire and process the images [26]. 

 

Figure 4.1. The 3dMDface System (3dMD, Atlanta) consists of four geometric and two texture 
cameras that acquire synchronized images of the subject to create a single 3D image. Image adapted 

from [78] (figure reprinted with permission from the copyright holder, Elsevier). 

Hand-held 3D scanners are not a common tool in biomedical applications, but they are 

widely employed in other areas, such as industrial design or architecture [79], [80]. Within the 

medical field, mobile devices have been mostly applied for facial scanning [81] or objective 

evaluation in plastic surgery [82]. Few studies report the use of hand-held 3D photographs for 

postoperative evaluation of patients with craniosynostosis [26], [33]. These scanners are moved 

around the area of interest to acquire 3D images from multiple angles and reconstruct the 3D 

surface.  

Although the acquisition time is higher than in stationary devices, the portability of 

hand-held 3D scanners enables its use inside the operating room for surgical outcome 

evaluation [83]. However, the use of this technology for the intraoperative evaluation of the 

surgical outcome during open cranial vault remodeling has not been reported, and its accuracy 

has not been evaluated yet.  
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4.2. Objective 

This study aims to evaluate the feasibility of using a hand-held 3D photography device 

for noninvasive and radiation-free intraoperative morphometric cranial vault analysis during 

metopic craniosynostosis surgery. We assessed the accuracy of this technology for 

intraoperative reconstruction of the cranial vault surface and the measurement of 

morphological metrics (IFA and TFW). Additionally, we recorded the time required for 

intraoperative scanning and gathered feedback from several specialized surgeons to investigate 

the feasibility of integrating this technology into the current surgical workflow. 

4.3. Materials and methods 

In this section, we first describe the subjects included in this study. Then, we present 

the methodology and the hardware required to acquire intraoperative 3D photographs. Later, 

we describe the evaluation of the intraoperative scanning process and the accuracy for 3D 

reconstruction and morphometry. Finally, a methodology for automatic registration of 

intraoperative 3D photographs is presented and evaluated. 

4.3.1. Subjects 

Data from five patients with metopic craniosynostosis were included in this study: a 9-

month-old boy, a 15-month-old (corrected age is 12 months) girl, a 16-month-old (corrected 

age is 13 months) boy, a 10-month-old girl, and a 10-month old boy. These patients suffered 

from isolated, non-syndromic metopic craniosynostosis, and surgical corrections were 

performed through FOA assisted by patient-specific cutting guides, remodeling templates, and 

intraoperative navigation. The parent or legal guardian of the patients signed an informed 

consent for study participation. The study was approved by the Research Ethics Committee at 

Hospital General Universitario Gregorio Marañón (Madrid, Spain) and performed in 

accordance with the principles of the 1964 Declaration of Helsinki as revised in 2013. 

A 3D printed phantom was designed and manufactured to produce a realistic scenario 

for surgical simulation and performance evaluation. The design of the phantom was based on 

patient 2, presenting metopic craniosynostosis. Polylactic acid (PLA) and silicone (Smooth-

On, PA, USA) materials were used to simulate bone and soft tissue, respectively. A total of 15 

reference points were attached to the simulated bone tissue surface for error computation 
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purposes. This phantom was used for the evaluation of the automatic registration of 3D 

photographs. More details are provided in section 4.3.6. 

In addition, we used a database from Children’s National Hospital (Washington, DC, 

United States) including CT scans of 201 normative subjects (mean age, 1.93 ± 1.69 years; 

range, 0 to 6 years; 89 girls and 112 boys) and 34 patients diagnosed with metopic 

craniosynostosis (mean age, 5.46 ± 4.32 months; range, 0 to 14 months; 11 girls and 23 boys). 

The normative subjects were used to build a statistical shape atlas [19]. The 34 patients with 

metopic craniosynostosis were used to compute the average malformation field to estimate 

optimal anatomical landmarks for morphology quantification, following the methodology 

described by Mendoza et al. [23]. More details are provided in section 4.3.5.  

4.3.2. Preoperative CT scanning 

A preoperative cranial CT scan was acquired as part of the standard of care for all five 

patients with a Philips Mx8000 scanner before the intervention. The axial in-plane pixel size 

ranged between 0.24 and 0.28 mm, the slice thickness ranged between 1 and 1.3 mm, and the 

spacing between slices ranged between 0.5 and 0.6 mm for all cases.  

Intensity-based segmentation of the CT scans was performed using the 3D Slicer 

platform [84], generating 3D models of the skin and the bone tissue of each subject (Figure 

4.2). Segmentation of the skin tissue was performed using an automatic method based on Otsu 

thresholding and extracting the outer surface. Bone tissue was segmented semi-automatically 

combining an initialization based on global thresholding with region growing [72].  

After segmentation, skin and bone tissue models were post-processed to eliminate 

unconnected regions and fill holes, ensuring continuity in the final mesh. No additional post-

processing (e.g. smoothing) was performed. These models served as a reference for 

preoperative VSP and as a gold-standard for 3D photography performance evaluation. 
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Figure 4.2. Segmentation of skin and bone from preoperative CT scan of subject 1. (a) Segmentation 
of skin tissue surface using Otsu thresholding. (b) Extraction of the outer surface of the segment. (c) 

3D model of skin tissue. (d) Initialization of bone segmentation using global thresholding. (e) 
Segmentation of bone tissue using region growing. (f) 3D model of bone tissue. 

4.3.3. Intraoperative 3D photography 

3D photographs were acquired using the Artec EVA® (Artec Group, Luxembourg) 

structured light scanner during surgery to obtain skin and bone tissue surfaces. This hand-held 

device illuminates the surgical area with striped patterns of bright white light and computes a 

3D surface mesh from the deformation of these patterns captured by two cameras included in 

the scanner. The process does not involve any harmful radiation. In addition, a third internal 

camera obtains color texture information.  

During the scanning process, the device was moved around the region of interest at a 

distance range of 0.4-1.0 meters for 3D frame acquisition (Figure 4.3), taking into account that 

a minimum safety margin of 30 centimeters must be maintained between unsterile personnel 

and the sterile surgical field [85].  
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Figure 4.3. Acquisition of an intraoperative 3D photograph of the cranial vault during 
craniosynostosis surgery using the hand-held structured light scanner. 

 

Intraoperative 3D photographs of the cranial vault were acquired at three different 

stages of the surgical correction (Figure 4.4): skin tissue surface before incision (preoperative 

skin), bone tissue surface before osteotomy (preoperative bone), and bone tissue surface after 

remodeling (postoperative bone). After scanning, the acquired 3D images were aligned and 

fused using geometry and texture information with Artec Studio® software. Processing steps 

include global registration, outlier removal, smooth fusion, and texture mapping. The final 3D 

surface, texture, and mapping information were exported in Wavefront Object (.obj), Joint 

Photographic Experts Group (.jpg), and Material Template Library (.mtl) file formats, 

respectively. The time required for scanning and processing steps was measured for each 

surgery. 
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Figure 4.4. Superior view of intraoperative 3D photographs without (first row) and with texture 
information (second row) of the cranial vault of subject 1 at different phases of the surgical 

correction: (a) skin tissue surface before incision, (b) bone tissue surface before osteotomy, and (c) 
bone tissue surface after remodeling. 

4.3.4. Accuracy evaluation 

The accuracy of intraoperative 3D photography was evaluated using the preoperative 

photographs of skin and bone tissue (before cranial vault remodeling), and taking the 3D 

models of skin and bone surfaces obtained from the preoperative CT as gold-standard. The 

iterative closest point algorithm [86] was used to align the acquired 3D surfaces with the 

segmented reference models. Once aligned, 3D photography accuracy was measured as the 

average surface distance, i.e. the Euclidean distance between each vertex of the source mesh to 

the closest vertex in the target mesh. A Student t-test was applied to investigate the existence 

of significant differences in accuracy between the skin and bone tissue scanning.  
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4.3.5. Morphometry analysis 

We evaluated the feasibility of quantifying morphological metrics from 3D 

photography data for the evaluation of cranial deformity in craniosynostosis patients using 

three anatomical landmarks in the cranial vault. For the automatic computation of robust 

landmarks, we followed a similar methodology to the one proposed by Mendoza et al. [23] and 

previously validated for discrimination of pathological shape abnormalities from healthy 

phenotypes [24].  

First, each of the 34 subjects with metopic craniosynostosis in our database was aligned 

with a reference healthy subject (template). Then, a patient-specific normative reference cranial 

shape was computed for each subject using a statistical shape atlas built from the CT scans of 

the 201 normative subjects. This normative reference is used to calculate the malformation 

field of each metopic subject, which represents the local malformation values of each subject 

with respect to the normal shape.  

Finally, all malformation fields were combined to compute an average absolute 

malformation field where the three points of maximum average malformation were identified 

at the left frontal bone (LFL), at the right frontal bone (RFL), and along the metopic suture 

(MSL) (Figure 4.5).  These points follow the clinical observations in the diagnosis procedure 

to identify the morphological abnormalities associated with trigonocephaly: recession of the 

frontal bones and protrusion of the metopic suture area. The manual identification of these 

points using anatomical landmarks is not possible, and their identification relies on the 

registration of the preoperative CT scan with the reference template. 

For each of the 5 subjects in our study, the preoperative CT scan was aligned with the 

reference template and the three maximum average malformation landmarks (LFL, RFL, and 

MSL) were projected on the cranial vault of each subject (Figure 4.5). Intraoperative 3D 

photographs were aligned with the preoperative CT scan, and the three landmarks were 

projected on the surface for intraoperative morphology quantification. IFA and TFW 

morphological metrics were calculated from the projected landmarks of each subject: IFA was 

defined as the angle formed by the left frontal segment (LFL-MSL) and right frontal segment 

(RFL-MSL), and TFW was measured as the distance between the two most lateral landmarks 

(LFL and RFL).  
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Figure 4.5. Methodology for computation of IFA and TFW morphological metrics of a metopic 
subject using an average malformation field computed from a database of 34 metopic subjects. 

Individual malformation fields are generated from a multi-atlas of normative cases. The three points 
with the maximum average malformation (LFL, RFL, and MSL) are computed and used for the 

computation of morphological metrics of every new subject. 
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These two metrics were calculated on the skin and bone tissue models obtained from 

the preoperative CT scan and on the intraoperative 3D photographs acquired during surgery 

for each of the 5 patients. Morphological metrics computed on the preoperative 3D photographs 

(before cranial vault remodeling) were compared to the IFA and TFW values computed using 

the preoperative CT scans, and the difference was considered as the morphometry error. A 

Student t-test was performed to investigate the existence of significant differences between the 

values measured in 3D photographs and CT scans. In addition, morphological metrics were 

also computed on the intraoperative 3D photographs acquired after cranial vault remodeling 

and on the normative reference shapes of each subject. These values were used to evaluate and 

compare the surgical outcomes with normal (healthy) morphology, computed from the 

statistical shape atlas of normative cases.  

4.3.6. Automatic registration 

We propose a novel approach for the automatic registration of bone tissue 3D 

photographs based on the attachment of 3D printed color markers to the bone surface (Figure 

4.6). Three squared color markers were used: blue, green, and magenta. Color markers consist 

of a top layer made of PLA material containing the color information to be automatically 

identified in the 3D photographs, and a bottom layer made of resin, which will be in contact 

with the bone tissue and contains holes for rigid fixation using resorbable pins. 

These markers are attached to the healthy tissue surrounding the reconstruction area 

before cranial vault remodeling. These markers can then be automatically identified in the 

intraoperative 3D photographs by applying color filtering over the texture data. Once markers 

are detected, the center of mass is extracted from each one and subsequent 3D photographs can 

be aligned using fiducial-based registration. It must be noted that the color markers must be in 

a fixed position during cranial vault remodeling to ensure optimal registration accuracy 

This methodology for automatic registration was evaluated in the 3D printed phantom 

to assess the accuracy of the alignment for different spatial configurations of the markers and 

different illumination conditions. Color markers were attached to the simulated bone tissue 

surface into five spatial configurations, and 3D photographs were acquired under three different 

illumination conditions (homogeneous, dim, and unidirectional lights) (Figure 4.7). For each 

case, the target registration error (TRE) was measured at 15 reference points distributed along 

the surface of the 3D printed phantom. Finally, the complete workflow for automatic 
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registration was tested on a real surgery to assess the attachment of the markers to real bone 

tissue and the accuracy for automatic identification in the surgical field. 

 

Figure 4.6. (a) Attachment of registration color markers to bone tissue using resorbable pins. (b) 
Surgical field before cranial vault remodeling with color markers attached. (c) Surgical field after 

cranial vault remodeling with color markers attached. 

 

Figure 4.7. Simulation phantom during 3D photograph acquisition under three different illumination 
conditions: (a) homogeneous light, (b) dim light, and (c) unidirectional light. 
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4.3.7. Usability evaluation 

Feedback from specialized surgeons was obtained to assess the usability of 

intraoperative 3D photography in craniosynostosis surgical correction, compare the use of 3D 

photography with other approaches, and determine the feasibility of integrating this technology 

into the current surgical workflow. A questionnaire survey was filled-in by six surgeons (three 

from the Department of Oral and Maxillofacial Surgery and three from the Department of 

Neurosurgery) involved in the craniosynostosis correction surgeries after the completion of the 

last case. Questions were scored on a 5-point Likert scale (Figure 4.8). The results are 

presented in the following section. 

 

Figure 4.8. Questionnaire about the use of 3D photography.  
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4.4. Results 

4.4.1. Acquisition time 

Intraoperative 3D photographs of skin and bone tissue were successfully acquired in all 

five surgeries. The mobile scanner was easily moved around the surgical field to obtain 3D 

images of the cranial vault from different angles. The average scanning duration was 74.67 ± 

14.78 and 87.79 ± 39.62 seconds for the skin and bone 3D photographs, respectively (mean ± 

standard deviation). The fastest scan was obtained in 53 seconds and the slowest in 191 

seconds. The average time to process the acquired scans was 63.92 ± 23.37 seconds for skin 

tissue and 92.54 ± 37.99 seconds for bone tissue. Processing 3D photographs of bone tissue 

after remodeling presented an increased duration compared with those acquired before cranial 

remodeling. Recorded scanning and processing time required for each subject are shown in 

Table 4.1.  

Table 4.1. Scanning and processing time of intraoperative 3D photographs of the cranial vault 
acquired using the Artec Eva scanner. 

  Scanning time (s)  Processing time (s) 

Subject ID  Skin Bone (Pre) Bone (Post)  Skin Bone (Pre) Bone (Post) 

1  60.82 90.45 190.55  46.20 75.80 198.70 

2  85.18 109.00 87.36  105.30 90.50 94.10 

3  75.73 87.64 52.82  74.60 53.30 89.10 

4  95.64 90.18 41.00  46.50 72.10 86.70 

5  56.00 73.73 55.18  47.00 64.20 100.90 

Mean  74.67 90.20 85.38  63.92 71.18 113.90 

SD  14.78 11.24 54.78  23.37 12.36 42.68 

 

4.4.2. Accuracy evaluation 

The average error of intraoperative 3D photography for the reconstruction of the 

patient’s anatomy was 0.30 ± 0.29 mm. An average surface distance of 0.45 ± 0.36 mm and 

0.17 ± 0.12 mm was obtained for the skin and bone tissue scans, respectively. In the case of 

skin tissue scanning, larger error values were found in ocular and nasal regions, which may be 

caused by soft tissue displacements and misalignments with the preoperative CT scan. For bone 
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tissue, higher errors were found in the anterior fontanel region due to its low density and 

reduced visibility in the CT scan (Figure 4.9). Significant differences (p < 0.001) were found 

between the accuracies of skin and bone tissue scanning consistently in all subjects, 

demonstrating a higher accuracy of the technique for the reconstruction of the bone tissue 

surface.  

 

Figure 4.9. 3D models of the cranial surface with a color representation of the local surface distance 
between intraoperative 3D photographs and reference models of the cranium obtained from 

preoperative CT scans. Red color represents those areas of the cranial vault with increased error and 
blue color represents those areas with a lower error. 

4.4.3. Morphometry analysis 

Computed morphological metrics before cranial vault remodeling and the 

corresponding errors are shown in Table 4.2. The average absolute error in IFA estimation was 

0.72 ± 0.46 degrees. An absolute morphometry error of 0.62 ± 0.42 degrees and 0.82 ± 0.47 

degrees was obtained for skin and bone tissue scanning, respectively. No significant differences 
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(p > 0.9) were found between IFA measured in the 3D photographs and the preoperative CT 

scans. In addition, all measured values for the IFA are within the range reported in the literature 

for patients with metopic craniosynostosis: 116.5 ± 5.8 degrees; minimum, 106.8 degrees; 

maximum, 126.6 degrees [24].  

TFW presented an average morphometry error of 0.62 ± 0.44 mm (0.42 ± 0.42 mm for 

skin tissue and 0.81 ± 0.36 mm for bone tissue scanning). No significant differences (p > 0.9) 

were found between the TFW measured in the 3D photographs and the CT scans. 

Table 4.2. Preoperative measurements of interfrontal angle and transverse forehead width in 
intraoperative 3D photographs before remodeling and reference preoperative CT scans. 

  IFA (°)  TFW (mm) 

Subject 
ID Tissue 3D 

photograph CT scan Error  3D 
photograph CT scan Error 

1 Skin 107.85 107.58 0.26  70.37 69.78 0.59 

 Bone 106.86 105.67 1.18  66.41 67.45 1.04 

2 Skin 117.57 116.14 1.43  84.22 84.17 0.06 

 Bone 117.17 118.72 1.54  80.76 79.87 0.89 

3 Skin 120.43 121.02 0.59  72.49 72.56 0.07 

 Bone 121.29 121.00 0.29  69.95 69.68 0.26 

4 Skin 116.46 116.06 0.40  71.03 71.27 0.24 

 Bone 118.76 119.22 0.46  68.12 68.67 0.55 

5 Skin 114.99 114.57 0.42  78.75 77.59 1.16 

 Bone 112.26 112.88 0.62  72.36 71.06 1.30 

 

Morphological metrics measured in the postoperative 3D photographs show an average 

reduction of the forehead malformations of 87%, using the normative shape of each subject as 

a reference (Table 4.3). Postoperative values of IFA are within the range defined in the 

literature for normative patients: 136.7 ± 6.2 degrees; minimum, 123.8 degrees; maximum, 

169.3 degrees [24]. In addition, postoperative values of TFW indicate an overcorrection of the 

bifrontal width by an average of 2.07 mm over the normal values of each subject. 
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Table 4.3. Measurements of interfrontal angle and transverse forehead width in intraoperative 3D 
photographs of the bone surface before (pre-op) and after (post-op) cranial vault remodeling. Normal 

values correspond with the morphological metrics of the normative reference shape of the subject 
computed from the multi-atlas of 201 normative cases. 

Subject ID  
IFA (°)  TFW (mm) 

Pre-Op Normal Post-Op  Pre-Op Normal Post-Op 

1  106.86 127.00 133.55  66.41 78.49 84.07 

2  117.17 125.86 125.08  80.76 86.50 88.27 

3  121.29 137.46 136.92  69.95 77.54 77.84 

4  118.76 129.76 127.82  68.12 73.37 74.63 

5  112.26 127.12 127.10  72.36 80.16 81.59 

 

4.4.4. Automatic registration 

Average TRE for the different spatial configurations of markers and illuminations 

conditions are shown in Table 4.4. A higher registration error was found in configurations 1 

and 2, where color markers were attached close to each other in a specific side of the cranial 

vault (avg. marker distance below 24 mm). A lower error was found in configurations 3, 4 and 

5, where color markers were distributed separately and surrounding the cranial vault (avg. 

marker distance above 87 mm).   

Regarding the illumination conditions, lower registration errors can be observed in most 

of the cases when 3D photographs were acquired with homogeneous light conditions. 

However, no significant differences were found between the registration error of 3D 

photographs acquired under the three different illumination conditions investigated.  

During the real surgery, color markers were successfully sterilized and attached to the 

bone tissue surface using resorbable pins. In addition, automatic identification of color markers 

was accurately performed under the illumination conditions of the operating room, and 

automatic alignment and evaluation of the intraoperative photographs could be performed. 
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Table 4.4. Target registration error for five different spatial configurations of color markers and three 
different illumination conditions. 

Configuration of markers  Target registration error (mm) 

ID Avg. marker 
distance (mm) 

 Homogeneous 
light 

Dim               
light 

Unidirectional 
light Avg. 

1 23.30  0.29 0.50 0.52 0.44 

2 23.05  0.85 0.42 0.33 0.53 

3 88.78  0.31 0.43 0.38 0.37 

4 102.06  0.23 0.40 0.40 0.34 

5 88.08  0.22 0.22 0.24 0.22 

Avg. 65.05  0.38 0.39 0.37  

 

4.4.5. Usability evaluation 

From the scores of the questionnaire (Table 4.5), it can be observed that surgeons 

support the integration of intraoperative 3D photography for evaluation of the surgical outcome 

during open cranial vault remodeling to correct craniosynostosis (avg. score = 4.8). Besides, 

surgeons believe that the intraoperative assessment of the surgical outcome with this 

technology will enable them to make necessary corrections during the intervention to ensure 

optimal outcomes, reducing the risk of complications and reoperation (avg. score = 4.8) and 

increasing the security and confidence of the surgeons (avg. score = 4.8).  

All surgeons agree that using this technology in the operating room is feasible and can 

be integrated into the surgical workflow (avg. score = 5.0). Moreover, they consider that 

intraoperative 3D photography will not substantially increase the operative time (avg. score = 

5.0). Participants believe that 3D photography is preferred over traditional 2D photography for 

documenting surgical outcomes (avg. score = 5.0) and more suitable than CT imaging for 

evaluation since it avoids exposing children to unnecessary radiation (avg. score = 4.7). Finally, 

they agree that 3D photography can be useful for the intraoperative 3D reconstruction and 

analysis of the anatomy in other surgical specialties (avg. score = 4.8). 
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Table 4.5. Questionnaire scores given by the surgeons regarding the use of intraoperative 3D 
photography for craniosynostosis surgery. 

 Individual scores (per surgeon)  Avg. 
score Question 1 2 3 4 5 6  

3D photography for outcome evaluation 5 5 5 4 5 5  4.8 

Usefulness of intraoperative evaluation 5 4 5 5 5 5  4.8 

More suitable than 2D photography 5 5 5 5 5 5  5.0 

More suitable than CT imaging for evaluation 5 4 5 4 5 5  4.7 

Does not substantially increase operative time 5 5 5 5 5 5  5.0 

Increases security and confidence of surgeons 5 4 5 5 5 5  4.8 

Feasible integration into surgical workflow 5 5 5 5 5 5  5.0 

Applicable to other surgical specialties 5 4 5 5 5 5  4.8 

Avg. score 5.0 4.5 5.0 4.7 5.0 5.0   

 

4.5. Discussion and conclusion 

Intraoperative acquisition of 3D photographs was successfully tested in five patients 

who underwent open cranial vault remodeling for the correction of trigonocephaly. The average 

duration of intraoperative scanning performed with the Artec Eva hand-held scanner was below 

91 seconds and the processing time was less than 114 seconds. An increased duration in the 

scanning of bone tissue can be noticed. This tissue involves a more challenging 3D image 

acquisition due to the presence of blood and the increased complexity of the scene after skin 

flap elevation, a step required to expose the bone surface.  

In addition, intraoperative 3D photographs of the bone tissue acquired after cranial 

remodeling required longer processing times. This may be caused by the irregular bone tissue 

surface, which is built from multiple fragments joined by resorbable plates and screws. After 

testing in the surgical room, the surgeon’s feedback suggests that this technology can be 

integrated into the current surgical workflow for craniosynostosis correction without 

substantially increasing surgical time. Furthermore, surgeons agreed that 3D photography is 

more suitable than CT imaging to evaluate the surgical outcome since it will avoid the exposure 

of children to unnecessary radiation and reduce image acquisition time. Although increased 
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acquisition and processing times can be noticed in the first subject, a substantial reduction can 

be observed in subsequent subjects. Therefore, we believe that 3D photography acquisition and 

processing duration could be further reduced with experience. Nevertheless, this duration is 

one of the limiting factors to consider when introducing 3D photography into the surgical 

workflow, especially if the process has to be repeated several times during the intervention. 

The accuracy of 3D photography for cranial vault surface reconstruction was below 0.5 

mm for both skin and bone tissue scanning. Bone tissue scanning was found to be significantly 

more accurate than skin tissue scanning presenting an average accuracy of 0.17 mm, which 

correlates with the 0.1 mm 3D point accuracy indicated in the technical specifications of the 

Artec Eva scanner. Higher errors in soft tissue scanning may be caused by tissue displacements 

and misalignments with the preoperative CT scan. Moreover, our results of the accuracy of the 

Artec Eva scanner for intraoperative 3D reconstruction are consistent with those reported by 

Modabber et al. [81] for 3D facial scanning using the same hand-held device.  

A robust framework for morphological metric computation in intraoperative 3D 

photographs was proposed. This methodology, based on a statistical shape atlas, enables the 

automatic computation of three landmarks in the frontal region of the cranium and does not 

require manual identification of anatomical landmarks by physicians, thus eliminating the 

intra- and inter-rater variability. The results of the present study demonstrate that the IFA and 

the TFW can be automatically computed with an average error below 0.9 degrees and 0.9 mm, 

respectively. These errors are caused by the resolution of the structured light scanner, which 

produces slight variations in the surface mesh of 3D photographs with respect to the gold-

standard (preoperative CT scans). No significant differences were found between the metrics 

measured in the 3D photographs and the gold-standard. The average error for IFA computation 

is almost one order of magnitude smaller than the standard deviation of the IFA values reported 

in the literature [24] for each of both diagnostic groups: metopic craniosynostosis patients 

(116.5 ± 5.8 degrees) and controls (136.7 ± 6.2 degrees). We believe this accuracy is sufficient 

for the evaluation of the surgical outcome and the discrimination of pathological shape 

abnormalities from healthy phenotypes. 

Morphology quantification of preoperative and postoperative 3D photographs of the 

cranial surface indicates optimal surgical outcomes for all five subjects included in this study 

(i.e. Whitaker class I). IFA values demonstrate an adequate correction of trigonocephaly and 

normalization of the forehead shape in all cases. In addition, TFW values indicate an average 
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overcorrection of 2 mm above the normative reference for each subject. Overcorrection of the 

bifrontal width is typically included in the surgical plans to compensate for subnormal cranial 

growth following surgery and ensure optimal long-term aesthetic and functional outcomes [63]. 

Therefore, intraoperative 3D photography would enable the objective evaluation of the surgical 

outcomes in craniosynostosis by obtaining precise 3D reconstruction of the cranial vault. This 

technology will enable physicians to evaluate and compare different surgical approaches and 

determine the most optimal approach, proving the best long-term aesthetic and functional 

outcome. 

Current intraoperative 3D photography acquisition requires moving the mobile scanner 

around the surgical field to acquire images from multiple viewpoints. The main limitation of 

this procedure is the presence of cables between the mobile scanner and the computer, which 

may difficult the user's movement during acquisition and restrict the range of motion. However, 

in craniosynostosis procedures, the surgical field is relatively small, and optimal scanning can 

be performed without an extensive rotation around the patient’s anatomy. This limitation could 

be easily overcome using wireless structured light scanners, which enable complete freedom 

of movement during acquisition. 

Accurate alignment of preoperative, intraoperative, and postoperative 3D photographs 

is essential to perform shape analysis and surgical outcome evaluation. A novel methodology 

for the automatic registration of intraoperative 3D photographs was described and evaluated in 

the present study. This methodology enables the automatic alignment of 3D photographs by 

identifying a set of color markers, attached to the bone tissue surface, in the texture data. The 

results of this study indicate that the accuracy of the registration can be reduced below 0.4 mm 

when color markers are distributed around the cranial vault region.  

Although in this study we only acquired one single intraoperative 3D photograph after 

cranial vault remodeling, multiple 3D photographs can be acquired to provide valuable 

feedback to surgeons. Acquired 3D photographs can be processed, aligned, and visualized 

inside the operating room without substantially increasing surgical time. Each 3D photograph 

will enable the comparison of the current surgical outcome with the normative reference shape 

or VSP of each patient, indicating surgeons if bone fragment positions must be corrected to 

match the desired surgical outcomes.  

The results of the present study demonstrate that 3D photography could be used not 

only for diagnosis [31] and patient follow-up [87] but also for intraoperative evaluation and 
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surgical guidance avoiding ionizing radiation from CT. Moreover, those surgical workflows 

requiring the design and manufacturing of cutting guides and remodeling templates could 

substitute CT imaging with MRI to further reduce the infants’ exposure to harmful radiation 

[50].  

To conclude, hand-held 3D photography and quantitative head shape analysis provide 

accurate, automatic, and objective tools for the intraoperative evaluation of the surgical 

outcome. These tools avoid children's exposure to radiation, generate accurate 3D 

morphological metrics, and do not substantially increase the operative time. This methodology 

can be easily integrated into the surgical workflow to reduce the subjective component of the 

intervention, improving the reproducibility of the surgical reconstruction, and ensuring optimal 

surgical outcomes. 
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INTRAOPERATIVE 

NAVIGATION 

5.1. Introduction 

Image-guided surgery (IGS), also known as surgical navigation or computer-assisted 

surgery, is an evolving technology used to assist during medical procedures by displaying the 

position of surgical instruments with respect to the patient’s anatomy. IGS can be used to 

accurately transfer the preoperative virtual plan into the operating room, to check the surgical 

outcomes intraoperatively, and to identify important anatomical structures [88]. This 

technology has been applied in many fields (e.g. neurosurgery, orthopedic surgery, 

maxillofacial surgery) to improve the performance, speed, and safety of surgical procedures 

[89].  

The main component of an IGS system is the tracking device, which computes the 

position of the surgical instruments with respect to the patient's anatomy during the 

intervention. Although multiple technologies are available for tracking, infrared optical 

tracking systems are widely used in clinical applications because of their high accuracy and 

large working volume [90]. These devices use cameras covering the working area to track the 

position of specially designed optical markers. Surgical instruments can be tracked by attaching 

a minimum of three optical markers arranged in a unique geometry. Then, the optical tracking 

system can estimate the 3D position and orientation of the surgical instruments from each 

camera projection. However, visualizing the position of surgical instruments with respect to 
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the patient’s anatomy during a surgical intervention requires the registration or alignment of 

the preoperative images with the patient’s position in the operating room. 

Accurate patient-to-image registration is essential for successful IGS. The estimation 

of the spatial transformation relating the preoperative image data with the patient’s position in 

the operating room is based on recording the position of matching reference locations in both 

geometries. Techniques used for registration can be classified into two categories: surface-

matching registration, and point-matching registration [91]. 

Surface-matching methods are usually based on laser scanners that reconstruct the 

patient's 3D surface intraoperatively and align that surface with the preoperative image data. 

However, these techniques are limited by the lack of robustness and accuracy in some scenarios 

[92]. Point-matching technique is the most common registration method in clinical practice. 

This approach is based on identifying and recording the position of a set of corresponding 

points in both the image and patient spaces. A minimum of three points is needed for 

registration. These registration points can be intrinsic, extrinsic, or a combination of both. 

Intrinsic points are derived from the patient's anatomy (e.g. anatomical landmarks), while 

extrinsic points are provided by artificially attached markers (e.g. skin adhesive markers) [93]. 

Since optimal anatomical landmarks are not always available for registration during IGS 

applications, artificial markers or fiducials attached to the skin or bone tissues are commonly 

used. However, these markers need to be in-place before preoperative image acquisition with 

a proper distribution to minimize target registration error during navigation [94]. For skin-

adhesive markers, their main limitations are the time-consuming attachment, the patient's 

discomfort, and the loss of registration accuracy when markers move or fall off from original 

positions. Markers can be rigidly attached to the bone tissue to minimize errors, and it has been 

demonstrated that bone-mounted markers provide a higher registration accuracy than skin-

adhesive markers [95]. However, the use of these markers in clinical practice is limited due to 

their invasiveness [91]. 

Patient-to-image registration establishes the relationship between the preoperative 

image data and the patient’s position in the operating room. However, if the patient moves 

during the surgical intervention, the registration must be repeated to realign the patient’s 

anatomy with the IGS system. Therefore, IGS systems usually rely on the patient's 

immobilization (e.g. stereotactic frames) [88] or the attachment of a dynamic reference frame 
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with optical markers to the patient’s anatomy to compensate for possible movements (Figure 

5.1) [96]. Both approaches usually involve rigid fixation to the bone tissue using screws.  

 

Figure 5.1. Intraoperative navigation system used for orbital floor reconstruction. (a) Dynamic 
reference frame fixed rigidly to the patient’s skull. (b) Recording of the position of five positioning 
screws attached preoperatively to the maxillary alveolar bone for patient-to-image registration. (c) 
Navigation of surgical tool using an optical tracker. Image adapted from [96] (figure reprinted with 

permission from the copyright holder, Elsevier). 

IGS based on real-time tool tracking has not been applied yet to craniosynostosis 

surgical correction owing to the risk, invasiveness, and discomfort associated with head 

immobilization and the attachment of landmarks for intraoperative registration. Although an 

adult’s skull can support an invasive head immobilization or reference fixation using screws, 

the infant’s skull is thin and fragile [66]. Cranial fixation is rarely used in patients under two 

years of age due to the potential risk of skull and brain injury from pin fixation. Some 

complications derived from fixation pins in infants include cranial fractures, cerebrospinal fluid 

leak, and epidural and subdural hematomas [67]. 

Nowadays, craniosynostosis surgical correction is still highly dependent on the 

subjective assessment and artistic judgment of craniofacial surgeons. Therefore, there is a large 
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variability in the performance of multiple surgeons and, thus, the surgical outcomes are not 

reproducible. Although the more experienced craniofacial surgeons may achieve optimal 

surgical results, more complications may arise among the less experienced. 

Several methodologies have been proposed to reduce the subjectivity and improve the 

surgical outcomes in craniosynostosis surgery. Hochfeld et al. [54] proposed the use of a 

stereotactic frame and Schanz screws to control the position of the fragments during the 

remodeling phase. Although the preliminary results obtained with this frame-based remodeling 

approach are positive, the incorporation of this technique into the standard clinical practice is 

limited by the increased surgical time, complexity, and invasiveness associated with the 

fixation of the frame to the patient.  

Later on, Kobets et al. [52] described a guidance system to confirm bone fragment 

placement through intraoperative CT imaging, to evaluate the surgical outcome, and to make 

corrections in bone fragment positions if necessary. However, this technique requires the 

exposure of the infant to ionizing radiation, increases operative time, and does not enable real-

time adjustment of bone fragments position to achieve the desired surgical outcome. Therefore, 

its application into the standard clinical practice is also limited. 

IGS based on real-time tool tracking could assist during osteotomy and guide the 

positioning of the remodeled bone fragments to achieve the desired target shape. This 

technology will significantly benefit craniosynostosis surgery by reducing the subjectivity 

associated with the current surgical workflow. IGS could enable surgeons to accurately 

translate the preoperative VSP into the operating room and achieve optimal and reproducible 

outcomes.  

5.2. Objective 

In this study, we propose a new workflow for surgical correction of craniosynostosis 

based on intraoperative navigation and patient-specific 3D printed guides and templates. Our 

objective was to evaluate IGS for the positioning of remodeled bone fragments in 

craniosynostosis surgery. The proposed workflow was followed in five patients affected by 

common types of single-suture synostosis. Our workflow does not require head immobilization 

or preoperative attachment of registration landmarks, thus avoiding invasiveness and patient 

discomfort. To our knowledge, this is the first study to apply intraoperative navigation with 

IGS technology for the correction of craniosynostosis. 
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5.3. Materials and methods 

We first describe the subjects included in this study. Then, we present the methodology 

used to design and manufacture patient-specific guides and templates for osteotomy and 

remodeling. Next, we describe the intraoperative navigation system and surgical procedure 

followed for remodeled bone positioning. Finally, an intraoperative 3D photography technique 

and methods for data analysis and evaluation are detailed. A summary of the proposed 

framework is presented in Figure 5.2. 

5.3.1. Cases 

The proposed workflow was followed in five patients: an 8-month-old girl with 

trigonocephaly, a 9-month-old boy with trigonocephaly, a 13-month-old girl with anterior 

plagiocephaly, a 15-month-old (corrected age is 12 months) girl with trigonocephaly, and a 16-

month-old (corrected age is 13 months) boy with trigonocephaly. The patients were 

nonsyndromic, had not undergone prior craniofacial surgeries, and did not present 

hydrocephalus, intracranial hemorrhages, or craniofacial trauma. The parent or legal guardian 

of the patients signed an informed consent for study participation and a specific consent for 

publication of identifying images (patient 1).  

The study was performed in accordance with the principles of the 1964 Declaration of 

Helsinki as revised in 2013 and was approved by the Research Ethics Committee at Hospital 

General Universitario Gregorio Marañón. 

5.3.2. CT image acquisition and processing 

A preoperative cranial CT scan was acquired for all patients with a Philips Mx8000 

scanner. The axial in-plane pixel size ranged between 0.24 and 0.28 mm, the slice thickness 

ranged between 1 and 1.3 mm, and the spacing between slices ranged between 0.5 and 0.6 mm 

for all cases. CT imaging is the standard procedure in our center for confirming the diagnosis 

by evaluating the state of cranial sutures.  
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Figure 5.2. Proposed workflow for surgical correction of craniosynostosis 
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Bone tissue was segmented from CT images with intensity-based algorithms, and a 3D 

model of the skull was generated on 3D Slicer software [97]. The model was post-processed to 

eliminate unnecessary small-scale anatomical structures not 3D-connected with the region of 

interest. Then, the segmented model was smoothed using a Laplacian smoothing algorithm 

(iterations = 10, relaxation factor = 0.1) to remove stair-step artifact. Holes in the output mesh 

were filled to ensure continuity in the final mesh. The Surface Toolbox in 3D Slicer software 

was used in all post-processing steps. The final continuous 3D mesh was used as a reference 

for computer-assisted preoperative planning (Figure 5.3a).  

5.3.3. Virtual surgical planning and computer-aided design 

The standard procedure for FOA to treat metopic and unicoronal synostoses involves 

repositioning of the frontal bones and supraorbital bar [98]. Therefore, for the clinical cases 

evaluated in this study, VSP included osteotomies of the frontal bones and the supraorbital bar. 

Once the preoperative 3D virtual model of the skull was available, the surgeons performed 

virtual surgery on a computer workstation with the collaboration of biomedical engineers.  

Specific CAD software (Freeform® Plus) was used for the following: (1) planning the 

surgical osteotomies (Figure 5.3b), (2) creating 3D models of patient-specific surgical cutting 

guides to assist during intraoperative osteotomies and including reference points for 

intraoperative navigation (Figure 5.3c), (3) simulating affected bone remodeling (Figure 5.3d-

e), (4) generating 3D models of templates to assist during intraoperative bone remodeling 

(Figure 5.3e), and (5) generating postsurgical 3D models of the skull using the virtually 

remodeled bone fragments. All virtual models were exported in stereolithography (STL) file 

format. 

Once the design was concluded, surgical guides and templates were manufactured using 

selective laser sintering (additive manufacturing) and polyamide material (KLS Martin Group, 

Tuttlingen, Germany). All 3D printed models were sterilized before surgery using standard 

autoclave protocols. 
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Figure 5.3. Virtual surgical planning: (a) preoperative skull model, (b) planned osteotomies, (c) 
designed cutting guides, (d) preoperative supraorbital bar, (e) remodeled supraorbital bar using a 

patient-specific template. 

5.3.4. Intraoperative navigation 

A software application called CranioNav was specifically developed as a module in the 

3D Slicer platform [99] to assist surgeons during the procedures. CranioNav enables the 

importation of CT imaging studies, anatomical 3D models, and preoperative VSP.  

A Polaris Spectra (NDI, Waterloo, Canada) optical tracking system was used for real-

time tool positioning. The device was mounted on a tripod inside the operating room, and its 

position was adjusted to ensure that the field of view covered the surgical area. The optical 

tracker includes two infrared cameras and enables the tracking of instruments containing a 

configuration of three or more reflective optical markers. The IGS system uses a pointer tool, 

composed of four spherical optical markers, which is sterilized and used by the surgeon during 
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navigation. Positioning data from the tracking device are transferred to CranioNav using the 

PLUS toolkit [100] and the OpenIGTLink communication protocol [101]. 

Preoperative image data and the intraoperative physical anatomy were aligned using a 

two-step registration procedure based on patient-specific 3D printed surgical guides and 

external markers attached intraoperatively. This registration technique did not require the 

patient’s head to be immobilized during surgery or markers to be attached to the patient’s 

anatomy prior to CT imaging.  

During the first step, once osteotomy guides were fitted to the patient’s bone surface, 

predefined points of the 3D printed guides were recorded with the tracked pointer tool (Figure 

5.4a). A primary registration was obtained using these landmarks. Then, a secondary 

registration was performed by recording the position of external markers attached 

intraoperatively to the bone (Figure 5.4b). The markers used were resorbable pins (SonicPins 

Rx, KLS Martin, Tuttlingen, Germany), which were inserted by drilling holes in the bone tissue 

surrounding the affected region. This two-step registration makes it possible to account for the 

position of the head since the secondary registration can be repeated at any time during the 

procedure. 

 

Figure 5.4. (a) Virtual models and distribution of registration landmarks for primary (red) and 
secondary registration (green). Landmarks for primary registration are included in the design of the 

surgical guides, while landmarks for secondary registration are intraoperatively attached and recorded 
using the tracked pointer tool. (b) Resorbable pin attached intraoperatively in the parietal region of the 

cranium for secondary registration. 
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CranioNav was displayed on a screen adjacent to the surgical field in order to guide the 

surgeons during the intraoperative navigation steps (Figure 5.5). First, it enabled the user to 

record registration points using the tracked pointer tool and to perform intraoperative 

registration. The software displayed registration errors and enabled the user to repeat the 

registration procedure when needed. Once registration had been performed, CranioNav 

displayed the real-time position of the tracked pointer with respect to the CT imaging data and 

virtual anatomical 3D models of the patient.  

The application enabled the surgeon to visualize different 3D views of the scene, which 

can be defined preoperatively. Moreover, the system displayed the real-time distance from the 

tracked pointer tooltip to the VSP and anatomical regions of interest, thus providing visual and 

acoustic feedback to the surgeon. It is also possible to record point coordinates and perform 

geometrical measurements, which may be clinically relevant for the surgeon. 

 

Figure 5.5. Setup for intraoperative navigation during craniosynostosis surgery. The NDI Polaris 
Spectra (NDI, Waterloo, Canada) optical tracking system is placed on a tripod. A surgical display is 

positioned adjacent to the surgical field to provide information to the surgeons. 
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5.3.5. Surgical procedure 

A bicoronal S-shaped incision was made to expose the frontal and supraorbital regions. 

Once the bone surface was exposed, 3D printed patient-specific surgical guides were placed on 

the cranium, and the six resorbable registration pins were attached to the surface of the healthy 

bone outside the osteotomy region. Then, primary registration was performed by recording the 

position of six predefined characteristic points included in the surgical guides using the tracked 

pointer tool (Figure 5.6a). After primary registration, the positions of the resorbable pins were 

recorded for later usage during the secondary registration procedure.  

Osteotomies of the frontal bone and supraorbital bar were performed following the 

edges of the cutting guides. The affected bone tissue was removed and then reshaped using the 

3D printed patient-specific templates. Resorbable plates and pins were used to reinforce and 

reshape the bone tissue. 

The next step was the placement and fixation of the remodeled bone over the exposed 

dura. First, secondary registration was performed by recording the position of the resorbable 

registration pins. Then, CranioNav displayed the position of the tracked pointer tooltip with 

respect to virtual anatomical models and CT images of the patient. The IGS system enabled the 

surgeon to verify that the reshaped bone has been placed in the location defined during 

preoperative VSP by recording the bone surface using the tracked pointer tool (Figure 5.6).  

The final position of the bone fragments was obtained after an iterative process 

consisting of: (1) partially fixing the remodeled bone fragment to surrounding healthy bone 

using resorbable plates and screws, (2) recording bone fragment position using tracked pointer 

tool, (3) comparing recorded position with VSP, and (4) making corrections to match target 

position defined in planning based on the metrics provided by the navigation software and the 

surgeon’s visual assessment. The patient’s head was not immobilized during surgery, with the 

result that secondary registration was frequently repeated to minimize navigation error. 

Once the optimal position had been achieved, the remodeled bone tissue was stabilized 

in place using additional resorbable plates and screws. The final surgical outcome was recorded 

by moving the tracked pointer tool along the surface of the reconstructed supraorbital bar and 

frontal bone.   
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Figure 5.6. (a) Surgeon recording registration points on 3D printed osteotomy guides, (b) surgeon 
using the tracked pointer tool to compute bone fragment position; (c) Navigation points recorded on 
the remodeled bone surface (red) and VSP (green); (d-e) Navigation on the supraorbital bar using 

pointer tool. 
 



 

69 
 

5.3.6. Intraoperative 3D photography 

Once remodeled bone fragments were positioned and fixed, intraoperative 3D 

photographs were acquired to document and evaluate the outcome of cranial vault 

reconstruction using Artec EVA® structured light scanner (Artec Group, Luxembourg) 

(Figure 5.7). Preoperative and postoperative scans were performed for each surgery. This 

hand-held scanning device illuminates the surgical area with striped-patterns of bright white 

light and computes a 3D surface mesh from the deformation of the patterns. In addition, a third 

camera is used to obtain color texture information. During the scanning process, this device 

was moved around the region of interest, and the acquired 3D images were automatically 

aligned and fused using geometric and textural information. The final 3D surface, texture, and 

mapping information were exported in Wavefront OBJ (.obj), Joint Photographic Experts 

Group (.jpg), and Material Template Library (.mtl) file formats, respectively. 

 

Figure 5.7. Superior view of (a) preoperative bone 3D model obtained from CT scan, (b) virtual 
surgical plan, and (c) postoperative bone 3D photograph. 

5.3.7. Data analysis and evaluation 

In order to evaluate the accuracy of intraoperative registration performed during the 

five navigated craniosynostosis reconstruction surgeries, the root-mean-square error (RMSE) 

was computed at the fiducials for all repetitions of primary and secondary registrations. The 

time spent on this task was also measured. 
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The accuracy of the navigation system was estimated by recording points along the 

surface of the remodeled bone. Intraoperative 3D photographs were used as the gold-standard 

to measure navigation error. The intraoperatively scanned bone surface was registered to the 

navigation data using the position of the resorbable pins used for secondary registration. These 

pins can be easily identified in the 3D photographs thanks to the texture information provided 

by the scanning device. Therefore, a fiducial-based registration can be performed to align the 

intraoperative 3D photograph with the navigation data. After registration, the navigation error 

was estimated as the average absolute Euclidean distance between the recorded navigation 

points and the intraoperative 3D photograph. 

Finally, the surgical outcome of FOA was evaluated by measuring the IFA and TFW. 

These morphological metrics were computed using three landmarks, one located at the left 

frontal bone (LFL), one at the right frontal bone (RFL), and one along the metopic suture 

(MSL). These landmarks were manually selected for each subject. IFA is defined as the angle 

formed by the left frontal segment (LFL-MSL) and right frontal segment (RFL-MSL) and the 

TFW value is measured as the distance between the two most lateral landmarks (LFL and RFL). 

Both metrics were computed in the preoperative model, the VSP, and the intraoperative 3D 

photograph. Surgical outcome error was estimated as the difference between the virtual planned 

and the postoperative values. 

5.4. Results  

Primary registration, which was performed using six landmarks on the 3D printed 

surgical guides, yielded an average RMSE of 0.94 ± 0.27 mm for the five surgeries under study. 

The average time required to perform the registrations was 50 ± 10 seconds.  

Secondary registration, which was performed using the position of six resorbable pins 

attached intraoperatively, yielded an average RMSE of 1.30 ± 0.47 mm. Of note, this secondary 

registration was performed 17, 9, 12, 9, and 9 times for surgeries 1, 2, 3, 4, and 5, respectively. 

This registration step must be repeated to avoid increased navigation errors caused by the 

patient’s head movement. The average duration of secondary registrations was 40 ± 14 seconds. 

The results are summarized in Table 5.1. 

 



 

71 
 

Table 5.1. Root mean squared error and duration of primary and secondary registrations. 

  Intraoperative Registration 

  Primary  Secondary 

Patient RMSE (mm) Duration (s)  RMSE (mm) Duration (s) 

1  0.65 42  1.87 ± 0.31 32.41 ±   9.17 

2  1.07 65  1.16 ± 0.34 57.56 ±   5.31 

3  1.25 55  0.96 ± 0.14 34.00 ±   8.13 

4  0.58 54  1.19 ± 0.09 36.60 ±   5.00 

5  1.18 36  0.90 ± 0.32 49.56 ± 14.84 

Avg.  0.94 ± 0.27 50.40 ± 10.25  1.30 ± 0.47 40.50 ± 13.61 
 

The results of the estimation of navigation accuracy using intraoperative 3D 

photography as a gold-standard are shown in Figure 5.8. An average error of 0.63 mm ± 0.42 

mm was obtained. The error was 0.62 mm ± 0.39 mm in the remodeled frontal region and 0.64 

mm ± 0.46 mm in the remodeled supraorbital bar. The statistical analysis of the error 

distribution data shows that 75% of the recorded points (third quartile) present an error below 

0.97 mm. 

IFA and TFW measurements are shown in Table 5.2. Preoperative values correlate with 

the bitemporal narrowing caused by metopic synostosis and unilateral supraorbital recession 

associated with unicoronal synostosis. The absolute difference between target and 

postoperative IFA was 6.31°, 0.48°, 1.05°, 5.38°, and 4.91° for surgery 1, 2, 3, 4, and 5, 

respectively. The average error was 3.63°. TFW absolute error was 3.27, 1.12, 1.68, 3.30 and 

0.06 mm for surgery 1, 2, 3, 4 and 5, respectively. The average error was 1.89 mm.  

This difference with respect to VSP is caused mainly by the flexibility of the remodeled 

bone, which is composed of several fragments fixed with resorbable plates and screws. In 

addition, surgeons usually make slight modifications to virtual planning based on their 

experience. As a general rule, increased overcorrection is applied in surgical planning, but the 

degree of overcorrection is usually reduced intraoperatively owing to practical limitations such 

as skin elasticity. This pattern can be observed in the IFA and TFW results since measured 

postoperative values were lower than target values in all five patients. 
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Figure 5.8. Estimated navigation error using the intraoperative 3D photograph as the gold-standard. 
Error is computed as the point-to-surface distance between the points recorded during the navigation 
and the cranial vault surface reconstructed intraoperatively using Artec Eva structured light scanner. 

 

Table 5.2. Interfrontal angle and transverse forehead width measured in preoperative skull model 
(pre-op), virtual surgical plan (VSP), and postoperative 3D photograph (post-op). 

  Interfrontal Angle (º)  Transverse Forehead Width (mm) 

ID Type Pre-Op VSP Post-Op  Pre-Op VSP Post-Op 

1 Metopic 99.70 130.03 123.72  78.57 93.28 90.01 

2 Metopic 99.41 135.14 134.66  73.78 88.41 87.29 

3 Unicoronal 125.52 144.21 143.17  93.07 97.83 96.15 

4 Metopic 112.24 130.38 125.00  88.51 95.46 92.16 

5 Metopic 116.94 139.38 134.46  78.53 84.65 84.60 

 

The surgical outcome for patients presenting trigonocephaly shows improved 

bitemporal width and correction of metopic ridging. Correction of plagiocephaly improved 

orbital symmetry and forehead projection. Symmetry, harmony, and balance between the face 

and cranial vault were achieved in all five patients (Figure 5.9). 
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Figure 5.9. Surgical outcome of patient 1: (a) intraoperative 3D photograph before remodeling, (b) 
intraoperative 3D photograph after remodeling, (c) 2D photograph before surgery, (d) 2D photograph 

4 months after surgery, and (e) 2D photograph 1 year after surgery. 

5.5. Discussion and conclusion 

In this study, we propose a novel methodology for the surgical correction of 

craniosynostosis. The workflow is based on the use of intraoperative navigation combined with 

patient-specific 3D printed guides and templates. The method was evaluated in the cranial vault 

reconstruction procedures of five patients with craniosynostosis and yielded optimal matching 

with preoperative virtual planning. 



 

74 
 

In comparison with the approach proposed by Hochfeld et al. [54] which requires the 

attachment of a stereotactic frame to the patient, our intraoperative navigation solution does 

not require the patient’s head to be immobilized or external markers to be attached prior to 

surgery. The proposed two-step registration procedure uses 3D printed surgical guides and 

intraoperatively attached markers as landmarks. This methodology enables the user to repeat 

the registration multiple times during surgery to minimize navigation errors. The average time 

spent during the primary and secondary registration steps was 50 and 40 seconds, respectively. 

Therefore, intraoperative registration does not substantially increase surgical time and it is a 

good alternative to head immobilization in this kind of procedures. 

While previous methodologies for surgical guidance in craniosynostosis do not provide 

real-time feedback to the surgeons [55], our intraoperative navigation system enables real-time 

control of the bone fragments position and comparison with respect to the VSP for accurate 

cranial vault remodeling. CranioNav displays real-time tool position with respect to 3D models 

and preoperative CT images. The position of remodeled bone tissue can be modified according 

to navigation data to ensure accurate matching with preoperative VSP. The available 

functionalities, such as real-time tool-to-surface distance or reconstructed bone outline 

recording, facilitate the surgeons’ work. Navigation error was evaluated using intraoperative 

3D photography as a reference. An average error of <0.7 mm was obtained, thus indicating the 

accuracy of real-time tool positioning and intraoperative registration achieved by the system. 

Surgeons were trained to use the navigation system by performing simulations on phantoms 

prior to surgeries. Our system presented a short learning curve, and surgeons were able to 

achieve good performance after several simulations. 

The portable scanning device enables non-invasive, radiation-free, anesthetic-free and 

fast acquisition of 3D photographs of the reconstructed cranial vault. This technology could 

replace postoperative CT imaging studies for outcome and follow-up analysis, thus avoiding 

exposure to unnecessary radiation. Moreover, the portability of this device enables its use in 

the operating room for intraoperative reconstruction and outcome estimation. Intraoperative 

scans could be directly compared with the preoperative VSP to assess the quality of the surgical 

outcome. 

Surgical outcome was evaluated by measuring the IFA and TFW in the preoperative 

skull model, VSP, and intraoperative 3D photograph. The average difference between the IFA 

and TFW defined during planning and the values achieved after surgical reconstruction was 
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3.63° and 1.89 mm, respectively. Moreover, the postoperative results show symmetry, 

harmony, and balance between the face and cranial vault in all five patients. The use of 

normative skull models as a reference during virtual planning could improve surgical outcomes 

and reduce inter-surgeon variability in the determination of the target cranial vault shape. 

Although normative age-matched skull models were not used in this study, their use would not 

require any modifications in our workflow. 

This novel workflow for craniosynostosis reconstruction based on intraoperative 

navigation and 3D printing enables an accurate translation of preoperative surgical planning 

into the operating room, thus improving the reproducibility of craniosynostosis surgeries and 

reducing inter-surgeon variability. Therefore, interventional plans minimizing cranium 

malformations can be used in actual surgeries to ensure optimal outcomes without a substantial 

increase in surgical time. 
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AUGMENTED        

REALITY 

6.1. Introduction 

Augmented reality (AR) technology is the process of overlaying computer-generated 

information on reality to enhance user experience or understanding [102]. While in virtual 

reality (VR) the users are completely immersed in a synthetic virtual world, AR technology 

blends the virtual information with the real world to improve the perception of reality. AR 

systems are based on two core components: a display device to combine the virtual data with 

the real-world scene, and a technique to continuously estimate the spatiotemporal relationship 

between the real and virtual worlds for optimal visualization [103].  

The use of this AR technology in the medical field has exponentially increased in the 

past two decades. One common application of AR is the training of medical personnel. This 

technology has been used to create simulators for training and assessment of surgical skills in 

minimally invasive surgery [103], percutaneous needle insertion [104], neurosurgery [105], 

and other interventions. Several studies have demonstrated that AR-based simulation enhances 

the learning retention and performance of trainees by creating authentic simulated experiences 

[106]. 

In addition, AR has also been proposed for surgical planning and guidance. This 

technology enables the surgeons to focus on the surgical field while having access to external 

virtual information overlaid on the scene to improve the accuracy and safety of the procedures. 
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The use of AR for surgical guidance has been reported in a great variety of interventions, such 

as neurosurgery [107], cardiac surgery [108], or maxillofacial surgery [109]. AR is especially 

useful to improve the visual capabilities of surgeons during minimally invasive surgical 

procedures, where the intervention is performed through small incisions and the field of view 

of the surgeons is limited [110].  

There are three main categories of display devices for AR visualization during surgery: 

video-based display, see-through display, and projection-based display [110]. Video-based 

displays overlay AR information on the video streams of cameras capturing the real 

environment. Video streams can be provided by hand-held devices (e.g. smartphones or tablets) 

[111], external cameras located around the patient [112], endoscopic cameras [113], or by 

head-mounted cameras [114]. Information can be displayed to users on hand-held devices, 

external screens, or in front of the surgeon’s eyes.  The main limitation of video-based systems 

is the display resolution, which does not enable users to perceive the real word naturally. 

Therefore, see-through displays have been developed to directly overlay the virtual information 

on the user’s view using a semi-transparent mirror in front of the user’s eyes. Nowadays, head-

mounted devices with optical-see-through displays (e.g. Microsoft HoloLens or Magic Leap) 

are being reported for AR visualization in the operating room [115]. Finally, another alternative 

is to directly project the virtual information on the patient’s anatomy using a video projector or 

other technologies [116]. This approach does not require users to wear or hold any device for 

visualization. 

One of the main difficulties of AR visualization is the registration of the virtual data 

with the real environment [117]. An optimal alignment of the virtual and real worlds is essential 

and directly impacts the usability and performance of AR systems. Multiple approaches for AR 

visualization are based on manual registration, where the users manually translate and rotate 

the virtual models to find an appropriate matching [118], [119]. AR systems using manual 

registration usually rely on simultaneous localization and mapping (SLAM) to keep the 

rendered virtual images (holograms) in a fixed position in the scene, even if the user changes 

their viewpoint and position. However, multiple studies have demonstrated high tracking errors 

of approximately 6 mm caused by the uncertainty of the SLAM and, thus, the variability in the 

position of the holograms in the scene [120], [121]. 

In this context, AR systems have integrated the use of optical [107], [122], or 

electromagnetic [123] tracking systems to minimize tracking errors. Tracking systems can be 
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used to record the position of specific landmarks or surfaces in the scene to accurately align 

the virtual models (holograms) with the real environment for optimal visualization. Although 

tracking errors can be successfully minimized when using tracking systems, these approaches 

are limited by the extra hardware required, the complexity of the workflow, and the increased 

duration of the procedure. 

Other techniques for AR visualization are based on visual pattern markers attached to 

the patient, which are tracked by an RGB camera [124]. Tracking of the marker enables the 

systems to update the position of the virtual data to ensure an accurate matching with the 

patient’s anatomy. Several studies report the use of occlusal splints to attach AR markers to the 

teeth of the patient for intraoperative guidance during maxillofacial surgery [109], [124]. 

However, these occlusal splints are attached manually, and 3D laser scanning is required to 

calculate the spatial relationship between the marker and the patient’s anatomy. Other studies 

have proposed 3D printed surgical guides that fit in a unique position of the bone and 

incorporate a marker for AR tracking [115], [125]. The use of 3D printed surgical guides 

enables the automatic registration with the intraoperative patient’s anatomy and reduces the 

complexity of the surgical workflow and the operative time. 

One previous study reports the use of AR technology for guidance during 

craniosynostosis reconstruction surgeries [126]. The reported system is based on an AR marker 

attached to the teeth of the patients with occlusal splints, and an external camera used to track 

the marker and project the virtual models in the video stream. Authors report the use of this 

system to guide osteotomy and remodeling during open cranial vault remodeling. However, 

the accuracy of the AR visualization was not evaluated, and only subjective metrics of the final 

surgical outcome were provided. In addition, the marker required for virtual-to-real registration 

is located in the lower face, while the region of interest during craniosynostosis surgical 

correction is the cranial vault. Therefore, a loss of accuracy should be expected in the cranial 

vault region when using occlusal splints for alignment [127], making this approach unsuitable 

for integration into the current surgical workflow of craniosynostosis. 

6.2. Objective 

In this work, we present and evaluate a novel workflow for AR guidance during 

craniosynostosis reconstruction surgeries. The proposed workflow combines smartphone-

based AR display with 3D printed markers attached intraoperatively near the region of interest 
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to minimize the visualization error. Also, the workflow integrates intraoperative 3D 

photography for accurate registration of the virtual data with respect to the patient’s anatomy. 

The aim of this work is the evaluation of the performance and the feasibility of this 

methodology to guide cranial osteotomies and remodeling in the operating room. 

6.3. Materials and methods 

We first describe the patients included in the study, the available data for each patient, 

and the design of patient-specific phantoms. Then, we describe the workflow for AR 

visualization and the components of the system. Finally, the performance evaluation and 

surgical deployment of the system are detailed.  

6.3.1. Database 

The proposed methodology was evaluated using the data of three patients presenting 

trigonocephaly malformation caused by premature fusion of the metopic suture. The average 

age of the patients was 10 ± 2 months old. All patients were treated with an open cranial vault 

remodeling with FOA in our center.  

Available data for each patient includes a preoperative CT scan and a VSP. CT scans 

present an axial in-plane pixel size of 0.25 mm, a slice thickness ranged between 1 and 1.3 mm, 

and a spacing between slices ranged between 0.5 and 0.6 mm.  VSP was defined by performing 

virtual surgery on a computer workstation in collaboration with biomedical engineers. A total 

of 8 different cutting planes were determined considering anatomical landmarks and using the 

Frankfurt plane as a reference (Figure 6.1). These planes were used to cut a virtual model of 

the skull generated from the preoperative CT scan using intensity-based segmentation. Six bone 

fragments were created in the fronto-orbital region and virtually transformed (translated, 

rotated, and deformed if necessary) to simulate the FOA procedure for the remodeling of the 

cranial vault. The target cranial shape was established considering the age and gender of the 

patient.   

For each patient, two phantoms were designed and 3D printed to produce a realistic 

scenario for surgical simulation, training, and performance evaluation: one simulating the 

cranial surface before osteotomy, and another including the cranial surface and soft tissue after 

osteotomy (Figure 6.2). Reshaped bone fragments were also manufactured to reproduce the 

remodeling phase of the surgical intervention. 
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Figure 6.1. Fragments and osteotomies defined in the VSP of patient 1. Osteotomy cutting planes: (a) 
coronal plane, (b) supraorbital axial plane, (c) posterior temporal plane, (d) frontozygomatic plane, (e) 

inferior temporal plane, (f) frontonasal plane, (g) midsagittal plane, and (h) sphenofrontal plane. 
Planes (b), (d), (e), (f), and (h) are parallel to Frankfurt plane. Planes (a), (c), and (g) are perpendicular 

to the Frankfurt plane. 

6.3.2. Augmented reality system 

A smartphone application was developed on the Unity platform (version 2019.3) to 

visualize the VSP overlaid on the surgical field through an AR-based display (Figure 6.3). 

This application, compatible with Android and iOS devices, uses the smartphone internal 

camera to detect and track the position of two planar AR markers, containing a black-and-white 
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pattern, attached to the patient’s anatomy. For each video frame, the Vuforia® development 

kit is used to identify the pattern of the markers, and the virtual image is overlaid on the surgical 

field in real-time.  

 

Figure 6.2. Superior and lateral views of a 3D printed patient-specific phantom (corresponding to 
patient 2): before osteotomy ((a) and (b)) and after osteotomy ((c) and (d)). 

Two modes of visualization are available in the application: (1) osteotomy mode and 

(2) remodeling mode. In the osteotomy mode, virtual models of the osteotomy lines (1 mm 

wide) are overlaid on the surgical field guiding the surgeons to perform osteotomies along the 

lines defined during preoperative VSP (Figure 6.3a). In the remodeling mode, the target 

positions of the remodeled bone fragments (supraorbital bar and frontal bone) are virtually 
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projected on the surgical field guiding the surgeons during the positioning of the fragments to 

achieve the desired target shape (Figure 6.3b).  

 

Figure 6.3. Smartphone application for AR guidance: (a) osteotomy visualization mode and (b) 
remodeling visualization mode. 

The AR markers were designed to contain a unique black and white pattern. The 

dimensions of each marker were 30 mm x 35 mm x 1mm, and the approximate weight was 1 

g. These markers were manufactured in PLA using a dual-extruder desktop 3D printer 

(Ultimaker B.V., Netherlands). These markers can be sterilized prior to surgery to maintain 

asepsis of the surgical field using a sterilization technique based on ethylene oxide at 37°C 

[115]. AR markers are attached to the parietal bone surface on the left and right sides of the 

cranium outside the area defined by the osteotomy lines of the VSP. The fixation of the markers 
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was performed using double-sided tape during simulations. During surgery, resorbable pins 

can be inserted in two holes included in the design to ensure rigid and stable fixation of the 

markers to the bone surface.  

A mobile structured light scanner, Artec EVA® (Artec Group, Luxembourg), was used 

to acquire 3D photographs of the surgical field and to compute the exact position of the markers 

with respect to the patient's anatomy. After the attachment of the AR markers, 3D photographs 

of the surgical field were acquired including the geometric and textural information of the bone 

surface and the black and white patterns of the markers. Next, the acquired 3D textured surfaces 

were aligned with the preoperative CT scan using an iterative surface-to-surface registration 

algorithm, using the external fronto-orbital bone surface as a reference. Once aligned, the 

positions of the AR markers with respect to the patient’s anatomy were estimated by manually 

identifying six landmarks on the outline of the AR marker patterns in the 3D textured surface 

and performing a fiducial-based registration. Finally, the virtual models of the VSP were 

transformed with respect to the estimated location of the AR markers, and their final positions 

were transferred to the smartphone application to ensure an accurate display of the virtual data 

in the surgical field. 

6.3.3. Performance evaluation 

The accuracy of the AR guidance using the developed smartphone application was 

evaluated by simulating the FOA surgical intervention on the 3D printed phantoms. Two users 

performed three simulations of the surgical intervention on the phantoms of each of the three 

patients. A total of eighteen complete simulations were performed. A navigation system, 

validated in a previous study [49], was used as a gold-standard for the performance evaluation. 

The simulation of the surgical intervention consisted of three different phases: registration, 

osteotomy, and remodeling. 

In the registration phase, the mobile structured light scanner was used to reconstruct a 

3D photograph of the simulation phantom with the AR markers already fixed to its surface. 

Then, the 3D scan was registered with the CT scan of the patient, and the position of the AR 

markers in the phantom was estimated as explained in the previous section. 3D photography 

registration error was recorded for each simulation.  

In the osteotomy phase, the users were required to mark the osteotomy lines displayed 

on the smartphone AR display (Figure 6.4a). The smartphone was positioned around the 
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simulated surgical field to find the most appropriate viewpoint depending on the osteotomy 

line location on the cranial surface. The navigation system was used to record points along the 

osteotomy lines every 0.2 mm using a tracked surgical instrument for each of the cutting planes 

defined in VSP and on both sides of the cranium. The accuracy of the AR guidance was 

measured by two different metrics: linear and angular error. Linear osteotomy error was 

computed as the average distance of each recorded point and the corresponding VSP plane. 

The angular error was measured by computing the best-fitting plane of all points recorded in 

each osteotomy plane using singular value decomposition, and computing the angular deviation 

of that plane with respect to the VSP. 

In the remodeling phase, the users were asked to fix the remodeled bone fragments on 

the target position defined in the VSP. The smartphone app overlaid the virtual models of the 

bone fragments in the final position with transparency, enabling the user to compare the 

location of the real fragments with the target position displayed with AR (Figure 6.4b). Two 

fragments, supraorbital bar and frontal bone, were fixed using modeling clay. The navigation 

system was used to compute the positioning error (translation and rotation) using five reference 

landmarks included in each fragment.  

6.3.4. Surgical deployment 

The proposed AR visualization system was tested during two real open cranial vault 

reconstruction surgeries of two patients with metopic synostosis. The objective was to assess 

the feasibility of integrating AR guidance into the current surgical workflow.  

Two AR markers containing a unique pattern were 3D printed and sterilized prior to 

surgery using ethylene oxide at 37°C. Markers used for the real surgeries contained different 

patterns than those used during the surgical simulation on phantoms, but they were designed 

and manufactured following a similar methodology. These markers were attached to the 

parietal bone surface on the left and right sides of the cranium using two resorbable pins 

(SonicPins Rx, KLS Martin, Germany), which are inserted by drilling small holes (1.6 mm 

diameter) into the bone tissue. Due to the lack of a sterile mobile device cover at the time of 

surgery, an external camera (Intel® RealSense™ D415) was used for marker tracking and the 

AR information was displayed on an external screen adjacent to the surgical field. 

An anonymous questionnaire survey was filled-in by 9 surgeons (6 from the 

Department of Oral and Maxillofacial Surgery and 3 from the Department of Neurosurgery), 
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involved in craniosynostosis correction surgeries, to determine the feasibility of this 

methodology and to identify potential improvements of this technology. All participants were 

familiar with the AR visualization system. Questions were scored on a 5-point Likert scale. 

The results are presented in the following section. 

 

Figure 6.4. View of the simulation surgical field during osteotomy (a) and remodeling phases (b). A 
green frame around the AR marker indicates that the marker is being tracked by the app. During the 
osteotomy phase, cutting lines are displayed in red over the bone surface of the simulation phantom. 

During the remodeling phase, target bone fragment positions of the supraorbital bar (green) and 
frontal bone (blue) are virtually overlaid on the image. 
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6.4. Results 

6.4.1. Performance evaluation 

Registration errors for the alignment of 3D photographs with the preoperative CT scan 

and the identification of the position of the AR markers in the 3D photographs are presented in 

Table 6.1. The average surface-to-surface distance between preoperative CT and 3D 

photographs after registration was 0.15 ± 0.07 mm, while the average registration error to 

estimate AR marker positions was 0.31 ± 0.10 mm. 

 

Table 6.1. Registration error values for the alignment of 3D photographs with preoperative CT scan 
and the estimation of the AR marker positions. 

Phantom  Phase  
Registration Error (mm) 

3D Photograph 
Alignment 

 AR Marker 
Identification 

1 
 Osteotomy  0.11  0.24 

 Remodeling  0.11  0.43 

2 
 Osteotomy  0.23  0.36 

 Remodeling  0.16  0.16 

3 
 Osteotomy  0.07  0.33 

 Remodeling  0.23  0.32 

Average    0.15 ± 0.07  0.31 ± 0.10 
 

 

The average linear error during AR-guided osteotomy in all 18 surgery simulations on 

patient-specific phantoms was 0.62 ± 0.51 mm. The average angular deviation of the recorded 

osteotomy planes was 1.80 ± 1.88 degrees. Linear and angular errors for each osteotomy plane 

are shown in Table 6.2. Higher accuracy was found in those planes closer to the AR markers. 

Higher errors were detected on the frontozygomatic, inferior temporal, and frontonasal planes, 

which are the most distant planes to the reference AR markers.  



 

88 
 

Table 6.2. Linear and angular errors during AR-guided osteotomy for surgical simulations performed 
by 2 users on 3 different patient-based phantoms. 

  Linear Error (mm)  Angular Error (º) 

Plane  Mean SD  Mean SD 

Coronal  0.47 0.43  0.95 0.49 

Supraorbital axial  0.48 0.42  0.71 0.47 

Posterior temporal  0.48 0.37  1.07 0.84 

Frontozygomatic  0.75 0.48  2.49 1.84 

Inferior temporal  0.63 0.42  1.06 0.52 

Frontonasal  0.70 0.55  4.16 3.40 

Midsagittal  0.88 0.63  2.67 1.50 

Lateral orbit projection  0.60 0.45  1.30 0.57 

Overall  0.62 0.51  1.80 1.88 
 

The average positioning error of the remodeled fragments using AR visualization for 

guidance is shown in Figure 6.5. The average translation error was 0.70 ± 0.24 mm and 0.67 

± 0.33 mm for the supraorbital bar and frontal bone fragments, respectively. The average 

rotation error was 0.43 ± 0.30 degrees for the supraorbital bar and 0.39 ± 0.33 degrees for the 

frontal bone. 

 
Figure 6.5. Fragment positioning error after AR-guided cranial vault remodeling. Translation (a) and 

rotation (b) errors were projected on the three anatomical axes: right-left, anterior-posterior, and 
superior-inferior. 
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6.4.2. Surgical deployment 

The AR visualization was successfully tested in both surgeries (Figure 6.6). No 

deformations of the 3D printed markers occurred during sterilization, and accurate tracking 

was possible under the lighting conditions of the operating room.  

 

Figure 6.6. View of the surgical field with AR information overlaid on the image during open cranial 
vault remodeling. Virtual models of the target fragment positions are displayed in green with 

transparency. AR markers are attached to the parietal bone surface. 

From the scores from the questionnaire (Table 6.3), it can be observed that surgeons 

support the integration of AR visualization for open cranial vault remodeling to correct 

craniosynostosis (avg. score = 4.6). In addition, surgeons believe that the virtual information 

displayed by the AR software is intuitive (avg. score = 4.3), but that preliminary training will 

be necessary prior to surgery to optimize the use of this technology in the operating room (avg. 

score = 4.8). Regarding the visualization of the AR information, surgeons would prefer to use 
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a head-mounted display (avg. score = 4.4) or a hand-held device (i.e. smartphone/tablet) (avg. 

score = 4.1) over using an external screen (avg. score = 3.6). 

Surgeons agreed that AR technology will help to translate the preoperative virtual plan 

into the operating room and will increase the security and confidence of surgeons towards 

obtaining an optimal surgical outcome during craniosynostosis surgeries (avg. score = 4.6). 

According to the results of the questionnaire, surgeons like the use of stereolithographic cutting 

guides for assistance during osteotomy, but some of them will consider the use of AR for this 

purpose (avg. score = 3.1). However, most surgeons agreed that AR will be really useful during 

the positioning of the remodeled bone fragments in the target positions defined during VSP 

(avg. score = 4.4) and most of them consider that AR is more convenient than navigation for 

this purpose (avg. score = 3.6).  

 

Table 6.3. Questionnaire scores given by the surgeons regarding the use of AR for guidance during 
craniosynostosis surgery. 

  Individual scores (per surgeon)  Avg. 
score Question  1 2 3 4 5 6 7 8 9  

AR for craniosynostosis  4 5 5 5 3 5 4 5 5  4.6 

Increase security and confidence  4 5 5 5 3 5 4 5 5  4.6 

Preliminary training required  5 4 5 5 4 5 5 5 5  4.8 

Useful during fragment positioning  3 5 5 5 3 5 4 5 5  4.4 

Can substitute cutting guides  3 4 3 4 2 3 3 3 3  3.1 

Provides intuitive guidance  3 5 5 5 4 5 5 4 3  4.3 

More convenient than navigation  5 4 3 4 2 4 3 4 3  3.6 

AR visualization: external screen  3 5 1 5 4 5 3 3 3  3.6 

AR visualization: hand-held device  4 5 5 4 4 4 3 4 4  4.1 

AR visualization: head-mounted  4 5 4 5 3 5 4 5 5  4.4 

Avg. score  3.8 4.7 4.1 4.7 3.2 4.6 3.8 4.3 4.1   
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6.5. Discussion and conclusion 

In this study, we propose and evaluate a workflow for AR visualization during open 

cranial vault remodeling of craniosynostosis patients. This system enables the visualization of 

the target virtual plan overlaid on the surgical field, guiding the surgeons to obtain an optimal 

surgical outcome matching the preoperative planning. In comparison with the methodology 

proposed by Hochfeld et al. (2014), which requires the invasive, complex, and time-consuming 

attachment of a stereotactic frame to the patient, our approach only requires the intraoperative 

attachment of two small 3D printed markers (weight < 1 g) using resorbable pins. In addition, 

while other approaches do not provide real-time guidance [55], our solution enables surgeons 

to perform multiple corrections of bone fragment position using the real-time feedback 

provided by AR visualization. Furthermore, the VSP virtual information can be displayed 

overlaid in the surgical field view. Thus, improved hand-eye coordination and reduced 

cognitive load are expected in comparison with intraoperative navigation [49]. 

One of the main difficulties for the introduction of AR in surgery is the alignment of 

the virtual data with patient anatomy [117]. Previous approaches, based on occlusal splints for 

registration [126], can present misalignments of the virtual models due to the distant position 

of the reference marker. Our solution includes the attachment of markers on the bone surface 

adjacent to the region of interest to minimize registration error and to enable multiple 

viewpoints for AR visualization and guidance. Our system relies on the smartphone camera to 

perform the AR marker pose estimation to control the virtual data position. Therefore, the main 

limitation will be that poor lighting conditions or marker occlusions might interrupt tracking 

and even cause inaccuracies in the AR visualization. However, the lighting conditions of the 

surgical room ensure a homogenous illumination of the markers during surgery, and the 

position of the markers is totally flexible and can be defined to avoid occlusions and maximize 

tracking capabilities. 

In addition, we have introduced the use of 3D photography to perform an accurate 

registration between the virtual models and the patient’s anatomy. Intraoperative 3D 

photographs can be performed and aligned with the preoperative CT scan to accurately estimate 

the position of the AR markers in the anatomy. Moreover, intraoperative 3D photography can 

be used, not only for alignment, but also as a tool for the intraoperative quantitative evaluation 

of the surgical outcome without exposure to ionizing radiation or anesthesia [128]. 
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The proposed methodology for AR visualization in craniosynostosis was tested in 

surgical simulations performed on patient-specific phantoms. Our system was able to provide 

accurate guidance during both osteotomy and remodeling phases. During remodeling, a higher 

translation error was found in the RL axis, which may be due to the limited depth perception 

of the AR virtual image. However, this limited depth perception can be compensated by the 

visualization of the fragment target position from multiple viewpoints.  

Finally, AR visualization using the proposed workflow was successfully tested during 

two craniosynostosis surgeries. Accurate tracking and AR visualization were possible during 

both surgeries. Surgeons' feedback indicates that physicians support the integration of AR 

visualization in the current workflow for open cranial vault remodeling, and agreed that AR 

technology will help them to translate the preoperative virtual plan into the operating room, 

increasing security and confidence during the procedure. Most of the participants found the AR 

visualization intuitive, but they all agree that preliminary training would be required to 

optimize the use of this technology. Although most of the surgeons believe that AR is more 

convenient than navigation, some of them disagree. AR visualization has demonstrated to be 

accurate and intuitive, but it lacks the real-time quantitative metrics provided by existing 

navigation systems [49]. Therefore, intraoperative guidance could benefit from the 

combination of both technologies to integrate real-time and accurate positioning feedback 

provided by navigation systems with valuable AR visualization within the surgical field. 

In this work, we propose to visualize the AR information on a smartphone running the 

developed software application. The smartphone can be introduced into available sterile mobile 

device covers, maintaining full touchscreen interface functionality and clear optics, or inserted 

into a sterile ultrasound probe cover to maintain asepsis of the surgical field [129], [130]. To 

ensure optimal visualization, a mechanical arm can be used to hold the smartphone adjacent to 

the surgical field. In addition, our developed application is compatible with head-mounted 

displays, such as Microsoft HoloLens, which could be an alternative to directly overlay virtual 

3D models on the surgeon’s field of view without requiring an external device (i.e. smartphone, 

external cameras, or screens).  

To conclude, a novel workflow for AR visualization for guidance during 

craniosynostosis surgery has been evaluated on simulation phantoms and successfully tested in 

two craniosynostosis surgeries. The proposed AR system could be easily integrated into the 

current surgical workflow to ensure an accurate translation of the VSP into the operating room. 
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The use of this technology could lead to a reduction of inter-surgeon variability and an 

improvement in surgical outcomes.   
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DISCUSSION 

Although multiple technological advancements have arisen in the surgical management 

of craniosynostosis during the last decade, interventional planning and surgical correction are 

still highly dependent on the subjective assessment and artistic judgment of the surgeons. 

Surgical experience is crucial to achieve optimal clinical outcomes and, as a result, less 

experienced surgeons are more prone to errors [42]. The use of VSP and CAD/CAM 

technologies have demonstrated a positive impact in the clinical workflow, reducing operative 

time, and improving postoperative cranial morphology [68], [69]. However, despite these 

improvements, there is still a high variability in the surgeon’s performance and, thus, in the 

outcomes. 

In this context, we focused our research on reducing the subjectivity in all steps of the 

surgical workflow for the treatment of craniosynostosis, from the preoperative virtual planning 

phase to the intraoperative performance. We combined statistical shape models, intraoperative 

imaging, and image-guided techniques to ensure accurate planning and subsequent translation 

of the preoperative plan into the surgical intervention. 

Computer-assisted surgical planning has demonstrated to increase the accuracy, 

efficiency, and reproducibility of craniosynostosis surgeries [17]. However, existing methods 

rely on the subjective definition of target cranial shapes based on mental constructions, and 

manual user interactions to define osteotomies and reconfiguration of fragments [44]–[46]. In 

addition, there are no planning techniques that incorporate the overcorrection of the cranial 

morphology, which is crucial to compensate for relapse or lack of growth following surgery 

and, thus, to ensure optimal long-term aesthetic and functional outcomes [63].  
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We developed an automatic method for interventional planning of fronto-orbital 

advancement. This method was integrated into a specific software platform, which enables 

surgeons to use automatic planning as a reference and to introduce any manual modifications 

in the plan according to the surgical needs and preferences. Our software enables the estimation 

of osteotomy locations in the fronto-orbital region, the automatic configuration of the bone 

fragments to minimize cranial malformations, and the integration of overcorrection to ensure 

optimal long-term surgical outcomes.   

Our results demonstrated that this method can accurately estimate osteotomies in the 

fronto-orbital region, including tenon extensions, which are essential during FOA to facilitate 

advancement and subsequent stabilization of the remodeled fragments. Furthermore, automatic 

reconfiguration of fragments enabled a significant reduction of the cranial malformations and 

correct normalization of the morphology. Real-time quantification of morphological metrics 

and the incorporation of overcorrection enabled surgeons to evaluate multiple treatment 

strategies and to determine the best remodeling approach. Our planning software provides a 

valuable and objective tool for surgeons to generate repeatable and objective interventional 

plans while reducing planning duration. To our knowledge, this approach is the first to consider 

and apply overcorrection during the VSP of craniosynostosis surgeries. 

Our automatic planning software enables surgeons to input the desire overcorrection 

degree into the interventional plan according to their clinical judgment. However, the software 

also provides automatic estimates of overcorrection, considering the results of long-term 

studies of cranial growth following craniosynostosis surgical correction [63]. Therefore, using 

this information, surgeons can determine the best approach for remodeling for each patient to 

ensure optimal long-term surgical outcomes. 

Although preoperative planning is crucial to determine an optimal approach for surgical 

correction, the translation of the interventional plan into the operating room is the most critical 

step towards satisfactory surgical outcomes. CAD/CAM guides and templates are used in many 

hospitals to assist surgeons during osteotomy and reshaping of the bone fragments [44]. This 

way, bone tissue can be cut and reshaped as defined during preoperative VSP. However, there 

are no standard techniques to guide surgeons during placement and fixation of the remodeled 

bone fragments to the patient’s anatomy. Some techniques for intraoperative guidance have 

been reported based on stereotactic frames [54] or intraoperative CT imaging [55]. 

Nevertheless, the integration of these approaches into clinical practice is limited by multiple 
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factors, such as invasiveness, increased surgical time, or exposure to harmful ionizing 

radiation. 

In this thesis, we have evaluated 3D photography technology for the intraoperative 

quantification and analysis of cranial morphology. Our results have demonstrated that 3D 

photographs of the patient’s anatomy can be acquired during craniosynostosis surgical 

interventions to quantify cranial morphology with similar accuracy to CT imaging [128]. These 

data can be used by surgeons to make any necessary corrections during cranial vault 

remodeling, ensuring accurate matching with preoperative VSP. After testing this solution in 

the operating room, the surgeon’s feedback suggests that this technology can be easily 

integrated into the current surgical workflow for craniosynostosis correction without 

substantially increasing operative time. Furthermore, 3D photography could also be used for 

diagnosis [31] and patient follow-up [87]. 

The main advantages of 3D photography technology for surgical outcome evaluation 

include the scanning technology, which does not rely on ionizing radiation, and the simplicity 

of the acquisition process, which involves moving a hand-held scanning device around the area 

of interest. In contrast with the use of intraoperative CT imaging for surgical guidance [55], 

3D photography enables the fast acquisition and reconstruction of images of the cranial vault 

using innocuous visible light. Therefore, our proposed methodology represents a valuable 

alternative to CT imaging. 

The main limitation of intraoperative 3D photography is the lack of real-time feedback. 

Although multiple 3D photographs can be acquired during surgery for more accurate and 

continuous guidance, this methodology will be limited by the increased operative time. 

Therefore, we developed an intraoperative navigation system to provide real-time guidance 

during craniosynostosis surgeries [49]. Based on optical tracking, this system enables to record 

the positions of the remodeled bone fragments and compare them with the target VSP. 

Therefore, accurate and iterative quantitative feedback can be provided to surgeons on an 

external screen during open cranial vault remodeling. In comparison with navigation systems 

available for other medical applications [88], [96], our workflow does not rely on patient’s 

head immobilization or the invasive attachment of dynamic reference frames. Our navigation 

system is based on CAD/CAM surgical guides, which fit into the patient’s anatomy, to perform 

patient-to-image registration. Our results demonstrate a high navigation accuracy and optimal 
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surgical outcomes in all cases after testing our system in five craniosynostosis surgeries. In 

addition, the use of navigation does not substantially increase the operative time. 

Also, we investigated the use of AR technology as an alternative to navigation for 

surgical guidance in craniosynostosis surgery. We developed an AR application that enables 

surgeons to visualize the VSP overlaid on the surgical field, indicating the predefined 

osteotomy locations and target bone fragment positions [131]. Our proposal presents important 

advantages over previous approaches [126], since reference markers can be located using 

structured light scanning, and positioned near the fronto-orbital region of the cranium to 

maximize visualization accuracy. Our results demonstrate that AR can provide sub-millimetric 

accuracy in guiding both osteotomy and remodeling phases of FOA. Surgeons’ feedback 

indicated that this technology can be integrated into the current surgical workflow for the 

treatment of craniosynostosis. 

In contrast with intraoperative navigation, AR technology enables the visualization of 

the virtual information directly on the surgical field and does not require external screens in 

the operating room. Therefore, surgeons do not need to look at two different information 

sources and can easily match the virtual data with the patient’s anatomy. Besides, AR may lead 

to a reduction of the surgeons’ cognitive load, and an improvement in hand-eye coordination 

during the surgical procedure. However, the main limitation of AR guidance is the lack of real-

time quantitative metrics, which are accurately provided by intraoperative navigation.  

While intraoperative navigation is a well-established technique for guidance in 

craniofacial surgery, AR visualization has recently emerged in the medical field and has not 

been yet integrated into the standard of care. Navigation systems are characterized by their 

accuracy and robustness during surgical instrument tracking with respect to patient anatomy 

[132]. On the other hand, AR technology is still under development and future research is yet 

required to achieve optimal performance and robustness. Thus, intraoperative guidance could 

benefit from the mixed integration of both technologies in the operating room combining real-

time and accurate positioning feedback provided by navigation systems with valuable AR 

visualization within the surgical field.  

In this thesis, we have presented and evaluated three different technologies to be used 

for surgical guidance during open cranial vault remodeling: 3D photography, intraoperative 

navigation, and AR. All three techniques can provide valuable intraoperative guidance to 

ensure optimal matching of the surgical outcomes with the preoperative VSP. However, 
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intraoperative navigation and AR approaches provide real-time guidance, while 3D 

photography does not. This functionality is valuable to enable multiple corrections of bone 

fragment positions and real-time comparison with the VSP.  

Most of the technological developments presented in this thesis have been tested and 

validated in non-syndromic single-suture synostosis. However, these approaches could also be 

applied to syndromic multi-suture synostosis.  In these complex cases, most anatomical 

references in the cranium are altered and optimal surgical correction is challenging. Therefore, 

these cases will highly benefit from computer-assisted diagnosis, planning, and intraoperative 

guidance to achieve optimal surgical outcomes. Furthermore, these techniques could also be 

applied to secondary surgical interventions performed to correct possible complications or 

relapses after initial treatment. 

Although the contributions presented in this thesis can greatly benefit the management 

of craniosynostosis, there are some limitations to bear in mind. First of all, most of them are 

costly, and this factor may restrict their integration into clinical practice in some centers with 

limited budgets. However, many of the previously mentioned technological developments are 

based on free and open-source software platforms [99], which could reduce the technical 

complexity and the costs associated with the development and subsequent validation for 

clinical use. These systems could also be shared among different hospital departments, 

improving their impact at a lower cost.  

Apart from the economic perspective, some indirect costs must also be considered. The 

addition of advanced cranial shape analysis, automatic planning algorithms, and design and 

manufacturing of CAD/CAM tools may increase the duration and complexity of the 

preoperative planning phase and will also require the collaboration of engineers.  However, 

patient-specific planning of craniosynostosis surgeries is essential to improve surgical 

treatment. Advanced algorithms can provide valuable objective metrics to determine the best 

remodeling approach for each patient. Therefore, the benefits of these technological 

advancements may outweigh the increased duration and complexity.   

In addition, most of the technologies developed for image-guided craniosynostosis 

surgeries require specialized training for craniofacial surgeons, and some of them present a 

steep learning curve. Nevertheless, surgeries can be simulated preoperatively using patient-

specific phantoms to provide the trainees with realistic tactile feedback of the patient’s 

anatomy. Simulation offers a safe environment where surgery can be replicated step-by-step, 
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leading to the acquisition of technical skills that can improve performance during the surgical 

task [133].  

To conclude, multiple technological advancements have been evaluated in this thesis 

to improve the surgical management of craniosynostosis. The integration of these 

developments into the surgical workflow of craniosynostosis will have a positive impact on the 

surgical outcomes, increasing the efficiency of surgical interventions, and reducing the 

variability between surgeons and institutions.  
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CONCLUSIONS 

The main contributions and conclusions of this thesis are as follows: 

• An automatic planning software has been developed and evaluated to estimate 

osteotomy locations in the fronto-orbital region, the reconfiguration of bone fragments 

to minimize cranial malformations, and the required overcorrection to ensure optimal 

long-term surgical outcomes.  This framework is based on statistical shape models 

generated from databases of normative subjects and, thus, it can determine a patient-

specific optimal cranial shape to target during surgical intervention. 

• We demonstrated that 3D photography is a valuable alternative to CT imaging for the 

intraoperative evaluation of surgical outcomes during craniosynostosis surgeries. This 

technology enables accurate 3D reconstruction and cranial shape quantification, which 

can be used to provide intraoperative feedback to surgeons. 

• An intraoperative navigation system was developed to provide real-time guidance 

during open cranial vault remodeling. This system was specifically designed for 

craniosynostosis surgery, enabling accurate navigation while avoiding the invasive 

attachment of dynamic reference frames or infant’s head immobilization. The 

evaluation of the system demonstrated an optimal accuracy for bone fragment 

positioning, and feasibility of integration into the surgical workflow without 

substantially increasing operative time. 

• We proposed and evaluated a workflow for AR visualization to guide the osteotomy 

and remodeling phases of FOA by overlaying virtual information directly on the 

surgical field.  Our results demonstrated the accuracy of AR technology for surgical 
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guidance in craniosynostosis, and its feasibility for integration into the surgical 

workflow. The developed software application can be used for visualization in 

smartphones, head-mounted displays, and external screens.
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