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Abstract 

Recommender systems have been widely adopted in many use cases to help customers find 
relevant items in eCommerce and content recommendation platforms. Collaborative filtering 
algorithms are often trained to optimize accuracy, but recent user research has shown that other 
system features, including diversity, are also crucial to facilitate a good user experience. In this 
work, we aim to assess and improve the diversity of recommendations in the context of large 
eCommerce platforms. This research has been done in collaboration with Bol.com, the largest e-
commerce retailer in the Benelux region.

Diversity of recommendations has been defined in numerous ways in the literature. However, 
these definitions have not been evaluated with the limitations of a real-world recommender system 
like scalability constraints. Therefore, we first evaluate how diversity should be measured 
holistically and feasibly in real-world recommender systems.

Second, we achieve diversity improvements in recommender systems by using variational 
autoencoders. These models have previously been used in natural language tasks for improving 
diversity, but not in recommender systems. In this study, we have used the generative nature of 
variational autoencoders to generate a distribution from which we sample multiple user profiles that 
are used to generate recommendations with higher user and item- level diversity.

Through empirical analysis over benchmark and real-world datasets, we show that our approach 
produces recommendations that are more diverse in several ways. First, a single recommendation 
list for a user is more diverse. Second, recommendations generated for each user over time are more 
diverse. We propose a novel metric called temporal inter-list diversity to measure this effect. Third, 
the total number of items exposed to the users increased as well. Additionally, we have done a 
parameter sensitivity analysis to verify to what extent the results depend on the parameter settings 
and help practitioners identify how to tune the different parameters in the system to achieve the 
desired accuracy and diversity in recommendations.

We think that the proposed method and evaluations can help improve customer satisfaction and 
vendor exposure in recommender systems.
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Chapter 1

Introduction

Recommender systems (RSs) have become pervasive in our daily lives, whether searching for a
movie to watch on Netflix or exploring top deals on Amazon. They were introduced to personal-
ize the experience and help users find relevant items more e↵ectively as the number of items on
online platforms exploded. The ultimate goal of a RS is to provide a pleasant user experience
and to increase sales. Most RSs are optimized for accuracy, which results in overly specific re-
commendations [15]. This may lead to a poor user experience and dissatisfied users, and limit the
opportunities di↵erent vendors get on the platform. In this thesis, we will focus on the diversity
aspect of RSs.

This chapter will describe the research problem we aim to address in this study, the experiments
conducted to answer the research questions (RQs), highlight our contributions and provide an
outline for the rest of the thesis.

1.1 Research Problem

In a real-world RS, user satisfaction is the highest priority and it has been linked with multiple
RS features apart from accuracy. Diversity is defined as the condition of having many di↵erent
elements. It is considered one of the crucial features of a useful RS. Studies have shown that user
satisfaction improves with high diversity because users perceive it as high accuracy [22]. Moreover,
higher item-level diversity ensures that a larger proportion of the item catalog gets user exposure.
This is useful for all the stakeholders in the system - the vendors (whose items get more exposure),
the users (who get more product options), and the company (which has increased product sales
[47]).

The goal of this study is to increase the diversity of recommendations at the largest online retail
platform in the Benelux region while maintaining a reasonable level of accuracy. In recent years,
several techniques have been proposed to improve RS diversity with a slight decrease in relevance.
However, these techniques often intervene at the later stages of the recommendation process, e.g.,
by post-processing the list of recommendations. We aim to intervene at the first stage of the
process i.e. user profile generation. Recent work has shown that multiple user profiles can be
more e↵ective at capturing users’ varied interests compared to a single user profile [17]. Motivated
by this finding, we propose an approach to increase diversity through richer user representations.
In particular, our method relies on Variational AutoEncoders (VAEs) to improve the diversity of
recommendations. The generative nature of VAEs has been shown to improve diversity in natural
language processing tasks like label and caption generation [14] [44] [19]. However, it has not yet
been explored in the context of diversity in RSs.

Our work is divided into three parts. Firstly, diversity has been operationalized in many dif-
ferent ways. Therefore, we start with an assessment of di↵erent diversity metrics based on the
requirements of the real-world RS at Bol.com. Secondly, we propose a VAE-based user profile
generation method to improve diversity in RSs. Thirdly, we perform several experiments to eval-
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1.2. HOW TO MEASURE DIVERSITY HOL-
ISTICALLY IN A REAL-WORLD RS?

CHAPTER 1. INTRODUCTION

uate the e�cacy of this approach for increasing diversity while maintaining an acceptable level of
relevance. We have also provided a parameter sensitivity analysis which can be used to understand
the robustness or sensitivity of the method to di↵erent parameters in the system.

1.2 How to measure diversity holistically in a real-world
RS?

We have provided a literature review of existing definitions of diversity. We have analyzed these
definitions based on the system behavior they measure and whether this behavior is linked to the
expectations that users or vendors have from a RS.

Although the literature provides many diversity definitions and their comparisons [24], these
studies do not consider the scalability of the measures, which is an important constraint of a real-
world RS meant to serve millions of users and vendors [42]. Moreover, RSs are utilized by users
over a long period so the temporal aspect of diversity is also an important consideration. There
are existing definitions to measure temporal diversity in RSs but they do not measure diversity by
item representations [25]. To address this gap, we have proposed a novel metric called “Temporal
Inter-list Diversity”

1.3 VAE-Based User Profile Generation

VAEs can be used to learn a distribution over user profiles. We propose a method to improve
diversity at the user representation level by sampling multiple random user profiles from the
learned distribution and combining the recommendations generated by these user embeddings.
The balance between the generative and discriminative nature of VAEs results in user profiles
that produce relevant recommendations. The sampled user profiles are also di↵erent enough to
yield diverse results. To our knowledge, we are the first to use VAE-based multiple user profile
generation to improve diversity in RSs while maintaining an adequate level of relevance.

1.4 Comparative study between representing user as a point
estimate vs a distribution

Methodology

We evaluate our proposed method in an experiment. We use a vanilla autoencoder as a baseline,
where a user is represented by a single latent vector. Such models are popularly used in real-
world RS. We compared the recommendations generated by our approach to the ones generated
by the vanilla autoencoder on benchmark and real-world datasets. These recommendations were
evaluated on the selected diversity and relevance metrics. Additionally, we evaluate the sensitivity
of the method towards changes in certain parameters and how this a↵ects the potential trade-o↵
between diversity and relevance.

Results

We found that our method improved the diversity of recommendations based on the selected
metrics for both datasets, at a minimal cost in relevance.

Through the parameter sensitivity analysis, we found that the method was most sensitive to
changes in dropout, followed by the number of vectors sampled from the distribution and the
size of the user profile. We also found that the method’s sensitivity depends on the dataset
properties like sparsity. Our results validated that a diversity-relevance tradeo↵ exists in terms of
individual measures of diversity. However, on some occasions, aggregate diversity decreases along
with accuracy. This could happen if the RS recommends safe items which are popular but not
personalized.

2 Improving Recommender System Diversity with Variational Autoencoders



1.5. OUTLINE CHAPTER 1. INTRODUCTION

1.4.1 Academic Contribution

The academic contributions of this study are as follows -

• A literature review to evaluate how diversity should be measured holistically in real-world
RSs. Unlike existing research, we have evaluated existing metrics on scalability, which is one
of the major constraints in real-world RSs. We have also chosen measures to address the
needs of di↵erent RS stakeholders.

• A new metric to evaluate the representational di↵erence between items in recommendation
lists generated for a single user over multiple timestamps. Unlike existing metrics that only
measure the total number of items that are di↵erent over time, our metric measures the
representation distance between item lists, using embeddings from pre-trained models.

• A novel method to generate multiple user profiles by sampling from a distribution learned
from a VAE. To our knowledge, no other method has been proposed in the literature to
generate multiple user profiles which are meaningful and can be combined to improve RS
outcomes. We have also done a parameter sensitivity analysis that reports the impact
of changing di↵erent parameters on the accuracy and diversity of the recommendations
generated by our proposed method.

• A novel experimental finding that representing users as a distribution rather than a point
estimate can help improve user and item level diversity. Di↵erent from existing research
which shows theoretically that multiple vectors can decrease stereotyping in RSs, we empir-
ically show that a distribution-based user profile could improve recommendations on multiple
dimensions of diversity while maintaining an adequate level of accuracy.

1.5 Outline

This thesis is structured as follows - Chapter 2 provides background information about the concepts
used in this study like RSs and Collaborative Filtering techniques like matrix factorization and
neural collaborative filtering. Chapter 3 describes the research problem we are tackling, defines
the RQs being answered in this thesis, and the research framework used to answer these questions.
Chapter 4 motivates the need for diversity in RSs and highlights the reason behind the lack of
diversity in RSs. This section also answers the first RQ of this study by evaluating existing
diversity measures based on their feasibility for a real-world RS and proposing a new metric
to evaluate diversity temporally. Chapter 5 describes di↵erent methods for improving diversity
in RSs, followed by a motivation for using VAEs for improving diversity. It also describes the
background of VAEs and the novel method proposed in this thesis to improve recommendation
diversity using VAE-based user profile generation. Finally, Chapters 6 and 7 describe the two
experiments conducted to answer the remaining RQs mentioned in Chapter 3, along with the
results of these experiments. The thesis is concluded with the final Chapter 8, which provides a
summary and the limitations of this study.

Improving Recommender System Diversity with Variational Autoencoders 3



Chapter 2

Background

This chapter will introduce the background knowledge about RSs and the conventional algorithms
used to create these systems. Section 2.1 introduces RSs, followed by Section 2.2 which describes
collaborative filtering algorithms including matrix factorization and neural collaborative filtering.

2.1 Recommender Systems

RSs were first proposed in the mid-1990s to help online consumers deal with an exponential increase
in choices and to improve their experience when browsing for books, movies, or news on the internet
[35]. They can be divided into three categories - Content-based filtering, collaborative filtering,
and hybrid approaches. Content-based filtering approaches utilize the user’s past item preferences
to make recommendations in the future. In contrast, collaborative filtering (CF) approaches make
item recommendations based on similar users’ preferences. Content-based models su↵er from a
lack of item diversity as the recommendations are only based on the current interests of the user [9].
CF algorithms, on the other hand, recommend items to users based on preferences by similar users
and hence can improve a user’s experience by providing them a wider variety of recommendations
[39]. These approaches have been widely adopted in the industry because of their advantages over
content-based filtering. In this research, we will focus on the CF approach.

2.2 Collaborative Filtering

Collaborative filtering methods can be divided into the following categories - Memory-based and
model-based methods [39]. Memory-based methods rely on past interaction data to recommend
new items to users. In contrast, Model-based methods use past ratings to learn a user represent-
ation and make recommendations using these representations. Model-based approaches are more
scalable than memory-based approaches [8], which is a crucial consideration in RSs due to the
huge size of the datasets [42]. Hence, model-based methods have been more widely adopted in
the industry [10]. Several implementations of model-based methods have been proposed in the
research using approaches like matrix factorization and neural networks [39].

2.2.1 Matrix Factorization

Matrix factorization is a fundamental technique used for CF. It falls in the category of latent factor
models where the items and users are characterized by vectors of common factors inferred from
the rating information [23]. These models map the user and the item to a joint latent factor space
of a certain dimensionality such that the user-item interactions are the inner products of the latent
vectors in that space. Item i can be represented by vector pi and user u can be represented by
vector qu. pi represents item i’s association with a certain feature. qu denotes user u’s association
to a certain feature. Figure 2.1 provides a simple example of how users and items are mapped

4 Improving Recommender System Diversity with Variational Autoencoders



2.3. SUMMARY CHAPTER 2. BACKGROUND

to a common latent space. The dot product of qTi pu expresses the interaction between users and
items and captures the user’s interest in certain item characteristics. This value is denoted by r̂iu
which can be estimated by equation 2.1.

r̂ui = qTi pu (2.1)

Earlier systems relied on filling the missing values in the rating matrix to retrieve latent factors
from the rating data using singular value decomposition. More recently, systems learn latent
factors by pi and qu directly by modeling the observed rating and optimizing the regularized mean
squared error objective described in equation 2.2. In this equation, N represents the non-blank
elements in the user-item matrix.

1

N

X

u,i

(rui � r̂ui)
2 + �(||qi||

2 + ||pu||
2) (2.2)

Figure 2.1: A simple example of how latent factor models work. in this example both users and
items have been mapped to two features - serious or escapist, males or females [23]

2.2.2 Neural Collaborative Filtering

Matrix factorization techniques rely on an inner product of the latent factors to generate the rat-
ing matrix. But, an inner product can only capture the linear relationships. Neural collaborative
filtering (NCF) algorithm was proposed to enhance the capability of matrix factorization tech-
niques. These algorithms replace the inner product with a neural network to learn the interactions
between users and items [23]. NCF provides a generalized framework that can model linear and
non-linear relationships using a multi-layer perceptron. NCF is a fundamental algorithm based
on which many deep learning-based CF algorithms were proposed.

2.3 Summary

In this section, we have described RSs and, more specifically, CF approaches. We have expanded
on the principle behind CF algorithms and described the working of two popular CF algorithms.

Improving Recommender System Diversity with Variational Autoencoders 5



Chapter 3

Research problem

This chapter will describe the context in which the problem occurs by explaining the applica-
tion setting and problem relevance. It will expand on the process of building an RS and the
requirements of a real-world RS. It concludes with the problem definition, RQs, and the research
framework that has been adopted to answer the RQs.

3.1 Problem Context

This study proposes and evaluates a method that can help improve the diversity of RSs. This
project is done in collaboration with Bol.com, the largest online retail platform in the Benelux
region. The goal of the project is to improve diversity in RS, while maintaining relevance, and
create a fairer marketplace for both customers and vendors while improving business outcomes.

3.1.1 Application Setting

Bol.com is an eCommerce platform supporting millions of customers, and thousands of vendors
[30]. The platform has thousands of customer journeys every single day. Di↵erent customers want
a di↵erent experience from their online retailer; some know what they want and start their journey
by searching for a specific product on a search engine which leads them to a specific product page.
While, others have a general idea about what they want, like a gift for a birthday party, or they
are trying to find the best deals on the products of their interest. The application’s home page is
catered toward helping customers in an exploratory phase of their customer journey. This page
aims to ensure that these customers get recommendations that can be relevant to their interests
while helping them discover new product categories that could be meaningful to them.

On this journey, following are some of the commonly raised customer complaints -

• “Why are the items in the recommendation list so similar to each other?”

• “I bought this once, but why is the same thing recommended to me every time I visit?”

The first complaint is about the items in each recommendation list being too similar, as shown
in Figure 3.1. The second complaint is about the items being too similar between two recom-
mendation lists generated over di↵erent visits for the same user. This issue can be reflected in
Figure 3.3. The recommendations in both the user sessions are from the same category of hair
products, and within each session, the products are not only from the same category but also the
same brand. These examples show a lack of diversity in recommendations served by the Bol.com
mobile application. A large number of near-duplicates in the product catalog and the focus on
relevance while training reduces diversity in RSs.
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Figure 3.1: Recommendations at time t

Figure 3.2: Recommendations at time t+1

Figure 3.3: 1) These images show the recommendations provided to the author in the Bol.com
mobile application over two user sessions. 2) The items in both sessions fall in the hair products
category. 3) The items in each session are not only from the same category but also the same
brand - ‘Shea moisture’ for recommendations at time t and ‘Giovanni’ for time t+1. Images by
the author.

3.1.2 Problem Relevance

Each user session is an opportunity to help the user find a relevant set of items. A user sees a
list as a whole and showing recommendations that are too similar to each other limits the user
experience and is a lost business opportunity as well. Therefore, it is important to evaluate RS’s
performance on diversity within each session.

A crucial consideration often missed in RS research is that users use and evaluate these systems
over time. If a user sees some recommendations in one session and similar recommendations are
repeated in the next session, this reflects a lack of temporal diversity in RS. This behavior has been
shown to reduce users’ trust in the system due to decreased utility and dampen their experience
[25]. Hence, it’s also vital to provide diverse recommendations over multiple sessions.

Apart from customers, the vendors also su↵er from this lack of diversity in recommendations.
Popular items by more prominent vendors have more interaction data associated with them. This
leads to smaller vendors and niche products getting recommended to fewer customers [2] [3]. For
example - movies by bigger production houses like Walt Disney are more popular. They have a
lot of interaction data associated with them compared to smaller production houses like Spyglass
Entertainment. This creates and, over time, exacerbates the feedback loop and long tail problem
in RSs [28]. Providing user exposure to a large number of items will provide opportunities to more
vendors and might also positively impact sales [47]

Lack of diversity a↵ects di↵erent stakeholders of a RS di↵erently and hence in this thesis, we
aim to address all these issues associated with lack of diversity in RSs and evaluate the proposed
method on these criteria.
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3.1.3 Recommendation Process

RSs have the following three stages (visualized in Figure 3.4 ) -

• User profile generation - In this stage, users are represented in a vectorized format so
that the representations of similar users have a shorter distance between them. Distance can
be measured by di↵erent metrics like cosine or hamming distance. This representation can
be created with user features like -

– Demographic information: Age, location, gender, etc.

– Usage history: User clicks, purchases, the time spent on a product page

– User feedback: Ratings, reviews, link copying, and sharing as described in [24]

Lately, deep neural networks are being used to generate generalized user representations
that capture the deeper relationships between individual features. Unsupervised or self-
supervised methods can be used to train these representations. Richer representation of the
user can help improve the quality of recommendations. Numerous questions can help us
understand whether a representation is richer, for example -

– Is it capturing more of the users’ interests?

– Is it able to capture the characteristics of the user? For example - is the user interested
in top deals?

– Does it capture the level of clarity the user has? For example, the user is looking for a
particular book compared to a science fiction book.

User profile generation is a time-consuming step and is often performed o✏ine. The repres-
entations are generated and stored in an index to be used e�ciently in real-time systems.

• Recommendation generation - This stage would generally include the following steps -

– Candidate Generation and Ranking - The goal of this step is to generate a list
of candidate items that could be relevant to the user and rank them. This step could
also be combined with the user profile generation step. If performed separately, a user
profile is retrieved to generate recommendations for a user, and items are ranked based
on their similarity to the user profile and many other features (here ranking algorithms
are also used to re-rank the generated candidates). A smaller list of K items is generated
from the ranked list. The value of K depends on the use case, but it lies in the range
of 5 - 50 items depending on the page size, structure, and the exact use case for the
recommendations.

– Post-processing - Post-processing is generally used to optimize for objectives like
diversity or novelty. Techniques like Maximum Marginal Relevance (MMR) [12] or
selecting items from unique genres make lists more diverse. This step adds to the time
complexity of the recommendation generation stage.

– Applying Business Rules - Apart from generating good recommendations, certain
business rules must be applied to ensure the lists adhere to the business policies. For
example - Products that the company does not support like firearms, and the ones that
are no longer in stock have to be filtered out.

This stage is also time-consuming because it involves comparing the user representation to
all the item representations for candidate generation. User and item profiles are stored in
an index to make the comparison more e�cient.

• Feedback Collection - This is the final and most crucial stage of a RS because the al-
gorithms rely heavily on the feedback the users provide. The feedback can be explicit or
implicit. Explicit feedback includes users rating the items or leaving reviews about their
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experience with the product. Implicit feedback is more subtle and is collected based on the
user’s behavior on the website. For example - if a user purchased an item or clicked on a
product, it could be implicitly assumed that the item was relevant to them. Although ex-
plicit feedback is generally more accurate, implicit feedback is not obstructive to the user’s
experience and hence, is more widely adopted.

Figure 3.4: An example of the three stages of recommendation systems - 1) User profile generation
- A user purchased a programming book in the past; this information is used to generate his profile,
2) Candidate generation and ranking (learning-to-rank) - Based on his profile, a ranked list of items
is generated based on the similarity with the user profile, 3) Feedback collection - The user clicks
on the first item, and this action is recorded as feedback by the system. Image by the author.

3.1.4 Requirements

Within the problem context, the proposed method should adhere to the following requirements -

• Relevant - The recommendations made by the system should be relevant to the user’s in-
terests. For example - if the user is interested in sports, recommending a basketball is
relevant to them.

• Diverse - There are many ways of defining diversity, and we aim to improve diversity from
user and item perspectives using the metrics defined in Section 4.3.1. The goal is to improve
the business objectives of selling more products and enhancing the user experience.

• Scalable - Given that Bol.com had 12.83 million active customers and 38.20 million products
[30] in 2021, both of which are continuously growing, the scalability of the method is critical
to ensure that it is practical and can be adopted in real life. Scalability is congruous to low
time complexity in o✏ine and online steps. It should be an important consideration not only
for the algorithm but also for the metrics to be used to measure relevance and diversity in
RSs to ensure that it is feasible to evaluate these systems at scale.

These three features ensure that the proposed method can provide a great user experience and
can be implemented feasibly within a real-world RS.
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3.2 Problem definition and Research Questions

Problem: Improve user and item level diversity in RS by making changes at the user

representation level, while maintaining an adequate level of relevance.

We aim to propose a method to achieve this goal and to evaluate if our method of generating
user profiles makes a di↵erence by answering the following research question -

“Can representing users as a distribution rather than a point estimate improve the user and
item level diversity in RS while maintaining an acceptable level of relevance?”

We have formulated five RQs to answer the main RQ of this study and described the corres-
ponding research frameworks that will be used to answer each question.

Firstly, we need to understand how diversity should be measured in an RS. As described in
the problem context, diversity can be operationalized in di↵erent ways when viewed from the
perspective of distinct stakeholders. Several summaries and evaluations of diversity metrics have
been provided in the literature, but it is still unclear how diversity can be measured holistically to
address all the stakeholders and which measures are feasible in a real-world RS evaluation. This
motivates the first question -

RQ1 - “How should diversity be measured holistically in a real-world RSs?”

This question has been answered by reviewing existing diversity metrics in the literature and
evaluating them against the expectations (described in Section 3.1) of the di↵erent RS stakeholders
- users and vendors. In contrast to other studies, we have also evaluated these metric definitions
on scalability as it is a major constraint in real-world RS. The advantages and disadvantages of
di↵erent metrics have been discussed to motivate whether they should be used in this research.

Based on Section 3.1, we have chosen to evaluate RS diversity in the following ways - 1) How
diverse are the recommendations within each list? 2) How diverse are the recommendations over
time? and 3) What is the ratio of total recommended items to the entire item catalog?

After deciding how diversity should be defined in RSs, we describe our method for improving
diversity in RSs. Our method is focused on the user profile generation stage. It is one of the most
critical steps of the recommendation system. If the profile fails to capture su�cient information
about the user, it heavily limits the ability of RS to produce a diverse product list that represents
users’ multiple interests in the following stages of the process. Di↵erent from existing RS diversity
research which focuses on other stages of an RS, this research aims to study if an unconventional
user profile generated by our method can improve item and user-level diversity in RS. Questions
2,3, and 4 evaluate whether our approach can holistically improve diversity (over the metrics
defined in the previous step) over a conventional RS user profile represented by a single vector.

Diversity within each recommendation list helps optimize the space on the website and con-
tributes to a good user experience in every user visit. In a conventional CF algorithm, a single user
profile is used to create the entire recommendation list leading to the user complaints mentioned
in Section 3.1. This motivates us to the second question -

RQ2 - “Can representing users as a distribution rather than a point estimate improve user-level
diversity of recommendations generated within a single session while maintaining an acceptable
level of relevance?”

As described in the recommendation process, user profiles are generated in longer intervals as
it is a time-consuming step. The generated user profile is used repeatedly in intervals (possibly
a week). This results in a static user profile being used during the interval to generate recom-
mendations, making users feel that the recommendations are stale or boring. This frustration is
reflected in the user comments mentioned in Section 3.1. This motivates the third question -

RQ3 - “Can representing users as a distribution rather than a point estimate improve user-
level diversity of recommendations generated over multiple sessions while maintaining an acceptable
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level of relevance?”

Improving diversity from the user’s perspective while su�ciently maintaining relevance should
also help alleviate the long-tail problem in RSs [13] by exposing more products to the users
overall. This objective has a two-fold impact. It makes the system fairer for vendors. It optimizes
a business objective of recommending more items overall as that has been linked to higher sales.
This brings us to the next question -

RQ4 - “Can representing users as a distribution rather than a point estimate increase the total
number of products recommended to all users while maintaining an acceptable level of relevance?”

We aim to answer questions 2,3 and 4 to evaluate the performance of our method. We conduc-
ted a comparative study between recommendations generated by a single user profile and multiple
user profiles sampled from a distribution generated by the VAE. We evaluated the recommend-
ations by the chosen metrics to determine whether our method can improve user and item level
diversity, while maintaining an adequate level of relevance, for benchmark and real-world datasets.
We also evaluated the results for di↵erent list sizes to analyze the impact of list size on the results.

The method contains several parameters like user profile size, the number of vectors sampled
from the distribution, and dropout rate. As diversity and relevance are both important require-
ments for the system, it would be useful to evaluate the impact of tuning di↵erent parameters on
the potential diversity-relevance tradeo↵. This analysis can help practitioners tune the parameters
according to their requirements. This motivates the final question -

RQ5 - “How does changing di↵erent parameters in the system impact the potential diversity-
relevance tradeo↵?”

This question has been answered by observing and reporting the change in the diversity and
relevance metrics as we change di↵erent parameters like the size of the latent vector, the number
of vectors sampled from the distribution, and the regularization parameter. This study can help
practitioners tune the system parameters based on their need for diversity vs. relevance.

3.3 Summary

This chapter described the problem context and defined the research framework we have used to
address the problem. Section 3.1 explained the application setting that the problem is focused
in and the relevance of this problem. Furthermore, it elucidated the recommendation generation
process and concluded by providing the requirements of the proposed solution. Section 3.2 defined
that the scope of this thesis is to improve user and item level diversity in RSs at a user repres-
entation level. It established the research questions that will be answered by this thesis and the
research framework that has been used to answer those questions.
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Chapter 4

Diversity in Recommender
systems

RSs emerged as a way to help users find relevant information as online item catalogs increased in
size. The role of RSs in online decision-making has evolved over time. Nowadays, users view RSs
as more than a way to find relevant items from a large collection. They expect these systems to
adapt and evolve as they do, and to broaden their interests. This can be achieved through diversity
in RSs. Diversity is defined as the condition of having or being composed of di↵ering elements.
Users of existing RSs often find the recommendations to be too similar to their historical purchases
or too homogeneous within each list. We can observe this from user complaints describing these
systems as being “too naive” or “not working” [25].

4.1 Motivation for diversity in RS

4.1.1 Why do users prefer higher diversity in RS?

Knijnenburg et al. [22] describe the relationship between factors like relevance and diversity and
how they fit into the overall user experience for a recommendation system. Their experiment
verifies that there is a positive relationship between user satisfaction and diversity, which is due
to lower choice di�culty and greater perceptions of system e↵ectiveness. The perceived relevance
is generally higher in diverse lists because users evaluate them as a whole, not individually, and
these diverse recommendations better represent their diverse interests.

These results were shown for individual lists. But, it can be assumed that user satisfaction
would be related to diversity similarly over time as well. The surveys conducted in [25] show that
86% of users want recommendations to change over time. Temporal diversity is essential because
it gives a perception to users that the system is evolving and understanding their interests better
over time.

4.1.2 How does item diversity a↵ect sellers in RS?

In addition to users, increased item diversity also benefits the platform and the sellers on it.
Aggregate diversity is a system-level diversity measure described as the proportion of the total
items recommended to all users with respect to the entire item set. Lower aggregate diversity
means that the system recommends only a small percentage of the total item list to the users.
Thompson and Clive [43] provide evidence that RS algorithms often try to find popular items
purchased by many users. Hence, they avoid extremes and recommend popular and safe items
to users. This leads to a long tail problem, where most items are not exposed to users, or a
considerable proportion of sales come from some selected items [13]. Exposing users to more items
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can be beneficial for increasing sales [2]. Brynjolfsson et al. estimate that 36.9% of Amazon’s sales
come from titles outside the top 100000 [11].

Recommending less popular items allows smaller vendors or producers to attract new custom-
ers. “Dancing from Danang” was an unpopular movie, which rose to the list of top 15 Netflix
documentaries because of the algorithm [3]. This shows how RSs can help obscure items reach
broad audiences by recommending from the long tail. Similarly, festival films that often have a
smaller audience than blockbusters can also find an audience by improving the aggregate diversity
of recommendations. Users interacting with obscure items can lead them to more obscure items.
This e↵ect has been illustrated by another example in [3]. Rhapsody (music RS) features Britney
Spears on the main screen. Users who listen to “Britney Spears” are recommended similar artists
like “Pink”. If they listen to “Pink” and enjoy it, they might also like “No Doubt”. This might
lead them to “Selecter”, a 1980 Coventry ska band. Users can reach from chart labels to albums
that cannot even be found in record stores in a few clicks. This shows how a slight increase
in aggregate diversity can snowball, leading to more opportunities for vendors and users looking
for niche content. High temporal diversity can also help to spread user interactions across more
products. If users are exposed to di↵erent items in each user session and interact with more items
overall, it will help the system gain more information about the users over time, leading to richer
user representations.

4.2 Why is there a lack of diversity in RS?

There are two possible reasons behind the lack of diversity in RS - focus on accuracy in algorithms
and skewed underlying data causing feedback loops which further exacerbates the bias.

4.2.1 Focus on accuracy leads to lack of diversity in RS

Most CF-based algorithms are optimized for relevance. The experiments conducted by Fleder and
Hosanagar showed that RSs reduce diversity because they are focused on improving the accuracy
[15]. Moreover, a real-world RS contains a lot of near duplicates and hence, a list of highly relevant
items can have many redundant items. Low diversity in RSs can lead to low user satisfaction [22].
Users may feel stereotyped by getting similar recommendations again and again [17].

4.2.2 Feedback Loops caused by skewed data result in lack of diversity

Recommendations generated by CF algorithms often su↵er from biases that may stem from biases
in the underlying data. Figure 4.1 shows that most of the item interaction data in MovieLens
(a popular benchmark dataset) is concentrated among a small percentage of popular items [28].
These biases in data lead to a higher recommendation rate for more popular items, leading to
more interaction data for these items within each user profile [13]. This creates a feedback loop
between user profiles and recommendations. Chaney et. al. further show that the feedback loop
causes a shift in consumption and homogenization of the user experience, making the system less
beneficial for the users [13].
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Figure 4.1: Item popularity in MovieLens [28]. Most of the interaction data is concentrated within
a small percentage of items

4.3 How can diversity be measured in RS?

Defining diversity is a complex topic because diversity in RSs could mean di↵erent things for
di↵erent people. Some people might consider Harry Potter and Percy Jackson to be very di↵er-
ent books, while others might consider them to fall into one category - fantasy novels. Most of
the research on diversity metrics can be divided into individual and aggregate level definitions of
diversity. Individual definitions aim to provide a metric to quantify how diverse the recommend-
ations are for each user. Alternatively, aggregate diversity definitions seek to quantify the total
number of items that users are exposed to. Individual-level metrics focus on each user’s satisfac-
tion, and aggregate diversity metrics focus on vendor and business opportunities. Using multiple
metrics can help us understand how the proposed method performs for multiple dimensions of
diversity in RSs. Existing studies that compile di↵erent diversity measures do not assess them
against the needs of the users or sellers or provide any guidance to practitioners about which
subset of these measures can be used to holistically evaluate RSs. They also do not evaluate these
measures against real-world constraints like scalability.

This section will be used to answer the first research question described in Chapter 3 -

RQ1 - “How should diversity be measured holistically in real-world RSs?”

4.3.1 Existing Diversity Metrics

The following subsections describe the diversity measures defined in existing studies.

Intra-list Diversity

Many individual-level definitions have been proposed in research. Most of these definitions build
upon the seminal work by Bradley and Smyth [9]. They defined diversity as the opposite of
similarity and measured it as the dissimilarity between all item pairs in the result set. This work
was defined in the context of an information retrieval system. However, it can be applied to
RSs, when considering user profiles to be analogous to queries in search engines. Bradley and
Smyth, Zhang et al., and Ziegler et al. [36] [48] [50] have explored this perspective and provided
a popular metric called intra-list diversity (ILD). ILD is the total distance between each pair in
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the recommended list averaged over all users. Distance can be measured by common distance
(opposite of similarity) metrics like cosine distance and manhattan distance. Equation 4.1 defines
ILD for one user where L is the recommended list for one user. This measure is normalized by
the size of the list. It is not rank-aware and has a time complexity of O(k2 ⇥ U)

ILD =
1

|L|(|L|� 1)

X

i,j2L

dist(i, j) (4.1)

Temporal Diversity

Lathia et al. considered another way of measuring individual diversity, which is over time. They
introduced a measure called temporal diversity that could evaluate how the recommendations
made to the users are changing over time [25]. The formal definition proposed in the research
has been described in Equation 4.2 where L1 is the recommendation list generated at time t by
the model for a user, and L2 is the recommendation list generated at time t + 1 for the same
user. This research raises the vital issue that RSs are dynamic and must evolve continuously for
a pleasant user experience. They show through di↵erent studies that users prefer RSs with higher
temporal diversity. L2/L1 in equation 4.2 is the set di↵erence between the recommendation list
generated between time t+1 and time t. k is the size of the recommendation list. This measure is
not rank-aware, has been normalized by the recommendation list size, and has a time complexity
of O(k ⇥ U).

Temporal Diversity = |
L2/L1

k
| (4.2)

Aggregate Diversity

Adomavicius et al. presented the idea of aggregate diversity, which measures the total number of
items in the union of all the lists recommended to all users. Equation 4.3 shows the definition as
described in [2] where L(u) is a recommendation list for user u and U is the total list of users.
Aggregate diversity might not increase when increasing individual diversity as the same five items
recommended to one user might be recommended to all users. Increasing aggregate diversity can
help tackle popularity bias and the feedback loop problem in RSs. This measure can be used in
combination with individual diversity as one focuses on the business outcome of the number of
products recommended. In contrast, the other focuses on individual users’ experience [2]. This
measure is also not rank-aware. It is also not normalized and has a time complexity of O(I)

Aggregate Diversity = |

[

u2U

L(u)| (4.3)

Joint accessibility

Guo et al. took a di↵erent perspective on diversity and defined a concept of joint accessibility
wherein they measured the proportion of item sets that can be jointly recommended to a user [17].
A RS is considered jointly accessible if, for all item sets of size k, there exists a user to whom that
set can be recommended. This measure aims to understand whether users with niche interests
that are uncommon among the majority will get recommendations that represent their interests.
Joint accessibility has high complexity as we need to consider all subsets up to size K to measure
it. To tackle the complexity issue, Guo et al. [17] evaluated joint accessibility only on the top
400 items and 79800 associated item pairs. Using a metric that is only evaluated on such a small
sample of the whole population might lead to biased insights. This metric is not rank aware or
normalized. It also has a high time complexity of O(2k ⇥ U).

Table 4.1 provides a comparison of the di↵erent diversity metrics. k is the size of the recom-
mendation list, U is the total number of users, and I is the total number of items.
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Metric / Criteria Explanation Normalization Time Com-

plexity

ILD Dissimilarity between all
item pairs in a recom-
mendation list

Yes, by the size of the recom-
mendation list

O(k2 ⇥ U)

Temporal Diversity Proportion of di↵erent
items recommended over
time wrt to the list size

Yes, by the size of the recom-
mendation list

O(k ⇥ U)

Aggregate Diveristy Total items recommen-
ded to all users

No O(I)

Joint Accessibility Fraction of item sets
that can be recommen-
ded together out of all
possible subsets of size k

Yes, by possible subsets of
size k

O(2k ⇥ U)

Table 4.1: Comparison between existing diversity metrics

4.3.2 New diversity metric: Temporal inter-list diversity

To measure whether the list is diverse over multiple sessions, we need to evaluate the diversity
between lists generated in two user sessions. Temporal diversity only calculates the number of items
that are di↵erent between sessions. Hence, it does not help us identify whether the items are diverse
in terms of representations or if they are just near duplicates. We propose a new metric called
Temporal Inter-list Diversity (TILD), which is the total pairwise distance between items of two
di↵erent recommendation lists (L1: recommendation list at time t=0 and L2: recommendation list
at time t=1 of the same size) generated in separate sessions/timestamps. Equation 4.4 describes
the formula of TILD for one user where dist could be any appropriate distance measure like cosine
or hamming distance. This metric is normalized by the list size and has a time complexity of
O(k2 ⇥ U).

TILD =
1

|L1|(|L1|� 1)

X

i2L1,j2L2

dist(i, j) (4.4)

4.3.3 Selected diversity measures

To measure diversity holistically, we have decided to consider both the user and vendor per-
spectives. From the user perspective, we have chosen to evaluate the RS on how diverse the
recommendations are in a single list and over time as these are the diversity expectations users
have from RSs. From the vendor perspective, we have chosen to evaluate how many of the total
items are getting user exposure from the entire item catalog. Evaluating these dimensions of di-
versity helps us understand if the RS is providing a positive user experience but also quantifies
how fair the system is for the vendors. This creates a holistic evaluation of the system from the
perspective of all stakeholders.

The user-level diversity metrics that we have chosen to focus on are ILD (measures represent-
ational diversity within items in a single list) and TILD (measures representational diversity of
items in lists over time). These metrics are directly related to the user frustrations mentioned in
Chapter 3. Regarding item-level diversity, aggregate diversity metric proposed by Adomavicius
et al. [2] is the right fit as it helps us understand the proportion of items that get user exposure
in each run of the model. All these measures are also scalable compared to metrics like joint
accessibility, which has a time complexity of O(2k ⇥ U). ILD and TILD have a time complexity
of O(k2 ⇥ U) and aggregate diversity has a time complexity of O(I). This allows us to use these
measures over large datasets as well.

16 Improving Recommender System Diversity with Variational Autoencoders



4.4. SUMMARY CHAPTER 4. DIVERSITY IN
RECOMMENDER SYSTEMS

4.4 Summary

This chapter tackled the topic of diversity in RSs. Firstly, we motivated higher diversity in
RSs and described how it a↵ects the di↵erent stakeholders. Secondly, we explained the reasons
behind the lack of diversity in conventional RSs algorithms. Finally, we concluded the chapter
by describing the di↵erent ways diversity can be measured in RSs and proposed a new metric to
measure temporal diversity representationally.
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Chapter 5

VAE for Diversity in
Recommendation Systems

User profile generation is a crucial stage of the recommendation process. Without su�cient inform-
ation about the user in the profile, the following stages would fail to produce relevant and diverse
recommendations. Studies have theoretically proven that representing a user by multiple user
profiles can represent their varied interests better than a single user profile [17]. In this chapter,
we will propose a method to generate multiple user profiles representing a user by employing VAEs
to improve diversity in RSs.

This chapter will introduce di↵erent techniques for improving diversity in RSs in Section 5.1,
followed by Section 5.2 listing case studies where VAEs have been used to enhance diversity in
natural language processing tasks. Section 5.3 describes the theoretical underpinnings of VAEs.
Finally, Section 5.4 proposes our novel method to improve diversity in RSs using VAEs.

5.1 Techniques to improve diversity in RSs

Several approaches have been introduced to improve diversity in RSs while limiting the decrease
in relevance. Section 4.1 describes why this is a desirable outcome for RSs. The approaches can
be divided into post-processing and algorithmic techniques.

5.1.1 Post-processing techniques

Post-processing techniques are employed after the candidate selection stage in RSs. Bradley &
Smyth proposed a post-processing technique where they used a generic recommendation process
to obtain b⇥ k candidates, where k is the size of the final recommendation list and b is a constant
[9]. Then, they selected k items from this list based on diversity ranking. Ziegler et al. added
candidate items to the recommendation list based on a dual objective. They defined a dissimilarity
rank for each item in the recommendation list with respect to other items and combined it with
a relevance rank using a weight parameter to include items in the recommendation list according
to diversity and relevance [51]. These works have been inspired by Maximum Marginal Relevance
(MMR) introduced in [12]. This approach ranks items according to relevance and adds them to
the list based on the diversity with respect to the items already present in the recommendation
list. Adomavicius & Kwon also proposed a similar re-ranking approach where candidate items
are selected based on a rating threshold and added to the recommendation list based on a rank
derived by considering diversity and relevance. Aytekin and Karakaya proposed an approach
called ClusDiv, where items are clustered into groups, and cluster weights are learned for each
user. Finally, recommendations are generated from di↵erent clusters to increase the diversity [7].
These approaches fall into the category of post-processing techniques. The advantage of these
approaches is that they are independent of the algorithm used to generate the recommendation
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list. Therefore, they can be used flexibly with di↵erent candidate generation algorithms. The
disadvantage is that diversification occurs after the prediction of items. If the predicted items
were not very diverse, to begin with, the final list would not be very diverse either [24].

5.1.2 Algorithmic techniques

Hurley and Wasilewski proposed using regularization techniques in matrix factorization-based CF
algorithms to optimize diversity in CF RSs. The regularization term was dependent on the item
distances in the recommendation list. A di↵erentiable version of a diversity metric is added as
the objective to be optimized [45]. Liu, Shi, and Guo propose a random-walk-based CF algorithm
that enhances the opinions of small-degree users in a user-user similarity graph. This approach
reduces the dependence of CF approaches on high-degree users leading to an increase in diversity
[27]. The advantage of these techniques is that diversification is a part of the recommendation
generation algorithm. This ensures that the final list produced will be diverse. It is also possible
to apply the above-mentioned post-processing techniques for further improving diversification.
The disadvantage is that these techniques have a specific architecture or model and cannot be
generalized across other methods.

In our method, we use both algorithmic and post-processing techniques to generate a diverse
RS. In contrast to existing research, we address the problem at the earliest stage of the process -
the user profile generation stage.

5.2 Motivation for using VAEs to improve diversity

Significant strides have been made in research to represent data e↵ectively (dense representations),
and deep generative models are at the forefront of that research. VAEs are from a class of neural
networks called Autoencoders (AEs) that learn dense data representations from the input in an
unsupervised manner. In contrast, VAEs learn to map input data points to a latent distribution
rather than a single point. They also belong to the class of generative models. Owing to their
generative nature, these models have been used to improve diversity in natural language processing
tasks (NLP) like caption generation and visual question generation. The following subsections
describe di↵erent attempts at using VAEs to improve diversity.

5.2.1 VAEs to improve diversity in caption generation

Caption generation is a task with a high level of ambiguity as images can have various meanings,
and multiple captions could fit any image. Hence, generating diverse captions can help encapsulate
more information from an image for a highly descriptive result. Wang et al. [44] argued and proved
that generating stochastic image representations using a generative model compared to a point
estimate representation can help improve the diversity of captions generated. Figure 5.1 shows the
di↵erence between the captions generated by a VAE-based model and a non-generative LSTM-
based encoder-decoder model. Using generative methods, Wang et al. could approximately double
the total number of captions with respect to the existing ones in the training dataset.

5.2.2 VAEs to improve diversity in visual question generation

Jain et al. [19] have used a similar approach in visual question generation. Retaining the user’s
interest is essential for a question-answering task, which can only be achieved by continuously
exposing users to varied questions. Visual question generation has similar attributes to recom-
mendation generation as both tasks require a balance between relevance and diversity to keep the
user engaged. To show that generative models can produce diverse yet accurate questions that
capture the ambiguity in images, Jain et al. evaluated whether VAE could improve diversity in
the question generation task over a non-generative model. The model was evaluated on traditional
relevance metrics like BLEU and METEOR, along with intuitive diversity metrics like the average
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Figure 5.1: Caption Generation Results comparison between LSTM-based encoder-decoder model
and VAE [44]

number of unique questions generated for an image and the percentage of questions never seen at
training time. On average, the method generated 63.83 unique questions per image on the Bing
dataset, out of which 36.92% had not been seen in the training dataset.

5.2.3 VAEs to improve diversity in label generation

Zhang et al. [49] argued that label generation in e-commerce is a one-to-many task often not
modeled accordingly. Encoder-decoder-based Seq2Seq models have been widely adopted due to
their relevance. But, these models struggle to generate diverse results as a single input is mapped
to a single output. They used VAEs to model label generation as a one-to-many task and compared
the results against the state-of-the-art Seq2Seq models. Figure 5.2 shows the di↵erence in the labels
generated between Seq2Seq models and VAE-based models. They observed that Seq2Seq models
performed the most accurately, but their VAE-based generative models significantly outperformed
for diversity metrics like BLEU-recall, distinct-1, and distinct-2.

These studies in various domains show that VAEs are an e↵ective tool for improving diversity
while producing accurate results. VAEs have not been used in a generative manner within RS
to improve diversity. A user profile distribution can be generated by making the VAE-based CF
approach [26] stochastic at inference. We aim to study if this approach can be useful in the RS
domain as well.
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Figure 5.2: Label Generation Results comparison between Seq2Seq model and VAE [49]

5.3 VAEs in RSs

In recent years, some researchers have explored the use of VAEs in RS. VAEs can be described
as AEs that learn a latent distribution that can be used to generate the underlying data that it
is trained on [33]. Ferrari et al. published a reproducibility report in which they reported that
VAE-based CF approaches give a state-of-the-art performance in RSs when compared against
other model classes like Top popular, SLIM, ItemKNN CF on relevance metrics like NDCG and
recall [14].

The following sections describe the model classes VAEs fall into like probabilistic ML, gener-
ative models, and AEs, and build upon those concepts to describe the mechanisms behind VAEs.

Probabilistic Machine Learning

Machine learning is often used to learn probabilistic models of natural and artificial phenomena.
Probabilistic machine learning models aim to approximate the unknown underlying process which
generates the observed data x, by a model parameterized by ✓. The values of ✓ are learned such
that the p✓(x) approximates the true distribution of the underlying data [21]. Function p✓ can be
learned using neural networks, where ✓ represents the weights of the network.

Oftentimes, we need to learn a conditional probabilistic model p✓(y|x) rather than an uncon-
ditional model of the underlying data p✓(x) [21]. This is the model formulation used in most
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classification tasks wherein we are trying to determine the conditional probability of label y (for
example - dog or cat) given the data point x (for example - an image of a dog or a cat).

Generative models

Machine learning models can be divided into discriminative and generative models. Discrimin-
ative models learn a mapping in the direction in which we aim to make future predictions. For
example - learning to predict whether an image contains a cat or a dog is a task that a discrimin-
ative model can solve. They are often focused on learning a conditional probabilistic model of the
data, as described in the previous section. Generative models aim to learn the underlying data
distribution by simulating the data generation process. For example - Latent Dirichlet Allocation
models assume that documents are generated by sampling words from di↵erent topics and the
model simulates this process to generate documents or sentences. They learn the unconditional
probabilistic model of the data as described in the previous section. There are four categories of

Figure 5.3: Model architecture of di↵erent kinds of generative models - GANs, VAEs, Flow-based
models and di↵usion models [46]

deep generative models - generative adversarial networks (GANs), VAEs, flow-based deep gener-
ative models, and di↵usion models. GANs learn to generate samples by trying to make them look
like real data [16]. VAEs learn an approximation of the data distribution p(x) by using variational
inference, which would optimize the log-likelihood of seeing the data [20]. Flow models use the
concept of normalizing flows to directly model the otherwise intractable data distribution p(x).
Thermodynamics concepts have been employed in di↵usion models [32]. A Markov chain of di↵u-
sion steps is defined to add random noise to the data, and the model learns to reverse the di↵usion
process to generate data from noise [37]. Figure 5.3 shows the model architecture of di↵erent kinds
of generative models.
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Figure 5.4: Images generated by VAEs [21]

AutoEncoders

AutoEncoders (AEs) were introduced to learn compressed representations of images which could
then be used for downstream tasks like classification and regression [34]. AEs attempt to recon-
struct higher dimensional data by learning a latent lower dimensional representation of the data.
Figure 5.5 shows the model structure of an AutoEncoder network. The network contains an en-
coder e✓ that maps input x to a latent code z and a decoder d� that maps the latent code back
to the input. Often, a bottleneck is introduced to help the model generate a non-trivial solution.
For example - in denoising AEs, a slight perturbation is added to the input image, and the model
needs to produce a noise-free image as an output. This challenges the model to remove the noise
and helps the model learn non-trivial representations for the image.

Equation 5.1 shows what the network equation would look like.

x̂ = d�(e✓(x)) (5.1)

The goal of the loss function is to minimize the di↵erence between the input and the regenerated
input as shown in equation 5.2,

min�,✓

nX

i=1

||x̂i � xi||
2 (5.2)

where {xi}i=1...n is the dataset.

Theory of VAEs

Variational Autoencoders attempt to produce embeddings that can reconstruct the input and
arrange them in the latent space such that clusters are almost normally distributed, and inter-
polating between clusters gives meaningful results [20]. This is done by learning the mapping
between the input space x, and the distribution parameters µ and � from which we can sample
a latent vector z, rather than a mapping between x and z [21]. VAEs are generative models as
they can be used to generate new data points using µ and �. Figure 5.4 shows the images of faces
generated by VAEs. Figure 5.7 shows the di↵erence between AE and VAE model architectures.
VAE loss function consists of two components - Reconstruction loss and Kullback–Leibler (KL)
divergence. These two components of the loss function must be balanced to reconstruct the input
while producing a continuous latent space. Figure 5.10 shows the di↵erence in the latent space
generated from a VAE compared to an AE latent space.
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Figure 5.5: AE model structure

Figure 5.6: VAE model structure

Figure 5.7: Di↵erence in the model structure between an AE and a VAE [4]

A generative model can be trained by maximizing equation 5.3, which is the likelihood of
observing the input data through the model parameterized by ✓.

nX

i=1

log P✓(xi) (5.3)

Vanilla AEs are not generative because the latent space they generate is very sparse and
log P✓(xi) = 0 for most samples. Sampling from that latent space will not result in a data point
from the original distribution for most samples. To resolve this issue, the generation process can
be modeled by a noisy observation model as shown in equation 5.4.

P✓(x|z) = N (x, g✓, ✏) (5.4)

In equation 5.4, the latent code z does not map to a single point in the input space x, but a
distribution.

log P✓(xi) is intractable in most cases, so instead its lower bound is optimized[21].

log P✓(x) = Ezvp(z|x) log
P✓(x, z)

Q�(z|x)
+ Ezvp(z|x) log

Q�(z|x)

P✓(z|x)
(5.5)

The second term in equation 5.5 has the form of a KL divergence. KL divergence has a property
that it is always greater than 0, and hence the first term becomes a lower bound for P✓. This term
is called the Variational lower bound (VLB) or Evidence lower bound (ELBO), and maximizing it
would maximize logP✓(x) as well.
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Figure 5.8: AE latent space visualization

Figure 5.9: VAE latent space visualization

Figure 5.10: Di↵erence in the latent space generated by an AE and a VAE for MNIST dataset [4].
The clusters in the VAE latent space are more spherical and resemble a normal distribution

Expanding the VLB will result in equation 5.6. The first term is equivalent to reconstruction
loss which aims to make Q�(z) as similar of a point estimate as possible. The second term aims
to reduce the KL divergence between Q�(z|x) and P (z), where P (z) is a predefined tractable
distribution like a Gaussian distribution.

V LB = Ezvp(z|x) log P✓(x, z) + Ezvp(z|x) log
P (z)

Q�(z|x)
(5.6)

So the two-fold aim of optimizing VLB is -

• Roughly maximizes log P✓(xi)

• Minimizes KL divergence between Q�(z|x) and P (z), thereby increasing the probability of
Q�(z|x) being similar to a Gaussian. This term has a regularizing e↵ect on the model.

Stochastic gradient descent using Amortized Inference

Traditional variational inference methods do not share the variational parameters between data
points. Computing gradient descent on each record would be computationally expensive and not
feasible. Hence [21] has shown ELBO has a valuable property that allows for joint optimization for
all parameters (� and ✓) via stochastic Gradient descent. The parameters are initialized randomly
and can be stochastically optimized until they converge. Stochastic gradient descent optimizes
the sum of the individual data point’s ELBO. Individual data point’s ELBO is intractable in most
cases, and hence its unbiased estimate is used - a random sample from Q�(z|x). ELBO expectation
is taken w.r.t. to Q�(z|x), which is a function of �, rather than parameters ✓ as the latter is more
di�cult to obtain. Amortized inference uses the strategy of sharing variational parameters across
data points rather than using di↵erent parameters for each data point. Amortized inference in
VAEs helps to provide a warm start to new data points by leveraging the data that has been seen
before. This property is well-aligned with the goal of CF, which relies on similar users’ data to
make recommendations.
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Algorithm 1: Stochastic gradient descent for Amortized Inference in VAE [26]

Input: Bag-of-words click matrix X 2 RU⇥I

1 Random initialization of the neural network parameters � and ✓
2 while not converged do

3 Sample a batch of users U
4 for u 2 U do

5 Sample ✏ ⇠ N{1, 0}
6 Compute zu =µ+ ✏ ⇤ � according to reparametrization trick
7 Compute gradient of �✓V LB and ��V LB from equation 5.6 with zu

8 Update ✓ and � by the average gradient across U

9 Return ✓, �

Reparametrization trick

As shown in Figure 5.6, the VAE network has a sampling operation. As sampling is not a di↵eren-
tiable operation and it is impossible to backpropagate error through it, a reparametrization trick
is used in VAE as shown in Figure 5.11. Instead of adding stochasticity by randomly sampling
z from µ and �, the source of randomness is separated from any of the quantities which will be
di↵erentiated. ✏ is made the source of randomness and combined with µ and � to draw from the
distribution. The model does not backpropagate through ✏. This allows backpropagation of error
through z.

Figure 5.11: Reparametrization trick [21]

5.4 VAE-based User Profile Generation

5.4.1 Motivation

Guo et. al. [17] proved that CF algorithms would not recommend users a set of items that are
anti-correlated to the entire population regardless of their preferences. They introduced a notion
of joint accessibility, which describes the extent to which a set of items can be jointly recommended
to the user. They assessed standard matrix-factorization-based CF models on joint accessibility
and found that these models are not jointly accessible especially when they represent a user by a
single vector. They theoretically proved that it is better to represent a user by multiple vectors
to capture their diverse interests. However, they did not provide any practical method to produce
multiple user profiles.

VAEs have been used in other domains to improve diversity and they have been used in RSs
to give a state-of-the-art result with respect to relevance measures, but the generative nature of
these models has not been exploited to improve diversity in RSs as yet. VAEs can be used to
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learn a distribution to represent a user. Oftentimes, only the mean of the VAE-generated latent
distribution is considered during inference. But, if we keep the model stochastic during inference,
we can sample from the latent distribution to obtain multiple user profile vectors. Combining
recommendations from these user profiles could help improve diversity in RSs.

Apart from the ability to generate multiple user profiles, the implicit regularization of a VAE
could potentially help improve diversity. We have seen several techniques in Section 5.1 where
regularization has been used previously to improve diversity in RSs. KL divergence can be seen
as a regularizing factor in the loss function as it aims to make the latent distribution as similar to
a pre-determined tractable distribution (Gaussian distribution here) as possible [5].

5.4.2 Step-by-step Description

• Use VAEs to generate a user profile distribution: VAEs learn the parameters µ and
� of a continuous latent space that can represent the input with a tractable distribution like
a Gaussian distribution. To sample di↵erent user profiles from this distribution, � mustn’t
be a very small value. Otherwise, the latent distribution might collapse to a point. During
training, � might drop to 0 indicating that the model is very confident in its choice of µ.
KL divergence serves as a regularizing factor that is designed to reduce this confidence by
forcing the variance to be greater than 0 [6].

• Sample from the generated distribution to obtain multiple user profiles: Each
user profile produces a set of recommended items. Each user profile generated by the VAE
should have slight di↵erences so that the corresponding recommendation lists would be
slightly di↵erent.

• Combine recommendations generated by di↵erent user profiles: This step can
ensure that we exploit the recommendations generated through the di↵erent user profiles
to improve diversity. This can be illustrated with the following example - imagine a user
purchased a diaper. One user profile connects it to baby products and generates a recom-
mendation list with items like milk powder and toys. In contrast, another user profile relates
it to hygiene products like cleaning wipes. Combining these recommendations from both lists
can ensure that the final recommendation list is diverse. There are many ways to combine
the results - 1) by optimizing the relevance of these recommendations, 2) randomly, or 3) by
maximizing the diversity of the items. As this research focuses on producing diverse results,
we will pick items from the di↵erent recommendation lists based on diversity. We will give
a diversity ranking to each item based on how di↵erent it is from all the other items on the
list. We will select the items with the highest diversity rank.

• Rank them according to relevance: The combined list is ranked according to the relev-
ance score. As users focus more on the items at the top, this step ensures the combined list
will also have high relevance.

We expect the recommendations generated by our method to be more diverse in a single
session because of two reasons - 1) VAEs have a regularizing factor in the loss optimization and
regularization has been used in other research to improve recommendation diversity, 2) We plan
to use multiple profiles which would better reflect the user’s varied interests better. 3) We plan
to select items from these candidate lists based on diversity. We expect the recommendations to
be di↵erent over time because there is randomness in the process and every time we sample we
get a slightly di↵erent user profile. We expect the list to have higher aggregate diversity because
our method should produce a personalized yet diverse list. This would lead to more niche items
getting recommended to users and ensure that the model does not focus on popular items only
which leads to low aggregate diversity.

VAEs have been used to improve relevance but to our knowledge, we are the first to employ
them to improve diversity in RSs.
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5.4.3 Evaluation over requirements

In this subsection, we will describe how the method adheres to the requirements described in
chapter 3.

• Relevance - VAEs have been shown to provide state-of-the-art performance in RSs in terms
of relevance. The model’s loss function has the reconstruction term which focuses on recon-
structing the input regardless of the shape of the latent distribution. This ensures that the
model focuses on the relevance of the output with respect to the input data.

• Diversity - KL Divergence term in the loss function forces the value of � to be greater
than 0, ensuring that there is variance in the distribution. This variance ensures that the
vectors sampled from the distribution are di↵erent and would lead to a diverse combined
recommendation list.

• Scalability - A single vector cannot represent a user’s varied interests [17]. As we mentioned
in the recommendation process (Section 3.1), generating user profiles is a tedious step and is
done at longer intervals. If we want to generate diverse recommendations over time using the
current user representation (point estimate), we would need to store multiple user profiles for
each user between the training intervals, e.g. if the profiles are trained once a week, we would
need to store seven profiles to generate di↵erent recommendations each day. In contrast, our
method allows us to produce new user profiles every day/in every run by storing only two
vectors µ and � and generating di↵erent recommendation lists in each run. In this way, we
reduce the space complexity, while maximizing diversity.

5.5 Limitations

In terms of time complexity, the step for combining di↵erent recommendation lists adds latency
in the order of O(k2) to the model complexity. This additional time is not needed to generate
recommendations with a single user profile. This method is still feasible as the value of k is
generally very small. For large values of k, it might be useful to consider other ways of combining
lists generated from multiple user profiles.

This method assumes that all the information about the user is captured in the user purchase
history and hence only aims at making recommendations based on user history. These assumptions
might not always be true and this is a limitation of this study.

Another limitation is that the user representations sampled from the distribution generated by
the VAE could overlap. Learning a distribution that generates distinct user profiles distinct could
potentially provide better results. VQ-VAE could be used to generate a discrete distribution
rather than a continuous one, potentially ensuring that user representations sampled from the
distribution are distinct. Future works could explore this approach in more detail.

5.6 Summary

Section 5.1 introduced di↵erent techniques to improve diversity in RSs that can be categorized
into post-processing and algorithmic techniques. Section 5.2 motivated using VAEs for improving
diversity by giving examples from other domains. Section 5.3 provided a theoretical background
about VAEs and Section 5.4 described a novel VAE-based user profile generation method to
enhance diversity in RSs.
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Chapter 6

Comparative study between
representing user as a point
estimate vs a distribution

This chapter describes the experiment conducted to answer the second, third, and fourth RQs
related in Chapter 3. Section 6.1 motivates this experiment and elucidates the value it adds to
the RS research. Section 6.2 describes the experiment procedure and concludes the chapter by
providing the results of the experiment.

6.1 Motivation

The goal of this experiment is to evaluate if the method described in the previous chapter for
representing a user as a distribution (multiple profiles sampled from a distribution) rather than a
point estimate can produce more diverse recommendations.

There are multiple stakeholders in the recommendation process, like users, vendors, and plat-
form owners. We focus on diversity from the perspective of all of these stakeholders. Improving
diversity from the user’s perspective will enhance their experience and make them feel more rep-
resented [22]. While improving diversity from the vendor or business perspectives will increase
vendor opportunities by exposing more products to users and boost business outcomes as well.
RQ2 and RQ3 defined in chapter 3 are focused on evaluating the proposed method for diversity
from the user’s perspective, while RQ4 focuses on diversity from the vendor’s perspective. In this
experiment, we will try to answer RQ2, RQ3, and RQ4, which have been motivated in Chapter 3.

RQ2 - “Can representing users as a distribution rather than a point estimate improve user-level
diversity of recommendations generated within a single session while maintaining an acceptable
level of relevance?”

RQ3 - “Can representing users as a distribution rather than a point estimate improve user-
level diversity of recommendations generated over multiple sessions while maintaining an acceptable
level of relevance?”

RQ4 - “Can representing users as a distribution rather than a point estimate increase the total
number of products recommended to all users while maintaining an acceptable level of relevance?”

Answering these questions can help us determine if our way of representing the user is better
than the conventional way from the multiple perspectives of diversity.
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6.2 Experiment

6.2.1 Experimental Procedure

We will use the VAE-based method described in the previous chapter to generate a user profile
distribution, sample multiple profiles from it, and combine their results to generate a recommend-
ation list. We will use a vanilla AE to generate recommendations from a single user profile and
compare the relevance and diversity of the recommendations generated from both methods to
answer RQ2, RQ3, and RQ4.

We have chosen these two models because they are similar in their architecture apart from the
elements needed to generate the latent distribution vs. point estimate. This helps ensure that
the di↵erences can be attributed to the user profile representation. A similar approach has been
used in the studies described in Chapter 5. Another reason for selecting these two models for this
experiment is that both these models have been proven to produce state-of-the-art performance
in terms of relevance in RSs. Hence, if our method improves diversity, this will give practitioners
a method that can make highly accurate recommendations while improving diversity.

Data Pre-processing

As the data is generated by user interactions with products, there is a high likelihood of noise.
Hence, it is essential to filter out items that have been viewed less than five times and users that
have interacted with less than five items. The threshold for the number of users and items has
been taken from [26]. The model’s input and output is a one-hot encoded vector representation
of the user’s purchases where if the user has bought/rated an item, it is marked 1. Otherwise, it
is marked 0. It has the same dimensionality as the item space Ri

This preprocessing step allows us to predict users’ interest in the entire item catalog through
multi-class classification. Furthermore, this eliminates the need to do negative sampling, which
is required when measuring the binomial likelihood of a user being interested in a single item.
Negative sampling is a method by which we add records to the training data to indicate the items
the user is not interested in, as the original data only includes positive samples. The di↵erence
in preprocessing between these two approaches can be described by the following example - If a
dataset contains five items and user1 liked item2 and item3, the data would be preprocessed in
the following manner for binomial and multinomial likelihood estimation -

• Binomial likelihood - There would be two records in the training data - user1, item2 and
user1, item3, for the positive samples, and some negative samples would be sampled from
the dataset and added to the training data to create a balanced dataset.

• Multinomial likelihood - user1 would be represented by [0,1,1,0,0], which eliminates the need
for negative sampling.

The users were split into train/test/validation sets with an 80-10-10 split. During training, the
models learn to reconstruct the entire interaction history of the train users, which is encoded as a
bag of words one-hot-encoded item vector. During inference, only 80% of the items per user were
included in the input, and the model is evaluated on whether the recommendations were present
in the held-out set, which contains 20% of the items from that user’s interaction history.

Implicit feedback has been used to model users’ interest based on their ratings or past pur-
chases. This means that movies rated 4/5 are treated similarly to movies rated 5/5 because we
are only modeling whether the movie is rated highly.

Training

To compare the di↵erence between representing a user as a distribution vs. a point estimate, we
used two models: a Vanilla AE (point estimate) and VAE (distribution) proposed in [26].

Following is the architecture of the VAE -
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• Encoder

– Dropout

– Linear layer (item set size, 600)

– Tanh activation layer

– Linear layer (600, d * 2)

• Encoder model outputs µ and � which models the data distribution p(z/x)

• Sample a user profile z from the distribution defined by µ and � as described in Algorithm
1

• Decoder

– Linear layer (600, d)

– Tanh activation layer

– Linear layer (600, item set size)

Following is the architecture of the Vanilla AE -

• Encoder

– Dropout

– Linear layer (item set size, 600)

– Tanh activation layer

– Linear layer (600, d)

• Encoder model outputs a point estimate for the user profile. Notice that the encoder output
size here is half the size of the encoder output in VAE, because VAE generates two outputs
µ and � and samples a vector z from this distribution which has the same size as the latent
vector of the vanilla AE.

• Decoder

– Linear layer (600, d)

– Linear layer (600, item set size)

The capacity and architecture of both models are as similar as possible. The di↵erence between
the two is that the VAE encoder outputs µ and �, parameters of the distribution rather than a
point estimate, and the input to the decoder is sampled from this distribution. Vanilla AE output
is one vector of dimension d, whereas VAE outputs are µ and � of dimension d.

Using multinomial likelihood decreases training time compared to binomial likelihood because
the data grows linearly with the number of users compared to the number of items ⇥ users.

The models are trained using the stochastic gradient descent algorithm with amortized infer-
ence described in 5.3.

6.2.2 Loss function

• Vanilla AE: This model uses Binary Cross Entropy loss as reconstruction loss.

• VAE: As described in Section 5.3, VAE loss functions are made up of two components -
KL divergence and reconstruction loss. This model also uses Binary Cross Entropy loss as
reconstruction loss and the closed form formula of KL divergence as derived in [40].
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Hyperparameters

Hyperparameter tuning is an instrumental step in optimizing the results of deep learning models.
This is a trial-and-error process where a certain model is run on the validation set to find the para-
meters that can provide the best results. In this study, we want to optimize relevance and diversity.
Hence, we seek to find the sweet spot for each parameter that balances relevance and diversity.
Table 6.1 reports the parameter values that have been chosen after tuning. The hyperparameters
have been kept constant between the vanilla AE and VAE to ensure a fair comparison.

VAEs could su↵er from over-regularization if KL Divergence starts dominating the loss func-
tion. Liang et al. introduced a parameter � to control the e↵ect of KL divergence in the loss
function [26]. They observed that monotonically increasing � is an e�cient way of finding the
optimal value of �. They let the � value increase till the optimal value and then stopped increasing
it. We follow their approach for KL annealing. Apart from over-regularization, over-fitting is also
possible due to a sparse matrix; hence a 50% dropout has been applied to the vanilla AE and the
VAE input to prevent over-fitting.

Generating item representations

Item representations need to be generated to calculate the distance of items for the following
metrics - ILD and TILD, which compute the representation distance between the items. We have
generated item embeddings by concatenating the words in the item metadata to form a sentence.
This sentence is passed through pre-trained language models. We have used “bert-base-nli-mean-
tokens” from HuggingFace [31] to generate item embeddings for MovieLens dataset. The Bol.com
category information is in Dutch. Hence, we have used “paraphrase-multilingual-mpnet-base-v2”
model from HuggingFace [31], which can generate sentence embeddings for 50+ languages including
Dutch. Both models map sentences and paragraphs to a 768-dimensional dense representation that
can be used for clustering or semantic search. The following metadata was used for each dataset -

• MovieLens dataset - Genre of each movie (for example - Adventure, Animation, Children,
Comedy), tags users had assigned to each movie (for example - “life philosophy”, “great
ending”, “brutality”, “visually appealing”)

• Bol.com dataset - Deepest category names in Dutch (e.g. Gezondheid, Persoonlijke verzor-
ging, Koken & Tafelen)

Using the metadata to generate item embeddings allows the representations to be independent
of the models.

Hyperparameters Values

Dropout 0.5
Batch Size 500
Number of sampled vectors 2
KL Divergence Weight Monotonically increasing from 0 to 0.2
Latent Vector Size 200
Encoder - Number of Layers 2
Decoder - Number of Layers 2
Learning Rate 0.0001
Momentum 0.9

Table 6.1: Hyperparameter Values
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6.2.3 Experiment Details

Datasets

• ML-20M - Movielens [18] is the most commonly used benchmark dataset in RSs. It contains
20 million records of user movie ratings collected from a movie recommendation service. The
data has been filtered to remove movies rated less than five times and users who have rated
less than five movies. The data was further divided into train, test, and validation sets with
the following split - 80-10-10. One-hot encoded vectors have been created for each user’s
item ratings to facilitate multinomial likelihood. We have also filtered out the ratings below
4/5 to reduce noise. This has resulted in a dataset with 138493 users and 26164 items, with
a data sparsity of 0.541%.

• Bol.com dataset - We have taken a sample of a real-world dataset from Bol.com, which
shows the categories (the most granular category level) users purchased items in a year.
These were the users who were active on a given day. The same preprocessing steps, data
split, and data preprocessing steps have been followed as the ML-20M dataset. This resulted
in a dataset with 11547 categories, 6 million records, and 55 thousand users, with a data
sparsity of 0.951%.

Baseline

We used a vanilla AE of the same capacity as the VAE as described in the experimental procedure.
This model represents the user in the latent layer as a point estimate. This baseline has been
selected because it has state-of-the-art RS relevance and has a similar architecture to the VAE
[26] [14]. The only di↵erence is in the latent layer. This allows us to attribute any di↵erence in
diversity to using a distribution to represent a user rather than a point estimate. Furthermore, we
have not selected some other method for improving diversity as a baseline because we want to see
if our approach can improve diversity by changing the representation of the user. Post-processing
techniques can be applied to the results of our method to enhance diversity further.

Evaluation methods

Mean reciprocal rank (MRR), Mean average precision (MAP), and Normalized discounted cumu-
lative gain (NDCG) are the most common relevance metrics in RSs [41]. To measure relevance
in RSs, it is important to understand 1) how relevant is each item in the list and 2) if the items
are arranged according to their relevance to the user. MRR only evaluates if the first item in the
list is relevant. MAP only evaluates if the item is relevant or not, but does not take into account
how relevant each item is. We have chosen NDCG to evaluate the relevance of recommendations
in this experiment as it focuses on how relevant each item in the list is along with the order of the
items in a recommendation list [41].

ILD@K, TILD@K, and Aggregate Diversity have been used to assess the recommendation
lists on user and item-level diversity. The reasoning for using these diversity measures has been
elaborated in Chapter 4.

• NDCG@K - Normalized discounted cumulative gain measures the relevance of items in
the recommendation list of size K. Each item is discounted based on its position in the
ground truth so that it can account for the order of the recommendation list as well. It
is normalized by the IDCG (Ideal discounted cumulative gain), which is the DCG of the
perfect recommendation list.

• ILD@K - Intra-list diversity measures how di↵erent the items are in a single recommend-
ation list. It is normalized by the size of the list. It is a user-level metric and measures
how diverse the recommendations are in a single recommendation list. We have used cosine
distance between item representations to measure how di↵erent items are from each other.
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• TILD@K - Temporal Inter-list Diversity measures how di↵erent the items are over time.
The size of the list is used to normalize the metric. It is a user-level metric and measures
how di↵erent the recommendation for each user is in separate sessions. We have used cosine
distance between item representations to measure how di↵erent items are from each other.

• Aggregate Diversity - Aggregate diversity is a valuable metric to understand how much
exposure items get on the platform. As the original definition described by equation 4.3 has
not been normalized by the total number of items and would be di�cult to compare over
datasets with a di↵erent number of items. We have normalized it by the total number of
items.

6.2.4 Results

Table 6.2 and 6.3 report the results obtained from the experiment for the MovieLens and Bol.com
dataset for lists of size 5, 10 and 20. We have combined recommendations from the two user
profiles sampled from the distribution generated by the VAE. We have only reported the deltas
for the Bol.com dataset to maintain confidentiality.

The following results obtained from MovieLens and Bol.com datasets provide evidence to
answer RQ2,RQ3, and RQ4 -

• MovieLens dataset - The recommendations generated by our method are 32% more diverse
within a single list, 48% more diverse temporally, and exposed 48% more items to the users
in comparison to the baseline. There was a drop of 25% drop in NDCG from the baseline
for a list of size 5. For a list of size 10, the recommendations were 26% more diverse within
a single list, 32% more diverse temporally, and exposed 44% more items to the users, while
leading to a 24% drop in NDCG. For a list of size 20, the recommendations were 22% more
diverse within a single list, 24% more diverse temporally, and showed 38% more items to the
users, while leading to a 22% drop in NDCG.

• Bol.com dataset - The recommendations generated by our method are 9% more diverse
within a single list, 18.99% more diverse temporally, and exposed 33% more items to the
users in comparison to the baseline. There was a drop of 5% drop in NDCG from the baseline
for a list of size 5. For a list of size 10, the recommendations were 9% more diverse within
a single list, 13% more diverse temporally, and displayed 30% more items to the users while
leading to a 3% drop in NDCG. For a list of size 20, the recommendations were 9% more
diverse within a single list, 11% more diverse temporally, and exposed 20% more items to
the users while leading to a 5% drop in NDCG.

We can answer the three research questions we stated in this experiment based on these results.
Our method significantly improved diversity for both datasets in all three diversity metrics - ILD,
TILD, and Aggregate diversity. This came at a cost of 25% decrease in relevance for the MovieLens
dataset, while a smaller decrease of 5% for the Bol.com dataset for a list of size 5. This shows that
the results of this method depend on the dataset. This could be because the Bol.com dataset is less
sparse at the category level, and interaction data is available for more items (items are represented
by their deepest categories making it more likely for the interaction data to be sparse). Hence,
it is possible to capture more data while maintaining relevance. In comparison, the MovieLens
dataset does not contain interaction information related to enough items, due to which increasing
diversity leads to higher costs to relevance.

Appendix A shows how diversity is increased through our method for both datasets using a
single user as an example. User profile coverage should be better through our method than a
single user profile as we firstly try to capture di↵erent interests through multiple user profiles and
secondly select the most diverse items while combining the lists from multiple user profiles. But,
it is di�cult to measure at which level is the user profile coverage improving as our definitions of
diversity do not take category levels into account. This could be explored in future work.

Furthermore, the tradeo↵ between RS diversity and relevance depends on di↵erent system
parameters. In this experiment, we created a recommendation list based on the results of two
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Metrics Point estimate Distribution (2 vectors) Percent change

NDCG@5 0.456 ± 0.0032 0.3413 ± 0.0028 -25.15%
NDCG@10 0.4322 ± 0.0027 0.3303 ± 0.0025 -23.58%
NDCG@20 0.3917 ± 0.0021 0.3039 ± 0.0023 -22.42%

ILD@5 0.0811 ± 0.0003 0.1067 ± 0.0004 31.57%
ILD@10 0.0849 ± 0.0003 0.107 ± 0.0003 26.03%
ILD@20 0.08949 ± 0.0002 0.109 ± 0.0003 21.80%

TILD@5 0.1622 ± 0.0006 0.2393 ± 0.0007 47.53%
TILD@10 0.1699 ± 0.0005 0.2246 ± 0.0006 32.20%
TILD@20 0.179 ± 0.0004 0.2226 ± 0.0005 24.36%

Aggregate Diversity@5 0.1076 ± 0.0000 0.1599 ± 0.0004 48.65%
Aggregate Diversity@10 0.1367 ± 0.0000 0.1973 ± 0.0009 44.34%
Aggregate Diversity@20 0.1707 ± 0.0000 0.2367 ± 0.0006 38.72%

Table 6.2: The mean and standard deviation of the NDCG, ILD, TILD, and AD for the MovieLens
data set. The standard deviation of NDCG, ILD, and TILD has been calculated at a user level as
these are user-level metrics. The standard deviation of aggregate diversity has been calculated at
a session level

vectors sampled from the distribution, which impacts the tradeo↵. The next chapter explores this
tradeo↵ and shows how the number of vectors sampled from the distribution a↵ects the results.
We can also observe that the VAE’s improvement in terms of diversity stagnates as the size of the
list increases. Hence, it is important to evaluate the feasibility of this change in a RS depending
on the use case.
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Metrics Percent change

NDCG@5 -5.00%
NDCG@10 -2.79%
NDCG@20 -5.11%

ILD@5 9.41%
ILD@10 9.07%
ILD@20 9.22%

TILD@5 18.99%
TILD@10 13.33%
TILD@20 11.17%

Aggregate Diversity@5 33.09%
Aggregate Diversity@10 29.71%
Aggregate Diversity@20 20.20%

Table 6.3: Bol.com results

6.3 Limitations

The first limitation of this experiment is that the sample taken from the real-world dataset includes
a year of purchasing data for users who were active on a given day. Sampling users by time might
result in more active users being selected, as the likelihood of those users being active on any given
day might be more. The benchmark dataset was not sampled by users and as the results were
consistent across both datasets, we can conclude the results to be valid.

The second limitation is that we have used item embedding generated by pre-trained text
embedding models to measure ILD and TILD, and for combining the item lists based on diversity
ranking. These text embedding models have been shown to have certain biases which could a↵ect
the result of this experiment [1]. Future work could explore this direction and evaluate how the
results vary with di↵erent pre-trained models or a di↵erent way of generating item representations

The third limitation of this experiment is that we have only generated and sampled user
vectors from a Gaussian distribution based on our method. Future studies could evaluate how
representing a user by other distributions impacts the results. The results of this paper can likely
be generalized over other distributions as other distributions can represent more complexity than
a Gaussian distribution.

6.4 Summary

This chapter describes the first experiment to answer RQ2, RQ3 and RQ4 presented in Chapter 3.
Based on the experiment, we can conclude that representing users as a distribution rather than a
point estimate can improve user and item level diversity. Our method increases ILD, TILD, and
aggregate diversity by 9%, 19%, and 33% respectively for a list of size 5 for the Bol.com dataset,
with a small decrease of 5% in NDCG. The increase in diversity and decrease in relevance seems
to be dependent on the dataset and its properties based on our experiments.
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Chapter 7

E↵ect of di↵erent parameters on
the diversity-relevance trade o↵

The goal of this experiment is to evaluate how changing certain experiment parameters impacts
the diversity-relevance tradeo↵ in RSs. This would help practitioners understand how robust or
sensitive the method is to di↵erent parameter settings. Section 7.1 describes the motivation behind
doing this experiment. Section 7.2 explains the experiment procedure used to answer the RQ5
described in chapter 3. Section 7.3 reports the results and provides a ranking of parameters in the
order of their influence on the model performance. Section 7.5 summarizes the experiment and
concludes the chapter.

7.1 Motivation

Sensitivity analysis is a method to measure how the uncertainties in the input variables impact
the output variables [29]. This analysis helps reduce the method’s uncertainty by evaluating the
robustness or sensitivity of the target for various input variables. It can help us identify input
parameters that can cause significant uncertainty in the output and provide guidance about how
these parameters should be selected. There are two kinds of sensitivity analyses - local and global.
Local analysis determines how small perturbations to the input variable around a nominal target
value a↵ect the target. It is usually computed by calculating the partial derivative of the output
for the input. One limitation of the local analysis is that the results can only be meaningful to the
neighborhood of the nominal point. Global analysis aims to determine the changes in the output
variable across the entire field of possible input variation. This is done to determine how much
of the model uncertainty comes from changes in a particular input variable. One limitation of
the global analysis is that it has high time complexity. In this study, we have performed a global
sensitivity analysis for the VAE model described in Section 6.2 over both datasets. To limit the
complexity, we have selected a few values for each input (as the input variables we have chosen
are continuous) to show their impact on diversity and relevance.

The proposed method can be used in varied settings where the data has di↵erent properties,
and the diversity-relevance expectations di↵er from our use case. It would be useful to study the
e↵ect each parameter has on this tradeo↵. It would help the practitioners use this method and
tune the di↵erent parameters according to their use cases. This motivates the RQ we aim to
answer in this experiment -

RQ5 - “How does changing di↵erent parameters in the system impact the potential diversity-
relevance tradeo↵?”

In this chapter, we have first proposed the expected e↵ect these parameters could have on RS
relevance and diversity. After the experiment, we study the consequence to evaluate whether the
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model behaves as expected and explain why specific parameters a↵ect diversity and relevance in a
certain way. This analysis can help us find the balance between relevance and diversity, as these
dual objectives often conflict.

7.2 Experiment

The overall design and details of the experiment are similar to chapter 6. In this experiment, we
have changed the following system parameters one at a time -

• Latent vector size - Size of the latent vector z, which is sampled from the distribution
generated by the encoder. This is the vector that encodes user profile information.

• Number of vectors sampled from the distribution - We can generate the final recom-
mendation list by combining the results of multiple vectors from the distribution generated
by the encoder.

• Dropout Rate - The rate of units dropped from input during training.

while keeping the rest of the experiment parameters constant. We have selected these parameters
because we expect these parameters to impact the diversity and relevance of the model in a certain
way. The model has been trained for 100 epochs with a certain set of parameters with the data
of 80% of the users and it has been evaluated on the 10% held-out users. The results have been
evaluated over the metrics outlined in Section 6.2.3 for a list of size 10.

Table 7.1 reports the standard parameter values used while changing the parameter in question.
For example, if we are evaluating the impact of the size of the latent vector, we will set the list
size to 10, the dropout rate to 0.5, and use two samples from the distribution. After that, we
will run the model with di↵erent values of the latent vector size to isolate the impact of changing
the latent vector size. The process has been repeated for all three parameters and the datasets
mentioned in Experiment 1.

Parameter Value

List Size 10
Dropout Rate 0.5
Number of samples used 2
Latent Vector Size 200

Table 7.1: Standard Parameters Values

7.3 Results

7.3.1 E↵ect of user profile size

The latent vector z sampled from the distribution generated by the encoder captures all the
information about the user. This latent vector represents the user profile and is used to generate
the recommendations. The size of the vector is generally smaller than the input size so that the
model does not learn a trivial encoding of the input. Increasing the size of this latent vector
could encapsulate more information about the user and help improve the diversity while having
minimal impact on relevance. The VAE is evaluated with latent vector sizes of 100, 200, and 400
for both datasets. Figure 7.1 shows that the VAE model trained on the MovieLens dataset is not
very sensitive to the latent vector size. In comparison, the VAE model trained on the Bol.com
dataset is more sensitive to changes in the latent vector size, as shown in Figure 7.2. In both
datasets, NDCG decreases with increasing vector size. This could be the result of overfitting in
models with bigger latent vectors. For the Bol.com dataset, individual diversity measures (ILD
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Figure 7.1: E↵ect of the latent vector on relevance and diversity metrics - MovieLens Dataset. The
VAE model trained on the MovieLens dataset is robust to changes in latent vector size. NDCG
reduces slightly with an increase in the size of vector size and aggregate diversity increases slightly.
ILD and TILD are almost constant

and TILD) increase until the size of the latent vector is 200, and then it stabilizes. Aggregate
diversity decreases with the increase in latent vector size for the Bol.com dataset. This could be
due to common popular items being recommended to all users regardless of their preferences. For
the MovieLens dataset, NDCG decreased by 2%, and Aggregate diversity, ILD, and TILD only
increased by 1.6%, 0.6%, and 0.8%, respectively. For the Bol.com dataset, NDCG and Aggregate
diversity decrease by 4.5% and 3.7%, respectively, when the vector size is increased from 100 to
300. At the same time, ILD and TILD increased by 1.7% and 2.5%, respectively. These results
show that the model is not as sensitive to changes in the latent vector size, but the sensitivity to
latent vector size is dependent on the dataset. In the current setting, increasing the latent vector
size would reduce relevance and increase individual diversity measures.

7.3.2 E↵ect of dropout rate

Dropout [38] is a commonly used technique in machine learning models to tackle overfitting, where
a percentage of input neurons are randomly removed to decrease the excessive reliance of the model
on any particular feature. The dropout rate can fall between 0 to 1, where 0 denotes that none
of the input units have been dropped and 1 denotes that all the input units have been dropped.
Dropout is a parameter that needs to be tuned. Having a low dropout rate can cause overfitting
while having a high dropout rate can cause underfitting, as too much of the input data has been
removed. An optimized dropout rate can help the model improve its performance in terms of
relevance while increasing its generalization capability. We evaluate the VAE using dropout rates
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Figure 7.2: E↵ect of the latent vector on relevance and diversity metrics - Bol.com Dataset. The
VAE model trained on the Bol.com dataset is sensitive to changes in latent vector size. NDCG
and aggregate diversity reduce with an increase in the size of vector size, and ILD and TILD show
a sharper increase up till the latent vector size is 200. Y-axis values have been hidden to protect
company confidentiality

of 0.2,0.5, and 0.9 over both datasets. Dropout rate impacts both datasets di↵erently as both
datasets have di↵erent sparsity. The input is a one-hot encoded vector of all the items a user
purchased marked as 1. If there are very few 1s, the chance of any 1’s being removed is less, and
hence dropout impacts sparse datasets less. Movielens is more sparse than the Bol.com dataset,
and therefore, NDCG continues to increase when the dropout rate increases from 0.2 to 0.5 to
0.9, as shown in Figure 7.3. NDCG increases by 17.8% when the dropout rate increases from 0.2
to 0.9. This is due to the e↵ective dropout rate being much smaller because of the sparse input.
We can also observe in Figure 7.3 that the diversity measures plunge as the relevance increases
with an increase in the dropout rate. Aggregate diversity, ILD, and TILD drop by 48%,19.9%,
and 20.9%, respectively, between a dropout rate of 0.2 to 0.9. A dropout rate of 0.5 achieves a
balance between NDCG and diversity measures, as the diversity is not compromised too much for
increased relevance. In comparison, we can observe in Figure 7.4 that for the Bol.com dataset,
the optimal dropout rate would be around 0.5, as a dropout rate of 0.9 would remove too much of
the input data and would lead to underfitting. This can be observed by the NDCG plot in Figure
7.4. Increasing the dropout rate in the Bol.com dataset from 0.5 to 0.9 reduced the NDCG by
37.9% and aggregate diversity by 67.2% (fewer products were recommended to all the users). ILD
and TILD are not impacted much by the change in the dropout rate. These results show that
the VAE models are highly susceptible to the changes in dropout, and dropout needs to be tuned
individually based on the dataset properties like sparsity.
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Figure 7.3: E↵ect of the dropout rate on relevance and diversity metrics - MovieLens Dataset.
The VAE model trained on MovieLens dataset is highly sensitive to changes in the dropout rate.
NDCG increases linearly with the dropout rate, leading to a decrease in individual and item-level
diversity metrics

7.3.3 E↵ect of the Number of vectors sampled from the distribution to
create the recommendation list

Sampling multiple vectors from the distribution can help us find multiple ways of representing
the user, which could potentially help improve the diversity of the model. The recommendations
from each sampled vector z are combined to optimize intra-list diversity; hence, it would increase
diversity at the expense of NDCG. We can choose as many vectors to create the final recommend-
ation list as we want. The recommendations from all the di↵erent vectors need to be combined,
and as one of the critical requirements of this method is scalability, it is useful to understand
the benefit of increasing the number of vectors and evaluate the feasibility in terms of relevance,
diversity, and scalability. We can see in Figure 7.6 and 7.5 that NDCG reduces with an increase
in the number of vectors and diversity increases. As we use more profile samples, we explore
more items in the vicinity of the user preferences. These items could be relevant to the user, but
might not be captured by NDCG as this metric does not take similar products into account when
measuring relevance.

We can also observe the rise in diversity plateaus with the increased number of vectors. This
could be the result of repetitive recommendations provided by di↵erent vectors. It might be more
feasible to choose fewer vectors to generate recommendations to ensure scalability and e�ciency.
Both the figures show that the proposed method of generating recommendations is sensitive to the
number of sample vectors z used. For the MovieLens dataset, NDCG was reduced by 20.2%, while
ILD, TILD, and aggregate diversity increased by 38.2%, 27.5%, and 12.1% between one to three
vectors. For the Bol.com dataset, NDCG and aggregate diversity were reduced by 20.4% and 9.5%,
respectively, while ILD and TILD increased by 13% and 12.2%, respectively, between one to three
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Figure 7.4: E↵ect of the dropout rate on relevance and diversity metrics - Bol.com Dataset. The
VAE model trained on Bol.com dataset is sensitive to changes in the dropout rate. NDCG peaks at
an optimal dropout rate of 0.5 with dropout rate. Aggregate diversity decreases with an increase
in the dropout rate, while individual-level diversity measures are more robust to the changes in
dropout. Y-axis values have been hidden to protect company confidentiality

vectors. The reduction in aggregate diversity means that the increase in the number of vectors
sampled results in common popular items being recommended rather than niche personalized
items. These results show that increasing the number of vectors would result in a decrease in
NDCG and an increase in individual-level diversity.

Based on the experiments, we can conclude that the system is the most sensitive to dropout
rate changes, followed by the number of vectors sampled to form the distribution to create the
final recommendation list, followed by changes in the latent vector size. Parameter e↵ects depend
on the dataset; hence, it is important to consider each dataset’s unique characteristics, such as
sparsity, to decide the value of di↵erent parameters.
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Figure 7.5: E↵ect of the number of vectors sampled from the distribution on relevance and diversity
metrics - MovieLens Dataset. The method trained on the MovieLens dataset is sensitive to changes
in the dropout rate. NDCG is negatively correlated to the number of vectors used to produce the
recommendations and positively correlated with di↵erent diversity measures.
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Figure 7.6: E↵ect of the number of vectors sampled from the distribution on relevance and diversity
metrics - Bol.com Dataset. The method trained on Bol.com Dataset is sensitive to changes in the
number of vectors used to represent the users. NDCG is negatively correlated to the number of
vectors used to produce the recommendations and positively correlated with di↵erent diversity
measures. Y-axis values have been hidden to protect company confidentiality
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DIVERSITY-RELEVANCE TRADE OFF

7.4 Limitations

One limitation of this experiment is that we have not performed a complete global sensitivity ana-
lysis due to the time constraints of this project. However, we believe that deltas and insight should
be more valuable to people attempting to use this method than a complete analysis. Another lim-
itation is that we have not covered a few parameters in this analysis due to time constraints. Other
parameters that could be evaluated are the weight of KL divergence and di↵erent ways of com-
bining the recommendation lists generated by multiple vectors z sampled from the distribution.
Future work could explore these directions.

7.5 Summary

In this chapter, we analyzed the e↵ect of changing the di↵erent parameters on the diversity and
relevance of the recommendations generated by our method. 7.1 explained this experiment’s motiv-
ation and connected it to the research question being answered in this study. Section 7.2 described
the experiment methodology, and the chapter is concluded with the results of the experiment 7.3.
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Chapter 8

Conclusions

8.1 Concluding Summary

In this research, we have focused on the diversity aspect of RSs. We seek to improve diversity by
altering the conventional user representation using the proposed VAE-based user profile generation
method. The main RQ we have attempted to answer using our method is -

“Can representing users as a distribution rather than a point estimate improve the user and
item level diversity in RS while maintaining an acceptable level of relevance?”

This question has been divided into five RQs which are described in the following sections.

8.1.1 Diversity in RSs

This chapter described the motivation for diversity, and why it is lacking in existing RSs and
provided an analysis of diversity measures. We have explained how users perceive diversity as
high relevance as they feel more represented when they are shown a list of items that represent
their varied interests. Moreover, the section shares how users expect RSs to evolve with them and
help them identify more content that is diverse and novel. We have described existing definitions
of diversity and evaluated their need, advantages, and disadvantages. Using this section we have
answered the first RQ of this study -

RQ1 - “How should diversity be measured holistically in real-world RSs?”

We have chosen ILD and aggregate diversity metrics to measure how diverse a single recom-
mendation list is for each user and the proportion of total items that get user exposure, respectively.
We have also motivated why there is a need to introduce a new diversity metric called temporal
inter-list diversity to measure diversity for each user temporally. These metrics have been selected
because they provide a holistic view of RS diversity from the user and vendor perspective while
having low time complexity.

8.1.2 VAE for Diversity in RSs

This chapter described the existing techniques for improving diversity in RSs, which were cat-
egorized into post-processing and algorithmic techniques. We also discussed the advantages and
disadvantages of both. We presented some case studies where VAEs have been used to improve
diversity in di↵erent NLP tasks. Inspired by these studies and studies proving that multiple user
profiles better represent users’ varied interests, we proposed a method to generate multiple user
profiles using VAEs. We provided a step-by-step description of the method along with an eval-
uation of the method against the requirements mentioned in Chapter 3. The chapter concluded
with the limitations of the proposed method.
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8.1.3 Comparative study between representing user as a point estimate
vs a distribution

In the next chapter of the thesis, we described the experiment we conducted to answer the second,
third, and fourth RQs of this study described in Chapter 3 -

These questions arise from the problem context and user complaints mentioned in Chapter 3.
We compared recommendations from a user profile point estimate learned by a vanilla AE to the
recommendations generated by the proposed method. These recommendations were compared on
relevance and various diversity metrics to address all the research questions mentioned above. The
following metrics were used for the experiment - NDCG, ILD, TILD, and Aggregate diversity.

RQ2 - “Can representing users as a distribution rather than a point estimate improve user-
level diversity of recommendations generated in a single session while maintaining an acceptable
level of relevance?”

NDCG and ILD can be used to answer RQ2. Our method of generating multiple user profiles
drawn a distribution leads to a 31% increase in ILD for a list of size 5 on the benchmark dataset.
For this dataset, there was also a significant decrease of 25% in NDCG for an increase in individual
diversity. However, for the real-world dataset, the decrease in relevance was only 5% for a list of
size 5, while there was a 9% increase in diversity. Hence, we can conclude that for the real-world
application setting, using a distribution rather than a point estimate can improve the user-level
diversity of recommendations generated in a single session while maintaining an acceptable level
of relevance.

RQ3 - “Can representing users as a distribution rather than a point estimate improve user-
level diversity of recommendations generated over multiple sessions while maintaining an acceptable
level of relevance?”

NDCG and TILD can be used to answer RQ3. Our method of generating multiple user profiles
using a distribution leads to a 47% increase in TILD for a list of size 5 on the benchmark dataset.
For this dataset, there was also a significant decrease of 25% in NDCG for an increase in individual
temporal diversity. However, for the real-world dataset, the decrease in relevance was only 5% for a
list of size 5, while there was an 18% increase in diversity. We can notice that we get a significant
increase in TILD, for a small decrease in relevance with our method. Hence, we can conclude
that for the real-world dataset, using a distribution rather than a point estimate can improve
the user-level diversity of recommendations generated over multiple sessions while maintaining an
acceptable level of relevance.

RQ4 - “Can representing users as a distribution rather than a point estimate increase the total
number of products recommended to all users while maintaining an acceptable level of relevance?”

NDCG and Aggregate diversity can be used to answer RQ4. Our method of generating multiple
user profiles using a distribution leads to a 48% increase in aggregate diversity for a list of size 5
on the benchmark dataset. For this dataset, there was also a significant decrease of 25% in NDCG
for an increase in individual temporal diversity. However, for the real-world dataset, the decrease
in relevance was only 5% for a list of size 5, while there was a 33% increase in diversity. We can
notice that we get a significant increase in aggregate diversity, for a small decrease in relevance
with our method. Hence, we can conclude that for the real-world dataset, using a distribution
rather than a point estimate can increase the total number of products recommended to all users
while maintaining an acceptable level of relevance.

Our study shows that the proposed method can help improve user and item-level diversity in
real-world RSs. This came at a slight cost towards recommendation relevance in the benchmark
dataset, but the cost was minimal in the real-world dataset. As this method will be used at an
exploratory stage of the user journey where diversity is more important than relevance, 5% is
an acceptable decrease in relevance for the real-world dataset. These results provide empirical
evidence that our method can be useful in various industrial settings to tackle several issues - 1)
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improve user satisfaction as it is linked with user-level diversity, 2) improve the feedback loop and
popularity bias issue in RSs by increasing item-level diversity.

8.1.4 E↵ect of di↵erent parameters on the diversity relevance tradeo↵

In this experiment, we answered the final sub-RQ of the thesis -

RQ5 - “How does changing di↵erent parameters in the system impact the potential diversity-
relevance tradeo↵?”

We evaluated the e↵ect of the following parameters on the metrics that were used in the previous
experiment: 1) changing the size of the latent vector that represents the user profile, 2) changing
the number of vectors that were sampled from the distribution learned by the VAE to produce
the final recommendation list, and 3) changing the dropout rate of the input fed to the encoder
in the VAE. We have also described why these parameters are selected and the expected outcome
of changing these parameters. Through the experiments, we found that the diversity relevance
tradeo↵ is more prominent when evaluating relevance with user-level diversity. On some occasions,
item-level diversity decreases with relevance to the change of specific parameters. Moreover, we
found the relevance and diversity of the recommendations were the most sensitive to dropout rates,
followed by the change in the number of user profiles sampled from the distribution. The diversity
of the model was relatively robust to changes in the size of the latent vector of the user profile,
specifically user-level diversity measures. We also observed that the model sensitivity to specific
parameters depends on dataset properties like sparsity.

8.2 Limitations and future work

8.2.1 Diversity in RSs

In our literature review, we have tried to provide diversity definitions based on how di↵erent were
the dimensions they covered. This research is not exhaustive and we cannot be sure that none of
the existing research in recommendation system diversification has not been omitted. This is also
the limitation of the other sections of this chapter.

8.2.2 VAE for Diversity in RSs

We have attempted to describe di↵erent techniques for improving diversity in RSs, but these
techniques are not exhaustive and have been chosen to explain the breadth of research on the
topic.

Moreover, the method proposed in this chapter has the following limitations. The additional
step of combining recommendations from di↵erent user profiles adds latency to the method. This
method is still feasible for small values of k. Another limitation is that we make recommendations
under the assumption that the information we know about the users already informs us su�ciently
about the users and hence the recommendations are only based on users’ historical data. This
assumption might not be correct in all scenarios or for all datasets, but we have limited the scope
of this study by this assumption. The final limitation is that the user profiles sampled from the
distribution could overlap and it might be interesting to generate discrete distributions instead of
continuous ones using methods like VQ-VAE.

8.2.3 Comparative Study between a user representation as a point mass
and a distribution

One limitation of this experiment is that in the real-world data the users have been sampled within
a particular time window. This could lead to more active users having a higher chance of getting
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selected. As multiple datasets were used and the results were consistent across both datasets, we
can still conclude the study to be valid.

A limitation of this experiment is that we have only compared recommendations generated by
the samples of a Gaussian distribution learned by a VAE to a point estimate learned by a vanilla
autoencoder. It would be interesting to evaluate whether representing the user as a di↵erent
distribution (other than Gaussian) can provide an improvement in terms of diversity. The vectors
sampled from the distribution (learned by a VAE) can be homogeneous. It might be interesting
to use VQ-VAE, which generates discrete distribution to ensure that the vectors used to represent
the user di↵er su�ciently.

Some definitions of diversity, like ILD and TILD depend on item representations generated
by feeding metadata to pre-trained models. These pre-trained models have been shown to have
some biases, so it would be interesting to explore if using di↵erent pre-trained models provides
a di↵erent result. It would also be interesting to see how using additional item metadata or a
di↵erent way to represent the items would impact the output.

8.2.4 E↵ect of di↵erent parameters on the diversity relevancy trade-o↵

One limitation is that we have not shown how the weight parameter of the KL Divergence term
a↵ects the diversity-relevance tradeo↵. It might be an interesting angle to study in future work
as most of the existing work focuses on tuning that parameter to maximize relevance.

Another limitation of this work is that we have not evaluated how di↵erent ways of combining
the recommendations from other vectors sampled from the VAE distribution a↵ect the diversity-
relevance tradeo↵. It would be interesting to assess whether or not a di↵erent way of combining
the results could change the diversity-relevance tradeo↵.

8.3 Final remarks

With the pervasiveness of RSs increasing in our daily life, it is important to think about the
algorithms used to build these systems, the biases a↵ecting the data used to build these algorithms,
and provide solutions to correct these biases. Through the experiments conducted in this study,
we have shown that our proposed way of representing the users can address some common issues
users have with RSs while addressing common biases found in RSs. We have combined research
from di↵erent domains of machine learning and tackled diversity in RSs, along with addressing
the human-computer interaction perspective of this problem.

8.3.1 Summary of Contributions

The contributions of this study can be summarized as follows -

• We have provided insight into how diversity measures should be chosen to holistically evalu-
ate real-world RS while considering the limitations of such a system. We have also introduced
a new metric called temporal inter-list diversity to measure the pairwise distance between
items of two recommendation lists generated at di↵erent timestamps.

• We have proposed a scalable method to generate multiple user profiles using existing tech-
niques and have provided empirical evidence that using multiple random samples from a dis-
tribution to represent users can help improve item and user-level diversity while maintaining
an acceptable level of recommendation relevance. We have also provided a parameter sensit-
ivity analysis to show how di↵erent parameters in the system impact the diversity-relevance
tradeo↵ of the proposed method.

Furthermore, we have performed a literature review that discusses motivations, definitions,
and techniques for enhancing diversity in RSs. This analysis would be helpful for practitioners
and academics looking for a deeper understanding of the domain.
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8.3.2 Business Value

This thesis has been motivated by our case study from Bol.com and interactions with real cus-
tomers. Representing users as a distribution using a VAE does not require a significant change in
system design over representing them as a point estimate. So, it can help practitioners improve
recommendation diversity with little changes to their existing system design. Our method would
expose 789 more item categories to Bol.com customers in a single run and increase individual and
temporal diversity by 9% and 19% respectively for a list of size 5. As the decrease in relevance is
small, exposure to more categories should improve user experience as per existing studies [22] and
tackle the feedback loops created by recommending only popular items. According to research,
exposure to more products is also correlated to improved sales for eCommerce companies as well
[47]. More studies are needed to validate the impact of implementing this change on the company’s
sales or user satisfaction in this particular use case, but if we use existing studies as evidence then
this low-investment change should improve the users’ experience and sales while providing more
opportunities to vendors.
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Appendix A

Examples of results

In this chapter, we have provided examples of how using two user profiles helps generate a diverse
list of recommendations.

A.1 MovieLens Example

Figure A.1 shows the movies a user has rated highly. We can see that the user is interested in
many di↵erent genres like ‘drama’, ‘comedy’, ‘thriller’, ‘action’, ‘animation’ and ‘romance’.

Figure A.1: Example from MovieLens Dataset: Movies rated by a user

Figure A.2 shows the movies that were recommended to this user by a single user profile
through a vanilla AE. We can see that these recommendations are mostly in the ‘Drama’ and
‘Action’ genres, with one recommendation from ‘romance’ and one from ‘comedy’ genre.
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Figure A.2: Movies recommended by a vanilla AE where a user is represented by a point estimate.
Movies are mostly from ‘Drama’, ‘Horror, ‘Thriller’ genres

Figure A.5 shows the movies that were recommended to this user by two user profiles sampled
from the distribution generated by a VAE. The recommendations generated by the first user profile
are in the ‘drama’, ‘action’, and ‘thriller’ genres, while the second list has movies from the ‘crime’,
‘drama’, ‘romance’, and ‘comedy’ genres.

Figure A.6 shows the list generated by combining the two lists from Figure A.5. We can see
that in comparison to the list from Figure A.2, the resulting list one has two ‘comedy’ movies and
three ‘romance’ movies apart from ‘drama’ and ‘action’ movies.
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Figure A.3: Movies recommended by the first user profile

Figure A.4: Movies recommended by the second user profile

Figure A.5: Recommendations from two user profiles sampled from the user profile distribution
learned by the VAE. We can see the first list has a lot of ‘drama’, ‘action’ and ‘thriller’ movies.
The second recommendation list has movies from ‘drama’, ‘crime’, ‘comedy’ and ‘romance’ genres.
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Figure A.6: Movies recommended by combining the two lists generated using the VAE. This list
has more movies from ‘comedy’ and ‘romance’ genres apart from ‘drama’ and ‘action’ movies than
the list from Figure A.2
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A.2 Bol.com Example

Figure A.7 shows the categories user has purchased products from. We can see that the user is
interested in many di↵erent categories like ‘pets’, ‘lamps’, ‘measuring equipments’, ‘health’, and
‘leisure hobbies’.

Figure A.7: Example from Bol.com Dataset: Categories user has purchased from includes ‘pets’,
‘lamps’, ‘leisure hobby’, ‘health’ and ‘measuring equipments’

Figure A.8 shows the categories that were recommended to this user by a single user pro-
file through a vanilla AE. We can see that these recommendations are mostly in the ‘pets’ and
‘electronics’ genres, with one recommendation from ‘medicine’, ‘toys’ and ‘cookbook’ category.

Figure A.11 shows the categories that were recommended to this user by two user profiles
sampled from the distribution generated by a VAE. The recommendations generated by the first
user profile have a lot of di↵erent categories like ‘books’, ‘living’ and ‘electronics’, ‘measuring
appliances’, ‘kitchen appliances’, ‘personal care’, ‘lamps’, and ‘health’, but the second list is mostly
focused on ‘pets’, ‘books’, ‘living’ and ‘smart lighting’.

Figure A.12 shows the list generated by combining the two lists from Figure A.11. We can
see that in comparison to the list from Figure A.8, the resulting list is more diverse and includes
‘measuring equipment’ which was missed in the latter.
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Figure A.8: Categories recommended by a vanilla AE where a user is represented by a point
estimate. Categories are mostly related to ‘pets’, ‘lighting’, ‘toys’, ‘medicine’ and ‘cookbooks’

60 Improving Recommender System Diversity with Variational Autoencoders



A.2. BOL.COM EXAMPLE APPENDIX A. EXAMPLES OF RESULTS

Figure A.9: Categories recommended by the first user profile

Figure A.10: Categories recommended by the second user profile

Figure A.11: Recommendations from two user profiles sampled from the user profile distribution
learned by the VAE. We can see the first list has a lot of di↵erent categories like ‘books’, ‘living’
and ‘electronics’, ‘measuring appliances’, ‘kitchen appliances’, ‘personal care’, ‘lamps’ and ‘health’.
The second recommendation list has categories mostly related to ‘pets’, ‘books’, ‘living’, and ‘smart
lighting’
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Figure A.12: Categories are recommended by combining the two lists generated using the VAE.
This list has more categories like ‘measuring equipments’ which were missed in the vanilla AE list
from Figure A.8, like ‘measuring equipments’
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