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Abstract

The microscopic diffusion of ions in two classes of energy materials, thermoelectric

AgCrSe2 and battery cathode NaxFe1/2Mn1/2O2, have been studied. The use of

neutron polarisation analysis to separate the scattering components has been crucial

to both studies.

In the case of AgCrSe2, diffuse QENS in the superionic phase thought to arise

from ionic diffusion is in fact largely comprised of coherent scattering with a small

contribution from magnetism. These results challenge the validity of the PLEC

concept in AgCrSe2. Magnetic excitations below TN ≈ 55K have been investigated

using high resolution neutron spectroscopy, and simulated with the SpinW package.

The proposed magnetic Hamiltonian provides a good description of the resolvable

magnetic excitations over the entire energy spectrum.

Single-crystal diffraction from P2-Na0.67Fe1/2Mn1/2O2 show that superstructure

formation is not suppressed by disorder in the transition-metal layer, and suggests

that details of the resulting structure are altered. Polarised QENS from the P2

composition reveals a diffusion mechanism involving two distinct sites. The diffusion

rate is an order of magnitude greater than for P2-Na0.8CoO2 at T ≈ 530K, with a

more favourable activation energy for battery performance. The diffusion rate in

P2-Na0.67Fe1/2Mn1/2O2 is ∼ 3 times greater than in O3-Na1Fe1/2Mn1/2O2, but O3

has an even lower activation energy.

A new uniaxial polarisation analysis technique, z+ has been developed to perform

full separation of nuclear, nuclear spin incoherent and magnetic neutron scattering

components from polycrystalline scattering data. z+ achieves this through measure-

ments of spin-flip and non-spin-flip scattering along a single polarisation direction.
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The technique is demonstrated on scattering from spin-ice Ho2Ti2O7 using the LET

spectrometer at the ISIS neutron facility. Cross-sections separated using z+ are in

good agreement with Monte Carlo simulations and previous results using xyz polar-

isation analysis.
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4.14 Unpolarised QENS from Na0.67Fe1/2Mn1/2O2 measured with Ei =
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Chapter 1

Introduction

1.1 Materials for energy applications

Recent climate reports consistently highlight the need for drastic changes in how

the world’s ever growing energy demands are met in order to avoid a climate crisis.

To limit the global temperature rise to 1.5 ◦C above the pre-industrial average, 153

countries have now set emissions targets for the next decade to eventually reach net

zero (planet-warming) emissions by the year 2050 [30]. Two crucial factor in meeting

these targets will be transition to cleaner energy resources and more efficient energy

consumption.

Thermoelectric devices offer one route towards better energy efficiency. These are

highly versatile solid-state energy converters, with promising applications in waste

heat recuperation and emission-free refrigeration [31, 32]. There is much interest in

employing thermoelectric generators as waste heat recovery systems in combustion

engine vehicles [33–38] and high-performance integrated circuits [39, 40], where the

salvaged energy can be used to power other components or feed into the battery.

29
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Thermoelectric generators can also be used to power small scale devices, such as

wireless sensor networks [41, 42], health monitoring systems and wearable gadgets

[43–47]. A comprehensive list of applications is provided by Jaziri et al. in Ref. [48].

A key limitation to device performance is the thermoelectric efficiency of the

materials. The efficiency depends on competing physical parameters which must be

optimised for thermoelectric materials to be effective. The material is required to be

a good electrical conductor while also having a poor thermal conductivity, which has

been a major material design challenge [31]. The Phonon-Liquid Electron-Crystal

(PLEC) concept has recently attracted much attention as a route to designing highly

efficient thermoelectrics with ultra-low thermal conductivity [49,50]. The validity of

the PLEC concept in AgCrSe2 is investigated in Chapter 3.

The shift away from fossil fuels has seen a significant increase in the use of renew-

able technologies such as wind, solar and tidal. One issue has been the intermittent

supply of power, which is dependent on the weather. Hence, it is necessary to de-

velopment low-cost, efficient energy storage solutions to improve the dependability

of renewable power sources. Large-scale energy storage solutions are actively be-

ing explored, however many of the current technologies are in their infancy, with

high capital costs and geographic requirements that render them impractical for

widespread use [51].

Lithium-ion batteries have had great success in mobile applications owing to their

unrivalled power and energy densities [52,53]. While the technology has reached ma-

turity, the scarcity of Li mineral and issues surrounding supply from geographically

challenging or politically sensitive areas has raised concerns over cost [54–57]. These

issues are further enhanced by the rapid growth of battery electric vehicles, which

are heavily reliant on Li-ion technology.
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Natural abundance and low cost of sodium makes Na-ion batteries a particularly

attractive alternative for large-scale static applications, such as load levelling for the

grid [57, 58]. While Na-ion batteries may not achieve the energy density of their

Li-ion counterparts, that does not pose an issue for static applications due to fewer

constraints on weight and dimensions [59]. Furthermore, the transition to Na-ion

will have a low initial cost since it is a drop-in replacement for Li-ion, thus allowing

existing infrastructure to be used.

Figure 1.1: Ranges of reversible capacity and operat-
ing voltage for Na-intercalation compounds. LiFePO4 and
LiMn2O4 are shown for comparison. Image from Ref. [1].

One issue with Na-ion battery technology has been the low reversible capacity of

Na insertion materials, typically limited to 100mAhg−1. Figure 1.1 provides a com-

parison of the reversible capacity and operating voltage ranges for layered Na cathode
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materials. P2-NaxFe1/2Mn1/2O2 delivers a reversible capacity of 190mAhg−1, reach-

ing an estimated energy density of 520mWhg−1 at an operating voltage of 2.75V.

This is comparable to the energy density of commercially available Li-ion battery

cathode LiFePO4, and exceeds that of LiMn2O4 [1]. Therefore, NaxFe1/2Mn1/2O2 is

an attractive replacement cathode material wholly comprised of naturally abundant

elements without Co, Ni, Cu and Li. The role of diffusing ions in the performance

of NaxFe1/2Mn1/2O2 is studied in Chapter 4.

1.2 Thermoelectricity

The thermoelectric (TE) effect is based on multiple thermodynamically reversible

effects - the Seebeck effect, Peltier effect, and the Thomson effect. It offers a route

to building devices capable of reversibly converting between a temperature differ-

ential and potential difference, as illustrated in Fig. 1.2. The direct production of

a potential difference from a temperature gradient is known as the Seebeck effect,

characterised by the Seebeck coefficient S = −∆V/∆T . Conversely, the Peltier ef-

fect refers to the process of establishing a thermal gradient by applying a potential

difference across the junctions of a thermocouple [2, 32, 60,61].

These effects can be understood in terms of charge carriers diffusing along a

thermal gradient. Greater thermal energy of carriers in the hot region translates

into higher kinetic energies which cause them to migrate from the hot to cold side.

This leaves a higher concentration of charge at the cold side, thus establishing a

potential difference. This idealised scenario neglects other effects such as thermal

excitations and phonons which can reduce the TE effect. The next section discusses

properties which determine the performance of thermoelectrics.
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Figure 1.2: Thermoelectric effects. (a) Seebeck effect - electri-
cal power is generated from a thermal gradient. (b) Peltier effect
- cooling or heating achieved by applying a potential difference
across the thermoelectric junction. (c) Thomson effect - reversible
heating or cooling can occur when a temperature differential and
an electric current coexist within a material. Image from Ref. [2].

1.2.1 Thermoelectric performance

The efficiency of a TE device is quantified through the dimensionless figure of merit,

ZT defined as

ZT =
S2σ

κ
T, (1.1)

which is proportional to the electrical conductivity σ and inversely proportional

to thermal conductivity κ [31]. For a TE generator, the maximum efficiency, η is

characterised by ZT as

η = ηC

√
1 + ZT − 1√
1 + ZT + Tc

Th

, (1.2)

where Tc and Th are the temperature of the cold and hot source, respectively, with

an average temperature T across the device. The Carnot efficiency ηC = ∆T
Th

is the

thermodynamic limit on the generator efficiency such that limZ→∞ η = ηC [2,31,61].

For Peltier cooling, the maximum flux of heat that a TE material can pump is
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given by

Qmax =
1

l

[
σS2T 2

c

2
− κ∆T

]
, (1.3)

where l is the thickness of material [12], and the maximum attainable temperature

drop is

∆T = zTc
Tc
2
, (1.4)

with zT denoting the figure of merit for the material rather than the device. The

heat flux is maximised by maximising the power factor S2σ and minimising κ [31,61].

1.2.2 Improving performance

Realising highly efficient thermoelectric devices is challenging due to the conflicting

characteristics that are required. The ideal material is one which simultaneously

possesses a large power factor, PF = S2σ, and a small thermal conductivity [13,32,

62,63].

A highly explored strategy to improve thermoelectric efficiency is the suppression

of κ. The total thermal conductivity is a sum of lattice (κL) and carrier (κe) thermal

conductivities,

κ = κe + κL. (1.5)

The lattice thermal conductivity is typically mediated by the phonons propagating

through the lattice. However, not all materials with a low κ are suitable for use in

thermoelectric devices. In glasses, the thermal transport is mediated by a random

walk process as opposed to the much faster phonons. Hence, glasses have a very low

κL, but this is accompanied by lower charge mobilities resulting from lack of a crys-

talline environment. Therefore, a good thermoelectric material provides a crystalline
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environment for electrical conduction while also disrupting phonon propagation to

reduce thermal transport [2, 31].

The Wiedemann–Franz law relates κe and σ via the Lorenz factor L as

κe = σLT. (1.6)

For metals, this suggests that a poor thermal conductor is also a poor electrical

conductor, because both are mediated by the electrons. In contrast, the dominant

mechanism of thermal transport in semiconductors is via the lattice. In principle,

this provides a route to optimising κ without impacting σ. Semiconductors also offer

a relatively large Seebeck coefficient with good electrical conductivity, thus making

them an ideal thermoelectric candidate [31, 64].

Glass-like values for κL have been realised through efforts such as nanostructur-

ing [65–68], reduced phonon velocities [69], anharmonicity resulting from lattice or

electronic instabilities [70, 71], and most recently the phonon-liquid electron-crystal

(PLEC) model [16, 49, 72]. The PLEC model is examined Chapter 3. It relies on

the suppression of κL in superionic conductors, such as Cu2X (X = Te, Se, S) and

MCrY (M= Cu, Ag; Y= Se, S) [13,14,18,49,73–76], where long-ranged ionic diffu-

sion is hosted on one sub-lattice with diffusivity comparable to those found in liquid

salts [77,78], while another sub-lattice provides crystalline order necessary for good

electrical conductivity.

The next section examines the diffusion of ions in crystalline materials.
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1.3 Diffusion

Solid state diffusion is concerned with the net transport of ions through stochastic

movements, known as jumps, between sites within crystalline material. Each site

is a potential energy well that is isolated from neighbouring sites by a potential

barrier, known as the activation energy. The ions will have an energy distribution

that is influenced by the temperature of the system. A jump to a neighbouring

site becomes possible when an ion gains sufficient thermal energy to overcome the

activation energy.

The activation energy for a particular diffusion mechanism depends on the lo-

cal environment of the ions. This is influenced by several aspects of the crystal

structure, such as the packing of atoms, effect of lattice defects and the presence

of natural diffusion pathways. The layered structure of NaxFe1/2Mn1/2O2 has weak

bonding between the layers, which acts to confine the movement of Na ions within

the layer. Chapter 4 explores the influence of changes in the neighbouring planes on

the diffusion of ions.

Ions may diffuse between regular sites via an interstitial site, or jump directly

between neighbouring sites. For structures in which the interstitial and regular

sites are in close vicinity, the occupation of the interstitial sites will be energetically

unfavourable. Hence, diffusion is only observed once vacancies of the diffusing species

are introduced at regular sites, otherwise the ions do not have any available sites to

occupy other than the current one. This is discussed further in Section 1.3.3 and

Ref. [3].
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1.3.1 Stochastic diffusion

A diffusion process is a stochastic one if its evolution with time has an associated

probability distribution. For solid state diffusion, the probability is dependent on

the set of all possible states. Here, the probability of a single event taking the system

into state a1 at a time t1 will be denoted by P1(a1, t1). Then the joint probability for

any sequence of states is denoted by Pn(a1, t1; ...; an, tn), where a1, a2, a3, ... happen

in succession at time t1, t2, t3, ..., respectively [12,79].

The stochastic process considered here is Markovian and has the Markov property

that the probability of the next state is independent of all previous states, and only

depends on the current state of the system. Then the probability of the system

occupying any sequence of states can be written as

Pn(a1, t1; ...; an, tn) = P1(a1, t1)×
n∏

n=2

P (an, tn|an−1, tn−1), (1.7)

where P (an, tn|an−1, tn−1) is the conditional probability of occupying state an at time

tn given that the system is initially in state an−1 at time tn−1. The pathway between

initial and final states is not unique, hence the conditional probability must satisfy

the Chapman–Kolmogorov equation

P (af , tf |ai, ti) =
∑
j

P (af , tf |aj, tj)P (aj, tj|ai, ti), (1.8)

where index j refers to the intermediate steps between initial i and final state f

such that tf > tj > ti [80]. By imposing the Markov property, the probability of an

ion occupying a particular site at a later time depends only on the probability of it

occupying an intermediate site at the start and the probability of a transition from
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the intermediate to final site, which can be mathematically expressed as

P1(af , tf ) =
∑
j

P (af , tf |aj, tj)P1(aj, tj). (1.9)

The jump rate between nearest-neighbour sites is obtained by taking the time

derivative as,

dP1(a, t)

dt
=
∑
j

ṗ(aj; a)P1(aj, t)

=
∑
aj ̸=a

ΓajaP (aj, t)− ΓaajP (a, t),

(1.10)

where Γαβ = ṗ(α, β) is the transition rate from state α into a state β. For jump

diffusion of ions, the transition rate is governed by the principle of detailed balance.

Hence, this equation inherently accounts for differences in the energy of sites in the

forward and backward directions [12, 79,80].

1.3.2 Diffusion rates

The jump rate Γ for a stochastic process provides a route to calculating the diffusion

rate of ions. It can be assumed that jumps between neighbouring sites arise only from

thermally activated processes when the mass of the diffusing species is sufficiently

large, as is the case for Na ions. Using statistical mechanics, Eyring formulated a

general expression for the reaction rate Γ of processes with an associated activation

energy Ea as

Γ =
kBT

h

Z ′

Z
exp

(
− E0

kBT

)
, (1.11)
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where kB and h are the Boltzmann and Planck constants, respectively, T is the

temperature, and E0 is Ea at T = 0K. Here, Z and Z ′ are the partition functions

of the initial and activated states, respectively [81,82].

In the initial state, ions with insufficient thermal energy to overcome to potential

barrier oscillate in the direction of the neighbouring site with a frequency ν0. The

partition functions can be expressed in terms of ν0 such that the jump rate Γ from

Eq. (1.11) becomes

Γ =
kBT

h

(
1− exp

(
− hν0
kBT

))
exp

(
− E0

kBT

)
. (1.12)

In the limit of low attempt frequency, i.e. hν0 ≪ kBT , this can be written as

Γ = ν0 exp

(
− Ea

kBT

)
, (1.13)

where ν0 has the same units as Γ and is therefore equivalent to a jump rate constant

Γ0 [82]. This form of the jump rate shows that the diffusion is governed by the

Arrhenius law.

The mean residence time, τ that an ion spends on a site before another jump is

inversely related to the jump rate, and expressed as

τ = τ0 exp

(
Ea

kBT

)
. (1.14)

Variations in τ arise from differences in the local environment of ions, which leads

to variations in Ea. This is influenced by factors such as the arrangement of

nearest-neighbours and the existence of energetically inequivalent sites. The mi-

croscopic property τ relates to the macroscopic diffusion coefficient via the Einstein-
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Smoluchowski equation

D =
l2

2nτ
, (1.15)

where l is the average jump length, and n denotes the dimensionality of the diffusion

process [83]. In crystalline systems, l corresponds to the separation of available sites.

1.3.3 Diffusion mechanisms

(a) (b) (c)

Figure 1.3: Mechanisms of diffusion. (a) Vacancy mechanism
- the red ion (solid outline) on a regular site jumps to occupy a
neighbouring vacant site (broken outline). (b) Interstitial mecha-
nism - the red ion on an interstitial site jumps to a neighbouring
interstitial site. (c) Interstitialcy mechanism - An ion on a regular
site (solid blue outline) is displaced to an interstitial site (broken
blue outline) by an ion previously on an interstitial site (solid red
outline). Figures adapted from Ref. [3].

Ionic diffusion in crystalline materials can occur through a range of mechanisms,

as outlined in Ref. [3]. The vacancy mechanism is often the dominant mechanism

in most materials. Here, an ion occupying a regular site jumps to a neighbouring

vacant site, see Fig. 1.3a. For systems in which the ion concentration is high, self-

diffusion of a vacancy is likely to be far greater than the self-diffusion of single ions,

because there is a higher probability that neighbouring regular sites will be blocked

by other ions.
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The interstitial mechanism occurs entirely on a secondary lattice and does not

involve the regular lattice. An ion occupying an interstitial site around the regular

lattice can jump directly to a neighbouring interstitial site, as illustrated in Fig. 1.3b.

Generally, the secondary lattice has a high concentration of holes, hence the prob-

ability of encountering site blocking in low. This is reflected in the high diffusion

rates and low activation energies of ions that migrate through this mechanism.

A more complex example is the interstitialcy mechanism, where an ion on a

interstitial site displaces a neighbouring ion on a regular site to a new interstitial

site, as depicted in Fig. 1.3c. For this mechanism, the contribution of interstitial

sites to the diffusion is typically negligible due to the high energy cost of forming

interstitials.

1.4 Separation of contributions to neutron scat-

tering

Neutron scattering is a probe of a broad range of microscopic material properties.

The total neutron scattering intensity is comprised of three contributions - nuclear,

magnetic and nuclear spin incoherent scattering. The technique of inelastic neutron

scattering provides rich information about lattice dynamics, such as phonon excita-

tions from solids with long-range crystalline order. Quasi-elastic neutron scattering

(QENS) is used to probe the dynamics of deviations from long-range order. It can

arise from a range of phenomena including the diffusion of ions, and the presence

of dynamic defects and vacancies. Many energy materials, such as those being in-

vestigated in this thesis, contain magnetic species which can also give rise to both
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inelastic and quasi-elastic scattering [84].

Complications can arise when two or more sources of scattering coexist, as is

often the case. Ionic diffusion is a slow dynamic process that presents weakly in

nuclear spin incoherent QENS. It can be obscured by diffuse nuclear and magnetic

scattering, as well as thermal diffuse scattering due to phonons. Similarly, phonons

and magnons can have similar energy scales and coexist in the same region of Q-

space. It is therefore necessary to isolate the different scattering contributions in

order to quantitatively analyse the different properties.

There are various methods of isolating the different sources of scattering based

on their energy and Q dependence. The magnetic form factor for neutron scattering

leads to a significant drop-off in magnetic intensity with increasing Q. Magnetic

scattering also becomes broader until the temperature exceeds the ordering tem-

perature of the sample, at which point it becomes diffuse. In contrast, the phonon

intensity increases with temperature and scales as Q2.

Diffuse scattering is usually quasi-elastic and, therefore, it occurs at low energies.

Away from Bragg points, it is often possible to use energy analysis to separate it from

phonons and magnons which occur at higher energies. However, while it provides

qualitative insights, this method of distinguishing the signals does not permit a

quantitative treatment of the scattering.

High quality data necessary for a quantitative treatment can be obtained from

polarised neutron scattering. The technique of uniaxial polarisation analysis (z) was

first demonstrated in 1968 by Moon, Riste and Koehler [85]. By adding a neutron

spin dimension to the scattering measurement and analysing the polarisation of the

beam with respect to a magnetic field parallel to z-axis, it is possible to isolate the

nuclear component to scattering. However, this technique is unable to separate the
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magnetic and nuclear spin incoherent contributions.

A generalisation of the uniaxial method was first developed in 1993 by Schärpf

and Capellmann [86]. The xyz technique involves analysis of the neutron polarisation

along three orthogonal directions to provide a complete and unambiguous separation

of the nuclear, magnetic and nuclear spin incoherent scattering components. This

technique is employed in Chapters 3 and 4 to quantitatively analyse the diffusion of

ions via nuclear spin incoherent QENS.

A new polarisation analysis technique, z+ is introduced in Chapter 5. This novel

method, suitable for scattering from polycrystalline samples, provides a full separa-

tion of the scattering components using uniaxial polarisation analysis and an instru-

ment with significant out-of-plane coverage. It achieves this by taking advantage of

the variation of magnetic intensity around the Debye-Scherrer cone.



Chapter 2

Experimental Techniques

2.1 The crystal structure

2.1.1 The crystal lattice

A crystal lattice is the convolution of lattice points with a basis of atoms, as illus-

trated in Fig. 2.1. The lattice points form an infinitely repeating pattern of points

described by a set of 3 linearly independent basis vectors (⃗a, b⃗, c⃗). Then the lattice

vector, which joins any two points on the lattice, is given by a linear combination of

the basis vectors as

R⃗ = ua⃗+ v⃗b+ wc⃗, (2.1)

where u, v and w are a set of integer values. The volume of space defined by the basis

vectors is called a unit cell and it contains a small arrangement of atoms know as

the basis. A single crystal structure is comprised of many identical unit cells stacked

together along all three dimensions of space. The position of an atom j within a

unit cell is defined with respect to the arbitrary origin of the unit cell in terms of

44
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the basis vectors as

r⃗j = uj a⃗+ vj b⃗+ wj c⃗, (2.2)

where uj, vj and wj are the fractional coordinates with values in the range ±1 [4,87].

Then the position of atom j in any unit cell is given by R + rj.

Figure 2.1: Formation of a crystal structure. The crystal
structure is obtained by placing a basis of atoms on each lattice
point. Image from Ref. [4].

2.1.2 The reciprocal lattice

Scattering experiments investigate the structure of a material in the reciprocal space,

thereby giving information about the reciprocal lattice of the material. The recip-

rocal lattice is described by the reciprocal lattice vector

G⃗ = ha⃗∗ + k⃗b∗ + lc⃗∗, (2.3)

which has the periodicity of the lattice in direct space, and mathematically relates

to it via the transformation of basis vectors

a⃗∗ =
2π · (⃗b× c⃗)

a⃗ · (⃗b× c⃗)
b⃗∗ =

2π · (c⃗× a⃗)

a⃗ · (⃗b× c⃗)
c⃗∗ =

2π · (⃗a× b⃗)

a⃗ · (⃗b× c⃗)
, (2.4)
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such that eiG⃗·R⃗ = 1 for all points R⃗ of the lattice in direct space. The integer values

h, k and l are known as Miller indices, which are often used to specify positions or

families of (hkl) planes in the reciprocal space. Every valid reciprocal lattice vector

G⃗hkl is normal to a family of planes with a planar separation [87]

dhkl = 2π/|G⃗hkl|. (2.5)

2.1.3 Superlattices

The periodicity of a crystal structure may be broken if it exhibit lattice sites with

missing atoms - referred to as vacancies. In materials that host many such vacancies,

the interactions between vacancies can give rise to a long-range-ordered pattern with

a new periodicity. When this is the case, the resulting superstructure can be treated

in very much the same way as the underlying crystal structure defined above. The

superstructure will occupy a lattice known as the superlattice, and have a basis of

atoms comprised of an integer number of unit cells that make up a supercell. The

supercell vectors are given by an integer sum of unit cell vectors as

a⃗′ = n1a⃗+m1⃗b+ p1c⃗

b⃗′ = n2a⃗+m2⃗b+ p2c⃗

c⃗′ = n3a⃗+m3⃗b+ p3c⃗.

(2.6)

Then the superlattice vector between two superlattice points is defined as

R⃗′ = ua⃗′ + v⃗b′ + wc⃗′. (2.7)
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A diffraction experiment will observe two components, one due to scattering from

the underlying unit cell and another from the supercell. The larger volume of the

superlattice in direct space leads to Bragg reflections that are much closer together

in reciprocal space. Bragg reflections from the superstructure present as satellite

reflections around principal Bragg reflections from the unit cell, and are indexed by

the reciprocal superlattice [88]. The ordering of the atoms in a superstructure can be

inferred from the intensities and systematic absences of superlattice reflections. This

technique is employed in Section 4.3.1 to investigate the formation of superstructures

in NaxFe1/2Mn1/2O2.

2.2 Elastic scattering

The scattering of radiation, such as X-ray photons or neutrons, from a crystalline

material is characterised by the exchange of momentum and energy E between the

two systems. An elastic scattering event is one for which the energy transfer of the

radiation,

∆E = h̄ω = Ei − Ef (2.8)

is zero. The energy of a X-ray photon can be expressed in terms of the wavevector

k as E = h̄c|⃗k|, where c is the speed of light. Likewise, the kinetic energy of a

non-relativistic neutron of mass mn is E = h̄|⃗k|2/2mn.

Using wave-particle duality of nature, the momentum transfer during a scattering

event is given by

h̄(k⃗i − k⃗f ) = h̄Q⃗, (2.9)
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where k⃗i and k⃗f are the initial and final wavevector of the scattered radiation, and

Q⃗ = k⃗i − k⃗f (2.10)

is known as the momentum transfer vector [5, 6].

2.2.1 Scattering from an atom

A key step in understanding the structure of materials through scattering experi-

ments is to form the link between the measured deflections and the atomic structure.

The simplest case to consider is the elastic scattering of radiation from a single fixed

atom, as illustrated in Fig. 2.2. A steady stream of monochromatic particles with

wavelength λ travelling in the x direction can be described by the complex plane

wave

ψi = ψ0 exp
(
i|⃗ki||x⃗|

)
, (2.11)

where k⃗i is the wavevector (of magnitude |⃗ki| = 2π/λ) in the direction of propagation.

The flux incident on the atom is given by Φ = vi|ψi|2 = vi|ψ0|2, where vi is the

incident neutron velocity.

After interacting with the atom at the origin, the waves are scattered radially

outwards with a wavevector k⃗f parallel to a displacement vector r⃗. The scattered

waves take the form

ψf = ψ0f(λ, θ)
exp
(
i|⃗kf ||r⃗|

)
r

, (2.12)

where θ is half of the scattering angle 2θ between r⃗ and x⃗, and f(λ, θ) is the scattering

form factor which gives the probability that a particle is scattered in a particular

direction [5, 6].
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Figure 2.2: The geometry of scattering from a single atom
in 2D. A collimated plane wave incident on an atom at the origin
produces a spherical scattered wave. Image from Ref. [5].

2.2.2 Angular dependence of scattered intensity

Scattering can arise from interactions with any part of the atom, and the form of

f(λ, θ) varies significantly depending on the values of λ and θ. When λ is comparable

to the size of the atom, f(λ, θ) becomes a function of sin (θ)/λ. Therefore, there is

no influence on the scattered intensity when θ is small since all possible path lengths

from the atom to r⃗ will be comparable. However, as θ increases so does the path

length difference between scattering from different parts of the atom, giving rise to

interference effects. f(λ, θ) becomes independent of θ when λ is much greater than

the length scale of the scatterer [5].

2.2.3 Scattering from a collection of atoms

By considering the scattering from an arbitrary distribution of fixed atoms, it is

possible to calculate the count rate at the detector during a diffraction experiment.

This model of a crystalline sample is a generalisation of the model from Section 2.2.1.
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Once again, a complex plane wave with k⃗i ∥ x̂ is incident on the sample, but now

scatters from an atom j located at position R⃗j with respect to an arbitrary origin

in the sample. The wave function of the scattered radiation is

ψf,j = ψ0 exp
(
i⃗ki · R⃗j

)
fj(λ, θ)

exp
(
i⃗kf · (r⃗ − R⃗j)

)
|r⃗ − R⃗j|

. (2.13)

Here, r⃗ is the position vector of the detector relative to the origin, therefore |r⃗−R⃗j| is

the distance from the jth atom to the detector. The details of the interaction between

the incident wave and the jth atom is given by fj(λ, θ). Then the total scattered

wave amplitude at the detector position is obtained by summing the contributions

from each of the N atoms making up the sample as

ψf = ψ0 exp
(
i⃗kf · r⃗

) N∑
j=1

fj(λ, θ)
exp
(
iQ⃗ · R⃗j

)
|r⃗ − R⃗j|

. (2.14)

This general result assumes a sufficiently weak scattering process such that the

scattered wavelets do not interfere with the incident waves. This assumption, known

as the Born approximation, is generally valid both for neutrons and X-rays. However,

multiple scattering and absorption can become important considerations for large

samples.

In practice, the detector is located a relatively large distance from the sample,

therefore |R⃗j| ≪ |r⃗| and |r⃗ − R⃗j| ≈ r. Then, using the result
∣∣∣exp(i⃗kf · r⃗)∣∣∣2 = 1,
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the intensity at the detector position is given by

I(Q⃗) = |ψf |2

=
Φ

r2

∣∣∣∣∣
N∑
j=1

fj(λ, θ) exp
(
iQ⃗ · R⃗j

)∣∣∣∣∣
2

.
(2.15)

This result shows that the scattering intensity is not a function of the neutron state

before or after scattering, rather it is a function of the momentum transferred to the

sample [5, 6].

2.2.4 Scattering from a crystal

A crystal structure may comprise somewhere in the region of 1023 atoms, which

makes the previous calculation of intensity a highly intensive one. This task can

be greatly simplified by recalling, from Section 2.1, the highly periodic structure of

crystalline materials. This allows the intensity to be expressed in terms of two sums,

one over all n atoms in the unit cell and the second over all Ncells unit cells in the

structure such that

|ψf |2 =
Φ

r2

∣∣∣∣∣
Ncells∑
m=1

n∑
j=1

fj(λ, θ) exp
(
iQ⃗ · (R⃗m + r⃗j)

)∣∣∣∣∣
2

, (2.16)

where the position of the jth atom within the mth unit cell is given by R⃗m + r⃗j.

Using the result ∣∣∣∣∣
Ncells∑
m=1

exp
(
iQ⃗ · R⃗m

)∣∣∣∣∣
2

= N2
cells, (2.17)

the above summation can instead be performed only over the atoms within the unit

cell since the unit cell contains all necessary information to build the whole structure.
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Hence, the detected scattering intensity from a crystalline material is described by

|ψf |2 =
ΦN2

cells

r2

∣∣∣∣∣
n∑

j=1

fj(λ, θ) exp
(
iQ⃗ · r⃗j

)∣∣∣∣∣
2

=
ΦN2

cells

r2

∣∣∣∣∣
n∑

j=1

fj(λ, θ) exp (2πi(huj + kvj + lwj))

∣∣∣∣∣
2

.

(2.18)

This results shows that (huj + kvj + lwj) must be an integer for constructive inter-

ference to occur [4].

2.3 Scattering cross-sections

Scattering experiments are able to perform a variety of measurements on the scat-

tered radiation, which in turn provides information about different aspects of the

scattering system. The granularity of the information can be expressed in terms of

the scattering cross-section of the sample. Defined below are the various scattering

cross-sections corresponding to different types of measurements. These definitions

and further discussions of the cross-sections are provided in Refs. [5, 89] and [6].

The work in this thesis utilises neutron scattering to probe the dynamic behaviour

of crystalline material, with X-ray scattering being used to gain complementary

understanding of the crystal structures. Henceforth, the discussions in this chapter

will place greater emphasis on neutron scattering, with a brief comparison to X-rays

provided in Section 2.9.1.
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2.3.1 Total scattering cross-section

The overall number of scattering events that occurs when a stream of radiation is

incident on a sample is called the total scattering cross-section of the sample, defined

as

σtot =
R

Φ
, (2.19)

where R is the scattering rate summed over all directions, and Φ is the incident flux

of neutrons. To relate this back to the discussion of elastic scattering from a single

fixed atom, σtot can be calculated from Eq. (2.12), the wave function of the scattered

beam. The scattered intensity is given by vf |ψf |2 = vfψfψ
∗
f , and R is calculated as

R =

∫ π

2θ=0

∫ 2π

ϕ=0

vf |ψf |2dA

=

∫ π

2θ=0

∫ 2π

ϕ=0

Φ|f(λ, θ)|2

r2
× r2 sin(2θ)dϕd2θ

= 2π

∫ π

2θ=0

Φ|f(λ, θ)|2 sin(2θ)d2θ

= 4πΦ|f(λ, θ)|2,

(2.20)

where vf is the scattered neutron velocity and dA = r2 sin(2θ)dϕd2θ. For neu-

tron scattering, the form factor f(λ, θ) is the nuclear scattering length b, which is

independent of λ and θ. Then the total scattering cross section is given by

σtot = 4π|b|2. (2.21)
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2.3.2 Differential scattering cross-section

In practice, the detector is positioned a large distance from the sample and subtends

a small solid angle dΩ = dA/r2 at the sample position defined by the polar coordi-

nates 2θ and ϕ shown in Fig. 2.3. Therefore, only the portion of incident radiation

scattered into dΩ are counted by the detector. This quantity is called the differential

scattering cross-section, defined as

dσ

dΩ
=
R(2θ, ϕ)

Φ× dΩ
, (2.22)

where R(2θ, ϕ) is the rate of scattering into dΩ. The equality in Eq. (2.22) is only

valid in the limit of dΩ → 0, which corresponds to a small area of detector coverage

over which the scattered intensity remains constant. It follow from Eqs. (2.18)

and (2.20) that for a system comprised of many nuclei

dσ

dΩ
=

∣∣∣∣∣∑
j=1

fj(λ, θ) exp
(
iQ⃗ · R⃗j

)∣∣∣∣∣
2

. (2.23)

Figure 2.3: Geometry of scattering experiments. Image
adapted from Ref. [5].

The transition rate R(2θ, ϕ) from the initial to final state is determined using
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Fermi’s Golden Rule (see Ref. [6]). The resulting differential cross-section for neutron

scattering has the form

dσ

dΩ
=
kf
ki

(
mn

2πh̄2

)2

| ⟨kfηf |V (Q⃗) |kiηi⟩ |2, (2.24)

where V (Q⃗) is the Fourier transform of the interaction potential V (r⃗) the radi-

ation experiences due to the atoms. The Dirac notation for the inner product

⟨f |V |i⟩ =
∫
Ψ∗

fVΨidτ , with Ψi and Ψf representing the initial and final states of

the combined system of the radiation and scatterer, and dτ represents the volume for

all integration variables [6]. The differential scattering cross-section provides details

of spatial correlations within the sample, however temporal correlations continue to

be averaged in experiments which measure dσ/dΩ.

2.3.3 Partial differential cross-section

The differential scattering cross-section can be generalised further by analysing the

energies of scattered neutrons, which enables temporal correlations to be probed via

quasi-elastic and inelastic scattering. The partial differential cross-section measures

the rate at which incident neutrons are scattered into dΩ with Ef between E and

E + dE, expressed mathematically as

∂2σ

∂Ω∂E
=
R(2θ, ϕ, E)

ΦdΩdE
. (2.25)

Considerations of energy during a scattering event requires the initial and final

state of the scattering system to also be considered in order to ensure conservation

of energy. Hence, any transition of neutrons from a state k⃗i with Ei to a state kf
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with Ef is accompanied by a transition from state λi to λf for the scattering system.

The master equation for the partial differential neutron scattering cross-section is

∂2σ

∂Ω∂E
=
kf
ki

(
mn

2πh̄2

)2∑
ηi

pηi
∑
ηf

| ⟨kfηf |V (Q⃗) |kiηi⟩ |2δ(Eηf−Eηi+Ef−Ei). (2.26)

Here, the sum is weighted by the probability of the scattering system being in the

initial state |ηi⟩, pηi to account for the possibility of multiple transitions which can

take the neutrons from k⃗i to k⃗f . Eηi and Eηf are the initial and final energies of the

scattering system, and the delta function ensures conservation of energy [5, 6].

2.4 Neutron scattering

Neutrons are an ideal probe of structural and magnetic characteristics in matter. A

lack of charge means that neutrons can penetrate deep into a sample and scatter

directly from the nuclei via the short-ranged strong nuclear force. Additionally,

the magnetic moment of neutrons can interact with the magnetic moment of atoms

that have unfilled electron shells. This long-range dipole-dipole interaction offers a

powerful method of studying the magnetic properties of a material.

The comparable rates of nuclear and magnetic scattering make neutrons well

suited to the study of magnetic systems [5]. However, a significant drawback of

neutron scattering is the difficulty of generating neutrons, which make this a highly

flux-limited technique that necessitates very long counting times to produce reliable

statistics.
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2.4.1 Nuclear scattering

For nuclear scattering, the cross-sections introduced in Section 2.3 can be decom-

posed into a sum of coherent and incoherent components as

σtot = σcoh + σincoh. (2.27)

Each component contains information about different properties of the scattering

system. Coherent scattering arises from the collective behaviour of atoms, such

as the crystal structure and lattice vibrations. In contrast, incoherent scattering

provides information about the random distribution of deviations from the average

structure, such as local excitations, molecular vibrations and diffusion [89].

Expressions for coherent and incoherent scattering from a primitive unit cell can

be obtained from Eq. (2.23), which may be written as

dσ

dΩ
=
∑
j,m

bjbm exp
(
iQ⃗ · (R⃗j − R⃗m)

)
, (2.28)

where for a system of N uncorrelated nuclei

bjbm =


b2 for j = m

b
2

otherwise.

(2.29)

Here, R⃗j is the lattice position of atom j, and b and b2 are the averages of b and b2,

respectively. Then, for a monatomic system, the coherent and incoherent differential
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cross-sections are expressed as

dσ

dΩ coh
= b

2

∣∣∣∣∣∑
j

exp
(
iQ⃗ · R⃗j

)∣∣∣∣∣
2

= b
2N(2π)3

v0

∑
G⃗

δ(Q⃗− G⃗)

(2.30)

and

dσ

dΩ incoh
= N(b2 − b

2
), (2.31)

where v0 is the unit cell volume, N is the number of unit cells, and the Dirac

delta function describes Bragg peaks which are observed when the Laue condition

is satisfied [6, 89].

The coherent cross-section gives information about interference from different

sites and will be weak for highly disordered systems due to lack of an average struc-

ture. Its dependence on the Laue condition makes elastic coherent scatter an ideal

method of determining the lattice parameters of a crystalline system in real space,

and studying the presence of superstructures.

Equation (2.31) shows the dependence of incoherent scattering on the difference

between scattering lengths. The scattering length b varies depending on the atom,

isotope and the nuclear spin state. Hence, for a system comprised of a single element,

isotope incoherent and nuclear spin incoherent scattering can arise from the random

distribution of isotopes and nuclear spins, respectively.

An equivalent decomposition of the partial differential cross-section has the fol-
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lowing form:

∂2σ

∂Ω∂E
=
kf
ki

1

2πh̄

∑
j,m

bjbm

∫
⟨j,m⟩ exp(−iωt)dt

=
kf
ki

1

2πh̄
b
2∑

j,m

∫
⟨j,m⟩ exp(−iωt)dt

+
kf
ki

1

2πh̄

(
b2 − b

2
)∑

j

∫
⟨j, j⟩ exp(−iωt)dt,

(2.32)

where ω is the angular frequency, t is time and

⟨j,m⟩ = ⟨exp
(
−iQ⃗ · R⃗j(0)

)
exp
(
iQ⃗ · R⃗m(t)

)
⟩.

The first and seconds term in Eq. (2.32) are the coherent and incoherent cross-

sections, respectively. It is clear that the coherent scattering provides information

about the correlation between different atoms at different times, whereas the inco-

herent scattering probes the same atom at different times [6, 89].

2.4.2 Magnetic scattering

For magnetic scattering, the spin state of the neutron, σ (not to be confused with

σtot for the total cross-section) must also be incorporated into the partial differential

cross-section since the interaction depends on the orientation of σ. Then the master

equation becomes

∂2σ

∂Ω∂E
=
kf
ki

(
m

2πh̄2

)2 ∣∣∣〈k⃗fσfηf ∣∣∣Vm ∣∣∣⃗kiσiηi〉∣∣∣2 δ(Eηf − Eηi + Ef − Ei), (2.33)
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where σi and σf are the initial and final neutron spin states, and Vm is the magnetic

potential. The interaction with the electrons has a contribution from the magnetic

moment of the electron and the moment arising from the orbital motion of electrons.

This is expressed by re-stating the partial differential cross-section as

∂2σ

∂Ω∂E
= (γr0)

2kf
ki
| ⟨σfηf |σ ·M⊥(Q⃗) |σiηi⟩ |2δ(Eηf − Eηi + Ef − Ei), (2.34)

where γ = 1.913 and r0 is the classical radius of an electron. The Pauli spin operator

σ relates to the neutron spin operator S through σ = 2S/h̄. M(Q⃗) is the spatial

Fourier transform of M(R⃗), which is the operator for the magnetisation of the

scatterer at lattice position R⃗. It is important to note that neutron scattering only

probes the component of magnetisation perpendicular to Q⃗. Then M⊥(Q⃗) is the

component of M(Q⃗) perpendicular to Q⃗, defined as

M⊥(Q⃗) =
∑
j

exp
(
iQ⃗ · r⃗j

)[
Q̂×

(
s⃗j × Q̂+

i

h̄Q
(p⃗j × Q̂)

)]
, (2.35)

with s⃗j as the spin of the jth electron at position r⃗j. Equation (2.35) shows the two

components of the interaction, with the first term involving s⃗j corresponding to the

spin, and the second term to the orbital motion of electrons [89]. The distribution

of electrons around the nucleus introduces a form factor for magnetic scattering

intensity, FM(Q⃗) which quickly decays with increasing Q. Empirically determined

values of the magnetic form factor for different ions are tabulated in Ref. [90]. Further

discussion of magnetic scattering is provided in Section 2.5.
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2.5 Inelastic neutron scattering

The discussion so far has focused on elastic scattering, which provides information

about the static nuclear and magnetic structures within a sample. Studies of the

excitations are achieved via inelastic scattering where Ei ̸= Ef . The origin of excita-

tions are generally considered to be either purely structural (phonons) or magnetic

(magnons), with each having a different dependence on Q⃗.

The excitations of a magnetic system with long-range order are oscillations of

the moments about their equilibrium position. These excitations are known as spin

waves, and the quanta of energy are called magnons [6]. The inelastic scattering

of a neutron from a magnetic system can either create or destroy a magnon. For a

ferromagnetic system, the scattering is described by

∂2σ

∂Ω∂E
=
(γr0)

2

4πh̄

kf
ki
S(1 + Q̂2

z)

(
gFM(Q⃗)

2

)2

exp(−2W )

×
∑
q⃗,G⃗

[ ⟨nq + 1⟩δ(h̄ωq − h̄ω)δ(Q⃗− q⃗ − G⃗)

+ ⟨nq⟩δ(h̄ωq + h̄ω)δ(Q⃗+ q⃗ − G⃗) ] ,

(2.36)

where q⃗ and h̄ωq are the wavevector and energy of the spin wave, and g is the Landé

splitting factor which depends on the spin and total angular momentum quantum

numbers, S and J , respectively. The Debye-Waller factor, exp(−W ) accounts for

the thermal motion of atoms about their equilibrium position at finite temperature

T > 0K. Terms involving ⟨nq +1⟩ and ⟨nq⟩ respectively correspond to creation and

annihilation of a magnon, which must satisfy the conservation laws imposed by the

δ-functions. The thermal average of magnon density at q⃗ is given by Bose-Einstein
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statistics

⟨nq⟩ =
[
exp

(
h̄ωq

kBT

)
− 1

]−1

,

where kB is the Boltzmann constant [6, 89].

Excitations can also take the form of collective lattice vibrations that present

as quasiparticles called phonons. The coherent component of the partial differential

cross-section for one-phonon scattering is

∂2σ

∂Ω∂E coh
=
kf
ki

(2π)3

2v0

∑
G⃗

∑
s

|Gs(Q⃗)|2

× 1

ωs

[⟨ns + 1⟩δ(h̄ω − h̄ωs)δ(Q⃗− q⃗ − G⃗)

+ ⟨ns⟩δ(h̄ω + h̄ωs)δ(Q⃗+ q⃗ − G⃗)],

(2.37)

where v0 is the unit cell volume, h̄ωs is the phonon energy, and Gs(Q⃗) is the phonon

structure factor for mode s, defined as

Gs(Q⃗) =
∑
j

bj√
mj

(Q⃗ · e⃗j,s) exp(−Wj) exp
(
iQ⃗ · r⃗j

)
. (2.38)

Here, r⃗j specifies the equilibrium position of atom j (of mass mj) within the unit

cell. The term e⃗j,s encodes the amplitude, direction and relative phase of mode

s for atom j. The product Q⃗ · e⃗j,s leads to a Q2 dependence of phonon intensity.

At finite temperatures, this Q-dependence of a phonon mode is moderated by the

Debye-Waller factor, which causes intensity to decay with increasing Q [6].

Multiple branches of each excitation may persist within the Brillouin zone. The

lowest energy branch is called the acoustic branch and higher energy branches are

known as the optic branches. A scattered neutron can either lose energy to create
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an excitation mode with h̄ω = Ei−Ef and waevector q⃗, or gain energy by absorbing

a mode with h̄ω = Ef −Ei and wavevector −q⃗ [6]. The intensity varies with energy

because the two processes do not occur with equal rates. At low temperatures, the

low occupation of high energy states will lead to fewer neutron energy-gain events,

see Fig. 2.4 [89]. This is clearer to see from the coherent scattering function S(Q⃗, ω)

defined as:

∂2σ

∂Ω∂E coh
= A

kf
ki
S(Q⃗, ω), (2.39)

where A is an arbitrary constant. The principle of detailed balance states the dif-

ference between the two processes as

S(Q⃗, ω) = exp

(
h̄ω

kBT

)
S(−Q⃗,−ω). (2.40)

A greater number of high energy states become populated as the temperature is

increased, and the difference in the intensity of the two processes decreases [6].

Magnons and phonons also have an intrinsic temperature dependence that is

separate from detailed balance. The intensity of magnons is expected to decay as the

temperature is increase above the ordering temperature of the system. In contrast,

the intensity from phonons is expected to increase with increasing temperature as a

result of the population factor. This difference can be used to differentiate between

the two types of excitations [89].

Another distinguishing feature of magnons and phonons is the dependence of in-

tensity on Q. The magnetic intensity decays with increasing Q due to the magnetic

form factor, whereas the intensity from phonons exhibits a Q2 dependence [5, 6].

While these distinguishing feature provide some insight into the origin of an excita-

tion, the analysis quickly becomes very complicated at temperatures and regions of



2.5. Inelastic neutron scattering 64

Figure 2.4: Principle of Detailed Balance. At low tempera-
tures, a neutron energy-gain process has a lower intensity than a
neutron energy-loss process involving the exchange of same amount
of energy, |h̄ω0|. The difference in intensity of the two processes is
reduced as the temperature is increased. Image from Ref. [6].
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Q where the excitations overlap. Unambiguous separation of magnons and phonons

is achieved by performing a polarised neutron experiment, the details of which are

discussed in Section 2.7.

2.6 Quasi-elastic neutron scattering

The neutron scattering techniques discussed thus far arise from static correlations in

the case of elastic scattering, and dynamic correlations for inelastic scattering. These

techniques are unable to provide information on diffusion of ions which is at the heart

of the studies presented in this thesis. Quasi-elastic neutron scattering (QENS) is

a variant of inelastic scattering involving the transfer of low energies between the

neutron and the scattering system. QENS arises from configurational fluctuations

within the system, such as the random hopping of atoms between equivalent sites [6].

QENS can arise either from coherent or incoherent scattering of neutrons by

the scattering system. Coherent QENS is a probe of the pair distribution function,

G(r⃗, t) which gives the probability of finding an atom at the origin at time t = 0

and any atom at position vector r⃗ at a later time t. This enables the study of

collective diffusive dynamics and dynamic disorder. Incoherent QENS is a probe of

the self-correlation function, P (r⃗, t) which gives the probability of finding an atom

at the origin at t = 0 and the same atom at position vector r⃗ at a later time t.

This enables the study of local vibrational and rotational modes, and translational

diffusion. At very low temperatures, the self-correlation function becomes inde-

pendent of time since vibrations are damped and ions generally become immobile.

The time-dependence is regained as the temperature is increased and atoms become

mobile.
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The jump rate describing jump diffusion of ions is expressed in terms of the mean

residence time τ that the ions spends on each site between jumps as

δP (r⃗, t)

δt
=

1

zτ

z∑
j

[P (r⃗ + l⃗j, t)− P (r⃗, t)], (2.41)

where l⃗j are vectors joining a site with its nearest neighbours, and the sum is per-

formed over every possible hop up to the coordination number z. The first term

in the sum corresponds to the increase in probability that site r⃗ is occupied after a

jump from neighbouring sites, and the second term is the reduction in probability

of occupation as a result of jumps away from r⃗ [6, 79].

A spatial Fourier transform of Eq. (2.41) yields the self intermediate scattering

function, defined as

I(Q⃗, t) = exp

(
− 1

zτ

z∑
j

[
1− exp

(
−iQ⃗ · l⃗j

)]
t

)

= exp

(
−1

h̄
Γ(Q⃗)t

)
.

(2.42)

I(Q⃗, t) is comprised of two components - rotational and translational diffusion of

atoms. Rotational diffusion is a special case of translational diffusion that arises

when the diffusing particle is isolated from the bulk system by a spatial or energy

barrier. This leads to a finite number of available sites for the particle. At t = 0,

the two contributions are indistinguishable since I(Q⃗, 0) = 1. However, as t → ∞,

scattering contributions from rotational diffusion converge on a finite value whereas

contributions from translational diffusion converge at zero [6, 79, 91].

The Fourier transform of Eq. (2.42) with respect to time yields the incoherent
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scattering function, S(Q⃗, ω)inc. For translational diffusion,

S(Q⃗, ω)inc =
1

π

Γ(Q⃗)

Γ(Q⃗)2 + (h̄ω)2
(2.43)

is a quasi-elastic signal that is described by a Lorentzian function with a half-width

at half maximum (HWHM)

Γ(Q⃗) =
h̄

zτ

z∑
j

[
1− exp

(
−iQ⃗ · l⃗j

)]
. (2.44)

In contrast, the localised nature of rotational diffusion leads to an additional elastic

component in S(Q⃗, ω)inc [92]. Ideally, this characteristic scattering behaviour can

be used to identify the presence of a rotational component to diffusion. In practice,

an elastic response may be present due to scattering from the static atoms in the

system.

A description of incoherent QENS arising from translational diffusion was de-

veloped in 1961 by Chudley and Elliott [91]. The Chudley-Elliott model of jump

diffusion aimed to explain the diffusion mechanism in liquids using a Lorentzian with

a HWHM of the form

Γ(Q) =
h̄

τ

(
1− sin(Ql)

Ql

)
, (2.45)

where l is the scalar jump length between adjacent sites in direct space, and Q is the

magnitude of the jump vector. It follows from this model that limQ→0 Γ(Q) ∝ Q2,

in agreement with Fick’s law. This is a distinct feature of translational diffusion.

Away from Q = 0, Γ(Q) tends towards a finite value that depends on the mean

residence time τ between jumps. This value is approached in a sinusoidal manner,

with shorter jumps corresponding to a much larger period in reciprocal space.
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The Chudley-Elliott model provides a very good approximation for the diffusion

of atoms in crystalline systems. Equation (2.45) is a simplification of Eq. (2.44)

that results from taking a spatial average over all available jumps. This form is

particularly useful for describing translational diffusion in polycrystalline systems,

which have random orientations of jump vectors Q due to the random orientation

of crystallites.

In cases when multiple hops with different τ and l are simultaneously present, the

observed QENS signal can be described by separate Lorentzian functions for each

mechanism. On the other hand, if multiple mechanism have the same jump length

their contributions to the width cannot be separated. Then τ would correspond to

an averages of the mean residence times.

2.7 Neutron polarisation analysis

The discussion thus far has only been concerned with scattering of radiation from one

momentum and energy state to another. Further information about the nature of the

scattering can be gained by specifically employing polarised neutrons as the probe

and analysing the spin state in addition to momentum and energy. The advantage

of including this extra dimension is the ability to unambiguously separate nuclear,

magnetic and nuclear spin incoherent scattering.

The spin angular momentum is denoted by a operator S with components Sx, Sy

and Sz. A detailed discussion of these operators is provided in Ref. [6]. The compo-

nent Sz has eigenvalues ms = ±(1/2)h̄, meaning that the neutron spin can either be

parallel (“spin-up”) or anti-parallel (“spin-down”) to an arbitrary polarisation direc-

tion. For convenience, the neutron spin can be expressed in terms of Pauli matrices



2.7. Neutron polarisation analysis 69

by defining a dimensionless Pauli spin operator σ = 2S/h̄, with components

σj =

 δj3 δj1 − iδj2

δj1 + iδj2 −δj3

 , (2.46)

where j = 1, 2, 3 indexes the x, y, z components, and δjk is 1 if j = k and 0 otherwise

[93].

A neutron beam is said to be polarised when one spin state predominates. The

polarisation of a beam is described by a polarisation vector P⃗ with components along

an arbitrary direction α defined as

Pα =
n↑ − n↓

n↑ + n↓
, (2.47)

where n↑ and n↓ are respectively the number of neutrons that are in the spin-up and

spin-down state with respect to quantisation axis α. It follows from this definition

that a beam of neutrons is unpolarised if P = 0, and perfectly polarised when

P = ±1 [6].

The partial differential cross-section for spin polarised neutron scattering is very

similar to Eq. (2.33) for magnetic scattering. In this case, V (Q⃗) has components

from nuclear and electronic spin, expressed as

V (Q⃗) =
∑
j

bj exp
(
iQ⃗ · R⃗j

)
− γr0σM⃗⊥(Q⃗), (2.48)

where R⃗j is the position vector and bj is the nuclear scattering length of the jth

atom [94]. Nuclear and electronic spin scattering have comparable strengths since

the value of γr0 is generally comparable to b [6].
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For polarised neutron scattering, the value of b has a dependence on the neutron

polarisation that is expressed as

b = A+BσI, (2.49)

where A,B are constants and I is the nuclear spin operator [94]. Going forward,

it is assumed that the nuclear spins and isotope distribution are both uncorrelated.

Therefore, nuclear spin scattering will be entirely incoherent, and the coherent com-

ponent of nuclear scattering can be expressed as

N(Q⃗) =
∑
j

bj exp
(
iQ⃗ · R⃗j

)
, (2.50)

with bj = Aj. Coherent nuclear scattering is independent of the neutron spin, hence

the neutron spin is unaltered during a coherent nuclear scattering event. In contrast,

components of magnetic scattering have the form

〈
k⃗fσf

∣∣∣σM⊥(Q⃗)
∣∣∣⃗kiσi〉 ≈

∑
α

⟨σf |σα |σi⟩
〈
k⃗f

∣∣∣Mα
⊥

∣∣∣⃗ki〉 , (2.51)

which is explicitly dependent on the quantisation axis of the neutron spin. Ex-

pressing in this forms allows the neutron spin properties to be separated from the

sample properties. The first term in the sum reveals that the neutron spin remains

unchanged if the field direction is parallel or anti-parallel to spin quantisation axis.

When the incident neutron spin and field are orthogonal the neutron is scattered

with the spin flipped along the quantisation axis [94].

A description of polarised neutron scattering from the nuclei and unpaired elec-

trons was first developed in 1963 by Blume [95] and Maleev etl al. [96]. The partial
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spin state cross-section for equal-time correlations is

∂2σ

∂Ω∂E
= ⟨N∗N⟩T,ω + ⟨M ∗

⊥M⊥⟩T,ω + ⟨N∗[P⃗i ·M⊥]⟩T,ω + ⟨N [P⃗i ·M ∗
⊥]⟩T,ω

+iP⃗i · ⟨[M ∗
⊥ ×M⊥]⟩T,ω + ⟨νi⟩T + ⟨σnsi⟩T .

(2.52)

Here, P⃗i is the incident polarisation vector, νi is the isotope incoherent term, σnsi is

the nuclear spin incoherent term, and the coherent nuclear and magnetic scattering

at Q⃗ are denoted by N and M⊥, respectively. The subscripts T and ω correspond

to thermal average and Fourier transform with rest to time [94].

2.7.1 xyz polarisation analysis

The xyz polarisation analysis (PA) technique is an implementation of uniaxial po-

larisation analysis. In general, an orthogonal, right-handed coordinate system is

defined with x̂ ∥ Q̂ (ϕ = 0), ẑ is orthogonal to the scattering plane, and ŷ = ẑ × x̂,

as illustrated in Fig. 2.5. The incident neutron polarisation is oriented along the x, y

and z direction using a guide field at the sample position, and the scattered neutron

polarisation is analysed with respect to the quantization axis of incident neutron

spins.

A scattering event in which neutrons incident with polarisation parallel to an

axis α emerge with flipped spins is denoted by σαα. The elastic cross-sections and

their compositions along each quantisation axis are provided in Table 2.1. Thermal

averages and Fourier transforms from Eq. (2.52) have been omitted for brevity.

These expressions reveal that non-spin-flip scattering along x (σxx and σxx) does

not contain a magnetic component M⊥, while spin-flip scattering along y and z

have no structural component N .
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Figure 2.5: Geometry of a xyz polarisation analysis set-
up. The direction of the scattering vector Q⃗ is specified by the
spherical polar angles θ and ϕ. Image from Ref. [6].

σxx = σxx = NN∗ + νi +
1
3
σnsi

σxx = M ∗
⊥M⊥ + ix̂ · (M ∗

⊥ ×M⊥) +
2
3
σnsi

σxx = M ∗
⊥M⊥ − ix̂ · (M ∗

⊥ ×M⊥) +
2
3
σnsi

σyy = NN∗ + (M⊥ · ŷ)(M ∗
⊥ · ŷ) + ŷ · (M⊥N

∗ +M ∗
⊥N) + νi +

1
3
σnsi

σyy = NN∗ − (M⊥ · ŷ)(M ∗
⊥ · ŷ) + ŷ · (M⊥N

∗ +M ∗
⊥N) + νi +

1
3
σnsi

σyy = σyy = (M⊥ · ẑ)(M ∗
⊥ · ẑ) + 2

3
σnsi

σzz = NN∗ + (M⊥ · ẑ)(M ∗
⊥ · ẑ) + ẑ · (M⊥N

∗ +M ∗
⊥N) + νi +

1
3
σnsi

σzz = NN∗ − (M⊥ · ẑ)(M ∗
⊥ · ẑ) + ẑ · (M⊥N

∗ +M ∗
⊥N) + νi +

1
3
σnsi

σzz = σzz = (M⊥ · ŷ)(M ∗
⊥ · ŷ) + 2

3
σnsi

Table 2.1: Scattering cross-sections for xyz polarisation
analysis [29].
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It is worth noting that the xyz technique is not suitable for the study of ferro-

magnetic systems, because the polarisation of the neutron beam is lost due to the

presence of different magnetic domains [90]. This is not an issue for the work pre-

sented in this thesis since the xyz PA studies were carried out in the paramagnetic

phase of the samples.

2.8 Neutron spectrometers

Neutrons used for scattering experiments have energies on the order of 10 to 100meV

(1meV ≡ 11.604K) which give wavelengths comparable to the interatomic spacing

of materials. A high flux of neutrons with these properties can be accessed through

spallation and reactor sources. A reactor source such as the Institut Laue-Langevin

(ILL) employs a nuclear fission reactor optimised for neutron generation to provide

a continuous beam. Inside the reactor, isotopically enriched uranium (235U) fuel

undergoes fission with thermal neutrons to release on average 2.5 fast neutrons per

fission event, each with an energy of ∼ 1MeV. The fuel rods are submerged in a

H2O or D2O moderator that slows down the fast neutrons until they come close to

thermodynamic equilibrium. Energies of the moderated neutrons follow a Maxwell-

Boltzmann distribution, with a peak in flux at the energy corresponding to the

moderator temperature. Hollow neutron guide tubes positioned tangentially around

the reactor core transport the neutrons from the reactor to the experimental halls

where scattering instrumentation are installed. Neutron energies along a beamline

can be tuned by under-moderating the reactor core and using local moderating

material at higher or lower temperatures [7, 90].

For many years reactor sources have been leading in the flux of neutrons they
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deliver, however they have now reached the limit of their technological capabilities.

Relatively speaking, spallation technology is still in its infancy and has the potential

to deliver even higher fluxes [7]. Spallation neutron sources create short pulses of

neutrons by colliding high energy particles into a heavy metal target, often tungsten

or lead. The high energy particles are produced by an ion source and bunched to-

gether before being accelerated in a synchrotron particle accelerator. The spallation

reaction is a sequential one that starts with the incorporation of the incident particle

by a nucleus in the target, which initiates a cascade process eventually producing

20 to 30 neutrons per incident proton [90]. The spallation neutrons are moderated

before entering the neutron beam guide to be delivered at the scattering instruments.

At the ISIS Neutron and Muon Source, 800MeV protons strike one of two tung-

sten targets 50 time per second, with 4 out of every 5 bunches being directed to

target station 1 (TS1). Details of the spallation components installed at ISIS are

available in Ref. [97]. The key advantage of using a pulsed beam of neutrons is

that the neutron energy can be accurately determined from its time-of-flight (TOF)

measured by sensitive timing equipment along the guide tube between the target

and the instruments.

2.8.1 Time-of-flight spectrometers

The intrinsic pulsed nature of the beam at a spallation source makes it well suited

for time-of-flight spectrometry. However, TOF spectrometers can also be realised at

reactor sources by employing additional pulsing devices. The use of multi-detectors

make TOF spectrometers well suited to surveying excitations over a broad range of

Q− E space.
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In a TOF spectrometer, the energy transfer between incident neutrons and the

sample is determined from the neutron’s time-of-flight between two points a known

distance apart and its incident/final energy. Figure 2.6 shows the schema for the two

possible geometries of a TOF spectrometer; the key distinction between direct and

indirect geometry spectrometers is that the former uses a monochromatic incident

beam with a fixed incident energy Ei, while the latter employs an analyser crystal

to select a particular final energy Ef after the scattering event [7]. Here, the focus

will be on direct geometry MAPS and LET spectrometers of the ISIS facility which

were used during the works presented in this thesis.

(a) (b)

Figure 2.6: Schema of different TOF spectrometer geome-
tries. (a) A direct geometry instrument employs choppers to cre-
ate a monochromatic incident beam, and determines Ef from the
neutron time-of-flight. (b) Indirect geometry instruments illumi-
nate the same with a white beam and use an analyser crystal to
backscatter neutrons of a particular Ef to the detector. Then
the neutron TOF is used to determine Ei. Figures sourced from
Ref. [7].

The incident pulse leaving the spallation source has a distribution of neutron en-

ergies, and is referred to as a white beam. A direct geometry spectrometer monochro-

mates the incoming beam using a series of rotating mechanical choppers along the
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beam guide to the sample environment. After the scattering event, the energy trans-

fer between the sample and the beam is determined from the neutron’s time-of-flight

over the known distance between the sample position and the detector array. Neu-

trons which gain energy from the sample will be detected first, whereas those that

have lost energy will be detected later.

A chopper is a device constructed from neutron absorbing materials with specifi-

cally engineered windows that allow neutrons to pass through. The successful opera-

tion of a chopper relies on the precise knowledge of when the neutrons are produced,

and the fixed path length between the source and the chopper position. The two

types of choppers, Fermi and disk, both operate based on the same principle; the

frequency of rotation is set such that the window in the chopper aligns with the

incident neutrons at the exact moment when those with the desired energy reach

the chopper position. The chopper defines the profile of an instrument’s energy res-

olution and its background level, which can be further engineered using a series of

choppers operating out of phase with each other [7].

The MAPS spectrometer located in TS1 views a water moderator at 300K which

provides incident neutrons with energies of 15 − 2000meV, making it suitable for

the study of high energy excitations. A combination of Fermi and disk choppers are

employed to minimise the background and improve neutron utilisation by allowing

simultaneous measurements with multiple incident energies, a mode of operation

known as ‘repetition rate multiplication’ (RRM), illustrated in Fig. 2.7 [8]. A choice

of two interchangeable Fermi choppers are available to optimise for either higher

neutron flux or better energy resolution. The scattered beam is analysed by an array

of 3He position-sensitive detectors (PSDs) comprised of 40,000 pixels, providing an

almost continuous coverage of the solid angle in the forward direction [7]. Each 3He
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detector tube maps out an arc through Q− E space.

Figure 2.7: A time-distance graph illustrating the RRM
mode on the MAPS direct geometry spectrometer. Neu-
trons with Ei = 15− 2000meV leave the water moderator at time
t = 0µs. The disk chopper operating at 50Hz is encountered 8.8m
along the guide tube, followed by the Fermi chopper operating at
400Hz. This configuration allows neutrons with incident energy
Ei ∼ 206, 31.6 and 12.2meV to reach the sample situated 12m
downstream of the moderator. These scatter elastically and in-
elastically before reaching the 3He PSDs. Figure adapted from
Ref. [8].

Measurement of low energy excitations and quasi-elastic scattering necessitate

the use of a cold neutron spectrometer such as LET, situated in the second target

station of the ISIS facility. The broad energy range emitted by the high intensity,

cold, solid methane moderator of TS2 allows LET to operate over incident energies

of 0 − 30meV. High flux of neutrons in this range together with extremely low

background and versatile sample environment make LET well suited to the study of
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dynamics below 25meV in energy.

LET employs five disk choppers along the 25m flight path between the moderator

and the sample environment, with each operating at a different speed, see Fig. 2.8.

This multi-chopper arrangement makes it possible to finely tune the pulse shape,

incident energies, and the associated energy resolution. Another advantage is the

realisation of RRM mode, enabling simultaneous measurement of quasi-elastic and

inelastic scattering. The energy resolution on LET ranges from 0.8% at Ei = 1meV

to 1.5% at Ei = 20meV. The large area multi-detector is comprised of 4m long 3He

PSDs located 3.5m away from the sample environment, providing high resolution

continuous coverage of π st in the forward direction [9]. This allows a large volume

of reciprocal space to be probed in a single measurement.

Figure 2.8: Schematic of the LET spectrometer at the ISIS
facility. Image from Ref. [9].
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2.8.2 Triple-axis spectrometers

In contrast to TOF spectrometers, a triple-axis spectrometer (TAS) operates in a

step-by-step mode which makes them well suited to the study of excitations at a

particular point or along a given direction in Q − E space. TAS are commonly

installed at reactor sources where a higher flux of incident monochromatic neutrons

are available, thus offsetting the reduced information obtained in each scan [7, 90].

Figure 2.9: Schematic diagram of triple-axis spectrome-
ters. Black arrows indicate the direction of travel for the neutrons,
which encounter the monochromator then scatter off the sample
and encounter the analyser before arriving at the single detector.
Image from Ref. [7].

A TAS is comprised of three crucial components - a crystal monochromator, the

sample and a crystal analyser, each of which can rotate on its axis, see Fig. 2.9.

Neutrons produced at the source emerge with a distribution of energies and the

monochromator is responsible for selecting a single energy, thereby defining the inci-

dent neutron wave vector k⃗i. At the sample position, a variety of environments can

be installed to control the temperature, pressure, magnetic or electric field strength.

Neutrons scatter from the sample with a spectrum of energies and the analyser

allows only those with a specific energy (and kf ) to reach the single detector.
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Typically, the monochromator and analyser are comprised of many small single

crystals of either copper, silicon, germanium, beryllium or pyrolytic graphite (PG).

The multi-crystal array is mounted on a mechanical device that provides control over

the orientation of the individual crystals, making it possible to focus the beam on

the sample and detector. Heavy neutron shielding around the monochromator and

analyser ensures that only certain neutrons are able to propagate beyond. Neutrons

having the desired energy and wavelength are selected through Bragg reflection by an

angle θ from a family of (hkl) planes of the monochromator and analyser crystal [90].

The Bragg reflected beam will have the nominal wavelength λ along with higher

order harmonics λ/n (where n = 2, 3...) reflected by the (nh, nk, nl) planes. These

give rise to spurious signals if permitted to reach the detector. Measures to prevent

higher-order harmonic contamination include the use of a helical velocity selector - a

rotating cylinder fabricated from a neutron-absorbing material, with helical grooves

along the outer surface. Neutrons having an allowed velocity navigate through the

grooves while those which are too fast or too slow strike the walls. Higher-order con-

tamination can also be tackled using neutron absorption filters which have particular

chemistries to match a target wavelength. On cold neutron spectrometers, such as

those used during the works reported in this thesis, it is common to use a cooled

polycrystalline beryllium filter to ensure that only neutrons with k < 1.57 Å
−1

are

transmitted [7, 90].

The cold neutron triple-axis spectrometer ThALES was used during the works

presented in this thesis. Situated within the reactor hall at the ILL, ThALES is

provided with a high flux of low energy neutrons which make it well suited to the

study of weak excitations in the energy range 0.2−10meV with an energy resolution

∼ 3% of Ei [10].
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Figure 2.10: Schematic of triple-axis spectrometer
ThALES at the ILL. Image from Ref. [10].



2.8. Neutron spectrometers 82

The layout of ThALES is shown in Fig. 2.10. A choice of heusler, pyrolytic

graphite or silicon crystals are available as the monochromator and analyser. The

choice of crystal depends on the requirements of the experiment, with PG offering

the highest flux, and silicon able to access higher energies [10]. The polarised neutron

experiments reported in this thesis were performed using the (111) plane of a heusler

crystal.

Other important components include the beam monitors and diaphragms. The

incident beam monitor is a low-efficiency detector that is used to remove any arte-

facts of fluctuations in the incident flux. The second monitor is sometimes used to

investigate spurious signals in the spectra [90]. In cases when the beam height and

width are much greater than the sample, the neutrons reaching the detector with-

out scattering lead to an increased background. The diaphragms, constructed from

neutron absorbing materials, allow control of the beam size to reduce such effects.

2.8.3 xyz polarisation analysis on ThALES

Polarised neutron studies presented in this thesis were performed by adapting ThALES

to utilise xyz polarisation analysis. This is achieved by introducing two new compo-

nents to the standard TAS set-up that allow manipulation of the polarised incident

beam - the Mezei spin-flipper and the Helmholtz coil set. A polarised beam is gen-

erated using the (111) family of planes from a Heusler monochromator crystal. A

Heusler crystal is a ferromagnetic metal alloy which has comparable magnitudes of

nuclear (FN(Q⃗)) and magnetic (FM(Q⃗)) structure factors for reflections from the

(111) family of planes. The scattered intensity is proportional to FN(Q⃗)
2 +FM(Q⃗2)

when the neutron spin is parallel to the internal magnetic moment, and FN(Q⃗)
2 −
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FM(Q⃗) when anti-parallel [90]. The polarisation of the resulting monochromatic

beam is parallel to the z-direction.

The beam polarisation is manipulated using magnetic fields generated by the

Mezei flipper and Helmholtz coil set. The spin quantisation axis is switched be-

tween x, y and z by the Helmholtz coil set around the sample environment. Fig-

ures 2.11a and 2.11b show the arrangement of the independent coils that make up

the Helmholtz coil set (each represented by a different colour), and the corresponding

field directions. The resultant magnetic field adiabatically rotates the polarisation

axis to be parallel with the desired direction at exactly the sample position, and the

polarisation of scattered neutrons is adiabatically reverted back to point along the

z axis [11, 98].

(a) (b)

Figure 2.11: The Helmholtz coil set. (a) The coil set is com-
posed of five different coils. (b) A representation of the field direc-
tion for each coil in (a). Images sourced from Ref. [11].

If activated, the Mezei flipper produces a field orthogonal to the z-direction to

reverse the spin direction through a non-adiabatic transition [90, 98, 99]. Beyond

the flipper, at the Heusler crystal analyser, only neutrons in the spin state σz are
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reflected into the detector.

The data collected during a polarised neutron experiment requires additional

corrections due to the finite polarisation of the beam, inefficiencies in the flipper, and

the analysing power of the analyser. Below is a summary of polarisation correction

from Ref. [84]. A comprehensive discussion of polarisation corrections is provided in

Ref. [100].

The inefficiencies of the polarisation analysis components can be quantified by

measuring the diffuse scattering from a quartz sample. An ideal polarisation analysis

set-up with a perfectly polarised beam, and perfect flipper and analyser will not

detect any spin-flip scattering from quartz since the scattering is entirely nuclear.

Hence, the scattering from quartz is ideal for quantifying the flipping ratio defined

as

F =
n↑

n↓
. (2.53)

In the limit of large F , which corresponds to minor inefficiencies in the set-up, the

corrected non-spin-flip (nsf) and spin-flip (sf) differential cross-sections are given

by

dσ

dΩ

corr

nsf
=
dσ

dΩnsf
+

1

F − 1

[
dσ

dΩnsf
− dσ

dΩ sf

]
(2.54)

dσ

dΩ

corr

sf
=
dσ

dΩ sf
− 1

F − 1

[
dσ

dΩnsf
− dσ

dΩ sf

]
. (2.55)

2.9 X-ray diffraction on lab sources

Powder X-ray diffraction is used in Chapters 3 and 4 to check the phase purity of

samples and study superstructure formation in Na0.67Fe1/2Mn1/2O2. This sections
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provides a brief background on X-ray diffractions and details the instruments which

have been utilised during the works presented in this thesis.

2.9.1 X-ray scattering

X-ray scattering arises from the electromagnetic interaction with the orbital elec-

trons in a material. The distribution of electrons around the nucleus means X-ray

scattering is not point-like. Hence, relating back to the discussion in Section 2.2.2,

X-ray scattering intensity varies as sin(θ)/λ. The scattering power of an atom is

influenced by the density of electrons ρ(r⃗). In contrast to neutrons, for which the

structure factor depends on the constant scattering length b, the X-ray structure

factor depends on the atomic form factor defined as

f(Q) = Zg(Q)re, (2.56)

where Z is the atomic number, re is the classical radius of the electron, and g(Q)

is the Fourier transform of the electron charge density, which decays from 1 at the

origin to 0 asQ→ ∞ [5]. Analytical approximations of g(Q) are based on empirically

determined parameters tabulated in Ref. [101].

2.9.2 Lab source X-ray generation

The x-ray measurements reported in this thesis were all performed using lab based

sources of X-rays. These systems produce x-rays by accelerating electrons across a

large potential gap towards a heavy metal target such as copper or molybdenum.

Two different mechanisms lead to the production of photons upon collision with the

metal target. The Bremsstrahlung process, also referred to as ‘braking radiation’,
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is the direct production of a continuum of wavelengths upon rapid deceleration of

electrons. The second process is fluorescence, in which photons are produced at a

discrete set of wavelengths that depend on the energy of the incident electron and

the target material. Fluorescence arises when the incoming electron delocalises an

electron from the inner shells of an atom in the target, which is followed by the

relaxation of an electron from a higher energy level to occupy the vacancy, emitting

a photon with energy equal to the difference in the two energy states. The Kα line

of an element, which corresponds to a transition from the second lowest energy level

to the ground state, produces x-rays with the greatest intensity [5].

2.9.3 X-ray diffractometers

The Xcalibur diffractometer by Agilent Technologies is a fully automated system

controlled by the CrysAlisPro software which is used to both perform experiments

and analyse the data. A labelled image of the Xcalibur is shown in Fig. 2.12. X-rays

generated by a molybdenum source pass through a monochromator to produce a

monochromatic beam with λ = 0.709 Å
−1

that is then collimated to reduce beam

divergence. At the sample position a 4-circle kappa goniometer can rotate the sam-

ple through almost any angle with high angular resolution. The scattered x-rays

are detected by a CCD camera area detector which hosts a beryllium window and

scintillation screen to convert x-rays into visible light [102].

While the Xcalibur diffractometer supports measurements in both transmission

and reflection modes, the x-ray data reported in this thesis were acquired using the

transmission mode only. Typical duration of experiments on polycrystalline sam-

ples range from 15 minutes to an hour, whereas for single crystal samples it can take



2.9. X-ray diffraction on lab sources 87

Figure 2.12: Xcalibur X-ray diffractometer. X-rays gener-
ated from a Mo source scatter from the sample mounted on the
goniometer in the middle, and are detected by a CCD camera area
detector on the right. Image from Ref. [12].

12 hours or longer to collect high resolution data with full coverage of reciprocal

space. Experiments strategies are automatically calculated by the CrysAlisPro soft-

ware which allows the user to select the desired resolution and coverage. During an

experiment, sequences of frames are captured by the CCD camera for each orien-

tation of the sample and detector, and then stitched together and analysed within

CrysAlisPro.

The operating principles of the Gemini S diffractometer by Agilent Technolo-

gies are identical to the Xcalibur described above. The distinguishing factors be-

tween the two diffractometers are the upgraded x-ray generation and detection

systems installed on the Gemini S. A fine x-ray beam can be generated with a

choice of copper and molybdenum targets. The HyPix-6000HE hybrid photon de-

tector installed on the Gemini S captures 100 frames per second with a pixel size of

100µm × 100µm [103]. A Cryostream 800 Plus system, also operated through the

CrysAlisPro software, offers a laminar nitrogen gas flow to control sample tempera-

ture over ∼ 100− 500K [104].
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High resolution polycrystalline x-ray diffraction measurements were performed

using a Rigaku Smartlab system in the Materials Characterisation Laboratory at the

ISIS Neutron and Muon Source. This system generated high intensity x-rays from a

rotating Cu anode, and creates a monochromatic fine beam using Ge crystals and a

automatic variable divergence slit. Data quality is improved using a high-precision

goniometer to rotate the sample stage at each 2θ position of the semiconductor pho-

ton detector; thereby averaging the effects of surface imperfections and preferential

ordering of layered samples. Measurement strategies are defined within the Smartlab

Guidance software which controls the orientation of the source, sample and detector.

High quality diffraction data over 2θ = 5 − 154 ◦ can be acquired in as little as 1

hour.



Chapter 3

Is AgCrSe2 a Phonon-Liquid

Electron Crystal?

3.1 Literature review

Superionic AgCrSe2 has recently attracted much attention for its ultra-low κ of

∼ 0.2 − 0.5WK−1m−1, see Fig. 3.1a [13, 62, 105]. Combined with a large Seebeck

coefficient this enables AgCrSe2 to achieve good thermoelectric performance with

zT ∼ 1 at high temperature, as shown in Fig. 3.1b. In the superionic phase at

T > 450K, the thermal conductivity becomes almost temperature independent ow-

ing to the pseudo two-dimensional lattice of highly mobile Ag+ ions. Despite ex-

tensive studies, the atomic dynamics responsible for this extremely low κ remain

controversial.

The crystal structure of AgCrSe2 is built up of edge sharing CrSe6 octahedra that

sandwich layers of tetrahedral Ag+ sites, see Fig. 3.2a [17,106,107]. The ABC type

stacking of Cr leads to two equivalent sites, α and β, for Ag+ ions. Only the α site

89
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(a) (b)

Figure 3.1: Thermoelectric parameters of AgCrSe2. (a)
Thermal conductivity, κ as a function of temperature calculated
using experimental Cp values. (b) Temperature dependence of
the thermoelectric figure of merit, which exceeds 1 at T > 500 ◦C.
Both figures exhibit a marked change upon entering the superionic
regime at T > 200 ◦C [13].

is occupied below the superionic transition temperature, TOD of ∼ 450K, and the

structure has R3m symmetry. Above TOD, the system undergoes an order-disorder

transition involving the migration of Ag+ ions from α to β site (Fig. 3.2b) with equal

occupation of both, and the structure adopts R3m symmetry [107].

A recent inelastic neutron scattering (INS) study by Li et al. reported evidence

to suggest that the phonon-liquid electron-crystal (PLEC) concept may explain the

origin of the ultra-low κ in AgCrSe2 [14]. In the PLEC model, it is assumed that

liquids are unable to host shearing forces. Hence, the propagation of significant

heat carrying transverse phonon modes is prohibited in liquids [78, 108, 109]. The

PLEC concept intends to exploit this characteristic of liquids to significantly reduce

the thermal conductivity in solids with a liquid-like substructure, such as superionic

conductors. It posits that liquid-like behaviour resulting from superionic diffusion in
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(a) (b)

Figure 3.2: Crystal structure of AgCrSe2. (a) Unit cell with
Se shown in green, Cr in blue and two possible Ag sites, α and β
shown in cyan and red, respectively. (b) Above TOD the Ag ions
move from α to β site with an average equal occupation of both.
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one crystal sublattice suppresses the transverse acoustic (TA) phonon modes, while

another rigid sublattice provides a crystalline environment for the diffusion of charge

carriers [49].

Whether a material qualifies as a PLEC depends upon the time-scales of the

dynamic processes involved [72]. In liquids, the residence time τ is the time between

atomic jumps from one equilibrium position to another. Frenkel et al. identified that

the comparison of τ and the vibrational period determines whether propagation of

shear waves is possible in a liquid. Transverse acoustic phonon modes are suppressed

when τ is shorter than the phonon period. If, however, τ is much longer than the

phonon period then waves propagate just as in a solid [50,108].

The PLEC concept was first used by Liu et al. to explain the extremely low

κL in Cu2Se [49]. However, INS from Cu2Se has found that the phonon period is

smaller than τ , hence the TA phonon modes continue to exist [72]. Recent neutron

studies investigating the origin of ultra-low κL in AgCrSe2 have reached conflicting

conclusions [14,15]. Polycrystalline INS study by Li et al. observed extremely broad

quasi-elastic neutron scattering (QENS) originating from Q ∼ 2 Å
−1

at T < TOD,

see Fig. 3.3a. The QENS signal broadens dramatically upon entering the superionic

phase and eventually merges with the non-dispersive TA phonons at E ∼ 3meV, as

shown in Fig. 3.3b-c. This behaviour was interpreted as arising from ionic diffusion

with sufficiently low τ to suppress the TA phonon modes in the superionic phase [14].

More recent work by Ding et al. concluded that the PLEC concept fails to

explain the dynamics in AgCrSe2. This study utilised both polycrystalline INS

and single crystal inelastic x-ray scattering (IXS) techniques to further investigate

the behaviour of TA phonons above and below TOD. Single crystal data enables
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Figure 3.3: Transverse acoustic phonon modes and QENS
in AgCrSe2. S(Q,E) surface plots at temperature (a) T = 150K
and (b) T = 520K. (c) Contour plot of S(Q,E) as a function of

energy and temperature, integrated over 2.5− 3 Å
−1

[14].
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investigation of phonon modes at certain points in reciprocal space, whereas powder

averaged data is dominated by the signal at the zone boundary. Much like the data of

Li et al., the polycrystalline INS spectra show a QENS signal which in the superionic

phase broadens and merges with the non-dispersive TA phonons, see Fig. 3.4. More

importantly, Fig. 3.4b shows dispersive TA phonons as vertical streaks which persist

into the superionic phase, particularly at Q = 3.3 Å
−1

[15].

(a) (b)

Figure 3.4: Polycrystalline INS spectra from AgCrSe2. (a)

At T < TOD, a broad QENS develops around Q = 2 Å
−1

, and the
non-dispersive TA phonons appear as a flat band around 3meV.
(b) At T > TOD, the QENS signal further broadens and merges
with the non-dispersive TA phonons. The vertical streaks which
represent the dispersive acoustic phonons remain intact even in
the superionic phase [15].

The single crystal IXS data further evidences the selective breakdown of TA

phonons. Fig. 3.5a shows the temperature dependence of TA phonons at the zone

boundary, Q = 0, 1.5, 0 (rlu). At T < TOD, the spectrum is well described by an over-

damped harmonic oscillator (DHO) profile that is represented by the solid lines in

the figure. In the superionic phase, the short-wavelength non-dispersive TA phonons
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at the zone boundary become extremely damped, with no observable phonon peak

at T = 560K. In contrast, it is clear from Fig. 3.5b that long-wavelength dispersive

TA phonons at Q = 0.9, 0.95, 0 continue to exists well into the superionic phase,

with the presence of a well-defined phonon peak even at 560K. The same behaviour

was also observed along the [1, 0, L] and [−2 +H, 1, 0] directions. Hence, this study

suggests that all modes of heat propagation persist into the superionic regime despite

the presence of broad QENS [15].

(a) (b)

Figure 3.5: Temperature dependent IXS spectra of
AgCrSe2 at specific Q in rlu. (a) Q = (0, 1.5, 0). (b)
Q = (0.9, 0.95, 0). Data are represented by markers, with cor-
responding DHO fits as solid lines [15].

Meanwhile, a recent QENS study of CuCrSe2 observed much slower diffusion

and found that TA phonons persist in the superionic phase at T = 495K. A mean

residence time of ∼ 7 ps was reported for Cu ions in the superionic phase, which is

significantly greater than the typical period of∼ 1 ps for TA phonons [16]. This value

of τ is much slower than those reported by both previous studies of AgCrSe2 [14,15].

Such a significant difference is unexpected given the fundamentally similar properties

and almost identical crystal structure of the two compounds. This value of τ bring
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into question the validity of the PLEC concept in CuCrSe2.

Further investigation is necessary to resolve the conflict over the validity of the

PLEC concept in superionic MCrSe2 (M = Ag, Cu). Investigating the dynam-

ics in these layered compounds using unpolarised neutron scattering is challenging,

and could be the underlying reason for the contradictory findings. In neutron scat-

tering the total signal has contributions from three different sources of scattering.

Each probe a different aspect of the system and can give rise to similar looking ex-

perimental signatures that cannot be isolated in an unpolarised neutron scattering

experiment.

Neutrons can interact with a system through the strong nuclear force, or with

unpaired electrons in magnetic systems [7]. Scattering from the nucleus can either

be coherent or incoherent due to isotopic mixing or the nuclear spin. Coherent

scattering gives information on the crystal structure through Bragg peaks and dif-

fuse scattering, and phonons through inelastic scattering [110]. Information on the

phonon-density-of-states and single particle dynamics is gained from incoherent scat-

tering, which enables self diffusion to be probed through QENS [111]. Hence, this

is the most relevant component to the study of atomic residence times in AgCrSe2.

However, short-range structural correlations with a finite lifetime can also lead to a

QENS-like coherent scattering signal [112].

The unpolarised QENS in CuCrSe2 reported by Niedziela et al. [16] demonstrates

the challenges introduced by the inability to separate each scattering contribution.

The spectra shown in Fig. 3.6 were interpreted as arising from incoherent scattering

from diffusing ions, and used to determine the mean residence time of Ag ions. In

this data, the integrated intensity atQ = 2.2 Å
−1

is significantly larger in comparison

to that at Q = 1.1 Å
−1
. However, for incoherent scattering the Debye-Waller factor
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predicts a decrease in the integrated intensity with increasingQ. Hence, this suggests

that the data used to estimate the residence time may be contaminated with coherent

scattering signal.

Figure 3.6: Unpolarised QENS spectra of CuCrSe2. En-

ergy transfer measured at T = 495K over (a) 1.0 ≤ Q ≤ 1.2 Å
−1

and (b) 2.15 ≤ Q ≤ 2.25 Å
−1

. Data points shown in blue with
representative Lorentzian fits shown in red [16].

For magnetic systems such as AgCrSe2, it is also import to consider the magnetic

scattering. This adds another level of complication, and increases the potential to

misinterpret the origin of signals in an unpolarised neutron scattering data set. Be-

low the ordering temperature, this gives information on the magnetic structure and

spin-waves. Above the ordering temperature, magnetic scattering can also present

as a quasi-elastic signal that gives information on the residual magnetic correla-

tions [113,114].

It is important to consider and be able to isolate each of these scattering com-

ponents in AgCrSe2. The technique of polarised neutron scattering alleviates the
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problems discussed above by enabling separation of each contribution. Hence, both

the origin of the reported QENS signal and the ionic residence times can be inves-

tigated with greater certainty.

3.1.1 Magnetism in AgCrSe2

The Néel temperature, TN of AgCrSe2 is 55K, below which the Cr3+ spins mag-

netically order with a propagation vector k = (ϵ, ϵ, 3/2), where ϵ ∼ 0.038(2)).

Fig. 3.7 shows the corresponding long range spiral magnetic structure which is

stacked antiferromagnetically along the c-direction, with the Cr spins confined to

the ab plane [17,115].

Figure 3.7: Magnetic structure of AgCrSe2. Below TN =
55K, the Cr layer adopts a long range ordered spiral magnetic
structure with antiferromagnetic coupling between the layers [17].

An INS study by Damay et al. investigated the dynamics in AgCrSe2 between

10-200K and constructed a spin Hamiltonian by simulating the data [18]. In the

magnetically ordered phase, a dispersive spin-wave excitation is observed at T = 2K,

originating from the magnetic Bragg peaks at Q ∼ 0.5 Å
−1
, as shown in Fig. 3.8a.
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This signal is estimated to extend up to ∼ 30meV, with a mode having a maximum

around 20meV. Another strongly dispersive magnetic signal is observed at Q ∼

2 Å
−1
, with a strong intensity below 2meV. Measurements above TN show that

2D dispersive magnetic excitations persist well into the paramagnetic phase, up to

T ∼ 200K.

Figure 3.8: Modelling the magnetic structure of
AgCrSe2 at T = 2K. (a) INS data from powder sample with
spin-wave calculation represented by black lines. (b) Simulated
spin-wave spectrum using JN ∼ −2.1meV, JNN ∼ 0.71meV and
Jc ∼ 0.09meV [18]. Values quoted using SpinW convention of a
negative value corresponding to a ferromagnetic interaction [19].

Spin-wave simulations were performed using a Hamiltonian with nearest (JN)

and next-nearest (JNN) neighbour interactions within the ab plane, with a coupling

Jc between nearest neighbours in adjacent layers. Fig. 3.8b shows the spectrum sim-

ulated using a ferromagnetic JN ∼ −2.1meV and two antiferromagnetic exchanges

JNN ∼ 0.71meV and Jc ∼ 0.09meV. The Jc parameter was found to directly

influence the maximum of the mode at Q ∼ 1.2 Å
−1

[18].

These exchange values perform well in reproducing the high energy excitations
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with energy scales estimated from the data. However, the low resolution and limited

coverage of the experimental spectrum introduces great uncertainty in the energy

scales of these modes. The majority of the high energy mode at Q ∼ 1.2 Å
−1

is outside the coverage of these measurements, and the low energy modes are very

challenging to resolve. Hence, the accuracy of the spin Hamiltonian may be improved

using better quality data to base the simulations on.

3.2 Experimental procedure

Unpolarised INS and xyz -polarised QENS experiments were performed on the LET

spectrometer at ISIS [9] and the ThALES spectrometer at the Institute Laue-

Langevin [116], respectively. Additional INS was performed on the MAPS spectrom-

eter at ISIS [8] to investigate the high energy magnetic excitations. All experiments

were performed on the same batch of polycrystalline sample. This section details the

sample preparation and characterisation, the experimental conditions under which

data were collected, and the results of the analyses.

3.2.1 X-ray diffraction

Polycrystalline sample of AgCrSe2 was synthesised by Dr Uthayakumar Sivaperumal

and Dr Robin Perry following the method detailed in Ref. [14]. The purity of the

sample was checked with the help of Dr Dan Nye using a Rigaku Smartlab, a high

resolution powder x-ray diffractometer (XRD) at the ISIS Materials Characterisation

Laboratory. An aluminium watch-cell sample holder with a silicon base was used to

ensure minimal background signal during measurements. The sample is spread over

the base of the holder, then a uniform surface is obtained by gently pressing down



3.2. Experimental procedure 101

with a glass slide. The sample holder was then loaded into the diffractometer and

measured using a copper source for 12 hours at room temperature over 5− 154 ◦ in

2θ.
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Figure 3.9: Le Bail refinement of powder XRD from the
AgCrSe2 sample at room temperature using a Cu source.
Experimental data are shown as black filled circles. The calculated
intensity of Bragg reflections is shown in blue while the difference
between the experimental data and the calculation is shown in
grey. The red curve is a fit of the background signal.

The measured powder diffraction pattern and Le Bail refinement results are pre-

sented in Fig. 3.9. Refinement performed using the Jana2006 software shows that

all of the reflections in the measurement are indexed by the expected AgCrSe2 Bragg

peaks at room temperature, thus confirming the phase purity of the sample. Rietveld

refinement of the data was attempted but unsuccessful due to texturing in the sam-

ple.
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3.2.2 INS on LET

Prior to the measurements on LET the sample was loaded into a thin walled annular

aluminium can. This can is then screwed onto the end of the sample stick and lowered

into the sample environment of the instrument. Cadmium masking was applied at

the top and bottom of the cylindrical can to minimize the background.

Measurements were performed at 5, 150 and 300K using a standard orange cryo-

stat. The “intermediate” aperture on the resolution chopper was used with resolu-

tion frequency set to 200Hz and pulse remover frequency of 100Hz, giving a good

balance between neutron flux and resolution. An incident energy of 8.9meV was

used to achieve a resolution of ∼ 0.26meV at the elastic line. Additionally, repe-

tition rate multiplication (RRM) was utilised to simultaneously perform measure-

ments with incident energies Ei = 2, 3.7 and 45meV. A proton charge of 240µAhr

(1 hr = 40µAhr) was detected at the target during measurements at both 5 and

150K, whereas a charge of 127µAhr was detected for the measurement at 300K.

The data were subsequently reduced and analysed using the Mantid package [117].

3.2.3 INS on MAPS

The sample and sample holder previously used during the LET experiment were used

once again. These were cooled to and kept at 6K using a CCR. The “sloppy” fermi

chopper was employed to maximise neutron flux at the sample. Measurements were

performed with incident energies of 60 and 100meV using a chopper frequency of

400Hz, and with 200meV at a chopper frequency of 600Hz. The energy resolutions

achieved at the elastic line, shown in Fig. 3.10, are approximately 2.51, 5.90 and

11.53meV for 60, 100 and 200meV respectively. The 60meV data set was acquired
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Figure 3.10: Energy resolution of MAPS at the elastic line.

Energy transfer measured on AgCrSe2 over 1.55 ≤ Q ≤ 1.65 Å
−1

using incident energies of 60, 100 and 200meV.

with a proton charge of 360µAhr at the target, 100meV with 3 times more and

200meV with 6.25 times more. These were followed by equivalent measurements

of the empty sample can to be used for background subtraction. The data were

reduced and analysed using the Mantid package [117].

3.2.4 xyz -polarised QENS on ThALES

In a standard INS experiment it is very difficult isolate the different scattering com-

ponents discussed in Section 3.1. Separation can be achieved by employing a po-

larised neutron beam and analysing the neutron spin state after scattering from the

sample, as summarised in Fig. 3.11 for a uniaxial polarisation experiment. A thin

walled annular aluminium sample can was loaded with sufficient powder to cover the

3 cm height of the incident beam. ThALES was set up with large focusing Heusler

monochromators and analysers at a fixed final energy of 8meV. A Helmholtz coil
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Figure 3.11: Schematic view of a uniaxial polarised neu-
tron experiment on a TAS. From left to right, the unpolarised
neutron beam encounters a polariser that reflects only neutrons
with their spin oriented along one particular axis towards the sam-
ple. At the sample position a Helmholtz coil set reorients the spins
along any arbitrary direction before the beam encounters the sam-
ple. The neutron spins become mixed after scattering from the
sample, and later encounter a Mezei flipper. (a) Mezei flipper is
switched off to measure the non-spin-flip scattering. (b) Mezei
flipper is switched on to measure the spin-flip scattering. The
scattered beam is then reflected by the analyser towards the single
detector.
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set around the sample generates a uniform magnetic field to orient the incoming

neutron spins along any arbitrary direction at the sample position (see Fig. 3.12),

and a Mezei flipper is employed to switch between the non-spin-flip and spin-flip

channels, as illustrated in Figs. 3.11a and 3.11b respectively. Measurements were

performed between 5 and 500K using a standard orange cryofurnace, which has a

maximum attainable temperature of 550K.

 

𝑩ሬሬԦ 

Helmholtz 
coils 

Sample environment 

Sample 
can 

Sample 

z 

x 
y 

Figure 3.12: Interaction of a polarised neutron with the
sample. A neutron initially polarised along the z-axis is reoriented
using a set of Helmholtz coils to be polarised along the y-axis before
scattering from the sample. Here the neutron undergoes a spin-flip
interaction with the sample. The spin return to being parallel or
anti-parallel to the z-axis upon leaving the uniform field generated
by the Helmholtz coils.

The polarisation axes were set up with x parallel to the scattering vector Q and

z perpendicular to the scattering plane defined by ki and kf . The nuclear (both

isotopic incoherent and coherent) (N), magnetic (M) and nuclear spin incoherent

(I) scattering are then separated by polarising the incident neutron beam along x, y

and z and using combinations of the spin-flip (sf) and non-spin-flip (nsf) scattering
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cross sections [84]. In this configuration the six cross section give

xnsf =
1

3
I +N,

xsf =M +
2

3
I,

ynsf =
1

2
M +

1

3
I +N,

ysf =
1

2
M +

2

3
I,

znsf =
1

2
M +

1

3
I +N,

zsf =
1

2
M +

2

3
I.

(3.1)

It is necessary to correct each cross section for the finite polarising efficiencies of

the monochromator, analyser and flipper. This requires the measurement of the

scattering in these six channels from a quartz sample to obtain for each the ratio

of nsf and sf , known as the flipping ratio F . Quartz is a purely nuclear scatterer,

hence in an ideal polarised neutron scattering experiment with perfectly polarised

beam and perfect analysers there will be no sf scattering [84]. Flipping ratios of

Fx = 22.8(4), Fy = 21.6(4) and Fz = 21.6(4) were achieved during this experiment

on AgCrSe2. Then, using x as an example, the corrected cross sections are given by

xcorrnsf = xnsf +
1

Fx − 1
(xnsf − xsf ),

xcorrsf = xsf −
1

Fx − 1
(xnsf − xsf ).

(3.2)

The quantities in Eq. (3.1) can be combined in different ways to express theM, I

and N components of scattering. The expressions used together with the relative

duration of each measurement determines the statistical quality of each cross section.

All three cross sections were of interest for this experiment, because the objective
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was to reveal the origin of the previously reported QENS, hence the cross sections

were determined using

M = 2xsf − ysf − zsf ,

I =
1

2
(xsf + ysf + zsf )− 2xsf + ysf + zsf

=
2

3
(−xsf + ysf + zsf ),

N =
1

6
[2(xnsf + ynsf + znsf )− xsf − ysf − zsf ].

(3.3)

The statistical error associated with each cross section determined in this way is

then given by

δM =
√

4(δxsf )2 + (δysf )2 + (δzsf )2,

δI =
2

3

√
(δxsf )2 + (δysf )2 + (δzsf )2,

δN =
1

6

√
4[(δxnsf )2 + (δynsf )2 + (δznsf )2] + (δxsf )2 + (δysf )2 + (δzsf )2,

(3.4)

where δx, δy and δz are the standard deviations of the x, y and z cross sections

respectively, and each is given by the square root of the respective neutron counts.

The propagated uncertainties are denoted by δM, δI and δN . The relative duration

of measurements of the six cross sections from Eq. (3.1) were chosen such that similar

percentage uncertainties are achieved for M, I and N components to the scattering.

All nsf channels were measured for approximately 1 minute each, the ysf and zsf

channels for 3 times as long, and the xsf for 12 times as long.

The instrumental resolution function is of particular importance for QENS mea-

surements. It is often determined by the functional form of the scattering from a

purely incoherently scattering sample, commonly vanadium, measured with the same



3.2. Experimental procedure 108

0.5 0.0 0.5 1.0 1.5 2.0
Energy transfer (meV)

0.00

0.25

0.50

0.75

1.00

1.25

1.50

In
te

ns
ity

 (a
. u

.)

1e3 Magnetic

(a) (b)

0.5 0.0 0.5 1.0 1.5 2.0
Energy transfer (meV)

0

1

2

3

In
te

ns
ity

 (a
. u

.)

1e3 Nuclear

0.5 1.00
5

10
15
20 1e1

(c)

Figure 3.13: Resolution function for each scattering cross
section of AgCrSe2 measured at T = 5K on ThALES. (a)
Magnetic cross section. (b) Nuclear spin incoherent cross section.
(c) Nuclear cross section, with the inset focusing on the spurious
signal at ∼ 0.6meV. For each cross section the data are repre-
sented as dots, and the analytical fit as a solid line.
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incident energy as the main measurements. However, for this experiment the vana-

dium scan was performed at a different value of kf and was therefore not suitable.

Instead, measurements of AgCrSe2 at base temperature of 5K, shown in Fig. 3.13,

were used to define the instrumental resolution for each cross section.

The elastic peak profile on ThALES approximately follows a Gaussian distribu-

tion, with the full width at half maximum (FWHM) being the energy resolution of

the instrument at the elastic line. For the magnetic cross section the fit in Fig. 3.13a

corresponds to an energy resolution of 0.401(7)meV. On the other hand, an addi-

tional Gaussian term was included in the fit functions for the nuclear spin incoherent

and nuclear cross sections due to the presence of spurious scattering at ∼ 0.6meV.

Elastic energy resolutions of 0.43(3)meV and 0.442(9)meV were determined for the

nuclear spin incoherent and nuclear cross sections respectively.

3.3 Results & Discussion

3.3.1 Unpolarised INS

The unpolarised inelastic neutron scattering data acquired on LET with Ei =

8.9meV is shown in Fig. 3.14. In the magnetically ordered phase at T = 5K there

is strong dispersive scattering at |Q| = 0.5 Å
−1
, which broadens significantly at el-

evated temperatures. Furthermore, this signal becomes weaker at |Q| = 2.0 Å
−1
.

Long range spin waves at T < TN present as sharp excitations, whereas above TN

they become short range spin correlations that scatter diffusely. Additionally, the

magnetic form factor for neutron scattering drops off with increasing Q. Hence, this

strong dispersive signal is likely magnetic in origin.
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Figure 3.14: Multi-detector unpolarised data acquired on
LET with an incident energy of 8.9meV. (a) Data acquired in
the magnetically ordered phase at T = 5 K. (b) Data acquired at
150 K, above TN but far below TOD. Several of the sharp features
become diffuse at higher temperature, with significant additional

scattering around |Q| ∼ 2 Å
−1

.



3.3. Results & Discussion 111

Another prominent component both above and below TN is the band of scattering

between energy transfer of 3 and 4meV that consistently becomes more intense as Q

and temperature are increased, a characteristic behaviour of phonon modes. Density

functional theory calculations and molecular dynamics simulations predict a phonon

mode at this energy arising from the in-plane vibrations of the loosely bound silver

ions [14, 15,18].

As the temperature is increased a strong quasi-elastic feature develops around

|Q| = 2 Å
−1
, where the two signals discussed above overlap. This quasi-elastic

feature is consistent with the work of Li et al. [14].

3.3.2 Polarised QENS

The polarised data enables each of the constituent cross sections of the QENS signal

shown in Fig. 3.15 to be studied individually. It is well established that Ag exhibits

both nuclear spin incoherent and isotopic incoherent scattering [118], hence scatter-

ing arising from diffusing Ag ions would present as quasi-elastic energy broadening in

the nuclear spin incoherent and nuclear cross sections with equal widths. However,

neither of these cross sections show evidence of quasi-elastic energy broadening at

T = 150K, and the data is well described by the instrumental resolution function

used to fit the data at 5K. For TN < T < TOD it is evident from Fig. 3.15c that the

diffusive scattering previously attributed to ionic diffusion instead arises from the

magnetic cross section. The data is well described by convolving the resolution Gaus-

sian and a Loretnzian function with a half width at half maximum Γ = 0.9(3)meV.

This is comparable to widths reported by unpolarised QENS from AgCrSe2 [14],

hence the QENS signal in the normal phase is dominated by spin fluctuations rather
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than ionic diffusion.

Both the nuclear and nuclear spin incoherent cross sections exhibit additional

unexpected scattering around ∼ 0.6meV in energy transfer throughout the tem-

perature range studied here. This signal is not present in the unpolarised LET

data collected on the same sample, shown in Fig. 3.14, and therefore must be non-

magnetic scattering from the sample environment. It was quantified in the analysis

by an additional Gaussian term, with a width not changing from that at T = 5K.

In the superionic phase, at T > TOD, there is a strong enhancement of the

QENS signal. The energy broadening in the magnetic cross sections increases to

Γ = 1.3(5)meV, but its contribution to the total scattering is reduced. The nuclear

spin incoherent cross section exhibits a drop in the elastic intensity accompanied by

an increase in the background level, all of which is consistent with the increasing

population of the phonon-density-of-states. Rescaling the resolution function from

T = 5K gives a good description of the nuclear spin incoherent data in the superionic

phase. However, the goodness of fit is marginally improved with the addition of a

Lorentzian broadening term with Γ = 0.08(3)meV. Interestingly, the enhancement

is dominated by a contribution from the nuclear cross section with Γ = 0.5(1)meV.

The mean residence time (τ) of ions on a lattice site is related to Γ through the

Chudley-Elliot model of jump diffusion [91]

Γ(Q) =
h̄

τ

(
1− sin(Ql)

Ql

)
, (3.5)

where for AgCrSe2 the tetrahedral hop length l of Ag ions from an α site to a β site is

∼ 2.12 Å [17]. The broadening observed in the nuclear spin incoherent cross section

corresponds to a lower bound on the mean residence time of τ ∼ 8 ps. This value is
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Figure 3.15: Total and individual scattering cross sections

measured at |Q| = 2.16 Å
−1

on ThALES. (a) The total neutron
scattering cross section with the combined fits overlaid. (b) The
nuclear spin incoherent cross section. All of the higher temperature
data are fitted by scaling the fit of data at 5 K. The small peak
at ∼ 0.6meV is spurious scattering, most likely from the sample
environment as it does not appear in the LET data. (c) The
magnetic cross section. All data sets have been fitted by convolving
the 5K fit with a Lorentzian. (d) The nuclear cross section. At
150K the data is fitted by the re-scaled best fit to the 5K data.
An additional Lorentzian is required to describe the data at T =
500K.
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consistent with simulations which estimated τ to be in the range of 7− 11 ps [119].

Additionally, the value of τ for AgCrSe2 is comparable to the value from unpolarised

QENS from CuCrSe2 at T = 495K, τ ∼ 7 ps [16], however it is much slower than

that reported by both previous studies of AgCrSe2 [14, 15]. Given that the typical

period of transverse acoustic phonons is ∼ 1 ps, a mean residence time of ∼ 8 ps is

too long to affect the phonons.

The enhanced QENS signal in the superionic phase comprises a quasi-elastic

component from dynamic disorder with a possible small contribution from broadened

phonons. Detailed understanding of the lattice dynamics and diffusion can be gained

through inelastic neutron scattering experiments on single crystal samples. However,

synthesis of suitably large single crystals of MCrSe2 has not yet been realised.

In contrast, the availability of large single crystals of superionic fluorite com-

pounds has enabled such coherent QENS to be understood in greater detail. Study

of the acoustic phonon modes in PbF2 revealed that the low-temperature behaviour

is consistent with the effects of anharmonicity, and that the sudden change in line

width in the superionic phase is attributable to the effects of defects in the lattice,

with only a slight contribution from diffusion [120]. Coherent QENS in the superi-

onic phases of PbF2,SrCl2 and CaF2 arise from dynamic disorder [121]. The diffusion

mechanism in SrCl2 has also been studied using incoherent QENS, revealing longer

mean residence times of diffusing ions than the characteristic times of dynamic dis-

order from coherent QENS [122]. Hence, the coherent QENS can be interpreted as

arising from lattice distortions caused by diffusing ions.

The drop in thermal conductivity, κ above TOD [13] likely results from scattering

of phonons by the defects in AgCrSe2. Although, κ is low at all temperatures and

since Ag is fully ordered at low temperature a mechanism other than defect scattering
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must be involved. Presence of strong anharmonicity is evidenced by the substantial

broadening of the phonon modes far below TOD [15, 18], which is also observed in

diffraction studies of the atomic-displacement parameters [107].

3.3.3 INS studies of magnetic excitations
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Figure 3.16: Breakdown of INS data acquired at 6 K on
MAPS. (a) The total signal obtained during measurement of the
sample in a aluminium sample can. (b) Signal from independent
measurement of an empty aluminium sample can.

It can be very challenging to study high energy spin wave dispersion using neu-

tron scattering, because the magnetic form factor for neutron scattering dictates that

magnetic signals are strongest at low values of momentum transfer. Many neutron

instruments have a limited coverage of energy transfer in this region. Hence compli-

mentary unpolarised INS experiments were performed on MAPS with Ei = 100meV

and LET with Ei = 8.9meV. The MAPS data has captured the behaviour of exci-

tations over a large energy and momentum transfer window, whereas the LET data
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has sufficiently high resolution to resolve excitations closer to the elastic line.

Distinguishing the scattering from different cross sections is difficult due to a

lack of polarisation analysis. Additionally, distinguishing signal from the sample

and those from the sample environment is not trivial. The MAPS data shown in

Fig. 3.16a has been normalised by the detector efficiency obtained by measuring a

vanadium sample. Then the background signal of an empty sample can is subtracted

to remove contamination from phonon modes in aluminium, see Fig. 3.16b. This

is crucial since the energies of the phonon modes in aluminium coincide with those

of spin waves in AgCrSe2. Background from an empty can is not subtracted from

the higher resolution LET data since aluminium phonons do not contribute to the

signal at the energies probed by this measurement.
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Figure 3.17: Comparison of experimental and simulated
data on high energy magnetic excitations. (a) Data acquired
on MAPS at 6K with an incident energy of 100meV. (b) SpinW
simulation performed with magnetic exchange couplings quoted
in the text. (c) SpinW simulation performed using magnetic ex-
change couplings quoted by Damay et al. [18].
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The MAPS data shown in Fig. 3.17a contains multiple features at high energy

transfer. A very strong dispersive mode is observed at Q = 0.5 Å
−1
, and it extends

up to ∼ 25meV in energy transfer at Q ∼ 1 Å
−1
. The intensity of this mode quickly

drops at larger Q, suggesting it is likely magnetic in origin. This is further evidenced

by the LET data which shows a significant broadening of this mode upon heating

above TN, see Fig. 3.14 on page 110. Additionally, there is very broad scattering

extending up to ∼ 30meV which is visible even above 2 Å
−1
. The LET data in

Fig. 3.18a reveals a low energy dispersive mode that the MAPS data is unable

resolve, with a peak energy of ∼ 1.5meV for Q < 2 Å
−1
. A very sharp dispersive

mode is present above 2 Å
−1
, and a band of scattering between 3 and 4meV, both of

which are likely phononic in nature based on their Q and temperature dependence.
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Figure 3.18: Comparison of experimental and simulated
data on low energy magnetic excitations. (a) Data acquired
on LET at 5K with an incident energy of 8.9meV. (b) SpinW
simulation performed with magnetic exchange couplings quoted
in the text. (c) SpinW simulation performed using magnetic ex-
change couplings quoted by Damay et al. [18].
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Further insight into the nature of the magnetic interactions in AgCrSe2 can be

gained by simulating the magnetic dispersion spectra. Simulations enable determi-

nation of the ground state magnetic structure of long-range ordered magnetic sys-

tems, for instance through determining the propagation vector and the spin Hamil-

tonian. In the case of AgCrSe2 the magnetic propagation vector k = (η, η, 3/2)

(η ∼ 0.038(2)) is well established in literature [17, 18]. In contrast, the spin Hamil-

tonian has not been studied conclusively.

Simulations of spin wave dispersion spectra were performed using SpinW, a

Matlab library that utilises linear spin wave theory to identify possible magnetic in-

teractions and the corresponding energies [19]. All simulations were performed using

the crystal structure at 4K reported by Engelsman et al. [17]. Finite resolution of

the instruments were applied to calculations by convolving the signal with different

Gaussian functions. A constant energy resolution of 5.6235meV and Q resolution of

0.12 Å
−1

were used to simulate the MAPS data. LET simulations were performed

using an energy dependent resolution function obtained from the PyChop module

within Mantid [117], without applying any finite Q resolution.

The magnetic exchange couplings JN ∼ −2.1, JNN ∼ 0.71 and JC ∼ 0.09meV

reported by Damay et al. [18] leads to a metastable magnetic structure, with spin

wave dispersion spectra as shown in Fig. 3.17c and Fig. 3.18c. It is immediately

evident that the energy scales do not agree between the experimental and simulated

data, with modes in the simulation consistently having lower energies. Furthermore,

applying the kinematic constraints of the MAPS spectrometer to the simulated data

makes it apparent that the Q position of the modes in the simulation are not quite

right. In the contour plots, this is most obvious around 0.5 Å
−1

in Fig. 3.18. Hence,

the magnitude of reported exchange couplings need to be optimised. The simulation
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Figure 3.19: Constant energy line plots comparing the
Q positions of low energy excitations observed on LET
and simulated with SpinW. Energy integrations were per-
formed over (a) 0.5 ≤ ∆E ≤ 0.7, (b) 1.0 ≤ ∆E ≤ 1.2 and (c)
2.1 ≤ ∆E ≤ 2.3meV.
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Figure 3.20: Constant energy line plots comparing the Q
positions of high energy excitations observed on MAPS
and simulated with SpinW. Energy integrations were per-
formed over (a) 8 ≤ ∆E ≤ 10 and (b) 14 ≤ ∆E ≤ 16meV.

does however capture all of the magnetic dynamics that can be resolved from the cur-

rent data, suggesting that Cr may only interact with up to next-nearest neighbours,

but much weaker additional interactions cannot be ruled out.

Magnetic exchange couplings JN ∼ −2.88(1), JNN ∼ 0.99(1) and JC ∼ 0.16(2)meV,

corresponding to spectra shown in Fig. 3.17b and Fig. 3.18b, were determined using

the method of trial and error. Initially, JNN and JC were fixed at values reported

by Damay et al while JN was systematically varied. For each value of JN the

propagation vector optimisation routine optmagk was used to check whether the

spin Hamiltonian corresponded to the expected propagation vector. Agreement was

achieved for JN/JNN = 2.9, however the resulting magnetic excitations were much

softer than those experimentally observed. The high energy modes arising from

in-plane interactions were hardened using a scaling factor 1.4 to multiply JN and
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Figure 3.21: Constant Q line plots comparing low energy
excitations observed on LET and simulated with SpinW.
Q integrations were performed over (a) 0.6 ≤ Q ≤ 0.8 and (b)
1.0 ≤ ∆E ≤ 1.2 Å−1.

JNN , whereas a factor of 1.8 was used for JC in order to achieve agreement between

simulation and LET data.

Figures 3.19 to 3.22 show line plots comparing the experimental observations to

simulations performed using both spin Hamiltonians. Figures 3.19 and 3.20 show

the Q dependence of scattering intensity at a series of constant energy transfer

values, which is useful for checking the Q-position of the excitations. It is apparent

from Fig. 3.19 that both simulations successfully identify the position of low energy

spin wave modes. On the other hand, the two models differ at higher energies,

most notably around Q ∼ 0.5 and 1.1 Å
−1
, where the current simulation is a better

description of experimental observations, see Fig. 3.20.

The energy scales of excitations can be compared by looking at the energy de-

pendence of scattering intensity at fixed positions in reciprocal space, as shown in
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Figure 3.22: Constant Q line plots comparing high en-
ergy excitations observed on MAPS and simulated with
SpinW. Q integrations were performed over (a) 1.1 ≤ Q ≤ 1.2,
(b) 1.2 ≤ Q ≤ 1.3, (c) 1.3 ≤ Q ≤ 1.4, (d) 1.7 ≤ Q ≤ 1.9 and (e)
2.25 ≤ Q ≤ 2.35 Å−1.
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Figs. 3.21 and 3.22. In this case the two models vary significantly. At low energies,

the present model correctly identifies the modes at Q = 0.7 and 1.1 Å
−1
, whereas the

previous model under estimates the energies of those modes. At Q = 1.1 Å
−1
, both

models deviate from the experimental data between 3 and 4meV, which corresponds

to the band of scattering from Fig. 3.18a that is likely phononic in origin.

Figure 3.22 shows energy scans further out in reciprocal space. In this region the

experiment detected a broad mode peaking at ∼ 25meV, and another presenting as

a shoulder around 30meV. The model in the literature predicts modes with peak

energies of 20 and 25meV, whereas the current model predicts peak energies to be

25 and 36meV. Both models give a poor description of data above 2 Å
−1
, which may

arise from greater phonon intensity combined with much lower magnetic intensity

due to the magnetic form factor.

The Hamiltonian reported by Damay et al. consistently underestimates the en-

ergies of excitations in AgCrSe2. A key difference of that data set is the highly

limited energy transfer coverage at low Q, only managing to partially capturing the

high energy modes originating from Q = 0.5 and 2 Å
−1
. The peak energies of these

modes have not been measured at all. Furthermore, the low energy modes cannot

be resolved at all because of the instrumental resolution of ∼ 0.5meV. On the other

hand, the Hamiltonian proposed here often performs much better owing to the data

that has fully captured and resolved both the high and low energy excitations.

3.4 Conclusions

Polycrystalline neutron scattering was performed to investigate the origin of ultra-

low lattice thermal conductivity in AgCrSe2. Previous works used unpolarised neu-
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tron scattering to understand the dynamics in AgCrSe2 and reached contradictory

conclusions over the validity of the PLEC concept. Here, xyz neutron polarisation

analysis was employed, enabling each scattering contribution to be studied individ-

ually, thereby making it possible to draw unambiguous conclusions about diffusion

rates and mechanisms using QENS.

Incoherent QENS from AgCrSe2 shows that the ionic diffusion is not fast enough

to suppress the transverse acoustic phonons even in the superionic phase. Therefore,

AgCrSe2 does not qualify as a PLEC material and ionic diffusion is not important

for the extraordinary thermal properties. Perhaps this bodes well for applications

in waste heat recuperation and as Peltier coolers. The results presented here show

that it is possible for diffusion to be suppressed without an increase in κL.

The unpolarised QENS in the superionic phase previously attributed to inco-

herent scattering by Li et al. [14] is shown to instead arise almost entirely from

coherent QENS and damped magnons. It is thought that dynamic defects within

the Ag layer give rise to the significant coherent QENS observed. Additional mod-

elling and polarised neutron measurements over a wider Q range are required to

resolve the nature of the defect structure.

Moreover, a spin Hamiltonian constructed with one ferromagnetic and two anti-

ferromagnetic exchange couplings is found to reproduce all resolvable magnetic ex-

citations well below TN at 6K. Simulations show that the exchange values reported

by Damay et al. consistently underestimate the energy levels of magnetic excita-

tions, especially those with a maximum below 2meV. The new exchange values

JN ∼ −2.88(1), JNN ∼ 0.99(1) and Jc ∼ 0.16(2)meV give a significantly better

description of the experimental observations.



Chapter 4

Ionic diffusion in

NaxFe1/2Mn1/2O2

4.1 Literature review

The high energy density of Li-ion batteries has lead to their adoption in many aspects

of everyday life. Layered lithium transition-metal oxides of the form LixMeO2 (Me

= Co, Mn, Ni) have found great commercial success. High capacity and good cycling

properties of the prototypical Li-ion cathode LixCoO2 has attracted much interest

in its Na analogue NaxCoO2. The performance of a battery cathode is ultimately

governed by the transport of the ions. Microscopic diffusion pathways and activation

energies for ion transport in NaxCoO2 have been extensively studied via scattering

experiments and computer modelling.

Two very promising polymorphs of layered NaxCoO2 are the P2 and O3-type

structures. The difference is that NaO6 polyhedra occupy prismatic (P) or octahe-

dral (O) sites with repetition units in the out-of-plane direction denoted by 2 and

125
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3 [123, 124], see Fig. 4.1. The ABC notation is used to describe the stacking of the

three different oxygen layers in Fig. 4.1. The stacking sequence in the P2 structure

with space group P63/mmc leads to two inequivalent Na sites, Na1 and Na2 (Wyck-

off sites 2b and 2d). In contrast, the O3 structure with space group R3̄m only hosts

Na ions on the Na2 site [125,126].

Figure 4.1: Schematic illustration of P2 and O3-type
NaxMeO2 structures. Both are comprised of Na layers sur-
rounded by layers of edge-sharing MeO6. In the ABC notation
the prismatic (P) Na site is surrounded by AA-type stacking of
oxygen layers, whereas the octahedral (O) site is surrounded by
AB-type stacking of oxygen layers. Adapted from Ref. [20].

A study by Willis et al. used x-ray diffraction, neutron spectroscopy and ab-initio

molecular dynamics (AIMD) simulations to investigate the diffusion mechanism in

P2-Na0.8CoO2 [21]. Single-crystal x-ray diffraction data at T = 100K were de-

scribed by a fully ordered superstructure with stripes of tri-vacancy clusters, as

shown in Fig. 4.2a. The Na-vacancies were found to reorder above ∼ 290K to the
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partially ordered stripe phase in which the tri-vacancy clusters within stripes are no

longer correlated between stripes, see Fig. 4.2b. At ∼ 370K the sharp superstruc-

ture reflections give way to diffuse scattering which was simulated using the Monte

Carlo technique to reveal a third phase in which the Na-vacancies adopt a disordered

mixture of multi-vacancy clusters, see Fig. 4.2c [21].

First-principles calculations and kinetic Monte Carlo simulations performed by

Van der Ven et al. revealed that the migration mechanism and activation barri-

ers in LixCoO2 depend strongly on the local arrangement of Li vacancies. Isolated

vacancies were found to have high activation barriers, and diffusion is instead me-

diated by so-called divacancies in the system [127]. Mo et al. have shown that O3-

NaxCoO2 has the same divacancy diffusion mechanism as isostructural LixCoO2 [22].

However, adjacent pairs of vacancies are not stable in P2-NaxCoO2, where the pro-

motion of a Na2 ion to a Na1 site instead leads to the formation of the divacancy

cluster [128]. Unlike in O3 structures, where diffusing ions hop between regular sites

(Na2−Na2), diffusion in the P2 structure is predicted to be dominated by Na2−Na1

hops.

Mo et al. further investigated the activation energies (EA) and diffusion coef-

ficients (D) for various Na concentrations (x) to understand the influence of the

different diffusion mechanisms in the P2 and O3 structures. Figure 4.3 shows that

partially desodiated P2-NaxCoO2 is expected to have lower activation energies and

higher diffusion rates compared to the O3 structures [22]. These calculations pre-

dict the performance of P2-NaxCoO2 to be comparable to that of high performance

Li-ion cathodes [129]. It is also predicted that diffusion of Na ions in P2 structures

will have greater sensitivity to changes in the local Na environment.

Willis et al. investigated the diffusion mechanism in P2-Na0.8CoO2 via QENS.
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Figure 4.2: X-ray diffraction measurements and computer
simulations of sodium ordering in Na0.8CoO2. (a) Sharp
superlattice reflections in the fully ordered tri-vacancy stripe phase
which has highly correlated tri-vacancy clusters. A tri-vacancy
cluster is formed when three Na-ion vacancies enable three N -ions
on Na2 (blue) sites to be promoted to Na1 (red) sites. (b) Partially
disordered tri-vacancy stripe phase in which tri-vacancy clusters
between stripes are no longer correlated. (c) The disordered phase
with short-range ordering of multi-vacancy clusters gives rise to
diffuse scattering [21].
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Figure 4.3: AIMD calculations of diffusion rates and ac-
tivation energies for P2 and O3-NaxCoO2 at different Na
concentrations (x). For any given composition, P2 and O3-
NaxCoO2 have different diffusion rates and activation energies,
and the composition dependence depends on local ordering [22].

The Q dependence of the energy broadening in the dynamic phases show that dif-

fusion is dominated by Na2−Na1 hops, see Fig. 4.4a. At room temperature, 1D

diffusion in the partially disordered phase has a diffusion coefficient of 1.4(2) ×

10−7 cm2s−1, with an associated activation energy EA ∼ 170(20)meV determined

by Arrhenius fitting of the QENS energy broadening, see Fig. 4.4b. In the high-

temperature disordered phase there is a transition from 1D to 2D diffusion with a

significantly smaller activation energy of ∼ 85(5)meV [21].

Room temperature measurements of self-diffusion using the Potentiostatic In-

termittent Titration Technique (PITT) are shown in Fig. 4.5. Sudden dips in the

diffusion are observed for fractional x, which correspond to the formation of ideal

superstructures [24]. This behaviour was interpreted by Willis et al. as arising from

zero net diffusion in highly ordered superstructures. AIMD simulations of the highly

ordered superstructures predict only local hopping of Na ions back and forth between

neighbouring sites, giving a correlation factor f ∼ 0. Away from ideal stoichiometry

for superstructures the bulk diffusion coefficient of 1.2(5)× 10−7 cm2s−1 corresponds
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Figure 4.4: Jump diffusion models for P2-Na0.8CoO2. (a)
Q-dependent QENS measurements in the fully disordered phase
(red) and the partially disordered stripe phase (blue) are described
by the Chudley-Elliott model of jump diffusion for Na2−Na1 hops
represented by the solid lines. (b) Arrhenius plots of diffusion
coefficients in the disordered and partially disordered stripe phase
give EA ∼ 85(5)meV and 170meV, respectively [21]. No diffusion
is detected in the QENS measurements of the fully ordered stripe
phase.
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to f = 0.9(4). Hence, the addition of disorder enables multiple hops leading to

translational diffusion [21].

The results discussed above demonstrate the potential of layered sodium transition-

metal oxides as commercially viable cathode materials in secondary batteries. Typi-

cally, reversible capacity of Na-ion cathode materials is limited to 100mAhg−1. How-

ever, P2-NaxFe1/2Mn1/2O2 has outstanding reversible capacity, 190mAhg−1, which

corresponds to ∼ 72% of the theoretical capacity [20]. The energy density is

estimated to be 520mWhg−1, which is comparable to LiFePO4 and higher than

LiMn2O4. A comparison of reversible capacity and operating voltage ranges for

various layered Na insertion materials is provided in Fig. 1.1. This shows that

P2-NaxFe1/2Mn1/2O2 has the most promising performance of any of the Na inser-

tion materials and even outperforms these two widely adopted Li-ion materials.

Most importantly, NaxFe1/2Mn1/2O2 is composed entirely of earth-abundant ele-

ments, thereby removing concerns over supply and cost typically associated with

Li-ion based alternatives [130,131].

To date there have been x-ray diffraction studies of the stacking sequence as a

function of sodium composition, but no studies of the ordering of Na ions within

planes. Whether disorder within the transition-metal plane suppresses superlattice

formation within the Na layers is an open question. Furthermore, there have been no

previous QENS studies of the Na-ion diffusion mechanism. This chapter details x-ray

and neutron scattering experiments performed on NaxFe1/2Mn1/2O2 to understand

how the disorder within the transition-metal planes influences superlattice formation

and ionic diffusion.
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Figure 4.5: x dependence of bulk diffusion in P2-NaxCoO2.
Ambient temperature PITT measurements show sudden dips in
the diffusion rate at value of x ideal for superstructure formation,
shown here for x = 1/2, 5/9 and 5/7 [21,23,24].
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4.2 Experimental procedure

4.2.1 Polycrystalline XRD

Polycrystalline samples of Na0.67Fe1/2Mn1/2O2 and Na1Fe1/2Mn1/2O2 were synthe-

sised by Dr. Sivaperumal Uthayakumar following Ref. [1], and checked with powder

X-ray diffraction (PXRD) using the Xcalibur diffractometer, see Fig. 2.12. To per-

form PXRD, the tip of a fine glass capillary is first coated with a thin layer of silicone

gel to act as an adhesive, then with the sample. The sample is then mounted on

the goniometer to be measured in transmission mode. Mo Kα radiation was used to

generate monochromatic X-rays (λ = 0.71 Å) by accelerating electrons across a po-

tential difference of ∼ 50 keV before striking the Mo target [102]. The signal at the

CCD camera area detector was processed in the CrysAlisPro software, and analysed

using custom python scripts.

Room temperature measurements were performed in ambient atmosphere before

and after neutron spectroscopy on LET. The grey curves in Fig. 4.6 show that pure

phases of each composition were synthesised, with all observed reflections labelled by

the expected pattern from these systems. These diffraction patterns are consistent

with the PXRD data reported by Yabuuchi et al. [1]. Both samples are susceptible

to uptake of hydrogen from the atmosphere, which leads to a shift in the position of

the (002) and (003) reflections. However, PXRD performed after neutron scattering

shows that both samples remain unchanged. It is worth noting that differences

in intensities between the before and after data may be explained by variations in

measurement duration and the amount of sample in the beam. Furthermore, the

background signal is dependent on the silicone on the capillary, and the ambient

atmosphere.
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(a)

(b)

Figure 4.6: Room temperature PXRD before and after
neutron scattering. (a) From P2-Na0.67Fe1/2Mn1/2O2. (b)
From O3-Na1Fe1/2Mn1/2O2. Differences in intensity may be ex-
plained by variation in the amount of sample and measurement
duration.
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4.2.2 Single crystal XRD

Crystal samples of Na0.67Fe1/2Mn1/2O2 were synthesised at Royal Holloway by Dr.

Sivaperumal Uthayakumar using the optical floating zone technique. Initially, a

mixture of precursor chemicals is finely ground into a homogeneous powder that

then undergoes one or more calcination processes - heating the precursor mixture in a

controlled atmosphere. This process enables the break down of precursor compounds

and the formation of new bonds. The resulting mixture is then compacted into a

thin cylinder which undergoes sintering at high temperatures to enlarge the grain

size [132].

The cylindrical crystal is split in two to form the feed and seed within the optical

floating zone furnace. The furnace employs elliptical mirrors that focus the heat from

four halogen lamps onto a specific region. The feed and seed crystals are mounted in

vertical alignment such that the ends meet at the focal point. The interface between

the rods is heated to form a molten zone. A crystal boule is produced by slowly

moving the feed through the focal point while the two rods are counter-rotated to

improve homogeneity [132,133].

Single crystal X-ray diffraction was performed with the assistance of Dr. Daniel

Nye and Dr. Gavin Stenning on the Agilent Gemini S diffractometer in the Mate-

rials Characterisation Laboratory at the ISIS Neutron and Muon Source. This is a

lab based diffractometer with two independent X-ray sources (Mo and Cu), and is

equipped with a 4-circle kappa goniometer and a HyPix-6000HE area detector. The

Cryostream 800 Plus system allow temperature control over ∼ 100 − 500K using

highly laminar nitrogen gas flow to avoid ice formation on the sample [104].

Crystal boules of Na0.67Fe1/2Mn1/2O2 were found to contain many small crystal-
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(a) (b)

Figure 4.7: Sample preparation for single crystal X-
ray diffraction. (a) Close-up of a platelet wedge of
Na0.67Fe1/2Mn1/2O2 crystal mounted on a microloop with 300µm
sample aperture using Fomblin. (b) Sample and microloop
mounted on an adjustable magnetic base, ready to be installed
into the sample position of the diffractometer.

lites with different orientations. Small samples were cleaved from the boule in an

attempt to isolate a single grain. Preliminary measurements sampling a large region

of reciprocal space were performed to check the samples, and identify a single grain.

Each sample was mounted on a MiTeGen microloop using vacuum grease (Fomblin)

to be mounted in the sample position of the diffractometer, see Fig. 4.7. The spot

size of the beam was smaller than the samples being screened, and it was possible

to scan over the samples. The sample shown in Fig. 4.7a was found to consist of

a large single crystal with a small portion of a second crystallite on one side. The

extended measurement was performed by focusing the beam on a region of the large

single crystal well separated from the second crystallite.

All measurements were performed using Mo Kα radiation and analysed with the

CrysAlisPro program [134]. A high redundancy experiment strategy was calculated

by the program, and the sample was measured for 16 h 50m at room tempera-
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ture. A constant nitrogen flow around the sample provided an inert atmosphere to

prevent changes in the composition during the measurement. This also ensured a

constant temperature was maintained throughout. The data were processed by the

CrysAlisPro program and exported for analysis and simulation using custom python

scripts.

4.2.3 Unpolarised INS

Polycrystalline P2-Na0.67Fe1/2Mn1/2O2 and O3-Na1Fe1/2Mn1/2O2 were loaded into

cylindrical niobium sample cans, and mounted in a furnace on the LET spectrom-

eter [9]. Both samples were initially heated up to T ∼ 450K to remove potential

contamination from atmospheric hydrogen while loading the samples. Measurements

were performed over the temperature range T ∼ 323− 1000K. The “intermediate”

aperture of the resolution chopper, at a resolution frequency of 240Hz and pulse

removal frequency of 80Hz, provided a good balance between neutron flux and res-

olution. Chopper 1 was operated at 120Hz to suppress the tails of the neutron

energy distribution. Repetition rate multiplication was employed and this gave in-

cident neutron energies Ei ∼ 12.13, 3.70, 1.77 and 1.03meV. A proton charge of

80µAhr (1 hr = 40µAhr) was detected at the target during measurements above

T ∼ 550K. Measurements at T ∼ 550 and 323K recorded a proton charge of 240

and 120µAhr, respectively. The data were reduced and analysed using a combina-

tion of the Mantid package [117] and custom python scripts.

An empty niobium can and a standard vanadium sample were also measured

using the same instrument configuration. A proton charge of 40µAhr was detected

at the target for both measurements. The empty can measurement gave the back-
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ground signal that was subtracted from the sample data. The vanadium data set

was used to determine the instrument energy resolution, given by the FWHM of a

Gaussian distribution. At the elastic line, the energy resolution of Ei ∼ 12.13, 3.70

and 1.77meV were found to be δE = 25.4(2), 67.5(4) and 332(3)µeV, respectively.

4.2.4 xyz -polarised QENS

Polarised neutron scattering experiments were performed using the ThALES spec-

trometer [116] with xyz -polarisation analysis. Before each experiment, a cylindrical

aluminium sample can (with an inner diameter of ∼ 16mm) was loaded with ∼ 7 g

of powdered sample to cover the 3× 2 cm2 cross section of the incident beam. The

can was sealed using tungsten screws, and masked with gadolinium foil to prevent

scattering contributions from aluminium and tungsten, see Fig. 4.8.

Figure 4.8: Cylindrical aluminium sample can used on
ThALES. Bulk of the aluminium mass is contained in the head
of the sample can, where it is sealed using tungsten screws. Scat-
tering contributions from the head are prevented using gadolinium
foil to mask it from neutrons.

ThALES was set up with large focusing Heusler monochromator and analyser
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combination. Control of incident neutron spin was achieved using a Helmholtz coil

set around the sample environment, and a Mezei flipper was used to switch between

non-spin-flip (nsf) and spin-flip (sf) scattering. A beryllium filter was employed to

minimise spurious scattering from the sample environment. However, this restricted

the maximum attainable kf to 1.55 Å
−1
. Measurements were performed at several

temperatures using a standard orange cryofurnace with an operating temperature

range of T = 1.8− 573K.

All measurements during the Na0.67Fe1/2Mn1/2O2 experiment were performed

with kf fixed at 1.5 Å
−1
. The instrument energy resolution, δE was determined

by fitting a Gaussian distribution to the scattering from a standard vanadium sam-

ple at room temperature, giving δE = 194(3)µeV. The temperature dependence

of QENS from Na0.67Fe1/2Mn1/2O2 was studied over T ∼ 225 − 530K at constant

Q ∼ 2.35 Å
−1
. Similarly, the Q-dependent measurements were performed over

Q ∼ 0.75− 2.35 Å
−1

at T ∼ 530K.

Na1Fe1/2Mn1/2O2 was measured over T ∼ 100− 540K at constant Q ∼ 1.25 Å
−1

using kf = 1.3 Å
−1
, and Q ∼ 2.20 Å

−1
using kf = 1.5 Å

−1
. A Gaussian distribu-

tion was fitted to the T ∼ 100K data sets to determine the corresponding energy

resolutions. Measurements using kf = 1.3 Å
−1

benefited from a narrow energy res-

olution of δE = 85(1)µeV, but at the expense of a limited Q range. Those using

kf = 1.5 Å
−1

had access to an extended Q range with a broader energy resolu-

tion of δE = 183(3)µeV. This arrangement is suited for the study of ionic diffu-

sion since models of translational diffusion predict narrow QENS widths at low Q

which become broadened at higher Q. Measurements at T ∼ 540K were performed

over Q ∼ 0.5 − 1.25 Å
−1

using kf = 1.3 Å
−1
, and over Q ∼ 0.75 − 2.35 Å

−1
using

kf = 1.5 Å
−1
.
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The polarisation axes were set up with x parallel to the scattering vector Q

and z perpendicular to the scattering plane defined by ki and kf . The flipping

ratio was determined by measuring the scattering from a quartz sample in the

non-spin-flip (nsf) and spin-flips (sf) channels with incident neutron spins po-

larised along the x, y and z directions. The flipping ratios achieved during the

Na0.67Fe1/2Mn1/2O2 experiment were Fx = 11.3(1), Fy = 10.4(1) and Fz = 12.7(1).

For measurements on Na1Fe1/2Mn1/2O2, the flipping ratios were Fx = 27.4, Fy = 26.0

and Fz = 28.1 at kf = 1.5 Å
−1
, and Fx = 24(1), Fy = 24(1) and Fz = 28(1) at

kf1.3 Å
−1
.

The M, I and N components of scattering were once again determined using the

expressions in Eq. (3.3), with associated statistical errors given by Eq. (3.4). These

experiments aimed to enable the study of ionic diffusion via QENS in the nuclear

spin incoherent (I) scattering cross section. Hence, the measurement durations of

the six cross sections were chosen to minimise the uncertainty in the nuclear spin

incoherent component of scattering. For both experiments, all nsf channels were

measured for ∼ 35 s each, and the sf channels for 5 times as long.

4.3 Results

4.3.1 Superstructure

Willis et al. [21] and Pandiyan [135] previously characterised the different Na-vacancy

ordering patterns and determined the diffusion pathways in the structurally related

NaxCoO2. However, the influence of the disorder within the transition-metal plane

on Na-vacancy ordering and diffusion pathways currently remains an open question.
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Here, the ordering of Na-vacancies has been investigated using single crystal x-ray

diffraction from P2-Na0.67Fe1/2Mn1/2O2 to determine how superlattice formation is

affected by the introduction of disorder within the transition-metal plane.

Room temperature x-ray diffraction is presented in Figs. 4.9 and 4.10, showing

cuts in the (hk) plane at integer l and the l-dependence of the scattering, respectively.

The Bragg reflections are indexed by the hexagonal unit cell with lattice parameters

a = 2.9335(3) and c = 11.224(1) Å [1]. The in-plane scattering exhibits 6-fold rings

of superstructure reflections around each Bragg reflection, similar to those observed

from the ab planes of Na0.67CoO2 at 300K [135]. These lie on a hexagonal grid 1/6th

the size of each in-plane reciprocal lattice parameter. Hence, the superstructure

can be described by a supercell 6 × 6 times the underlying hexagonal unit cell. In

fact, it is possible to use a smaller supercell to describe the observed scattering,

see below. The absence of diffuse scattering implies the absence of short range

correlations. This suggests the presence of a relatively well-ordered superstructure

in the Na layers, and it is also consistent with random occupation of sites in the

transition-metal layers by Fe and Mn. However, x-rays have limited sensitivity to

ordering of Fe and Mn since they are next to each other in the periodic table.

Using density functional theory (DFT) calculations, Meng et al. identified two

distinct Na-vacancy ordering patterns for Na0.67CoO2, both of which are consistent

with a supercell 6×6 times the underlying hexagonal lattice [136]. The stripe struc-

ture shown in Fig. 4.11a naturally leads to a two layer periodicity that maximises

separation between Na1 ions in subsequent layers, see Fig. 4.12a. The corresponding

supercell vectors of the stripe structure are a⃗′ = 4a⃗+ 2⃗b, b⃗′ = a⃗+ 2⃗b and c⃗′ = c⃗. The

honeycomb structure shown in Fig. 4.11b corresponds to a supercell twice as large

in the ab plane, comprised of 6 Na layers, see Fig. 4.12b. The supercell vectors of
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Figure 4.9: X-ray diffraction from the (hk) plane of
Na0.67Fe1/2Mn1/2O2for l = 0−7. Clear superlattice reflections
are observed around principal Bragg reflections.
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Figure 4.10: X-ray diffraction along the l-direction of
Na0.67Fe1/2Mn1/2O2. Displacement of superlattice reflections

from Bragg reflections suggests a superlattice with a 1/6th cell.

the honeycomb structure are a⃗′ = 4a⃗+ 2⃗b, b⃗′ = 2a⃗+ 4⃗b and c⃗′ = 3c⃗ [137].

Simulations of the x-ray diffraction patterns were performed using the simulation

package Dans-Diffraction developed by Dr. Dan Porter [138]. Figures 4.11c

and 4.11d show that both models correctly predict the in-plane scattering from the

(h, k, 3) plane of Na0.67Fe1/2Mn1/2O2. Along the l-direction, the two layer stripe

model predicts the observed periodicity, see Fig. 4.12c. In contrast, both Alloul et

al. [137] and Pandiyan [135] have shown that in Na0.67CoO2 the out-of-plane stacking

sequence is in excellent agreement with the six layer periodicity of the honeycomb

supercell. Hence, the disorder in the transition-metal planes changes the periodicity

along the l-direction, and this leads to a different superstructure to Na0.67CoO2. By

analogy with Na0.8CoO2, the formation of a striped superstructure is likely to favour

quasi-1D diffusion [21]. Furthermore, the occupation of both Na1 and Na2 sites

suggests that the hopping between Na1 and Na2 sites may occur, as for NaxCoO2.
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(a) (b)

(c) (d)

Figure 4.11: Simulation of the structure in the (h, k, 3)
plane. (a) Stripe model with a column of Na1 ions (red sites)
in between three columns of Na2 ions (blue sites), and unit vec-
tors a⃗′ = 4a⃗ + 2⃗b and b⃗′ = a⃗ + 2⃗b. (b) Honeycomb model with
unit vectors a⃗′ = 4a⃗ + 2⃗b and b⃗′ = 2a⃗ + 4⃗b. (c) In-plane x-ray
scattering simulated by the stripe model. (d) In-plane scattering
simulated by the honeycomb model. Both models provide identical
descriptions of the in-plane scattering.
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(a) (b)

(c) (d)

Figure 4.12: Simulation of the scattering along the l-
direction. (a) The unit cell of the stripe model is made up of
two Na layers. (b) The unit cell of the honeycomb model con-
sists of six Na layers. (c) Out-of-plane scattering simulated by the
stripe model. (d) Out-of-plane scattering simulated by the honey-
comb model. The stripe model correctly predicts the positions of
superlattice reflections observed in the data.
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4.3.2 QENS from P2-Na0.67Fe1/2Mn1/2O2

The temperature evolution of unpolarised INS measured on the LET spectrometer

using Ei = 3.7meV is shown in Fig. 4.13. The broad diffuse scattering present at

Q < 1 Å
−1

and T = 323K quickly decays at higher Q, see Fig. 4.13a. A low intensity

band of scattering is also observable at 0.5meV, spanning the entire Q range with

negligible variation in intensity. Very broad diffuse scattering develops at high Q

upon heating the sample up to T = 550K, with two significantly broad signals at

Q ∼ 2.0 and 2.4 Å
−1
, see Fig. 4.13b. This diffuse signal is further enhanced at

T = 1000K, at which temperature broad diffuse scattering is observed throughout

the Q range shown in Fig. 4.13c.

The data set acquired using Ei = 1.77meV provides better energy resolution

to further investigate this diffuse scattering. Figure 4.14 shows the intensity as a

function of energy transfer for Q = 0.75 and 1.55 Å
−1

at T = 323 and 550K. The

energy resolution function of the instrument was determined by fitting a Gaussian

distribution to the scattering from a standard vanadium sample, and is represented

by a grey curve in each sub-figure of Fig. 4.14. At low temperature and low Q,

QENS in Fig. 4.14a shows a distinct energy broadening that is suppressed at higher

Q in Fig. 4.14b, where the data is much closer to the resolution function. Upon

heating up to T = 550K, the diffuse signal at low Q grows in intensity, as shown in

Fig. 4.14c. Interestingly, at this temperature the data at the higher Q of 1.55 Å
−1
,

shown in Fig. 4.14d, exhibits a dramatic broadening in energy that cannot even be

approximately described by the resolution function alone.

The behaviour observed at T = 323K is consistent with scattering arising from

the magnetic cross section, which is expected to have a greater intensity at low Q
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(a)

(b)

(c)

Figure 4.13: Temperature evolution of unpolarised INS
from Na0.67Fe1/2Mn1/2O2. (a) At T = 323K the scattering

exhibits a very diffuse contribution for Q < 1 Å
−1

. (b) At T =
550K, another very broad diffuse signal develops in the high Q

region, most prominent at Q = 2 Å
−1

. (c) All diffusely scattering
contributions persist at T = 1000K, where the signal at higher Q
further broadens.
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(a) (b)

(c) (d)

Figure 4.14: Unpolarised QENS from
Na0.67Fe1/2Mn1/2O2 measured with Ei = 1.77meV on

LET. (a) At T = 323K and Q = 0.75 Å
−1

the scattering exhibits
energy broadening beyond the instrument resolution (represented
by the grey curve), which is best described by an additional
Lorentzian term in the fit model (cyan curve). (b) At T = 323K

and Q = 1.55 Å
−1

the data is close to being resolution limited.

(c) At T = 550K and Q = 0.75 Å
−1

there is increased intensity
of the diffuse scattering observed at the lower temperature. The
data are best described using two additional Lorentzian terms in
the fit model (magenta curve). (d) A very broad QENS signal
develops at Q = 1.55Å−1 upon heating up to T = 550K. This

signal has a narrower energy width than at Q = 0.75 Å
−1

, but
with a larger amplitude.
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that decays with increasing Q due to the magnetic form factor. Magnetic diffuse

scattering may arise from dynamic short-range ordering of spins just above TN and

paramagnetic scattering at higher temperatures. The data in Fig. 4.14 were all

collected in the paramagnetic phase of Na0.67Fe1/2Mn1/2O2, which has a magnetic

ordering temperature TN ∼ 12.7K [139].

At T = 550K, the Q dependence of QENS energy width indicates scattering

beyond magnetism. This is evidenced by the temperature dependence of QENS

at Q = 1.55 Å
−1
, which becomes significantly broadened and intense upon further

heating the sample. In fact, the temperature and Q dependence of the diffuse

scattering shown in Fig. 4.14d is consistent with the onset of translational diffusion

of ions. All models of translational diffusion predict small energy widths at low Q

(tending to zero as Q tends to zero) and larger widths at higher Q (even though

widths may tend to zero at Bragg points, powder averaging gives a significant width

at high Q). The onset of ionic diffusion at higher temperature is consistent with

ions gaining sufficient energy to overcome the activation barrier associated with

translational diffusion.

Ionic diffusion is studied through the self-correlation function, which is deter-

mined from incoherent QENS. However, it is not possible to isolate scattering from

each cross section using unpolarised neutron scattering. The contributions from

nuclear and magnetic cross sections make it almost impossible to extract meaning-

ful energy widths to study microscopic diffusion. Further progress can be made by

employing a polarised neutron spectrometer to isolate the nuclear spin incoherent

scattering, and better determine the magnitudes and energy widths of QENS arising

from diffusing ions.

QENS data acquired on the ThALES spectrometer using xyz -polarisation analy-
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sis are shown in Fig. 4.15 for T = 530K. The total scattering in Fig. 4.15a exhibits

the same behaviour previously observed in Figs. 4.14c and 4.14d. At Q = 0.75 Å
−1
,

the energy broadening in the nuclear spin incoherent cross section is very close to

that at 1.50 Å
−1
, see Fig. 4.15b. Therefore, the highly diffuse QENS observed with

unpolarised neutron scattering is dominated by signal that does not originate from

ionic diffusion. This demonstrates the necessity of using polarised neutron scattering.

Without polarisation analysis the contributions from other scattering cross sections

in an unpolarised neutron experiment would dominate this minor variation in the

nuclear spin incoherent cross section. Scattering from the magnetic cross section,

shown in Fig. 4.15c, reveals that the energy width of the scattering from magnetic

fluctuations is comparable to the widths observed using unpolarised neutrons.

The diffusion mechanism for Na+ ions has been studied by fitting a Lorentzian

distribution to the nuclear spin incoherent QENS data acquired at Q = 0.75 −

2.35 Å
−1

at a constant temperature of T = 530K. The Q-dependence of the ex-

tracted Lorentzian HWHM, Γ was modelled using the Chudley-Elliott model of

jump diffusion

Γ =
h̄

τ

(
1− r

sin(Ql12)

Ql12
− (1− r)

sin(Ql22)

Ql22

)
, (4.1)

where l12 = 1.6937(2) and l22 = 2.9335(3) Å are the fixed jump lengths for Na1-

Na2 and Na2-Na2 hops respectively, r is the ratio between the two different hops,

and τ is the mean residence time of ions [1, 91]. Initial fits were performed using

models with only one hop length by fixing r at 0 for Na2-Na2 hops and at 1 for

Na1-Na2 hops. Neither of these models describe the data over the full Q range,

see the dashed curves in Fig. 4.16a. Subsequent fitting with r as a freely varying

parameter provides the best description for r = 0.4(1), which corresponds to 40%
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(a) (b)

(c)

Figure 4.15: xyz -polarised QENS from
Na0.67Fe1/2Mn1/2O2 measured at T = 530K on the
ThALES spectrometer. (a) Total scattering at Q = 0.75 has

a larger energy width than at Q = 1.50 Å
−1

. (b) Nuclear spin

incoherent scattering at Q = 0.75 and 1.50 Å
−1

exhibit similar
energy widths, hence ionic diffusion is not the dominant source
of QENS in the total scattering. Intensities for total and nuclear
spin incoherent scattering have been normalised by respective
peak intensities. (c) Magnetic scattering cross section exhibits

very broad QENS that is much more intense at Q = 0.75 Å
−1

, as
is predicted by the magnetic form factor.
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Na1-Na2 hops, see the red curve in Fig. 4.16a. This gives a mean residence time of

⟨τ⟩ = 17.9(9) ps for the two different hop lengths, and a mean diffusion coefficient

⟨D⟩ = (rl212 + [1− r]l222)/4⟨τ⟩ = 9(3)× 10−6 cm2s−1 [21].

(a) (b)

Figure 4.16: Jump diffusion models for
Na0.67Fe1/2Mn1/2O2. (a) Fits of the Chudley-Elliott jump
diffusion model to the quasi-elastic energy widths extracted from
the nuclear spin incoherent cross section at different values of
Q. The purple dashed curve is a fit using a model with only
Na2-Na2 hops, and has a reduced chi-squared statistic χ2

N = 2.15.
The brown dashed curve is a fit of a model with only Na1-Na2
hops and has χ2

N = 2.75. Best description is provided by the
red curve with χ2

N = 1.02, which is a fit of a model with 40%
Na1-Na2 hops. (b) A fit of the Arrhenius equation to quasi-elastic
energy widths extracted at a range of temperatures at a constant

Q = 2.35 Å
−1

. The red line is the best fit to data, corresponding
to an activation energy EA = 39(4)meV. The grey dashed line
represents Na0.8CoO2 with EA = 85(5)meV [21].

The activation energy of the translational diffusion was also probed through mea-

surements of nuclear spin incoherent QENS at Q = 2.35 Å
−1

over T = 225− 530K.

A Lorentzian model was fitted to the data to determine Γ at each temperature, re-

vealing a ∼ 218% increase from 14(2)µeV at T = 225K to 43(5)µeV at T = 530K.

Figure 4.16b shows modelling of the temperature dependence of Γ using the Ar-
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rhenius equation to obtain a value of EA = 39(4)meV for the activation energy,

which corresponds to a temperature of TA = 450(50)K. The grey dashed line rep-

resents the fit of the Arrhenius equation to the temperature dependent QENS from

Na0.8CoO2, and corresponds to EA = 85(5)meV (TA = 990(60)K) [21].

4.3.3 QENS from Na1Fe1/2Mn1/2O2

The temperature evolution of unpolarised INS performed on the LET spectrometer

using Ei = 3.7meV is shown in Fig. 4.17. At T = 323K, the low Q region at ≤

0.5 Å
−1

displays a broad diffuse signal that quickly decays in intensity as Q increases,

see Fig. 4.17a. Heating the sample up to T = 550K results in increased intensity of

the highly diffuse scattering at low Q, and another diffuse signal develops at higher

Q with distinct features in the vicinity of Q ∼ 2.0 Å
−1
, see Fig. 4.17b.

(a) (b)

Figure 4.17: Temperature evolution of unpolarised INS
on LET. (a) At T = 323K the scattering exhibits a very diffuse

contribution for Q ≤ 0.5 Å
−1

, with another much narrower diffuse

signal above Q ∼ 1.0 Å
−1

. (b) At T = 550K the diffuse scattering
at low Q become more intense while the diffuse scattering at high

Q broadens and develops distinct features around Q ∼ 2.0 Å
−1

.



4.3. Results 154

The extent of variation in the diffuse scattering at higher temperature sug-

gests that the energy broadening and therefore the rate of diffusion in O3-type

NaxFe1/2Mn1/2O2 is much slower than in the P2-type. Moreover, the variation in

the Q dependence of diffuse scattering signals suggest that multiple scattering cross

sections contribute to the diffuse scattering seen in Fig. 4.17. It is therefore very chal-

lenging to investigate the ionic diffusion in Na1Fe1/2Mn1/2O2 through unpolarised

QENS using the LET data set.

The Q dependence of the QENS in the nuclear spin incoherent cross section was

studied to determine the diffusion rate in Na1Fe1/2Mn1/2O2. Based on the results

from LET, xyz -polarised neutron measurements were performed on ThALES using

two values of kf , to achieve a narrower energy resolution with kf = 1.3 Å
−1

for

measurements at Q = 0.50 − 1.25 Å
−1
, while also having access to an extended Q

range of 2.20 − 2.35 Å
−1

using kf = 1.5 Å
−1
. The QENS measured over the entire

Q range at constant T = 540K was modelled once again by the convolution of the

instrumental resolution function with a Lorentzian distribution. Subsequently, the

Chudley-Elliott model of jump diffusion [91] was fitted to the Q dependence of Γ.

Unlike in the P2-type structure, the Na+ ions in the O3-type can only occupy the

Na2 sites due to the different stacking sequence, with a hop length l = 2.9590(6) Å

between neighbouring sites [1]. The fit curve in Fig. 4.18a, generated using this

fixed hop length, corresponds to a mean residence time ⟨τ⟩ = 72(6) ps, giving a

mean diffusion coefficient ⟨D⟩ = l2/4⟨τ⟩ = 3.0(3)× 10−6 cm2s−1 [21].

The activation energy was determined by studying the behaviour of the nuclear

spin incoherent QENS over T = 100−540K at constant values of Q. Measurements

with kf = 1.3 Å
−1

were performed at Q = 1.25 Å
−1

and those with kf = 1.5 Å
−1

at Q = 2.20 Å
−1
. The instrumental energy resolution was determined by fitting a
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(a) (b)

Figure 4.18: Jump diffusion model for Na1Fe1/2Mn1/2O2.
(a) Fit of the Chudley-Elliott model of jump diffusion with a single
fixed hop length yields a residence time τ = 72(6) ps. (b) A fit of
the Arrhenius equation to the temperature dependence of Γ yields
EA = 14(2)meV. Values of Γ from different kf were normalised
to common high temperature point.

Gaussian profile to the scattering at T = 100K for both values of Q. The scattering

for T > 100K exhibits QENS that broadens further with increasing temperature,

consistent with the behaviour seen in Fig. 4.17, and could not be adequately de-

scribed using only the resolution function. At Q = 1.25 Å
−1

and T = 300K the

Lorentzian HWHM is Γ = 7.2(8)µeV and increases by ∼ 28% to 9.2(6)µeV at

540K. Fitting the Arrhenius equation to the temperature dependence of Γ yields

an activation energy EA = 14(2)meV (TA = 160(20)K), see Fig. 4.18b.
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4.4 Discussion & Conclusions

4.4.1 Superstructure

For x = 2/3, the presence of the different, disordered transition-metal layer is suf-

ficient to change the details of the superstructure compared to the corresponding

composition for NaxCoO2. However, it does not entirely suppress the formation

of a superstructure, perhaps because the energetics are dominated by the in-plane

Coulomb interactions [128]. Furthermore, it is known that NaxCoO2 exhibits super-

structure reflections at all compositions [135] even when the bulk diffusion coefficient

is high [24]. Hence, it is unlikely that the presence of a superstructure will signifi-

cantly suppress translational diffusion at most compositions.

4.4.2 Diffusion

The results for the diffusion in P2 and O3-type NaxFe1/2Mn1/2O2 are summarised

in Fig. 4.19. P2-Na0.67Fe1/2Mn1/2O2 has a diffusion rate ∼ 3 times greater than O3-

Na1Fe1/2Mn1/2O2 at T ∼ 530K, but O3 has a lower activation energy. It should be

noted that the activation energies are averaged over a range of local environments.

Activation energies will depend upon the interactions between the Na and Fe & Mn

in the transition-metal layer. Nevertheless, a similar trend is predicted for P2 and

O3-type NaxCoO2, see Fig. 4.3 [22].

The diffusion mechanism for P2-Na0.67Fe1/2Mn1/2O2 differs from the mechanism

proposed for P2-Na0.8CoO2, since both Na2−Na1 and Na2−Na2 hops are required

to explain the Q-dependence of the energy widths in Fig. 4.16a. However, it must be

noted that the Na0.8CoO2 data do not go to high enough Q to distinguish between
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the two models.

P2-Na0.67Fe1/2Mn1/2O2 has a diffusion coefficient an order of magnitude larger

than P2-Na0.8CoO2 at T ∼ 530K, see Fig. 4.4b, and its activation energy is a factor

two lower, which is promising for battery performance. It should be noted that

QENS gives hop frequencies, and does not distinguish between localised or transla-

tional diffusion. However, by analogy with NaxCoO2, away from ideal stoichiometry

the degree of translational diffusion is presumably high. The diffusion rate of O3-

Na1Fe1/2Mn1/2O2 is intermediate between the two rates for the P2 compositions.

It is interesting to note that the diffusion rates for P2-type layered sodium

transition-metal oxides may be partly explained by the interlayer separation in these

compounds. The separation of sodium and oxygen planes in P2-NaxFe1/2Mn1/2O2 is

∼ 1.76 Å [140], approximately 3% greater than ∼ 1.71 Å for P2-NaxCoO2 [141].

(a) (b)

Figure 4.19: Comparing jump diffusion models for
P2 and O3-type NaxFe1/2Mn1/2O2. (a) Chudley-Elliott
model of jump diffusion with a single hop length for
Na1Fe1/2Mn1/2O2 (blue) compared to a model with the two hop
lengths for Na0.67Fe1/2Mn1/2O2 (red). (b) Arrhenius plots with
gradient corresponding to EA ∼ 14(2) (blue) and ∼ 39(4)meV
(red).
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These results demonstrate the need to measure nuclear spin incoherent scattering

using polarization analysis in order to obtain completely reliable, quantitative data.

It is interesting to speculate why the previous experiment on NaxCoO2 using unpo-

larised neutrons seems to have worked well. One possibility is the narrower energy

resolution using the OSIRIS spectrometer may have made the wider components

much less visible. Another factor is the smaller magnetic moment in NaxCoO2. In-

coherent scattering will usually be narrower than these components and, therefore,

it is a good strategy using unpolarised neutrons to use narrower energy resolution.

However, the price paid for achieving this is a smaller Q range, and this makes it

more difficult to determine the diffusion mechanism.



Chapter 5

z+ Polarisation Analysis on LET

Spectrometer

5.1 Background

The previously discussed technique of xyz polarisation analysis (PA) achieves unam-

biguous separation of the nuclear, magnetic, and nuclear spin incoherent components

of the scattering from measurements of 6 polarisation-dependent cross sections. It

is an evolution of uniaxial PA and has been well established on multi-detector in-

struments such as the D7 spectrometer at the ILL, and is particularly relevant for

instruments at spallation neutron sources where detector banks covering a large

solid-angle are often employed [84]. Novel magnetic ground states of the pyrochlore

lattice have garnered much interest, and have been extensively studied using a range

of neutron PA techniques [25, 26, 142]. Presented here is a brief review highlighting

the capabilities of PA techniques used to study Ho2Ti2O7.

The pyrochlore structure includes corner-sharing tetrahedra of magnetic ions.

159
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For Ho2Ti2O7, the crystal electric field makes the Ho ion Ising-like, such that mo-

ments can only point towards or away from the centre of the tetrahedron. The

ground state of this system is macroscopically degenerate with two spins pointing in

and two pointing out for each tetrahedron. This system maps onto ice with a tetrahe-

dral arrangement of water molecules with two long and two short bond lengths. For

this reason the magnetic ground state of Ho2Ti2O7 is known as spin ice [143]. The

ice rules (two spins in, two spins out) leads to characteristic features in the magnetic

diffuse scattering - pinch-point singularities, which are bow-tie like diffuse signals

centred on reciprocal lattice points. The low energy excitations from this ground

state give emergent magnetic monopoles [144], and broadening of the pinch-point

scattering has been related to the separation between magnetic monopoles.

The pinch-point singularities contribute very weakly to the total scattering and

can be masked by the structural scattering near the Brillouin zone centre. Fennell

et al. employed uniaxial (z) polarisation analysis to isolate the nsf and sf scattering

components from a single-crystal sample of Ho2Ti2O7 at T = 1.7 Å
−1

[25]. The sf

scattering along z measures the components of the magnetic moments perpendicular

to z, and the correlations from these components are important in identifying the

spin ice state. The nsf channel along z measures the components of the magnetic

moments parallel to z, which are important in probing the correlations due to the

long-range dipolar interactions [145].

The sf signal in Fig. 5.1(a) shows pure magnetic signal on top of a flat nuclear spin

incoherent background, and exhibits pinch-point singularities at (0, 0, 2), (1, 1, 1) and

(2, 2, 2), as expected from a spin ice. The nsf channel in Fig. 5.1(b) exhibits strong

structural scattering which dominates the unpolarised scattering signal shown in

Fig. 5.1(c). These polarised scattering results combined with Monte Carlo simula-
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tions in Fig. 5.1(d-f) have verified the nearest-neighbour spin ice model in Ho2Ti2O7.

The disagreement between the observed and predicted nsf scattering was resolved

by a correction to the nearest-neighbour model identified through further polarised

neutron scattering experiments [25].

Figure 5.1: Diffuse scattering of polarised neutrons from
Ho2Ti2O7 at T = 1.7K. (a) to (c) Experimental observations.
(d) to (f) Monte Carlo simulations of the nearest-neighbour spin
ice model. (a) The SF channel with pinch points at (0, 0, 2n) and
(n, n, n), where n is a positive integer. (b) Observed NSF channel.
(c) The sum of (a) and (b), equivalent to unpolarised scattering.
(d) Calculated SF channel. (e) Calculated NSF channel. (f) The
sum of (d) and (e) [25].

Hallas et al. developed a method to extract detailed information on spin cor-

relations from powder neutron scattering data using reverse Monte Carlo (RMC)

techniques [26]. This method requires very accurate measurements of the magnetic

signal, and they achieved that using xyz PA, where it is possible to eliminate the



5.1. Background 162

nuclear spin incoherent and nuclear contributions to the scattering. The results of

an experiment on polycrystalline Ho2Ti2O7 measured using xyz PA are presented

in Fig. 5.2. The spin correlations determined using RMC allow the single-crystal

magnetic diffuse scattering to be calculated. Remarkably, the pinch points in the

scattering are accurately reproduced, see Fig. 5.2(b).

Figure 5.2: RMC refinements of the magnetism in
Ho2Ti2O7. (a) RMC refinement of the magnetic scattering at
T = 60mK obtained with xyz PA. (b) Single-crystal magnetic
scattering calculated from an ensemble of refined RMC configura-
tions [26]. Inset shows experimental single-crystal scattering data
from Ref. [25].

It is known that xyz polarisation analysis of scattering with out-of-plane compo-

nents exhibit anomalous behaviour at low scattering angles. For a large area detector

with significant coverage out of the horizontal scattering plane, such as on LET, this

severely limits the utility of the xyz PA technique. The 10-point technique proposed

by Ehlers et al. avoids this problem by including measurements with incident neu-

tron polarisation along two additional direction [142], but the extended measurement

times often render this approach infeasible. Additionally, both techniques employ

Helmholtz coils to control the orientation of incident neutron spin. The geometry of

the Helmholtz coils effectively masks regions of the detector, thereby restricting the
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accessible range in reciprocal space.

The z+ technique described in this chapter uses the out-of-plane variation in

the scattering of neutrons polarised along the z-direction to enable the isolation

of magnetic, nuclear spin incoherent and nuclear cross sections for polycrystalline

samples. This greatly enhances the capabilities of instruments such as LET with

significant out-of-plane detector coverage, including for inelastic neutron scattering.

5.2 Explanation of z+

The scattering of neutrons from atoms can arise from the short-range nuclear and

magnetic interactions between the two systems, with each interaction having a differ-

ent effect on the spin of the neutrons. Interactions via the nuclear force cause nuclear

coherent and isotope incoherent scattering. Nuclear coherent scattering arises from

the average scattering lengths of the nuclei in a sample. In general, variations in the

scattering lengths within a sample lead to incoherent scattering. Since the scattering

length is different for each isotope, a random distribution of isotopes gives rise to

isotope incoherent scattering. Polarisation analysis is unable to distinguish between

nuclear coherent and isotope incoherent scattering because the neutron spin is un-

changed during the scattering event, hence these interactions are known as nuclear

(N) scattering [142].

The scattering length also varies depending on whether the neutron spin is par-

allel or anti-parallel to the nuclear spin, and the random configuration of nuclear

spins within a sample lead to nuclear spin incoherent (I) scattering. This type of

interaction has a 2/3 probability of flipping the neutron spin. Scattering can also

arise from the interaction between the magnetic moment of the neutron and the local
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magnetic field of an atom with unpaired electrons, giving rise to magnetic (M) scat-

tering. The details of the magnetic structure within the sample determine whether

the neutron spin is flipped during a magnetic scattering event [142].

The z+ method is able to separate the three different scattering components by

measuring the non-spin-flip (nsf) and spin-flip (sf) cross sections with the incident

beam polarisation, P⃗ only along the z-direction. The partial differential neutron

scattering cross section, which is the sum over all three contributions to the scatter-

ing, can be expressed in terms of the nsf and sf scattering cross sections as

(
∂2σ

∂Ω∂E

)
total

= N + I +M

=

[(
∂2σ

∂Ω∂E

)
coh

+

(
∂2σ

∂Ω∂E

)isotope

incoh

]
+

(
∂2σ

∂Ω∂E

)spin

incoh

+

(
∂2σ

∂Ω∂E

)
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=

(
∂2σ
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(
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∂Ω∂E

)z

sf
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(5.1)

For a polycrystalline paramagnetic-like scatter, the nsf and sf cross sections in-

clude the following contributions from each of the scattering components N, I and

M

(
∂2σ

∂Ω∂E

)
nsf

= N +
1

3
I +

1

2
M
[
1− (P̂ · Q̂)2

]
, (5.2a)

(
∂2σ

∂Ω∂E

)
sf

=
2

3
I +

1

2
M
[
1 + (P̂ · Q̂)2

]
, (5.2b)

where P̂ · Q̂ is the projection of the incident polarisation P⃗ onto the momentum

transfer wave-vector Q⃗ [146]. The geometry of a z+ polarisation analysis experiment
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on a spectrometer employing a cylindrical detector array is illustrated in Fig. 5.3.

This set-up is characterised by the azimuthal angle ϕ around the Debye-Scherrer

cone, the scattering angle 2θ between the incident neutron wave-vector ki and scat-

tered wave-vector kf , 2θp which is the projection of 2θ onto the horizontal scattering

plane, and the angle γ between the horizontal plane and kf . Then the variation

of the magnetic scattering described by (P̂ · Q̂)2 can be parametrised to give the

relation

(P̂ · Q̂)2 =
Ef cos

2 (π
2
− ϕ)[1 + cos2 2θp cos

2 2θ − 2 cos 2θp cos 2θ cos γ]

Ei + Ef − 2 cos 2θ
√
EiEf

, (5.3)

which was derived by Dr. Gøran Nilsen [147]. Hence, the intensity of magnetic

diffuse scattering is predicted to vary as cos2 (π/2− ϕ) around the Debye-Scherrer

cone. Then the magnitude of each scattering component is determined by substi-

tuting Eq. (5.3) into Eqs. (5.2a) and (5.2b) and fitting the empirically observed

ϕ-dependence. For a non-magnetic system, the separation of N and I components is

achieved simply by subtracting half of the intensity in sf channel from the intensity

in the nsf channel.

5.3 Experimental Procedure

Realising z+ polarisation analysis on the time-of-flight neutron spectrometer LET

involves generating an incident spin-polarised neutron beam and analysing the po-

larisation of the scattered beam. Modifications necessary to achieve this are il-

lustrated in Fig. 5.4. A spin-polarised neutron beam is obtained using a removable

transmission-based two-channel “V-cavity” FeSi super-mirror polariser along the lin-
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Figure 5.3: Scheme of a z+ PA experiment on a large area
multi-detector instrument. γ is the angle between the horizon-
tal scattering plane and the scattered neutron wave-vector kf . 2θ
is the scattering angle between the incident and scattered neutron
wave-vector with 2θp as its projection onto the horizontal scatter-
ing plane. ϕ is the azimuthal angle around the Debye-Scherrer
cone. The area multi-detector is shown in grey in each panel.

early converging section of the beam guide between the moderator and the sample

position [148]. The combinations of super-mirror coatings inside the polariser ensure

the transmission of the desired spin state while the undesired spin state is scattered

out of the beam and absorbed by the side walls [27]. Details of the polariser are

provided in Ref. [27] and Ref. [28]. Once polarised, the beam encounters a preces-

sion coil neutron spin flipper before being transported to the sample environment

through guide fields.

The standard LET sample environment is modified as illustrated in Fig. 5.5 to

enable analysis of the scattered neutron polarisation over the ∼ π st of continuous

detector coverage. The z+ technique is made possible using a hyper-polarised 3He

spin-filter, the so-called “banana cell”, which covers 180 ◦ in the horizontal plane

and γ = ±30.2 ◦ in the vertical direction [27]. The banana cell, mounted on the

exterior of a orange cryostat, is housed within a gas tank installed in the LET main
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Figure 5.4: Schematic of the LET spectrometer with
z+ PA. Positions of the polariser and flipper, and the analyser are
shown in the magnified regions. The spin-polarised beam is cre-
ated by the super-mirrors shown as red line, and passes through an
adiabatic spin flipper and guide fields before reaching the sample
environment where it is analysed by a wide-angle 3He spin-filter
analyser. Sourced from Ref. [27].
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vacuum tank. Isolating the banana cell from the vacuum tank in this way allows for

rapid and reproducible cell changeover during long experiments. Inside the vacuum

tank, a radial oscillating collimator is employed to minimise the background from

the modified sample environment and the spin-filter analyser. Above and below

the collimator are the holding field coils, comprised of a main and compensation

set, which provide a highly homogeneous magnetic environment to minimise depo-

larisation of the banana cell due to magnetic field gradients [27, 28]. Beyond the

sample environment, a permanent transmitted beam monitor is installed behind a

pinhole drilled into the beam-stop. During a z+ PA experiment, this monitor mea-

sures the flipping ratio of the transmitted beam, thus allowing corrections for the

time-dependent analysing power of the banana cell [28].

A powder sample of Ho2Ti2O7 was measured in a thin walled annular aluminium

can at T = 2K using an orange cryostat with an operating temperature range

of ∼ 1.8 − 300K. The resolution and pulse remover choppers were operated at

240 and 120Hz, respectively. Measurements were performed using Ei = 4meV,

achieving an energy resolution of 0.1meV at the elastic line. The time-dependent

polarisation of the banana cell necessitates short measurements of the nsf and sf

channels to maintain an approximate equal polarisation during measurements of nsf

and sf pairs. Hence, 29 measurements of each channel were performed with a proton

charge of 10µAhr detected at the target during each measurement, which translates

to approximately 15mins per measurement. Measurements of this duration also

avoid overheating of the spin flipper. Section 5.4 details preprocessing and analysis

of the collected data.

The polarisation corrections performed on the data depend on the polarising

efficiency of the polariser, which is quantified using the scattering from a diffuse
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Figure 5.5: Mechanical drawing cross-section of PA en-
abled LET sample position. The analyser insert is comprised
of the gas tank (1) which houses the cryostat (2) and the sample
position (3). The 3He spin-filter cell (4) sits on a shelf in the tail
of the cryostat within the gas tank. Inside the main vacuum tank
of LET are the radial oscillating collimator (5) with main holding
field coils (6) above and below [28].
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scatterer such as quartz [28]. Room temperature measurements of a quartz rod were

performed by the instrument scientists using the same configuration from above.

5.4 Results

Polarised neutron scattering data collected using any technique requires substantial

preprocessing before arriving at the isolated scattering cross sections. The polarised

scattering data acquired on LET have undergone two crucial preprocessing steps.

Initially, the data were reduced using custom python scripts developed by the instru-

ment scientists at the ISIS neutron facility. This applies a correction for the finite

detector efficiency using the scattering from a standard vanadium sample. The

scattering from vanadium is expected to be uniform across all detector tubes since

vanadium is a strongly incoherent scatterer with negligible coherent scattering cross

section. Deviations from a uniform signal can arise due to the inherent variation in

the efficiency of different detectors.This normalisation is performed on all LET data

regardless of the neutron polarisation.

The data must also be corrected for absorption in the polarisation analyser and

the finite efficiencies of the polariser, neutron spin flipper, and analyser. Quantify-

ing the degree of inefficiency in the hardware enables the counts in each polarisation

channel (nsf and sf) to be corrected for leakage between the channels. Fundamen-

tally, this is achieved by determining the time-dependent flipping ratio using the

scattering from a quartz sample and the transmitted beam monitor, as detailed

in Ref. [28]. An ideal polarisation experiment with perfect polariser, flipper and

analyser will only have counts in the nsf channel since quartz is a purely nuclear

scatterer [84].
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The advantage of performing polarised neutron scattering using the LET multi-

detector spectrometer is the ability to survey large regions of reciprocal space, resolv-

ing both wave-vector and energy transfer. D7 has a multi-detector in the horizontal

scattering plane, whereas LET employs an area detector with extensive out-of-plane

coverage. Furthermore, D7 detectors measure the intensity integrated over energy

transfer in their usual mode of operation, whereas LET always operates in a time-of-

flight mode that resolves energy transfer. Hence, using LET it is possible to cover a

very large range in reciprocal space, while at the same time to focus on small regions

of Q and energy transfer. The magnetic diffuse scattering from Ho2Ti2O7 is known

to be elastic and, therefore, the analysis presented here focuses on the elastic line

between -0.2 and 0.2 meV. Eliminating the scattering outside this window helps to

reduce the background.

The nsf and sf signal measured with Ei = 4meV are shown in Figs. 5.6a and 5.6b

after the corrections have been applied. A detector mask was applied to remove

the straight-through beam and signal from regions not covered by the banana cell

polarisation analyser. The sf channel exhibits a ϕ dependent signal at low 2θ which

has an intensity maximum at the top of the detector. At the same 2θ position the

nsf scattering exhibits an intensity maximum in the centre of the detector. The nsf

channel also contains scattering from three Bragg reflections of Ho2Ti2O7. Scattering

intensities at low 2θ are modulated along the height of the detectors, see Fig. 5.6b.

This modulation arises from a damaged polarisation analysis collimator and leads

to significantly reduced intensity at the bottom of the detectors. The vanadium

normalisation could not correct this behaviour since it was measured without any

collimation.

The modulated intensities have been corrected using the nsf scattering from a
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(a) (b)

(c)

(d) (e)

Figure 5.6: Detector signal from Ei = 4meV data integrated
over −0.2 ≤ ∆E ≤ 0.2meV. (a) Ho2Ti2O7 nsf at T = 2K. (b)
Ho2Ti2O7 sf at T = 2K. (c) Quartz nsf. (d) Quartz normalised
Ho2Ti2O7 nsf. (e) Quartz normalised Ho2Ti2O7 sf. A detector
mask was applied to only retain scattering signal from polarised
neutrons and to exclude the straight-through beam.
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(a)

(b)

(c)

Figure 5.7: The ϕ dependence of nsf and sf scattering be-
fore and after quartz correction. Line plots show elastic scat-
tering measured with Ei = 4meV integrated over 28− 30 ◦ in 2θ.
(a) Ho2Ti2O7 data before division by quartz data. (b) Quartz nsf
scattering. (c) Ho2Ti2O7 data after quartz normalisation.
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quartz sample also measured with the polarisation analysis collimator, see Fig. 5.6c.

Scattering intensity from quartz is independent of ϕ because all of the scattering

is structural. Therefore differences in the quartz intensity along the height of the

tubes can only arise from the collimator, and dividing the data on Ho2Ti2O7 by the

quartz removes this behaviour. Figures 5.6d and 5.6e show both channels after this

quartz correction.

Figure 5.7 better demonstrates the influence of the quartz correction on the ϕ

dependence of scattering. At 2θ = 29 ◦, where there is strong magnetic diffuse

scattering, the sf channel exhibits the incorrect ϕ dependence, see Fig. 5.7a. After

the correction using quartz data shown in Fig. 5.7b, both the nsf and sf scattering

exhibit the correct ϕ dependence as predicted by Eqs. (5.2a), (5.2b) and (5.3), see

Fig. 5.7c.

The Q dependence of each cross section is calculated by simultaneously fitting

Eqs. (5.2a) and (5.2b) to the ϕ dependence of nsf and sf scattering for a range of

Q (or equivalently 2θ) values. The data in both channels were integrated over 2 ◦

steps between 18− 130 ◦ in 2θ, and fitted with ∆E = 0.0(2)meV. The performance

of the fits are shown in Fig. 5.8 for regions containing magnetic diffuse scattering

and Bragg reflections. Figures 5.8b and 5.8d show that magnetic intensity can

be extracted even in regions with strong Bragg reflections. The sensitivity of this

approach is demonstrated in Fig. 5.8c, which shows that even very small magnetic

signals are well described by Eq. (5.3).

The analysis procedure involves dividing each ϕ scan by the corresponding quartz

data set, and that introduces an artificial Q dependence from the quartz. This is

addressed by multiplying the cross sections with the Q-dependent quartz structure

factor obtained by integrating the intensity over ϕ, see Fig. 5.9. The isolated nuclear
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(a) (b)

(c) (d)

Figure 5.8: Fits of ϕ-dependent nsf and sf scattering (a)
2θ = 28 − 30 ◦. (b) 2θ = 44 − 46 ◦. (c) 2θ = 62 − 64 ◦. (d)
2θ = 94− 96 ◦.



5.4. Results 176

Figure 5.9: Quartz structure factor. Obtained by integrating
over ϕ at each 2θ position.

cross section contains only the three expected Bragg reflections of Ho2Ti2O7 at Q ∼

1.07, 2.04 and 2.14 Å
−1
, see Fig. 5.10a. The incoherent cross section in Fig. 5.10b

exhibits fluctuations about a constant intensity as expected.

The magnetic cross section measured on LET using the z+ technique is shown

in Fig. 5.11. The Q-dependence of the magnetic cross section is compared with the

experimental data of Hallas et al. obtained using xyz polarisation analysis and with

their reverse Monte Carlo fit. The simpler z+ approach is in full agreement with the

results from D7.

Relatively larger uncertainty in the cross sections determined using z+ polari-

sation analysis on LET may be explained by differences in neutron flux during the

experiment. The experimental data of Hallas et al. is obtained using a white beam of

neutrons and integrating over all energy transfer. In constrast, the energy-resolved

LET data is obtained using a monochromatic beam of neutrons with Ei = 4meV.

This leads to a reduction of up to 4 orders of magnitude in the incident neutron

flux [149].
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(a) (b)

Figure 5.10: Separation of nuclear and incoherent cross
sections. (a) Nuclear cross section exhibits a relatively flat back-
ground with well defined Bragg reflections at Q ∼ 1.07, 2.04 and

2.14 Å
−1

. (b) The incoherent cross section can be approximated
as flat scattering independent of Q.
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Figure 5.11: Q dependence of the magnetic scattering cross
section. LET data points are shown as blue circles, D7 as black
circles, and the reverse Monte Carlo fit from Ref. [26] as a red line.
A scaling factor is used to plot the different data on the same axes.
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The noise is necessarily larger in the magnetic and incoherent cross sections at

the Q values corresponding to Bragg reflections due to relatively larger leakage from

the nsf channel. The nuclear, magnetic and nuclear spin incoherent cross sections

obtained using the z+ technique are entirely consistent with those obtained using

xyz polarisation analysis.

5.5 Discussion & Conclusions

The z+ polarisation analysis technique provides unambiguous separation of the nu-

clear, magnetic and nuclear spin incoherent scattering through measurements of

only the non-spin-flip and spin-flip cross sections along the z-direction. For a

paramagnetic-like scatterer, this is achieved through the variation of magnetic in-

tensity around the Debye-Scherrer cone. Therefore this technique is only applicable

to polycrystalline systems. Excellent description of the scattering in Fig. 5.8c is

proof that full separation can be performed even when the magnetic signal is very

weak. Polarisation analysis is also crucial for quasi-elastic neutron scattering, and

the sensitivity of z+ is well suited for component dependent studies of the dynamics

in biological systems and battery materials.

The implementation on the direct geometry time-of-flight LET spectrometer

demonstrates how well z+ is suited to instruments which employ a large area multi-

detector, such as WISH at the ISIS pulsed neutron facility [150], and CNCS at the

Spallation Neutron Source (SNS) [151,152]. The geometry of the holding field coils

and the use of a 3He spin-filter analyser enables polarisation analysis across the entire

detector coverage without any obstructed zones. This makes z+ the best perform-

ing polarisation analysis technique currently available at the ISIS neutron facility.
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Combining this technique with the excellent energy resolution and repetition-rate-

multiplication on LET offer great potential to study nuclear spin incoherent, nuclear

and magnetic dynamics separately.

For single crystals, it is necessary to use xyz PA on triple-axis spectrometers.

Recent developments of the PASTIS-3 concept have extended this to wider angle

detectors [153]. However, for powder samples, the ability to use uniaxial PA and

detector coverage over a very wide range both in and out of the horizontal scattering

plane makes z+ very competitive in terms of the efficient use of neutron beam time.

Similarities between z+ and PASTIS-3 may indicate the design direction of future

polarisation analysis development. New direct geometry time-of-flight spectrometers

CSPEC at the European Spallation Source (ESS) [154] and CHESS at the SNS [155]

could offer opportunities to perform polarised inelastic neutron scattering [156]. At

ISIS, indirect geometry time-of-flight spectrometer MUSHROOM is planned to re-

ceived similar polarisation analysis capability to allow component dependent studies

of systems with slow dynamics [156,157]. The growing demand for polarised neutron

instrumentation has also attracted much interest in new super-mirror geometries for

wide-angle analysers, and improved 3He cell designs to extend the characteristic cell

lifetime.



Chapter 6

Summary and future outlook

This thesis has examined the microscopic dynamics in two classes of energy materials,

with the aim of gaining insights into the role of diffusing ions in their performance.

In the case of thermoelectric AgCrSe2, the validity of the PLEC model was examined

through xyz polarised QENS. Incoherent QENS shows that AgCrSe2 does not qualify

as a PLEC material since the diffusion rate is too slow to suppress the acoustic

phonons. These results show that ultra-low lattice thermal conductivity can be

maintained even when ionic diffusion is suppressed.

The diffuse QENS in the superionic phase arises mostly from coherent nuclear

scattering with a contribution from damped magnons. At present, the significant

coherent QENS is thought to arise from dynamic defects within the Ag layer. Two

ways in which to extend this work would be to perform molecular dynamics simula-

tions and temperature dependent single-crystal scattering to better understand the

nature of the dynamic defects.

The spin Hamiltonian of the magnetic structure formed below TN ∼ 55K was

studied using high resolution neutron scattering and modelled with the SpinW pack-
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age based on linear spin wave theory. The new Hamiltonian, with one ferromagnetic

coupling JN ∼ 2.88(1)meV and two antiferromagnetic couplings JNN ∼ (0.99(1)

and Jc ∼ 0.16(2)meV, provides a good description of the resolvable spin wave exci-

tations. Model quality may be further improved using polarised neutron scattering

to isolate the magnetic cross-section.

The second class of energy material under investigation was the battery cath-

ode material NaxFe1/2Mn1/2O2. At room temperature, superstructure formation

in P2-Na0.67Fe1/2Mn1/2O2 is not suppressed by the disorder in the transition-metal

layer, however the details of the resulting structure differ from the structure in P2-

Na0.8CoO2. Exploring the superstructure formation as a function of temperature and

Na concentration x, and comparing with previous results on NaxCoO2 will provide

greater insights into the sensitivity of Na ions to changes in the local environment.

This will require further computational modelling to determine the corresponding

Na ordering at each point.

The diffusion mechanism in P2-Na0.67Fe1/2Mn1/2O2 differs from that proposed

for P2-Na0.8CoO2, with both Na2-Na1 and Na2-Na2 jumps contributing to the ob-

served Q-dependence of energy widths. At T ∼ 530K, P2-Na0.67Fe1/2Mn1/2O2 has

a diffusion coefficient an order of magnitude greater than P2-Na0.8CoO2, with an

activation energy that is lower by a factor two. The diffusion coefficient for O3-

Na1Fe1/2Mn1/2O2 lies between the rates for the P2 compositions, with approximately

half the activation energy of P2-Na0.67Fe1/2Mn1/2O2.

The diffusion rates and activations energies reported in this thesis are averaged

over the two jumps in the new mechanism. It is necessary to perform momentum

resolved spectroscopy on a single crystal of P2-Na0.67Fe1/2Mn1/2O2 to investigate the

two jumps separately. For future measurements, it would be helpful to study single-



183

crystal samples using QENS. This would make it much easier to determine the Q-

dependence of the energy widths, and that would make it easier to determine details

of the hopping geometry. It would also be helpful to perform molecular dynamics

simulations of the sodium-ion diffusion as has been performed for NaxCoO2, to

enable direct comparison with the QENS.

The use of polarisation analysis has been crucial to the success of the studies

summarised above. The z+ technique reported in this thesis is able to unambiguously

separate the nuclear spin incoherent, magnetic and nuclear contributions to the

scattering by analysing the neutron polarisation only along the z-axis. The technique

has the advantage of being an optional upgrade to existing instruments. Once the

instrument is adapted, it is quick to install and uninstall the polarisation hardware

necessary for z+. However, the nature of this technique means it is only suitable for

polycrystalline scattering on large-area detector neutron instruments.

z+ analysis of elastic scattering from Ho2Ti2O7 shows good agreement with sim-

ulations and experimental data previously reported using xyz polarisation analysis.

It is worth noting that the reliance of z+ on fitting makes it highly susceptible to

systematic errors. Based on results presented here, the z+ technique will be a highly

effective method for QENS on systems with slow dynamics, such as energy materi-

als. It will be informative to explore the performance of z+ on inelastic scattering,

where the scattering intensities are much lower.
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Française de la Neutronique, vol. 13, p. 02002, 2014.

[94] M. Enderle, “Neutrons and magnetism,” École thématique de la Société
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