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A B S T R A C T

Social Media have increasingly provided data about the movement of people in cities making them useful in
understanding the daily life of people in different geographies. Particularly useful for travel analysis is when
Social Media users allow (voluntarily or not) tracing their movement using geotagged information of their
communication with these online platforms. In this paper we use geotagged tweets from 10 cities in the European
Union and United States of America to extract spatiotemporal patterns, study differences and commonalities
among these cities, and explore the nature of user location recurrence. The analysis here shows the distinction
between residents and tourists is fundamental for the development of city-wide models. Identification of repeated
rates of location (recurrence) can be used to define activity spaces. Differences and similarities across different
geographies emerge from this analysis in terms of local distributions but also in terms of the worldwide reach
among the cities explored here. The comparison of the temporal signature between geotagged and non-geotagged
tweets also shows similar temporal distributions that capture in essence city rhythms of tweets and activity spaces.
1. Introduction

Information and Communication Technologies (ICT) have changed
the course of everyday life. New channels of communication and infor-
mation exchange have emerged and are being heavily used ever since.
This new lifestyle that seems to be widely adopted among individuals
brings new opportunities in various scientific and business fields that are
mainly attributed to the intensity of data production from the capture of
the information exchanged, essentially, creating new data sources
(Georgiadis et al., 2020; Chaniotakis et al., 2020). These can be catego-
rized from actively generating (by sensors deployed to periodically
measure a particular phenomenon, such as weather data) to passively
collecting (by sensors that record specific phenomena, such as social
media data). Efforts in working with this yet growing amount of data
have been directed towards all aspects of the Big Data Life Cycle (data
acquisition, information extraction and cleaning, data integration, ag-
gregation and representation, modelling analysis and interpretation; see
Sadiq et al., 2018; Kourik and Wang, 2017) constituting a rather multi-
disciplinary research topic. In transportation, these efforts have been
mainly focusing on the aspects of data acquisition – mostly in terms of
Munich, Munich, 80333, German
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data collection, information extraction and cleaning and modelling
analysis. The analyses most commonly performed are based – to name
but a few – on Floating Car Data (Li et al., 2021; Chen et al., 2021b;
Astarita et al., 2019, 2020), mobile phone data (Franco et al., 2020; Zhao
et al., 2020; Huang et al., 2018; Wang et al., 2018; Zhou et al., 2018),
payment and transit card data (Arbex and Cunha, 2020; Tavassoli et al.,
2020; Sulis et al., 2018; Yap et al., 2018; Utsunomiya et al., 2006), GPS
enabled mobile phone data (Bachir et al., 2019; Bwambale et al., 2017)
and social media (Liao et al., 2021; Yao and Qian, 2021; Lock and Pettit,
2020; Hu et al., 2020; Chaniotakis and Antoniou, 2015; Zheng et al.,
2016). Of particular interest in regards to the increased data availability
is the evolution of pervasive systems (e.g., GPS handsets, cellular net-
works) and especially the connectivity that has been available to a
growing number of individuals, that allow the sharing of different in-
formation types such as spatial, temporal, and textual information.

Specifically, Social Media has received attention from the scientific
community mainly due to the unprecedented user-generated content that
is (in many cases) publicly available. The statistics of Social Media use are
astonishing: where social media websites, Facebook, Instagram, and
Twitter, are ranked among the top most visited 50 websites globally.1 In
y.
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2018, there are 187 million daily active users on Twitter sending 500
million tweets every day; while there are around 2.74 billion monthly
active users on Facebook, 80% of them access the site via mobile
phones.2 A growing amount of related work has been published in the
last few years, showcasing the potential of using Social Media in trans-
portation. Chaniotakis et al. (2016) have provided a comprehensive re-
view of the directions that transportation-related Social Media research is
positioned. In short, the directions that the literature takes are either the
use of Social Media for modeling and forecasting purposes, including an
aspect of the use of Social Media data for OD Estimation (Liao et al.,
2021; Osorio-Arjona and García-Palomares, 2019), Attraction Models
(Lee et al., 2019; Yang et al., 2018; Hu and Jin, 2018), activity modelling
(Cui et al., 2018; Chaniotakis et al., 2017; Hasan and Ukkusuri, 2018; Lee
et al., 2016), extraction of mobility-related and spatial characteristics
(Ebrahimpour et al., 2020; Hu et al., 2020; Kim et al., 2018; Yao et al.,
2018; Jiang et al., 2015; Yang et al., 2019) transportation-related senti-
ment analysis (Rahman et al., 2021; Bakalos et al., 2020; Sari et al., 2019;
Ali et al., 2018, 2019), prediction and event detection (Chaturvedi et al.,
2021; Yao and Qian, 2021; Alomari et al., 2019, 2021; Zulfikar et al.,
2019; Zhang et al., 2018; Xu et al., 2018; Pereira et al., 2015), and
accessibility analysis with the complementary use of Twitter data (Kim
and Lee, 2021; Qian et al., 2020; Moyano et al., 2018). On another
perspective, social media have also been used mainly from transport
providers, for the direct communication that their platform allow with
the end users (National Academies of Sciences, Engineering, and Medi-
cine, 2021). Such usages are oriented towards public engagement (Gu
et al., 2020; Williamson and Ruming, 2020; Haro-de Rosario et al., 2018;
DePaula et al., 2018; Bons�on et al., 2019) and for information sharing
(Bokings et al., 2020; Purnomo et al., 2021; Georgiadis et al., 2020;
Manetti et al., 2017; Gal-Tzur et al., 2014).

As the literature on Social Media exploitation for transportation
studies continues to grow, the questions of transferability of the results
and sample specification are becoming central. Its importance is further
highlighted by the fact that, due to global availability, Social Media
studies are commonly focusing on areas of high Social Media usage,
neglecting in a sense the question of how possible would it be to deploy
the defined methods in a different context. To the best of the authors’
knowledge, little has been done to showcase the potential similarities and
differences of deploying Social Media data in transportation research in
different cities with the few exceptions to be found on the analysis of the
deploying of the natural cities concept by (Jiang and Miao, 2015), the
exploratory investigation of millions of Twitter footprints with the
extraction of radius gyration for users in USA cities (Cheng et al., 2021),
the identification of tourist hot spots in European cities (García-Palo-
mares et al., 2015), the study of how people experience the city on local
and global scale through geotagged photos (Paldino et al., 2015), and the
use of Social Media as a global mobility proximity (Hawelka et al., 2013).
However, in all of the above cases, the methodological approach for the
(in some cases indirect) comparison of different city comparison is based
on the general tweets data collection (from the Twitter Streaming
Application Programming Interface, API) that returns a fraction of the
total tweets posted, without focusing on the posting characteristics of
individual users. This omission is believed to be of high importance in the
comparison of different data analysis settings and the corresponding data
uses in transportation modeling, and forecasting. The exploration of the
collective entity of posts, users, would allow for a better understanding of
the factors that shape the decisions related to post, and the relative
characteristics of different origins, related to social media use.

In this paper, we analyze the data collected from Twitter in 10 cities
in Europe and USA. Descriptive statistics of Social Media use are explored
for the analysis of the different patterns met among different cities.
Additionally, we perform a user-centric analysis of the posting activity
and the connection with other Social Media Platforms. The latter is
2 blog.hootsuite.com.
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performed for users with above-average twitter posting activity for each
city, by collecting the posts from their timeline (Chaniotakis and Anto-
niou, 2015) to identify the capabilities to examine the use of
geo-reference in posts, the temporal characteristics of posting, the ac-
tivity space of individuals, habitual patterns of posting geo-referenced
tweets, and the spatial dimensions of this posting activity. The tempo-
ral characteristics of time-of-day posting together with the spatial foot-
print in a city provide unique information about the movements in
different cities and the use of transportation and other facilities. We
envision the methods here becoming a source of data to validate
activity-based models and the identification of hot spots in each city,
where crowding happens. This can be used either as a historical record
for planning or for emergencies in real-time monitoring and operations.
Moreover, correlating the urban form of cities to social media
spatio-temporal signatures can lead to different ways in identifying land
use, and visualizing changes in land use (e.g., Chen et al., 2021a; Ye et al.,
2020; Thakur et al., 2018; McKenzie et al., 2015; Frias-Martinez et al.,
2012) and natural changes in time use behavior. The findings from the
posting activity of individuals are inferred with socio-demographic
characteristics aiming at generalizations concerning the sample differ-
ences among cities concerning data availability and the potential hidden
latent variables, such as privacy concerns and technology aversion.

2. Dataset construction

The data collection for the comparison of the different cities was
performed by first deploying the Random Data Collection (Section 2.1)
process that collects random tweets from Twitter (essentially forming a
users’ dataset), and then based on some filtering criteria, proceeded with
the Users-based Data Collection (Section 2.2) that collects a number of
the latest tweets from each user.

2.1. Tweets data collection

For the extraction of information concerning Social Media usage, data
has been collected for 4 major cities in USA (Los Angeles, New York,
Orlando, Seattle) and 6 major cities in Europe (Amsterdam, Athens,
Copenhagen, London, Munich, Paris). The selection of the particular
cities was based on (a) the ability to extract information from textual
characteristics (based on known languages), (b) the indicated Social
Media usage, (c) the relatively large size of the cities and (d) the diverse
characteristics (in terms of size, demographics and Internet penetration).
In order to make the data collection as homogeneous as possible at the
time of this study, a rather small Random Data Collection period was
specified (approximately 2 months); resulting in mostly collecting a user
sample. The data collection was performed using the Twitter REST
Application Programming Interface (API) and by utilizing the Twitter4J
library within a Java program that automatically collects data based on
the latitude and longitude of a central point and a radius (Chaniotakis
and Antoniou, 2015). It should be noted that the Twitter API returns both
geo-referenced (geotagged) tweets as well as tweets without
geo-reference (not-geotagged). Additionally, the Twitter REST API
returns a limited amount of tweets per query (200 tweets) and has a time
quota of 180 queries per 15 min (1 query per 5 s). In Table 1 the results
from the initial data collection are presented. As it is clearly evidenced,
the use of Social Media in USA (at least within the examined period of
time) is much higher than the use in Europe, something that agrees with
the statistics (pewinternet.com).

2.2. User's timeline data collection

Based on the collected dataset, a random sample of at least 1000 users
was selected for each city, to collect their Twitter history. The selection of
the particular user sample was solely based on one criterion: the users
should have posted at least two geotagged tweets within the examined
data collection period. The selection of this minimum number of

http://pewinternet.com


Table 1
Tweet data collection.

City Avg. geotagged
tweets (day)

Avg. not geotagged
tweets (day)

% of avg. geotagged
tweets (day)

Amsterdam,
NL

1172 117598 1

Athens, GR 929 NA NA
Copenhagen,
DK

460 54329 0.8

Orlando, USA 454 NA NA
Seattle, USA 774 61783 1.2
Munich, DE 3551 447179 0.8
New York, USA 16959 NA NA
London, UK 202 30417 0.7
Los Angeles,
USA

6386 1208561 0.5

Paris, FR 4 233086 0.0

NA: Refers to random data collection processes collecting only geotagged data.
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geotagged tweets was based on the general data collection characteris-
tics, allowing to collect, for all cities, at least the required users to
examine, while confirming that they are using their account for – among
others – posting geotagged tweets. The small number of users and the
random sample selection aim at the exploration of the potential of using
Social Media in transportation studies. The data collection was per-
formed by extracting the latest tweets from the timeline of each user
(Chaniotakis and Antoniou, 2015). For each user, the last 600 posted
tweets were collected. The data collection process was again performed
using the Twitter REST Application Programming Interface (API) and by
utilizing the Twitter4J library within a Java program for the collection of
tweets using Twitter pagination. It should be noted that the user-based
data collection does not include the tweets collected from the random
data collection process. This might result in users which have not posted
a geotagged tweet in the last 600 tweets, but on the other hand allow us
to better compare users and cities.

3. User characteristic analysis

3.1. Social media use

For the analysis of the characteristics, several indicators were selected
to be used in order to allow for an adequate comparison of the users.
Descriptive statistics were explored for the generic understanding of
Twitter use in the examined cities (Table 2). As it is clearly observed, the
users that were collected are in general active Twitter users with a large
number of tweets posted. The percentage of the number of geotagged
tweets posted in each case differs with cities in USA to have a range of
geotagged tweets that is higher than that observed in European cities
(32.9%–48.4% in USA vs. 11.7%–29.2% in Europe). When comparing
the mean percentage of tweets posted in each city respectively to
examine the number of users that are using Twitter to post geotagged
Table 2
User based data collection.

City Number of
users

Users with no-geotagged
tweets (%)

Mean number of
tweets

S
t

Amsterdam, NL 1127 0.2 556.9 1
Athens, GR 2092 12.9 576.7 8
Copenhagen,
DK

1739 4.1 575.1 9

London, UK 2153 21.1 591.4 5
Los Angeles,
USA

2313 0.0 532.1 1

Munich, DE 1389 1.9 545.2 1
New York, USA 1997 0.1 566.2 1
Orlando, USA 2748 2.1 545.4 1
Paris, FR 3856 5.7 583.8 7
Seattle, USA 1852 0.1 532.3 1
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information in the city of residence, it is rather clearly evidenced that
again, there is a clear difference between USA and Europe. Specifically,
the highest percentage of geotagged tweets performed in the examined
city (to the total geotagged tweets) is found in New York (73.9%), while
the lowest is found in Copenhagen (24.3%). Another apparent difference
between the collected data in Europe and USA is the percentage of the
users who did not post any geotagged tweets. The maximum percentage
of the no-geo-taged tweet in European cities is 21.1%, London, while in
USA, it is in Orlando with only 2.1%.

3.2. Spatial analysis

The geotagged tweets seem to widely cover the cities examined, as
presented by the spatial density plots in Fig. 1. The observed coverage
confirms the fact that even with a small number of users, Social Media
(and particularly Twitter) could be used to extract information with a
rather large concentration in the central areas of cities, but also on sub-
urban areas. Interestingly, the collected tweets illustrate the differences
in the way that cities in USA and Europe are formed (Huang et al., 2007).
In particular, by exploring the frequency geotagged tweets performed
within the cities examined, it is evidenced that cities in Europe are
structured within densely used center, while cities in USA are spread in
space, creating multiple centers where individuals dwell and perform
activities. This is particularly evidenced in Los Angeles, Orlando, and
Seattle, while New York illustrates a concentration of tweets in the
Manhattan area and it is clearly a reflection of urban form and business
establishments structures in the different regions examined. Such a dif-
ference in the urban structure and its analysis (mono/polycentric urban
structure observed) is particularly interesting for transportation, as there
is strong evidence that urban form is related to travel patterns (Stead and
Marshall, 2001). In particular, the mono/polycentric structure has been
found to relate to mode choice and distance traveled (Lin et al., 2015;
Schwanen et al., 2001). Frequently revisiting the urban form through
Social Media, can allow for the definition of proxies for mode and
destination choice as well as for the examination of the evolution of
cities.

Another interesting stream of research is the global mobility patterns
and the potential of extracting them from Social Media. The seminal
work of Hawelka et al. (2013) concluded that Twitter can be used as a
proxy for human mobility, especially at the country-to-country level. In
our case, the User-based Data Collection is not spatially restricted,
allowing for the collection of the places visited by individuals around the
world. Fig. 2 presents the density plots of areas that users in each
examined city have visited. It should be noted that we do not distinguish
between tourists and residents of each city. As it is evidenced, the loca-
tions visited differ in Europe and USA. More specifically, users from
Amsterdam illustrate a concentration of posts in Europe, while also
showing posts in other areas, mainly the east coast of USA and regions in
Asia. Users from Athens illustrate a higher concentration of posts in
Europe; however, there is a much lower dispersion of tweets in Europe in
t.Dev. number of
weets

Mean geotagged
(%)

St.Dev. geotagged
(%)

Mean in examined
city (%)

24.1 29.2 27.9 33.9
7.8 22.6 24.8 31.9
0.3 28.3 26.7 24.3

8.2 11.7 17.6 42.6
60.3 44.3 34.1 64.4

40.3 26.8 27.5 28.5
19.3 48.4 32.3 73.9
42.1 34.3 29.9 35.6
1.3 25.04 25.5 35.3
55.9 32.9 30.7 47.8



Fig. 1. Density Plots of the tweets performed by the collected users, near the examined city.
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Fig. 2. Density Plots of the tweets performed by the collected users on a world scale, as collected from each city.
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comparison to users from the rest of the European Cities. Another
compelling case is the case of London, where there is a very high con-
centration of posts in UK, illustrating a much lower number of tweets
posted in other areas. The most extensive spread of posts is observed by
users originally collected in Copenhagen. On the other hand, in USA
there is an apparent concentration of users in the areas collected
(Orlando, Los Angeles, New York), while only Seattle illustrates a rather
wider spread of posts mainly in USA.
3.3. Temporal analysis

The analysis of the temporal dimension of Twitter posts has been
performed in the form of a direct comparison of the temporal distribu-
tions for both the geotagged and the not-geotagged tweets. For matters of
clarity, it should be noted that the hours in the distribution were adjusted
for the different time zones, taking into account the summer time dif-
ference when necessary. Fig. 3 presents temporal distributions in
different days and hours of the week and Fig. 4 shows the percentage of
the in-city geotagged tweets per user.

With regards to regularity in time, it is observed that it is much more
pronounced than what we can observe for space. This illustrates an
almost habitual use of Social Media, which makes it very interesting for
the exploration of mobility patterns. Additionally, it is evidenced that
there is a rather increased posting activity during weekends, especially
for geotagged tweets, and also during evening hours with the peak to be
usually around 17:00–20:00. The lowest points for all examined cities is
during night hours. Another interesting characteristic of the data
collected from New York is the peaks that are observed in most cases 2 h
in the day (around 8:00–9:00 and 17:00–18:00). This type of peaks is also
observed in the case of Los Angeles.
5

3.4. Social media activity space characteristics

Further explored in the remainder of this paper is the activity space of
individuals in the examined cities. Conventionally, activity spaces are
estimated as the convex hull of the locations visited by individuals
(Golledge, 1997). This definition, however, does not seem to apply for
Social Media. The main reason is that activity spaces have been devel-
oped for rather small periods of data collection and mainly for habitual
travel patters. On the contrary, from Social Media we can get data from
the same individuals for a course of years; thus, each user sub-dataset
could include traveling in different countries or visiting places once in
a few years or just being at a particular location once in a lifetime, which
defeats the purpose of defining activity spaces. For this reason, we
introduce a methodology that defines activity spaces through a two steps
process: (1) investigates the characteristics of frequently visited places by
individuals (location recurrence) using clustering techniques, and (2)
performs the same clustering analysis on a local scale for the definition of
the total activity space. These two different analyses combined provide a
much better understanding of the activity space and the resulting
habitual patterns of individuals, allowing for a clearer evaluation of the
travel patterns that we observe. In both cases, the application of the
Density-based Spatial Clustering of Applications with Noise (DBSCAN)
algorithm is used (Ester et al., 1996).

3.4.1. Distinction between different user groups
The analysis of the location recurrence and activity space is per-

formed on the total dataset, city residents, and tourist user groups. The
collected data does not contain any information concerning the residency
location of the different users. Therefore, the identification of the various
users' group residency is decided based on the percentage of the



Fig. 3. Examples of Temporal Distributions for geotagged and not-geotagged tweets.
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Fig. 4. Examples of Inside City User geotagged tweets.

Table 3
Percentage of the different user groups per city.

City % of resident % of unclear % of tourist

Amsterdam, NL 58.39 27.60 13.84
Athens, GR 53.35 11.47 22.28
Copenhagen, DK 57.16 14.38 24.38
London, UK 46.68 12.22 20.02
Los Angeles, USA 47.00 28.06 24.90
Munich, DE 66.74 16.49 14.83
New York, USA 49.87 25.54 24.49
Orlando, USA 56.30 20.92 20.67
Paris, FR 55.63 16.88 21.84
Seattle, USA 58.75 28.40 12.74
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geotagged tweets inside the city boundaries to the total tagged tweets. If
people are having< 0.25 of geotagged tweets inside the cities’ limits they
are considered tourists, and people having > 0.50 of geotagged tweets
within city boundaries are residents. Nevertheless, the status of the third
group with geotagged tweets ouside of the chosen range of 0.25–0.50 is
unclear; therefore they are out of the interest of this paper. Table 3 shows
the percentage of each user group for the collected data for each of the
subject cities.

3.4.2. Location recurrence
Starting from the location recurrence, for each user the geotagged

tweets are investigated for the formation of spatial clusters of different in-
time posts. This sheds some light on aspects of transferability of methods
and solutions which use Social Media. When examined, we could identify
if there are strong differences or similarities with regards to habitual
Table 4
Analysis of user location recurrence for different groups.

City Mean number of clusters Mean point in cluster

Total Res* Tour** Total Res*

Amsterdam, NL 5.11 3.92 10.26 82.05 82.21
Athens, GR 5.32 4.35 5.67 69.46 59.44
Copenhagen, DK 5.74 4.63 6.09 81.38 69.91
London, UK 3.04 2.35 3.76 39.42 30.97
Los Angeles, USA 6.14 5.88 5.40 155.65 185.76
New York, USA 7.95 5.88 10.95 190.37 226.08
Munich, De 4.78 3.54 7.86 66.93 49.92
Orlando, Usa 6.42 5.64 7.23 108.07 99.64
Paris, FR 5.54 4.62 6.44 73.52 62.00
Seattle, USA 5.47 4.45 11.36 92.57 92.72

Res* ¼ Resident, Tour** ¼ Tourist.
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posting from specific locations that can be associated with specific ac-
tivities (Chaniotakis et al., 2017). Here, this was performed by specifying
the characteristics of the clusters based on the GPS accuracy (Chaniotakis
et al., 2017). The analysis was implemented in R using the dbscan library,
which applies the density-based algorithm for discovering clusters in
large spatial databases with noise originally developed by Ester et al.
(1996). The parameters were selected after examination of various set-
tings taking into account the GPS accuracy (Schaefer and Woodyer,
2015) and the number of tweets that each individual posts: the neigh-
borhood of a point parameter (Eps) was defined to be 0.002 and the
minimum number of points to be 5. The usability of this analysis is based
on the investigation of the way users use Twitter, distinguishing the use
of Twitter to post extraordinary locations visited (in terms of the users’
“mean” activity space) from the ordinary Social Media use. The analysis
of the location recurrence yield interesting results (Table 4).

First, for the aggregated data representing all the users groups, the
mean number of clusters varies from 3 (London) to 8 (New York). For the
resident group, the mean number of clusters ranges between 2 (London)
and 6 (New York and Los Angeles). The tourist group mean number of
clusters varies between 4 (London) and 11 (Seattle). For the total
aggregated data, there is a clear difference between Europe and USA,
with USA cities illustrating a larger mean number of clusters, except for
Seattle that illustrates a mean number of clusters close to the European
mean. The resident user groups represent the same pattern for the
different cities with a lesser mean number of clusters compared to the
total data. The tourist user groups show a slightly different pattern with
the increase of the mean number of clusters for all the cities compared to
the previously described two groups. The larger number of clusters for
Mean noise point Mean cluster in exam city

Tour** Total Res* Tour** Total Res* Tour**

121.38 77.57 55.15 163.47 1.26 2.00 0.08
72.42 88.03 67.34 89.56 1.09 1.97 0.00
86.61 92.19 72.73 89.22 0.98 1.61 0.01
53.36 60.15 50.37 59.18 0.81 1.61 0.01
152.10 70.18 54.37 78.16 3.78 5.28 0.85
144.63 73.63 38.84 124.04 5.23 5.42 3.15
112.88 78.43 56.69 135.43 0.91 1.30 0.04
130.75 71.39 56.23 89.99 2.02 3.32 0.04
92.22 86.60 72.07 90.08 1.53 2.55 0.05
147.73 70.23 45.56 171.24 2.20 3.02 0.21



Table 5
Power-Law properties of location recurrence clusters.

Total Data

City Number of points in cluster Number of noise points Number of clusters

p-value xmin α p-value xmin α p-value xmin α

Amsterdam, NL 0.463 302 1.429 0.07 196 1.265 0.155 18 1.728
Athens, GR 0.287 321 1.445 0.345 257 1.254 0.00 16 1.695
Copenhagen, DK 0.493 364 1.434 0.035 212 1.247 0.93 30 1.677
London, UK 0.37 220 1.541 0.01 178 1.284 0.365 22 1.907
Los Angeles, USA 0.00 164 1.345 0.075 158 1.271 0.27 26 1.7
Munich, DE 0.83 406 1.467 0.28 172 1.264 0.00 18 1.744
New York, USA 0.00 233 1.313 0.945 234 1.26 0.77 33 1.598
Orlando, USA 0.00 317 1.387 0.285 130 1.267 0.00 21 1.66
Paris, FR 0.00 277 1.439 0.86 293 1.252 0.00 11 1.676
Seattle, USA 0.00 201 1.413 0 113 1.277 0.61 26 1.742

Resident data

City Number of points in cluster Number of noise points Number of clusters

p-value xmin α p-value xmin α p-value xmin α

Amsterdam, NL 0.26 282 1.42 0.88 132 1.30 0.00 13 1.82
Athens, GR 0.01 165 1.48 0.01 171 1.27 0.00 6 1.80
Copenhagen, DK 0.01 198 1.47 0.00 150 1.26 0.10 20 1.78
London, UK 0.49 159 1.60 0.02 128 1.29 0.00 10 2.09
Los Angeles, USA 0.00 156 1.33 0.06 154 1.28 0.00 8 1.74
Munich, DE 0.44 273 1.53 0.00 72 1.28 0.00 14 1.90
New York, USA 0.00 178 1.30 0.18 114 1.31 0.00 16 1.75
Orlando, USA 0.00 306 1.40 0.02 125 1.28 0.90 26 1.70
Paris, FR 0.00 138 1.47 0.00 182 1.26 0.00 16 1.75
Seattle, USA 0.00 91 1.42 0.00 119 1.31 0.00 7 1.85

Tourist Data

City Number of points in cluster Number of noise points Number of clusters

p-value xmin α p-value xmin α p-value xmin α

Amsterdam, NL 0.00 126 1.36 0.62 218 1.29 0.64 17 1.51
Athens, GR 0.00 131 1.43 0.07 189 1.32 0.17 18 1.64
Copenhagen, DK 0.33 344 1.41 0.31 310 1.26 0.01 15 1.62
London, UK 0.00 110 1.48 0.06 106 1.30 0.00 6 1.76
Los Angeles, USA 0.00 59 1.35 0.00 106 1.28 0.02 14 1.79
Munich, DE 0.96 420 1.36 0.39 147 1.29 0.28 18 1.53
New York, USA 0.55 386 1.33 0.27 232 1.29 0.95 27 1.47
Orlando, USA 0.11 390 1.36 0.00 102 1.28 0.00 12 1.64
Paris, FR 0.32 281 1.40 0.52 308 1.26 0.01 18 1.60
Seattle, USA 0.04 217 1.34 0.00 127 1.22 0.53 21 1.51
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the tourist groups replicates the expected tourist behavior of visiting
more locations compared to the city residents. The difference between
USA and Europe is still evident for the tourist groups except for
Amsterdam having a mean of 10 clusters, which is higher than Los
Angeles and Orlando mean number of clusters, this finding supports the
criteria used to differentiate between the city's residents and tourists.

The same characteristics are observed in the mean number of points
in clusters and the opposite in the mean number of points characterized
as noise. Finally, the number of clusters inside the city seem to follow the
same pattern (more frequent visits at the same areas) in USA in com-
parison to Europe. The Users’ Location Recurrence analysis illustrate the
differences in use of Social Media in the examined areas and particularly
between Europe and USA. It is found that in Europe, users mainly post
geotagged tweets when visiting locations that can be characterized as not
frequently visited (presumably for leisure activities or special events). On
the other hand, users from USA tend to post geotagged tweets from lo-
cations they visit frequently.

Apart from the generic analysis of the location clusters and in order to
extract information concerning the transferability of the findings to other
cities, the examination of the classification-related variable distribution
properties took place. Particularly, and given the observed resulting
distributions, in addition to the findings of the literature, the fitting of
Power-Law distribution was found to be the most prominent distribution.
The examination of the applicability of the Power-Law properties in the
Location Recurrence Clusters data was performed using the Power-Law
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library in R (Clauset et al., 2009). The results of the fitting are pre-
sented in Table 5 with an example of the log–log plots for the number of
user location recurrency clusters is presented in Fig. 5.

For the total data-set, it is clearly evident that in half of the cases and
only starting from a large number of xmin, we were able to detect Power-
Law distributions (p-value � 0:05 where 0.05 is the significant level
examined – using the Kolmogorov Smirnoff test), indicating that the
examined variables (number of clusters, number of points in a cluster and
number of noise points) cannot be characterized by the Power-Law dis-
tribution (Clauset et al., 2009). For the resident group data, the
Power-Law distribution is evident in most of the cities (7 cities). For the
tourist group data, Power-Law distribution is not evident in half of the
cases. This finding further supports the previously examined character-
istics that indicate the strong difference in Social Media use across the
two examined continents and even across different cities. The findings of
the Power-Law distributions are related to the first law of Geography.
Essentially, what we observe is a different degree of relatedness in
different cities. This is a function of the people that live and visit those
places, the infrastructure and spatial distribution of business establish-
ments, predominant cultural traits, and reporting habits using social
media.

3.4.3. Cluster-based activity space
The activity space from Social Media was examined on clustered data

based on points mutual distances again using the DBSCAN algorithm.



Fig. 5. Power-Law plot for users locations clusters.
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This choice was based on the need to identify the areas visited by in-
dividuals on a local scale, avoiding the formation of very large activity
spaces that could result from long distance traveling for tourism or
business purposes, as this is out of the scope of this work. The parameters
for this analysis were selected taking into account the upper level of
commuting distance for the countries examined: the neighborhood of a
point parameter (Eps) was defined to be 1.2 and the minimum number of
points to be 3. Additionally, in order to extract characteristics of the city
examined, the clusters were characterized as near the city examined (in
case the distance between the center of the cluster and the center of the
city was smaller 120 km). The cluster analysis was performed on the basis
of the cluster in the city examined, as well as including the two additional
largest clusters (in terms of points in the clusters). Table 6 presents some
aggregated activity space characteristics. This analysis also confirms the
differences in the use of Social Media in Europe and in USA, while it is
worth noting that all European cases have a significantly larger activity
space in comparison to the activity space of the USA cases for the
different users groups. Besides, the area of the tourist groups activity
space is more extensive than the resident groups’ activity space which
confirm the rational travel pattern of tourists.

As presented in Table 7, in the majority of the cases, the number of
geotagged tweets belong to the examined city's cluster. It should be noted
that the fact that a large number of tweets is classified as of being in the
city might seem contradictory, when compared with the percentage of in
city tweets, however it could illustrates that in many cases, the strict
administrative areas of the cities do not necessarily represent the in-
dividuals who commonly use the city; while it should also be taken into
account that in extreme cases some tweets could even be posted almost
300 km away from the city center and still belong to the classified as in
the city classification (as we only consider the distance of the class center
to the city center). The largest percentage is observed in New York city,
while the lowest in Copenhagen and Munich. Another interesting fact is
that apparently only a small percentage of geotagged tweets do not
belong to a cluster. This finding is subject to the lowminimum number of
point specification and the large Eps parameter used. Finally, in most
cases, a vast majority of geotagged tweets are included in either one of
three examined clusters.

4. Conclusions and discussion

With the development of disruptive technological concepts, hetero-
geneous data sources will continue to emerge. Although not strictly
defined as transportation data, they might illustrate properties that
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would potentially enrich our understanding of the transportation system.
Here, we examine aspects of Social Media use and particularly Twitter for
the examination of the potential of using Social Media data in various
settings. An exploratory, empirical analysis is presented on commonly
used spaces in transportation: spatial, temporal and activity spaces. In
order to extract aggregated characteristics, classification techniques are
implemented and Power-Law distributions are examined, without after-
all identifying clear Power-Law properties.

As illustrated in the pertinent literature and supported by evidences in
this study, SM spatio-temporal patterns could be used for augmenting
transport-related activities, commonly underrepresented in transport
surveys (e.g., leisure activities) and capture aspects such as city devel-
opment dynamics (e.g., polycentric versus monocentric) as well their
evolution (e.g., changes due to gentrification or market conditions), areas
of interest and destination choices. At the same time, the definition of
activity spaces using data from SM-data that spans across larger time-
scales can provide a more informative view of the boundaries of areas
that are commonly visited by individuals and provide valuable infor-
mation for travel behaviour research. In addition to the above, the
analysis performed can shed light into the differential use of Social Media
in different areas around the world, providing a basis for the evaluation
of the suitability of the use of different (or re-calibrated) techniques that
combine transport and social media data for different areas. Also, the
user-based approach followed provide a better understanding of the
social-media related behaviour and has the potential for exploration of
transferability of methods across different contexts.

As analysis suggests, the distinction between residents and tourists is
fundamental for the development of models, as there are major differ-
ences in terms of behavior, for all variables examined. Additionally, the
exploration of activity spaces is believed to benefit from a clustering
based examination, especially when used for social media data analysis.
With the proposed methodology, the definition of activity spaces can be
formalized to represent different contexts of activities such as areas that
are frequently visited in a time frame or in a particular area, avoiding
points which act as noise. This is especially suitable in case of wider in
time-span datasets (such as data originating from Social Media), due to
possibility of using activities performed only once are in different
countries. Additionally, activity space definition also benefits from the
distinction between tourists and residents, who illustrated different be-
haviours. The exploration of the Power-Law distribution yielded also
interesting results concerning the various activity space characteristics.
Although Power-Law distribution could not be safely defined, it is
believed that the exploration of the parameters of the distribution fit



Table 6
Activity space characteristics, for different groups.

City Mean number of clusters Mean points in exam city cluster Mean points in Second Larger Cluster Mean points in First Larger Cluster

Total Res* Tour** Total Res* Tour** Total Res* Tour** Total Res* Tour**

Amsterdam, NL 5.24 2.96 13.95 77.43 112.36 12.77 48.81 14.67 119.95 19.7 15.07 25.90
Athens, GR 5.59 3.78 6.19 63.11 76.19 8.06 58.02 33.56 75.79 24.55 16.39 26.13
Copenhagen, DK 6.26 4.88 5.98 58.98 74.13 13.06 63.47 36.78 87.07 25.83 15.99 38.3
London, UK 3.82 3.07 3.98 54.04 60.27 37.87 35.45 10.46 65.78 16.31 9.77 24.31
Los Angeles, USA 3.86 2.23 5.55 180.27 223.78 172.18 52.99 12.32 98.87 20.89 10.5 33.8
New York, USA 3.54 1.46 7.34 212.06 258.7 110.05 36.18 8.79 73.64 19.48 7.53 28.78
Munich, DE 5.73 4.06 10.63 42.37 52.11 14.59 53.69 30.07 99.22 22.66 16.9 32.35
Orlando, USA 4.23 2.88 6.93 105.48 123.71 97.93 61 23.55 100 21.2 12.64 30.85
Paris, FR 5.62 4.64 5.81 61.32 80.24 10.27 54.53 22.27 95.51 23.83 15.52 36.38
Seattle, USA 4.92 2.32 16.00 96.15 123.6 30.25 34.83 12.55 85.46 19.18 9.66 38.48

City Mean No. of noise point Activity space in exam. city (1Eþ07
km2)

Activity space in First Larger Cluster
(1Eþ07 km2)

Activity space in First Larger Cluster
(1Eþ07 km2)

Total Res* Tour** Total Res* Tour** Total Res* Tour** Total Res* Tour**

Amsterdam, NL 4.62 2.35 14.53 2.1 1.32 4.95 2.56 1.87 4.88 3.21 2.81 5.04
Athens, GR 4.29 3.05 4.99 2.05 1.03 6.44 2.46 1.33 2.72 3.07 1.76 3.35
Copenhagen, DK 5.13 4.44 4.89 2.84 1.9 5.32 2.84 2.19 2.33 3.28 2.55 2.85
London, UK 3.54 3.24 2.98 1.89 1.65 2.14 2.24 2.39 1.44 2.93 3.18 2.08
Los Angeles, USA 4.31 2.39 6.44 1.79 1.31 2.22 2.18 2.03 1.59 3.05 2.97 2.41
New York, USA 2.97 1.18 6.34 1.57 0.60 2.98 2.25 1.18 3.22 2.78 1.42 3.55
Munich, DE 5.95 3.81 14.99 1.87 1.42 4.44 2.15 1.67 3.4 2.53 2.07 4.07
Orlando, USA 3.84 2.38 7.60 1.06 0.84 1.44 1.34 1.16 1.6 1.77 1.59 2.21
Paris, FR 4.42 3.81 4.66 2.53 1.68 5.45 2.62 2.03 2.76 3.08 2.45 3.44
Seattle, USA 4.77 1.86 18.35 1.14 0.57 2.89 1.68 1.01 3.26 2.14 1.45 3.38

Res* ¼ Resident, Tour** ¼ Tourist.

Table 7
Clustering characteristics for different groups.

City Mean % in examined to
geotagged

Mean % in First Larger Cluster to
geotagged

Mean % in Second Larger Cluster to
geotagged

Mean % of noise to geotagged

Total Res* Tour** Total Res* Tour** Total Res* Tour** Total Res* Tour**

Amsterdam, NL 0.34 0.53 0.02 0.31 0.16 0.46 0.13 0.09 0.11 0.05 0.05 0.05
Athens, GR 0.32 0.51 0.00 0.36 0.25 0.55 0.14 0.12 0.19 0.05 0.05 0.07
Copenhagen, DK 0.24 0.40 0.00 0.36 0.26 0.55 0.14 0.11 0.22 0.05 0.06 0.05
London, UK 0.43 0.68 0.01 0.33 0.14 0.62 0.13 0.09 0.21 0.07 0.07 0.07
Los Angeles, USA 0.64 0.92 0.28 0.31 0.07 0.62 0.10 0.04 0.15 0.03 0.02 0.04
Munich, DE 0.28 0.41 0.01 0.35 0.28 0.52 0.14 0.14 0.15 0.07 0.07 0.06
New York, USA 0.74 0.94 0.30 0.15 0.03 0.30 0.08 0.02 0.12 0.01 0.01 0.03
Orlando, USA 0.36 0.59 0.00 0.34 0.19 0.51 0.11 0.08 0.13 0.03 0.03 0.03
Paris, FR 0.35 0.57 0.01 0.34 0.19 0.60 0.14 0.11 0.20 0.05 0.05 0.05
Seattle, USA 0.48 0.69 0.02 0.22 0.09 0.30 0.11 0.05 0.13 0.04 0.02 0.07

Res* ¼ Resident, Tour** ¼ Tourist.
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illustrates that there are similarities with regards to activity spaces for
different areas.

This study does not come without shortcomings. To begin with, the
choice of the social media platform examined bounds the analysis to the
specific-online-population, imposing also biases related to the usage of
the SM platform by the users. These biases relate both to the primary SM
functionality (e.g., Twitter is perceived to be used primarily for staying
informed, while Facebook is perceived as a platform to stay connected)
and also to the different use of the platform in different countries and by
users of different personality Traits (Gil de Zú~niga et al., 2017).
Notwithstanding that the perception of privacy and consequently the use
of geotagging functionalities could differ between different countries
(e.g., Germany versus USA). Additionally, although the sampling method
is believed to be suitable for the analysis performed, the number of users
should be increased for more conclusive analysis. Additionally, the
methods used, could be improved. In this paper, we take a simple
approach in defining the residents and tourist groups, resorting to per-
centages of tweets performed. However, future research could focus on
the use of different methods (such as text analysis and language detec-
tion) to further the accuracy of the groups distinction.

As presented in Chaniotakis et al. (2019), Latent Class clustering
could be used for the investigation of differences and similarities
10
between different groups of individuals; thus could be applied for the
case of social media users as well. Finally, the investigation of distribu-
tions and the definition of models would further enhance the under-
standing of the differences and similarities.

Replication and data sharing

The codes for reproducing the results reported in this paper are
available at https://github.com/besheer110/Transferability-and-
Sample-Specification-for-Social-Media-data-a-Comparative-Analysis-for-
Transport/blob/main/Code. Twitter data used in the analysis can be
downloaded using a token obtained for scientific research from https://
developer.twitter.com/en/docs/authentication/oauth-1-0a/obtaining
-user-access-tokens. Data collected for this research cannot be shared
publicly based on the data collection agreement of Twitter.
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