
Universal Hamiltonians for quantum
simulation and their applications to

holography

Tamara Kohler

A dissertation submitted in partial fulfillment
of the requirements for the degree of

Doctor of Philosophy
of

University College London.

Department of Computer Science
University College London

August 18, 2022



2

I, Tamara Kohler, confirm that the work presented in this thesis is my own. Where
information has been derived from other sources, I confirm that this has been indicated
in the work.



Abstract

Recent work has demonstrated the existence of universal Hamiltonians – simple
spin lattice models that can simulate any other quantum many body system. These
universal Hamiltonians have applications for developing quantum simulators, as well
as for Hamiltonian complexity, quantum computation, and fundamental physics. In
this thesis we extend the theory of universal Hamiltonians. We begin by developing a
new method for proving that a given family of Hamiltonians is indeed universal. We
then use this method to construct two new universal models – both of which consist
of translationally invariant interactions acting on a 1D spin chain.

But the benefit of our method doesn’t just lie in the simple universal models it allows
us to construct. It also gives deeper insight into the origins of universality – and
demonstrates a link between the universality and complexity. We make this insight
rigorous, and derive a complexity theoretic classification of universal Hamiltonians
which encompasses all known universal models. This classification provides a new,
simplified route to checking whether a particular family of Hamiltonians meets the
conditions to be a universal simulator.

We also consider the practical use of analogue Hamiltonian simulation. Under-
standing the effect of noise on Hamiltonian simulation is a key issue in practical
implementations. The first step to tackling this issue is characterising the noise
processes affecting near term quantum devices. Motivated by this, we develop and
numerically benchmark an algorithm which fits noise models to tomographic data
from quantum devices to enable this process. This algorithm has applicability beyond
analogue simulators, and could be used to investigate the physical noise processes in
any quantum computing device.

Finally, we apply the theory of universal Hamiltonians to high energy physics by
using them to construct toy models of holographic duality which capture more of the
expected features of the AdS/CFT correspondence.



Impact Statement

The development of quantum technologies is expected to have wide ranging ap-
plications – from medical devices and sensing, to cryptography and computing.
Harnessing the power of quantum physics for technological applications has the
potential for a vast array of societal and commercial benefits.

In sensing and cryptography practical applications of quantum technologies are
already being realised experimentally. But with quantum computing, perhaps the
highest profile arm of quantum technology, practical applications have not yet come to
fruition. While there are a number of start ups and established technology companies
working on quantum computing, results so far have been limited to small scale proof
of principle experiments, or computations which demonstrate quantum speedup but
have no clear practical use.

The key challenge in building useful quantum computers is achieving fault-tolerance
– quantum computers are far more error prone than their classical counterparts, and
the overhead to overcome these errors and build a reliable quantum computer is
beyond the reach of current hardware. This leads to interest in models of quantum
computation which don’t require fault tolerance.

One of the main suggested applications of quantum computers is to simulate quantum
many body physics – this could have impact in materials science, fundamental
physics, and quantum chemistry. But simulating quantum many body physics doesn’t
necessarily require a general purpose quantum computer – a specialised device to
perform ‘analogue’ quantum simulation could be effective. It has been suggested that
these analogue quantum simulators could be usedwithout requiring full fault tolerance
– making them an appealing prospect in the current era of noisy, intermediate scale
quantum (NISQ) devices.

These analogue quantum simulators are the focus of this thesis. We investigate the
theory of analogue quantum simulators – developing new techniques for determining
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what systems can be used as simulators, and demonstrating the existence of new,
simple models which could act as ‘general-purpose’ simulators. Furthermore, we
provide a tool for investigating the noise processes in quantum devices, which can
help to determine whether the results of a simulation can be considered reliable in
the absence of fault tolerance. In addition to these more practical concerns, we use
the theory of these analogue quantum simulators to study concepts in high energy
physics.

We expect the results in this thesis to be of use to anyone working on developing
practical quantum simulators – in particular engineers and researchers looking to
build new scalable analogue simulation platforms. Furthermore, the results on
investigating noise processes on quantum devices have applicability beyond analogue
quantum simulation, and could be used to benchmark general quantum computing
devices.

Finally, the results on applying ideas from the theory of analogue quantum simulation
to high energy physics are of interest to the academic community of researchers
working on holographic theories of quantum gravity.
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Chapter 1

Introduction

Since Feynman first posited the idea of ‘quantum simulators’ in 1982 [1], analogue
Hamiltonian simulation has become one of the most promising near-term applications
of quantum technology [2]. It has been argued that active error correction is not
needed in analogue Hamiltonian simulation, since the physical systems of interest are
themselves subject to natural noise processes, and any errors in the device are simply
simulating these processes. If this argument could be rigorously justified it would
imply that the overheads for carrying out useful computations are potentially orders
of magnitude lower than for fault tolerant digital quantum computers. Encouraging
experimental progress has been made in designing analogue Hamiltonian simulators
using a range of implementations, including ultracold gases [3], trapped ions [4] and
superconducting circuits [5].

However, until recently the theoretical study of analogue Hamiltonian simulation was
less developed. Key questions such as how to characterise the effects of errors on
simulators to rigorously justify the lack of error correction were unanswered. Even
more fundamentally - there was no precise definition of exactly what it means for
one system to simulate another.

Recent work has tackled these problems, by providing a mathematical framework
for analogue Hamiltonian simulation [6]. In [6] what it means for one quantum
system to simulate another is precisely defined. Moreover, this rigorous definition
of simulation is used to begin the task of characterising the effects of errors on
simulators. Promisingly, the results in [6] point to the lack of active error correction
in analogue Hamiltonian simulation being justifiable.

One possible drawback to the fully rigorous definition of analogue Hamiltonian
simulation in [6] is that it is very demanding - it is not immediately obvious that it is
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possible to construct any interesting simulations within the framework. However,
in [6] it was demonstrated that—not only can interesting examples of rigorous
simulations be constructed—there actually exist families of Hamiltonians that are
universal, in the sense that they can simulate all other quantum Hamiltonians.
Moreover, some of the families shown to be universal are very simple - including the
Heisenberg and -. -Hamiltonians restricted to a square lattice.

The existence of universal Hamiltonians has a number of implications. It suggests
that simpler systems than previously thought might be suitable for use as analogue
Hamiltonian simulators, and that time dynamics under simple Hamiltonians is
sufficient to perform universal quantum computation. Moreover, universality has
been used to demonstrate new Hamiltonian complexity results.

In this thesis the study of universal Hamiltonians is extended. The theory of universal
Hamiltonians is developed, with new constructions of universal models and a full
characterisation of universal simulators by their complexity classes. An algorithm
to characterise noise in near term quantum devices, which could be equally useful
for both analogue simulation and digital quantum computation, is developed. And
finally, a link between universal Hamiltonians and holography is explored.

1.1 Overview of thesis
We now lay out the structure of the thesis in more detail. The thesis is split into three
parts. Part I covers the theory of universal Hamiltonians. The remainder of this
chapter introduces all the necessary technical background for the thesis. It begins
by outlining key concepts from Hamiltonian complexity theory that are used in the
development of the framework of analogue Hamiltonian simulation and universal
Hamiltonians. Before going on to cover the framework of analogue Hamiltonian
simulation itself, and key results on universal Hamiltonians.

In Chapter 2 the first new result of this thesis is presented. The key results in
Chapter 2 are two new universal models - both of which are translationally invariant
Hamiltonians acting on a spin chain. However, the impact of this chapter is not only
the universal models themselves, but the technique used to demonstrate universality,
which is new and significantly more powerful than previous techniques.

The technique developed in Chapter 2 for proving universality gives more insight into
the origins of universality, and suggests a link between universality and complexity.
In Chapter 3 this link is made rigorous. A full complexity theoretic classification of
universal models is derived. The conclusions to Part I are given in Chapter 4.
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Part II consists of a single chapter - Chapter 5. In this chapter we present an algorithm
for fitting Markovian channels to tomography data, which can be used to analyse
noise models in near term quantum devices. The theory behind the algorithm, as well
as pseudo-code and numerical simulations are presented (the code itself is publicly
available at [7]).

Chapter 6 contains the introduction to Part III. It covers the background of using
ideas and techniques from quantum information theory to develop toy models of
holographic duality.

In Chapter 7 we present the first application of universal Hamiltonians to holography,
with a construction of a toy model of holographic duality between local Hamiltonians.
These results are developed in Chapter 8 with a toy model that uses random tensor
techniques to capture more aspects expected from holographic dualities. Finally, in
Chapter 9 the conclusions of Part III are presented.

1.1.1 Statement of contributions

• Chapter 1 contains the technical background for this thesis, there are no
new results in this chapter. This chapter contains extended versions of the
background sections of some of my papers - particularly [8, 9, 10]. Some of the
background content was previously covered in a literature review I submitted
as part of the first year of the Quantum Technologies CDT.

• Chapter 2 is based on [8] - this was joint work carried out with Stephen
Piddock, Johannes Bausch and Toby Cubitt. The idea for using the new
method to construct universal models was Stephen Piddock’s. All authors
discussed all elements of the paper and proof approaches. The proofs of
universality were substantially my work, in discussion with my co-authors
who also helped to spot gaps in my reasoning and to fill these in. The no-go
for parameterless universality was primarily Stephen Piddock’s work, and the
complexity theoretic implications were largely Johannes Bausch’s work.

• Chapter 3 is based on [9] - this was again joint work carried out with Stephen
Piddock, Johannes Bausch and Toby Cubitt. The proof approach arose from
discussions of all four authors when writing [8]. The initial writing of the
proofs was done by me, in discussion with my co-authors, who helped to refine
my reasoning and make all claims fully rigorous.

• Chapter 4 contains the general conclusions of [8, 9]. The appendix to Chapter 4
contains an independent, unpublished calculation.
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• Chapter 5 is based on [11] – this was joint work carried out with Emilio
Onorati and Toby Cubitt. The idea behind the paper was Toby Cubitt’s. Emilio
Onorati is first author on the paper. My primary contribution to this chapter
was in helping to develop the algorithms (along with Emilio), writing code
and running numerics. Since I was not first author on this paper, a number
of the proofs and technical theorems regarding matrix perturbation theory
which were due to Emilio Onorati have been omitted, and interested readers
are referred to [11] instead.

• Chapter 6 contains the introductory & background material from [10, 12] -
joint work with Toby Cubitt and Toby Cubitt & Harriet Apel respectively. The
appendices to Chapter 6 contain new results - these were initially published in
[10]. The proofs of these were written by me, in discussion with Toby Cubitt.

• Chapter 7 is largely based on [10] - joint work with Toby Cubitt. The idea of
using universal Hamiltonians to construct toy models of holographic dualities
between local Hamiltonians was Toby Cubitt’s. The idea of using Coxeter
groups to analyse these toy models was mine. The proofs were constructed by
me, with advice from Toby Cubitt. The 2D/1D construction was not presented
in [10], it initially appeared in [8] - but again the proof was written by me in
discussion with Toby Cubitt, who in particular encouraged me to consider the
case of full rotational invariance and include a discussion of that.

• Chapter 8 is based on [12] - joint work with Toby Cubitt and Harriet Apel.
This work formed Harriet Apel’s masters thesis, and she was the first author
of the paper. The idea for the project was mine, and I helped Toby Cubitt
supervise Harriet Apel’s project. The proofs were substantially Harriet Apel’s
work, my main input was to suggest proof approaches, discuss ideas and help
refine the reasoning in the proofs. Since I was not first author on this paper,
a number of the proofs of sub-results in this chapter have been omitted, and
interested readers are referred to [12] instead.

• Chapter 9 contains the conclusions to Chapters 7 and 8 - the discussion in this
chapter was largely already published in [10, 12], however some of the ideas
have been expanded on.

All figures were made by me except Fig. 5.5 which was created by Emilio Onorati
and Figs. 6.1 and 8.1 which were created by Harriet Apel.
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1.2 Hamiltonian complexity
The focus of this thesis is on Hamiltonian simulation and universality, rather than
complexity. However, as we will see in Sections 1.3 and 1.4 previous results in these
areas draw heavily on techniques and ideas from Hamiltonian complexity theory.
Moreover, in Chapter 3 we demonstrate a deep connection between universality and
complexity. So, before diving into the theory of Hamiltonian simulation we will first
cover some basic concepts in Hamiltonian complexity, that crop up throughout this
thesis.

1.2.1 Complexity theory
The goal of complexity theory is to determine the resources needed to solve com-
putational problems. This is typically done by sorting problems into complexity
classes, and analysing relationships between different complexity classes. In classical
complexity theory the problems of interest are decision problems - i.e. problems
that can be posed as YES or NO questions of the input parameters. The classical
complexity classes that we will need in this thesis are:

Definition 1 (P [13, 14, 15]). The class of decision problems solvable in polynomial
time by a classical Turing machine.

Definition 2 (NP: Non-deterministic polynomial time). The class of decision prob-
lems decidable in polynomial time by a non-deterministic classical Turing machine.
Equivalently, NP is the class of decision problems for which if the answer is YES
then there is a proof, polynomial in the length of the input, that can be verified in P.

Definition 3 (PSPACE). The class of decision problems decidable in polynomial
space by a classical Turing machine.

In quantum complexity theory the problems of interest are promise problems. Promise
problems are a subset of decision problems, where the inputs are guaranteed to
belong to some known subset of all possible inputs. The quantum complexity classes
that we will need in this thesis are:

Definition 4 (BQP). The class of promise problems solvable in polynomial time by a
quantum Turing machine with at most 1

3 probability of error.

Definition 5 (QMA(2, B) [16]). A promise problem � = �YES∪ �NO is inQMA(2, B)
if and only if there exists a polynomially-bounded function ? and a quantum
polynomial time verifier + such that for all = and all G ∈ {0,1}=:
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• If G ∈ �YES, there exists a ?(=)-qubit quantum state |k〉 such that
Pr[+ accepts (G, |k〉)] ≥ 2

• If G ∈ �NO for all ?(=)-qubit quantum states |k〉, Pr[+ accepts (G, |k〉)] ≤ B

QMA(2, B) where 2 and B are separated by an inverse polynomial in = is the class
QMA [16]. QMA(2, B) where 2 and B are separated by an exponentially small
gap is the class PreciseQMA. PreciseQMA is known to be equal to the class
PSPACE [17].

Definition 6 (QMAEXP(2, B) [18]). A promise problem � = �YES ∪ �NO is in
QMAEXP(2, B) if and only if there exists a : and a quantum exponential time
verifier + such that for all = and all G ∈ {0,1}=:

• If G ∈ �YES, there exists a 2=: -qubit quantum state |k〉 such that
Pr[+ accepts (G, |k〉)] ≥ 2

• If G ∈ �NO for all 2=: -qubit quantum states |k〉, Pr[+ accepts (G, |k〉)] ≤ B

QMAEXP(2, B) where 2 and B are separated by an inverse exponential in = is the class
QMAEXP.

In complexity theory a reduction is a procedure for solving a problem by mapping it
to a different problem. More precisely:

Definition 7 (Polynomial time reduction). Problem � reduces to problem � if there
exists a map �→ � such that 1 is a YES instance of � if and only if 0 is a YES
instance of � and the map �→ � is poly-time computable.

Finally we will need the concept of “hard” and “complete” problems:

Definition 8. We say that a problem � is hard for a complexity class C if every
problem in C can be reduced to �.

Definition 9. We say that a problem � is complete for a complexity class C if � is
hard for C and � is in C.

The set of problems which are complete for a given complexity class can be thought
of as the hardest problems in that class.

1.2.2 The local Hamiltonian problem
The canonical problem in Hamiltonian complexity is :-local Hamilto-
nian.
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:-local Hamiltonian (6)
Input: Local Hamiltonian � =

∑<
8=1 ℎ8 on an #-partite Hilbert space of

constant local dimension, and < ≤ poly# . Each ℎ8 B ℎ(8 ⊗1(28 acts
non-trivially on at most |(8 | ≤ : sites, and ‖ℎ8‖ ≤ 1. Two numbers
U, V > 0 with V−U ≥ 1/6(#).

Promise: The ground state energy _min(�) either ≥ V, or ≤ U.
Question: YES if _min(�) ≤ U, else NO.

:-local Hamiltonian (poly) is QMA-complete for : ≥ 2 [16, 19, 20]. :-local
Hamiltonian (exp) is PreciseQMA-complete [17].

We can also consider the special case where the set of interaction terms and / or the
geometry of the interaction graph is restricted (which can implicitly constrain the
family’s locality :).

Definition 10 (M-Hamiltonian). The :-local Hamiltonian (poly) problem,
where the Hamiltonian is restricted to belong toM, some (possibly infinite) family
of Hamiltonians.

Definition 11 (Precise-M-Hamiltonian). The :-local Hamiltonian (exp) prob-
lem, where the Hamiltonian is restricted to belong toM, some (possibly infinite)
family of Hamiltonians.

An interesting case of aM-Hamiltonian is the restriction to translationally invariant
Hamiltonians:

TI-Local Hamiltonian (6)
Input: Translationally-invariant1 local Hamiltonian � =

∑
8∈Λ ℎ8 on an #-

partite Hilbert space (C3)⊗Λ of constant local dimension 3. Each
ℎ8 B (ℎ)(8 ⊗1(28 for some fixed hermitian operator ℎ acts non-trivially
and in a translationally-invariant fashion on at most |(8 | ≤ : sites, and
‖ℎ8‖ ≤ 1. Two numbers U, V > 0.

Promise: V−U ≥ 1/6(#), and _min(�) either ≥ V, or ≤ U.
Question: YES if _min(�) ≥ V, else NO.

Gottesman and Irani proved in 2009 that TI-Local Hamiltonian (poly) is QMAEXP-
complete [18], which has since been generalized to systems with lower local
dimension [21, 22].

1Naturally, translational invariance is defined with respect to the Hilbert space’s interaction graph
on Λ.



1.2. Hamiltonian complexity 20

1.2.3 Circuit-to-Hamiltonian Mappings
The key idea behind proofs of QMA-hardness of :-local Hamiltonian is that it
is possible to encode arbitrary quantum computation into the ground state of local
Hamiltonians [23, 16]. These are often called “circuit-to-Hamiltonian mappings”,
though the mappings may involve other models of quantum computation than the
circuit model. These Hamiltonians are typically constructed in such a way that their
ground states are “computational history states”. A very general definition of history
states was given in [24]; we will only require the simpler “standard” history states
here.

Definition 12 (Computational history state). A computational history state |Φ〉�& ∈
H& ⊗H� is a state of the form

|Φ〉�& =
1
√
)

)∑
C=1
|kC〉 |C〉 ,

where {|C〉} is an orthonormal basis forH� and |kC〉 = ΠC8=1*8 |k0〉 for some initial
state |k0〉 ∈ H& and set of unitaries*8 ∈ B(H&).

H� is called the clock register andH& is called the computational register. If*C is
the unitary transformation corresponding to the Cth step of a quantum computation,
then |kC〉 is the state of the computation after C steps. We say that the history state
|Φ〉�& encodes the evolution of the quantum computation.

Note that *C need not necessarily be a gate in the quantum circuit model. It could
also e.g. be one time-step of a quantum Turing machine, or even a time-step in some
more exotic model of quantum computation [21], or an isometry [25].

There are many examples of “circuit-to-Hamiltonian” mappings in the literature - in
Chapters 2 and 3 we introduce a number of constructions in more detail and outline
their relationship to universality.

1.2.4 Perturbation gadgets
The final tool from the Hamiltonian complexity literature that we use in this thesis are
perturbation gadgets. “Perturbation gadgets” give a mathematically rigorous version
of a concept that is well known in theoretical physics by other names. The quantum
many-body models that are studied in condensed matter physics are understood
to be effective theories that approximate the correct physics at low energies. For
example, the Born-Oppenheimer approximation assumes the motion of atomic nuclei
can be treated independently of their electron clouds, allowing effective models of
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Figure 1.1: (a) The interaction graph of a Hamiltonian, �, consisting only of two body
interactions, whose low-energy effective Hamiltonian approximates to high
accuracy the 3-body interaction depicted in (b). The white vertex in (a)
represents an ‘ancilla qubit’ - these don’t appear in the low-energy effective
Hamiltonian as they are projected into a one-dimensional subspace in this
regime. Let � = Δ 1

3 (−�+�)
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2 + (�
2+�2) ⊗�

2 −Δ 2
3

(
� ⊗ |1〉 〈1|F +
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and

let �eff = �⊗ �⊗�. If we restrict to the subspace with energy below Δ, �eff ' �
up to errors of order 1

Δ
. (More precisely: | |� |Δ−�eff | | ≤ 1

Δ
.) The perturbation

gadgets used to construct this effective Hamiltonian were developed in [28].

just the electronic structure of molecules and materials to be derived by assuming
the nuclei locations are fixed. These effective models are accurate at low energies.
Similarly, since Wilson’s seminal work [26, 27], quantum field theories in high-
energy physics are believed to be effective, low-energy theories that emerge from
some deeper, underlying model. In atomic and optical physics, one frequently
performs perturbation expansions to some finite order to derive effective interaction
Hamiltonians.

Perturbation gadgets apply the same general idea to build up Hamiltonians out of one
type of interaction, that give rise to low-energy effective Hamiltonians composed
of a different type of interaction. The main difference to the standard perturbation
theory taught at undergraduate physics is to keep track of rigorous bounds on the
approximation errors, rather than to simply truncate a perturbation series at finite order.
A typical example of such a gadget is the Hamiltonian depicted in Fig. 1.1, which
consists only of two-body interactions, but whose low-energy effective Hamiltonian
approximates to high accuracy a many-body interaction.

Perturbation gadgets were first used in Hamiltonian complexity to prove reductions
from 3-local Hamiltonian to 2-local Hamiltonian [20]. 3-local Hamiltonian
was already known to be QMA-complete (shown using history state methods [19]), so
this reduction demonstrated QMA-completeness of 2-local Hamiltonian. Since
then, perturbation gadgets have also been used to demonstrate QMA-completeness of
Hamiltonians with restricted interaction graphs and types of interactions [28, 29, 30].
We will see in the next section that while perturbation gadgets were designed to
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preserve the smallest eigenvalue of a Hamiltonian, they actually achieve something
far stronger and can be used to design perturbative simulations.

1.3 Hamiltonian simulation
1.3.1 Hamiltonian Encodings
With the key concepts from Hamiltonian complexity under our belt we can turn to
consider the complexity-inspired, rigorous mathematical framework of Hamiltonian
simulation first outlined in [6]. Clearly, in order for a simulator Hamiltonian, �′, to
simulate a target Hamiltonian, �, there must exist an encoding map E : Herm=→
Herm< which encodes � in �′, where =,< are the dimensions of �,�′ respectively.
This encoding map has to encode all observables on the � system as observables on
the E(�) system. Before deriving the mathematical form of E, the authors of [6]
first set out operational requirements that it must satisfy:

I All observables on the target system must correspond to observables on the
simulator system, so we require that Hermitian operators are mapped to
Hermitian operators, E(�) = E(�)†, for all � ∈ Herm=.

II The eigenvalues of encoded observables should be equal to the eigenvalues
of the original observable, f(E(�)) = f(�), for all � ∈ Herm=, where f(�)
denotes the spectrum of �.2

III The map should be real linear, E(∑8 U8ℎ8) =
∑
8 U8E(ℎ8) (where ℎ8 is some

Hermitian operator), so that individual interactions in the Hamiltonian are
encoded separately.

IV A map on states EBC0C4 should exist such that tr(E(�)EBC0C4 (d)) = tr(�d), for
all � ∈ Herm=, so that measurements are correctly simulated.

V The thermodynamic properties of the system should be preserved: /E(�) (V) =
tr
(
4−VE(�)

)
= 2 tr

(
4−V�

)
= 2/� , where /� , /E(�) denote the partition function

of �, E(�) respectively, and 2 is a constant which does not impact the
thermodynamic properties of the system.

VI We require 4−8E(�)CEBC0C4 (d)48E(�)C = EBC0C4 (4−8�Cd48�C), so that time evolution
according to E(�) correctly simulates time evolution according to �.

If an encoding map meets these requirements then, in the absence of any errors, �′,
will exactly replicate the physics of �. It is also desirable for the encoding to be

2The spectrum of � is defined as the set of values _ ∈ C such that �−_1 is not invertible. It is
equivalent to the eigenvalues of �, ignoring multiplicities.
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local, so that local observables on the target system are mapped to local observables
on the simulator system.

In order to determine the mathematical form of encodings the authors of [6]
demonstrate that any encoding map which meets conditions I and II along with a
convexity condition:3

III′ E(?�+(1− ?)�) = ?E(�)+ (1− ?)E(�) for all �, � ∈Herm= and all ? ∈ [0,1]

Is necessarily of the form:4

E(�) =+
(
�⊗ %+ �⊗&

)
+†, (1.1)

where + is an isometry, � denotes complex conjugation, and % and & are orthogonal
projectors.

It should be noted that eq. (1.1) is equivalent to:

E(") =+ ("⊕? +"⊕@)+† (1.2)

for ?, @ positive integers.

Moreover, encodings of the form given in eqs. (1.1) and (1.2) also satisfy conditions
III-VI provided a suitable map on states is also defined.

1.3.2 Map on states
In [6] the authors determine suitable maps on states EBC0C4 (d) to ensure that conditions
IV and VI are met. They find that a natural choice for EBC0C4 (d) which preserves
expectation values of observables is:

EBC0C4 (d) =

+ (d ⊗f)+† for some f such that %f = f, if % ≠ 0

+ (d ⊗f)+† for some f such that &f = f, otherwise
(1.3)

where % and & are the projectors from the corresponding encoding (see
eq. (1.1)).

3The convexity condition III′ is a special case of condition III, however it can also be viewed as a
physically motivated requirement in its own right. Consider a situation where we are asked to encode
a probabilistic mixture of observables, ?�+ (1− ?)�. If the encoded system is to replicate all the
physics of the original system then E(?�+ (1− ?)�) must have the same expectation value as the
corresponding probabilistic mixture of encoded observables ?E(�) + (1− ?)E(�) for all states d,
which will only hold if condition III′ is met.

4The equation quoted here is the form for encoding a Hamiltonian � into a subspace of the
simulator system. If the encoding is into the full space the isometry + is replaced by a unitary.
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Moreover, with this choice time evolution under a map on states EBC0C4 is given
by:

4−8E(�)CEBC0C4 (d)48E(�)C =

EBC0C4 (4−8�Cd48�C) if ? ≥ 1

EBC0C4 (4+8�Cd4−8�C) if ? = 0
(1.4)

where ? is the number of copies of � in the corresponding encoding, E(�) (see
eq. (1.2)). So if ? ≥ 1, EBC0C4 simulates evolution forward in time If ? = 0, EBC0C4
simulates evolution backwards in time. To circumvent the issue of simulating
evolution backwards in time, a standard encoding is defined as one for which
? ≥ 1.

Note that the map on states outlined here will not map Gibbs states of the target
system to Gibbs states of the simulator system. It may be that in realistic devices,
equilibrium states of the simulator are easiest to initialise, and such a map would be
preferred. In [6] it is shown that there exists a choice of EBC0C4 which fits this criteria,
and satisfies conditions IV and VI.

We refer readers to [6, Section 7.1] for full details of the map on states construc-
tion.

1.3.3 Local encodings
A local encoding is an encoding which maps local observables to local observables,
defined as follows:

Definition 13 (Local subspace encoding (Definition 13 from [6])). Let

E : B
(
⊗=9=1H 9

)
→B

(
⊗=9=1H

′
9

)
be a subspace encoding. We say that the encoding is local if for any operator
� 9 ∈ Herm(H 9 ) there exists �′9 ∈ Herm(H ′

9
) such that:

E(� 9 ⊗1) = (�′9 ⊗1)E(1).

It is shown in [6] that if an encoding E(") = + (" ⊗ % +" ⊗&)+† is local, then
the isometry + can be decomposed into a tensor product of isometries + = ⊗8+8,
for isometries +8 :H8 ⊗ �8 →H ′8 , for some ancilla system �8.5 Moreover, % and

5There is a more general definition of simulation which doesn’t require the isometries to be
tensor product [31]. However, these types of simulations don’t preserve the local structure of the
Hamiltonian. So while they are interesting from a complexity theoretic perspective, they are not as
useful for physical simulation.
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& are orthogonal projectors on � = ⊗8�8 and are locally distinguishable - for all
8 there exist projectors %�8 and &�8 acting on �8 such that

(
%�8 ⊗1

)
% = % and(

&�8 ⊗1
)
& =&

1.3.4 From encodings to simulation
Encodings capture the notion of the entire spectrum of a simulator Hamiltonian
perfectly replicating the physics of target Hamiltonian. But in practice it is only
necessary for the simulator system to replicate the physics of the target system below
some energy cut off, Δ, provided Δ is large enough. Due to energy conservation,
initial low-energy states will not be affected by states with energy greater than Δ, so
as long as Δ is greater than the largest eigenvalue of �, the low energy sector of �′

will replicate the physics of �.

[6] therefore says that �′ perfectly simulates �, if it exactly reproduces the physics of
� below some energy cutoff Δ, where Δ can be chosen arbitrarily large. For brevity,
we abbreviate the low-energy subspace of an operator � via (≤Δ(�) B span{|k〉 :
� |k〉 = _ |k〉 ∧_ ≤ Δ}.

Definition 14 (Perfect simulation, [6, Def. 20]). We say that �′ perfectly simulates
� below the cutoff energy Δ if there is a local encoding E into the subspace (E such
that

1. (E = (≤Δ(� ′) , and

2. �′|≤Δ = E(�) |(E .

No simulation in the real world will ever be perfect, so we need to consider
how to modify definition Definition 14 to allow for approximate simulations. If
condition (i) from definition Definition 14 only holds approximately then E(�)
and �′≤Δ have support on different spaces, so we cannot compare them. However,
if ‖E(1) − %≤Δ(� ′) ‖ ≤ [, where E(") = + (" ⊗ % +" ⊗&)+†, then there exists
Ẽ = +̃ (" ⊗ % +" ⊗&)+̃† such that ‖+̃ −+ ‖ ≤

√
2[ and Ẽ (1) = %≤Δ(� ′) ,6 so an

approximate encoding is defined as:

Definition 15 (Approximate simulation, [6, Def. 23]). Let Δ, [, n > 0. A Hamiltonian
�′ is a (Δ, [, n)-simulation of the Hamiltonian � if there exists a local encoding
E(") =+ (" ⊗ %+" ⊗&)+† such that

1. There exists an encoding Ẽ (") = +̃ (" ⊗ %+" ⊗&)+̃† into the subspace (Ẽ
such that (Ẽ = (≤Δ(� ′) and ‖+̃ −+ ‖ ≤ [; and

6The proof that such Ẽ exists is given in [6, Lemma 23].
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2. ‖�′≤Δ− Ẽ(�)‖ ≤ n .

Note that the role of Ẽ is to provide an exact simulation as per Definition 14. However,
it might not always be possible to construct this encoding in a local fashion. The
local encoding E in turn approximates Ẽ, such that the subspaces mapped to by the
two encodings deviate by at most [. n controls how much the eigenvalues are allowed
to differ.

If we are interested in whether an infinite family of Hamiltonians can be simulated by
another, the notion of overhead becomes interesting: if the system size grows, how
large is the overhead necessary for the simulation, in terms of the number of qudits,
operator norm or computational resources? We capture this notion in the following
definition.

Definition 16 (Simulation, [6, Def. 23]). We say that a family F ′ of Hamiltonians
can simulate a family F of Hamiltonians if, for any � ∈ F and any [, n > 0 and
Δ ≥ Δ0 (for some Δ0 > 0), there exists �′ ∈ F ′ such that �′ is a (Δ, [, n)-simulation
of �.

We say that the simulation is efficient if, in addition, for � acting on = qudits and
�′ acting on < qudits, ‖�′‖ = poly(=,1/[,1/n,Δ) and < = poly(=,1/[,1/n,Δ);
�′ is efficiently computable given �, Δ, [ and n; each local isometry +8 in the
decomposition of + is itself a tensor product of isometries which map to O(1) qudits;
and there is an efficiently constructable state |k〉 such that % |k〉 = |k〉.

As already outlined, in [6] it is shown that approximate Hamiltonian simulation
preserves important physical properties. We recollect the most important ones in the
following.

Lemma 17 ([6, Lem. 27, Prop. 28, Prop. 29]). Let � act on (C3)⊗=. Let �′ act
on (C3 ′)⊗<, such that �′ is a (Δ, [, n)-simulation of � with corresponding local
encoding E(") = + (" ⊗ % +" ⊗&)+†. Let ? = rank(%) and @ = rank(&). Then
the following holds true.

1. Denoting with _8 (�) (resp. _8 (�′)) the 8th-smallest eigenvalue of � (resp. �′),
then for all 1 ≤ 8 ≤ 3=, and all (8−1) (?+@) ≤ 9 ≤ 8(?+@), |_8 (�) −_ 9 (�′) | ≤
n .

2. The relative error in the partition function evaluated at V satisfies

|Z� ′ (V) − (? + @)Z� (V) |
(? + @)Z� (V)

≤ (3′)<e−VΔ

(? + @)3=e−V‖�‖
+ (en V −1). (1.5)
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3. For any density matrix d′ in the encoded subspace for which E(1)d′ = d′, we
have

‖e−i� ′Cd′ei� ′C − e−iE(�)Cd′eiE(�)C ‖1 ≤ 2nC +4[. (1.6)

1.3.5 Perturbative simulations
Even with the relaxation to approximate simulation, the definition of simulation
laid out in this section is demanding, and it is not immediately obvious that any
interesting examples of simulations exist. We will see in Section 1.4 that not only do
interesting simulations exist, but there exist families of Hamiltonians that can simulate
all other quantum many body physics. The key technique used to demonstrate these
universality results are perturbative simulations.

The following lemmas to construct perturbative simulations were shown in [31, 6].
They allow many perturbation gadget constructions from the Hamiltonian complexity
literature to be lifted, and applied to derive simulation results.

LetH be a Hilbert space decomposed asH =H− ⊕H+. Let Π± be the projectors
ontoH±. For arbitrary operator " define "++ = Π+"Π+, "−− = Π−"Π−, "+− =
Π+"Π−, and "−+ = Π−"Π+. Consider an unperturbed Hamiltonian � = Δ�0,
where �0 is block-diagonal with respect to the split H = H− ⊕H+, (�0)−− = 0,
_min ((�0)++) ≥ 1.

Lemma 18 (First order simulation [31, 6]). Let �1 be a perturbation acting on the
same space as �0. Suppose there exists a local isometry, such that Im(,) =H−
and:

| |,�target,
†− (�1)−− | |∞ ≤

n

2
(1.7)

Then �̃ = � +�1 (Δ2 , [, n) simulates �target, provided that Δ ≥ $ ( | |�1 | |2
n
+ | |�1 | |

[
).

Lemma 19 (Second order simulation [31, 6]). Let + = �1 +Δ
1
2�2 be a perturbation

acting on the same space as �0 such that max( | |�1 | |, | |�2 | |) ≤ Λ; �1 is block
diagonal with respect to the splitH =H−⊕H+ and (�2)−− = 0. Suppose there exists
a local isometry, such that Im(,) =H− and:

| |,�target,
†− (�1)−− + (�2)−+�−1

0 (�2)+− | |∞ ≤
n

2
(1.8)

Then �̃ = � ++ (Δ2 , [, n) simulates �target, provided that Δ ≥ $ (Λ
6

n2 + Λ
2

[2 ).

Lemma 20 (Third order simulation [31, 6]). Let + = �1 +Δ
1
3�′1 +Δ

2
3�2 be a

perturbation acting on the same space as �0 such that max( | |�1 | |, | |�′1 | |, | |�2 | |) ≤ Λ;
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�1 and �′1 are block diagonal with respect to the splitH =H− ⊕H+ and (�2)−− = 0.
Suppose there exists a local isometry, such that Im(,) =H− and:

| |,�target,
†− (�1)−− + (�2)−+�−1

0 (�2)++�−1
0 (�2)+− | |∞ ≤

n

2
(1.9)

and also that:
(�′1)−− = (�2)−+�−1

0 (�2)+− (1.10)

Then �̃ = � ++ (Δ2 , [, n) simulates �target, provided that Δ ≥ $ (Λ
12

n3 + Λ
3

[3 ).

The final lemma, regarding fourth order perturbative simulations, was demonstrated
in [32]:

Lemma 21 (Fourth-order simulation - Lemma 12 from [32]). Let �0,
�1, �2, �3, �4 be Hamiltonians acting on the same space, such that:
max{‖�1‖, ‖�2‖, ‖�3‖, ‖�4‖} ≤ Λ; �2 and �3 are block-diagonal with respect to
the split H+ ⊕H−; (�4)−− = 0. Suppose there exists a local isometry + such that
Im(+) =H− and

‖+�target+
†−Π−

(
�1 +�4�

−1
0 �2�

−1
0 �4−�4�

−1
0 �4�

−1
0 �4�

−1
0 �4

)
Π−‖ ≤ n/2

(1.11)
and also that

(�2)−− = Π−�4�
−1
0 �4Π− and (�3)−− = −Π−�4�

−1
0 �4�

−1
0 �4Π−. (1.12)

Then �sim = Δ�0 +Δ3/4�4 +Δ1/4�3 +Δ1/2�2 +�1 (Δ/2, [, n)-simulates �target, pro-
vided that Δ ≥ $ (Λ20/n4 +Λ4/[4).

1.3.6 Errors and noise in Hamiltonian simulation
As set out in the introduction, one of the arguments for why analogue Hamiltonian
simulation will be useful in the noisy intermediate scale quantum (NISQ) era is that
it doesn’t require active error correction. This argument is backed up by claiming
that errors in the simulation are modelling the noise experienced by the system being
simulated, so form part of the simulation. Analysing how errors on the simulator
system map to noise on the system being simulated is crucial in determining the
validity of this claim. Any in depth analysis of this point will depend on the physical
noise processes occurring on the simulator, but in this section we outline why the
notion of simulation defined in [6] begins to justify the lack of error correction in
analogue Hamiltonian simulation.
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There are three key results regarding errors in [6]. We summarise them here, but
refer readers to [6, Section 8.5] for technical details:

1. Any local error N ′((EBC0C4 (d))) on the simulator system can be mapped to
a local error, N , acting on the system being simulated. However, this does
not imply that N ′(EBC0C4 (d)) = EBC0C4 (N (d)) as the two local errors may have
completely different actions on the system of interest.

2. If rank(%) = 1 (which is true for every simulation in [6]) a stronger result can
be shown:

E(1)N ′(EBC0C4 (d))E(1) = EBC0C4 (N (d)) (1.13)

This states that any local error acting on the encoded state is equal to the
encoding of a local error on the system being simulated.

3. The second result allows for the possibility that an error on the simulator system
may take us out of the low energy subspace. The map E(1)N ′(EBC0C4 (d))E(1)
is necessarily in the encoded subspace, but may differ fromN ′. If we make the
physically motivated assumption that the probability of an error that takes us
out of the low-energy subspace is low,7 it is possible to show that the distance
between E(1)N ′(EBC0C4 (d))E(1) and N ′ is negligible.

Each of these results is stronger than the previous, and they begin to build up evidence
for error correction being somewhat less critical for analogue Hamiltonian simulation
than in general purpose quantum computation, as noise in the simulator system can
be mapped to noise occurring in the system being simulated. However, as already
noted, unless the noise on the simulator system maps to natural noise models on the
target system this isn’t enough to justify the lack of error correction. Evaluating this
requires understanding the physical noise processes on the simulator system.

1.4 Universal Hamiltonians
Definition 16 naturally leads to the question of whether there exist families of
Hamiltonians that are so versatile that they can simulate all other Hamiltonians: in
that case, we call such families universal.

Definition 22 (Universal Hamiltonians [6, Def. 26]). We say that a family of Hamil-
tonians is a universal simulator—or simply is universal—if any (finite-dimensional)

7If Δ is large enough this assumption is physically well motivated since such errors would have
high energy requirements.
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Hamiltonian can be simulated by a Hamiltonian from the family. We say that the
universal simulator is efficient if the simulation is efficient for all local Hamiltonians.

In [6] a number of simple families of Hamiltonians - including the Heisenberg and
-. -interaction are shown to be universal. Moreover, the authors provide a full
classification of universality classes for 2-qubit interactions:

Theorem 23 (Theorem 44 from [6]). Let S be any fixed set of two-qubit and
one-qubit interactions such that S contains at least one interaction which is not
1-local. Then:

• If there exists * ∈ (* (2) such that * locally diagonalises S, then S-
Hamiltonians are universal classical simulators

• Otherwise, if there exists* ∈ (* (2) such that, for each 2-qubit matrix �8 ∈ S,
*⊗2�8 (*†)⊗2 = U8/

⊗2 + �8 ⊗1+1⊗ �8, where U8 ∈ R and �8, �8 are arbitrary
single-qubit Hamiltonians, then S-Hamiltonians are universal stoquastic
Hamiltonian simulators

• Otherwise, S-Hamiltonians are universal quantum Hamiltonian simulator

It should be noted that the class of 2 qubit interactions that are universal quantum
simulators coincides precisely with the class of 2 qubit interactions that are QMA-
complete [29]. This link will be expanded on in Chapter 3.

In [6] the authors go on to show that the Heisenberg and -. -models remain universal
even if the interactions are restricted to lie on a square lattice. Moreover, if the target
Hamiltonian is sparse then the simulation on the square lattice remains efficient. In
[32] the question of universal qudit Hamiltonians is explored, and it is demonstrated
that two natural generalisations of the Heisenberg model to qudits are universal. The
authors also classify the :-qudit interactions that are universal when augmented with
1-qubit terms, and demonstrate universality of any interaction which is proportional
to the projector onto a pure entangled state.

In a later paper, it has been demonstrated that there exist translationally invariant
universal Hamiltonians in 2D [33]. These universal Hamiltonians are not in general
efficient in terms of number of qudits in the simulator system, or in terms of the
operator norm of the simulator Hamiltonian. However, they are efficient for simulating
translationally invariant Hamiltonians.

All previous universality results have made use of perturbation gadgets - universality
is demonstrated by stringing together perturbative simulations. For details of these
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perturbative proofs of universality we refer readers to [6, 32, 33]. In Chapter 2 we will
introduce a new method for proving universality which doesn’t rely on perturbation
theory.



Chapter 2

Translationally invariant universal
Hamiltonians in 1D

2.1 Introduction
Previous universality results have relied heavily on using perturbation gadgets,
and constructing complicated ‘chains’ of simulations to prove that simple models
are indeed universal. In this chapter we present a new, simplified method for
proving universality. This method makes use of another technique from Hamiltonian
complexity theory: history state Hamiltonians [16]. Leveraging the fact that it is
possible to encode computation into the ground state of local Hamiltonians, we show
that it is possible to prove universality by constructing Hamiltonian models which
can compute the energy levels of arbitrary target Hamiltonians.

In order to ensure that the universality constructions preserve the entire physics of
the target system (and not just the energy levels), we make use of an idea originally
from [34] and used recently in [35, 36, 37]: ‘idling to enhance coherence’. Before
computing the energy levels of the target system, the computation encoded in the
simulator system ‘idles’ in its initial state for time !. By choosing ! to be sufficiently
large, we can ensure that with high probability there is a fixed set of spins in the
simulator system which map directly to the state of the target system.

As well as providing a route to simplifying previous proofs, this ‘history-state
simulation method’ also offers more insight into the origins of universality, and the
relationship between universality and complexity. The classification of two-qubit
interactions by their simulation ability in [6], which showed that the universal class
was precisely the set of QMA-complete interactions, was suggestive of a connection
between simulation and complexity. And a complexity theoretic classification of



2.1. Introduction 33

universal models already exists in the classical case [38]. But until now it was not
clear whether a connection existed for general quantum interactions, or whether it was
merely an accident in the two-qubit case. Previous methods for proving universality
in the quantum case didn’t offer a route to proving a general equivalence between
complexity and universality, and the more complicated non-commutative structure of
quantum Hamiltonians meant that the techniques from the classical proof couldn’t be
applied. By demonstrating that it is possible to prove universality by leveraging the
ability to encode computation into ground states, we have provided a route to showing
that the connection between universality and complexity holds more generally. In
Chapter 3 we make this insight rigorous, by deriving a full complexity theoretic
classification of universal quantum Hamiltonians.

We also use the ‘history-state simulation method’ to provide a simple construction
of two new universal models. Both of these are translationally invariant systems in
1D, and we show that one of these constructions is efficient in terms of the number
of spins in the universal construction (yet not in terms of the simulating system’s
norm):

Theorem 24. There exists a two-body interaction ℎ(1) depending on a single pa-
rameter ℎ(1) = ℎ(1) (q), and a fixed one-body interaction ℎ(2) such that the family of
translationally-invariant Hamiltonians on a chain of length # ,

�univ(q,Δ,)) = Δ
∑
〈8, 9〉

ℎ
(1)
8, 9
(q) +)

#∑
8=0
ℎ
(2)
8
, (2.1)

is a universal model, where Δ, ) and q are parameters of the Hamiltonian, and the
first sum is over adjacent sites along the chain. The universal model is efficient in
terms of the number of spins in the simulator system.

By tuning q, ) and Δ, this model can replicate (in the precise sense of [6]) all
quantum many body physics.

This is the first translationally invariant universal model which is efficient in terms
of system size overhead. Its existence implies that, for problems which preserve
hardness under simulation, complexity theoretic results for general Hamiltonians can
also apply to 1D, translationally invariant Hamiltonians (though care must be taken
when applying this, as the construction is not efficient in the norm of the simulating
system). This is for instance the case for a reduction from a PreciseQMA-hard local
Hamiltonian (LH) problem, for which the reduction to a translationally-invariant
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version preserves the correct promise gap scaling. This in turn implies that the
local Hamiltonian problem remains PSPACE-hard for a promise gap that closes
exponentially quickly, even when enforcing translational invariance for the couplings.
This stands in contrast to a promise gap which closes as 1/poly in the system size, in
which case the variant is either QMA (for non-translational invariance) or QMAEXP

(for translational invariance) complete.

We also construct a universal model which is described by just two free parameters,
but where the model is no longer efficient in the system size overhead:

Theorem 25. There exists a fixed two-body interaction ℎ(3) and a fixed one-body
interaction ℎ(2) such that the family of translationally-invariant Hamiltonians on a
chain of length # ,

�univ(Δ,)) = Δ
∑
〈8, 9〉

ℎ
(3)
8, 9
+)

#∑
8=0
ℎ
(2)
8
, (2.2)

is a universal model, where Δ and ) are parameters of the Hamiltonian, and the first
sum is over adjacent sites along the chain.

By varying the size of the chain # that this Hamiltonian is acting on, and tuning the
Δ and ) parameters in the construction, this Hamiltonian can replicate (again in the
precise sense of [6]) all quantum many body physics. We are able to demonstrate
that constructing a universal model with no free parameters is not possible, but
the existence of a universal model with just one free parameter is left as an open
question.

The remainder of this chapter is set out as follows. In Section 2.2 we give an overview
of the new method for proving universality, and our two new universal constructions.
Reading these sections should be enough to gain an intuitive understanding of our
approach and our results. The full proofs of our results are given in Section 2.3 -
this section may be skipped on an initial reading if you are primarily interested in
understanding the general approach, or the applications of the results. The complexity
theory implications are discussed in Section 2.4. A discussion of the results in this
chapter and Chapter 3 is given in Chapter 4.

2.2 Overview of construction
2.2.1 High-level outline of the construction
Asmentioned in subsection 1.2.3, the key technique wemake use of in our universality
constructions is the ability to encode computations into the ground states of local
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Hamiltonians. The model of computation we encode is the quantum Turing machine
(QTM) model - standard techniques for encoding QTMs in local Hamiltonians give
translationally invariant Hamiltonians [39, 18].

In both the constructions we develop in this work a description of the Hamiltonian to
be simulated (the “target” Hamiltonian, �target) is encoded in the binary expansion of
some natural number, G ∈N . Details of this encoding are given in subsection 2.2.2.
The natural number G is then itself encoded in some parameter of the universal
Hamiltonian (see subsection 2.2.3 for two methods of encoding natural numbers in
parameters of universal Hamiltonians).

The Hamiltonian we use to construct the universal model has as its ground state
computational history states (cf Definition 12) which encode two QTMs ("1 and
"PE) which share a work tape. The two computations are ‘dovetailed’ together - the
computation "1 occurs first, and the result of this computation is used as input for
"PE. The first QTM, "1, extracts the binary expansion of G from the parameter of the
Hamiltonian. At the end of "1’s computation, the binary expansion of G is written
on the work tape which "1 shares with "PE. An outline of the methods we use to
extract G and write it on the Turing machine tape are given in subsection 2.2.3.

The second QTM, "PE reads in G, which contains a description of �target, from
the work tape which it shares with "1. It also reads in an input state |k〉 - this is
unconstrained by the computation (it can be thought of as carrying out the same role
as a witness in a QMA verification circuit). It then carries out phase estimation on
|k〉 with respect to the unitary generated by �target.

The Hamiltonian which encodes "1 and "PE has a zero-energy degenerate ground
space, spanned by history states with all possible input states |k〉. In order to recreate
the spectrum of �target we need to break this degeneracy. We achieve this by adding
one body projectors to the universal Hamiltonian which give the correct energy to
the output of "PE to reconstruct the spectrum of �target. These break the degeneracy
of the zero-energy ground space by giving different energy to the different history
states depending on what state the phase estimation was applied to (and therefore
what the output of "PE was).

With this construction the energy levels of the universal Hamiltonian recreate the
energy levels of �target. To ensure that the eigenstates are also correctly simulated,
before "1 carries out its computation, it ‘idles’ in its initial state for some time
!. This ‘idling’ ensures that (with high probability) the simulator system is in the
(unentangled) state which corresponds to the zeroth time step in the circuit - so
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there is a straightforward mapping between the simulator system and the system
being simulated. By choosing ! large enough, we show that this construction can
approximately simulate any target Hamiltonian. A more detailed sketch of how we
use idling and phase estimation to achieve simulation is given in subsection 2.2.4,
while rigorous proofs are given in Section 2.3.

2.2.2 A Digital Representation of a Local Hamiltonian
As discussed in subsection 2.2.1, we need to encode a description of the target Hamil-
tonian �target in some parameter of the universal Hamiltonian. In subsection 2.2.3
we outline the two methods we use to encode a natural number in the parameter of a
Hamiltonian. But how do we represent �target =

∑<
8=1 ℎ8 in the binary expansion of a

natural number G ∈N, irrespective of its origin?

We will assume that �target is a :-local Hamiltonian, acting on = spins of local
dimension 3. We emphasize that : can be taken to be =, i.e. the system size—and
therefore we can simulate any Hamiltonian, not just local ones. However we keep
track of the locality parameter : as it is relevant when deriving the overhead of our
simulations.

Every value needed to specify the :-local simulated system �target will be represented
in Elias-W′ coding, which is a simple self-delimiting binary code which can encode
all natural numbers [40, 41]. For the purpose of the encoding, we will label the =
spins in the system to be simulated by integers 8 = 1, . . . , =.

The encoding of�target begins with the three meta-parameters = (spin count), followed
by : (locality), and then < (number of :-local terms). Each of the < :-local terms
in � is then specified by giving the label of the spins involved in that interaction,
followed by a description of each term of the 3: × 3: Hermitian matrix describing
that interaction. Each such matrix entry is specified by giving two integers 0 and 1.
The matrix entry can be recovered by calculating 0

√
2− 1, which is accurate up to a

small error.1

Specifying �target to accuracy X requires each such matrix entry to be specified to
accuracy X/(<32: ). Therefore the length of the description of �target is

<32: log
(
‖�target‖<32:/X

)
= poly

(
=, 3: , log(‖�‖/X)

)
(2.3)

1Note that by Weyl’s equidistribution theory
√

20 mod 1 uniformly covers [0,1]; the set T =
{0
√

2− 1 | 0, 1 ∈ Z+} is dense in R.
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Finally, the remaining digits of G specify Ξ—the bit precision to with which the phase
estimation algorithm should calculate the energies (i.e. we require QPE to extract Ξ
binary digits), and !—the length of time the system should “idle” in its initial state
before beginning its computation.

So, the binary expansion �(G) of G has the following form:

�(G) B W′(=) · W′(:) · W′(<) ·
[
W′(8) ·: ·

(
W′(0 9 ) · W′(1 9 )

)4:
] ·<
· W′(Ξ) · W′(!). (2.4)

Here W′(=) denotes = in Elias-W′ coding, and · denotes concatenation of bit
strings.

With regards to the identification of a real number = =
√

20− 1, we observe that it is
clearly straightforward to recover = from 0 and 1 (by performing basic arithmetic).
The other direction works as follows.

Remark 26. Let = ∈N, and let Ξ ∈N denote a precision parameter. Then we can
find numbers 0, 1 ∈N such that���=−√20 + 1

��� ≤ 2−Ξ,

and the algorithm runs in O(poly(Ξ, log2 =)).

Proof. We solve 2Ξ= = b2Ξ
√

2c0 − 2Ξ1 as a linear Diophantine equation in the
variables 0 and 1, with largest coefficient O(2Ξ=). This can be done in polynomial
time in the bit precision of the largest coefficient, for instance by using the extended
Euclidean algorithm [42]. �

In Section 2.3, we describe a construction to (Δ′, [, n ′)-simulate the Hamiltonian
described by G, but note that this will only give a (Δ′, [, n ′ + X)-simulation of the
actual target Hamiltonian �target.

2.2.3 Encoding the target Hamiltonian in parameters of the sim-
ulator Hamiltonian

In subsection 2.2.2 we described how we encode the information about the Hamilto-
nian we want to simulate, �target in a natural number G. Now we require a method to
encode G in some parameter of the universal Hamiltonian, and a method to write its
binary expansion on the Turing machine tape shared by "1 and "PE. We develop
two constructions, building on the mappings in [39] and [18]. The first construction
is efficient in terms of the number of spins in the simulator system, while the second
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construction is not efficient, but requires less parameters to specify the universal
model. In both cases the computation encoded in the ground state of the Hamiltonian
is a QTM, and the mapping from a QTM to the Hamiltonian gives a translationally
invariant Hamiltonian.

2.2.3.1 Encoding the target Hamiltonian in a phase of the simulator Hamilto-
nian

First we consider the construction building on the work in [39]. Here, we encode the
natural number G ∈N in a phase q = G/2dlog2 Ge of the Hamiltonian.

The Hamiltonian for this construction is given by � =
∑#
8=1 ℎ

(8,8+1) where # is the
number of spins in the simulator system, and ℎ is a two-body interaction of the form
[43, Theorem 32]:

ℎ = �+ (48cq�+ 48c2−|q |� +h.c.) (2.5)

where � is a fixed Hermitian matrix and �,� are fixed non-Hermitian matrices. For
a detailed construction of the terms in the Hamiltonian we refer the interested reader
to [43, Section 4].

The circuit-to-Hamiltonian map encodes two Turing machine computations “dove-
tailed” together, where the two Turing machines share a work tape. The first
computation is a phase estimation algorithm. It extracts the phase q from the Hamil-
tonian, and writes its binary expansion onto the work tape. The second computation
will be outlined in subsection 2.2.4.

In order to extract 0 digits from a phase q = 0.q1q2 · · ·q0q0+1 · · · , we require a
runtime of 20. In our case, we have 0 = |G | = poly

(
=, 3: , log(‖�‖/X)

)
, where |G |

denotes the number of digits in the binary expansion of G. As our computation is
encoded as a computational history state, this in turn means that the spectral gap of the
history state Hamiltonian necessarily closes as O(2−poly(=,3: ,log(‖�‖/X))) [44, 15, 24].
This scaling of the spectral gap means that the universal model constructed via this
method is not efficient in terms of the norm of the simulator system (see Theorem 31
for full discussion of the scaling).

However, it is important to note that using the construction from [39] it is possible to
encode a computation with exponential runtime into a Hamiltonian on polynomially
many spins. Details of the construction are given in [43, Section 4.5] (in particular
the relevant scaling is discussed on [43, Page 81]). We will not give the details
of the construction here, but note that it encodes a Turing machine which runs for
O(# exp(#)) time steps in a Hamiltonian acting on # spins [43, Proposition 45].
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Therefore, the universal model constructed via this method is efficient in terms of the
number of spins in the simulator system.

2.2.3.2 Encoding the target Hamiltonian in the size of the simulator sys-
tem

Our second construction builds on the mapping in [18]. Here, we encode the
description of the �target into the binary expansion of # - the number of spins the
universal Hamiltonian is acting on.

The circuit-to-Hamiltonian map encodes two Turing machine computations “dove-
tailed” together, where again the two Turing machines share a work tape. The first
Turing machine is a binary counter Turing machine. After it has finished running,
the binary expansion of # is written on the Turing machine’s work tape. In our
construction, the binary expansion of # contains the description of �target. We will
discuss the second computation in subsection 2.2.4.

The binary counter QTM takes time # to write out the binary expansion of # on
its work tape. Since �target is encoded in the binary expansion of # , this run time,
as well as the size of the simulator system is exponential in the size of the target
system. Moreover, since the runtime is exponential in the size of the target system,
the spectral gap of the universal Hamiltonian closes exponentially fast. Therefore,
the universal model constructed via this method is not efficient in terms of number of
spins or the norm of the simulator system. See Theorem 32 for a full discussion of
the scaling of this universal model.

In this case the interactions of the Hamiltonian are entirely fixed - they enforce that
the ground state of the Hamiltonian is a history state encoding a QTM computation
(for a detailed construction of the terms in the Hamiltonian we refer readers to [18].
There are two additional global parameters in the Hamiltonian which depend on
the accuracy of the simulation - we defer discussion of those parameters to the
technical proofs of Lemma 29 and Theorem 32. All the information about the target
Hamiltonian (the Hamiltonian to be simulated) is entirely encoded in the binary
expansion of # - the number of spins in the simulator system.

2.2.4 Dovetailing for simulation
After the computation carried out by "1 has finished, the binary expansion of G
is written out on the work-tape shared by "1 and "PE. We then construct (using
standard techniques from [39, 18]) a Hamiltonian such that the two Turing machines
"1 and "PE share a work tape. At the beginning of its computation, "PE reads in a
description of the target Hamiltonian � that we wish to simulate. "PE then carries
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out phase estimation on some input state |k〉 (left unconstrained, just like a QMA
witness)2 with respect to the unitary generated by the target Hamiltonian,* = ei�g

for some g such that ‖�g‖ < 2c. It then outputs the eigenphase q in terms of a pair
of natural numbers (0, 1) such that q = 0

√
2− 1 (which can be done efficiently via

Remark 26).

The ground space of the Hamiltonian which encodes the computation of "1 and "PE

has zero energy, and is spanned by history states in a superposition over all possible
initial states |k〉. In general the Hamiltonian we want to simulate doesn’t have a
highly degenerate zero energy ground state, so we need to break this degeneracy
and construct the correct spectrum for �target. In order to break the degeneracy
and reconstruct the spectrum of �target, we add one body projectors to the universal
Hamiltonian, which are tailored such that the QPE output (0, 1) identifies the correct
energy penalty to inflict.

In order to ensure that the encoding of �target in the universal Hamiltonian is local, we
make use of an idea originally from [34] and used recently in [35, 36, 37], which has
been called ‘idling to enhance coherence’. Before carrying out the phase-estimation
computation, the system “idles” in its initial state for time !. By choosing !
appropriately large, we can ensure that with high probability the input spins (the
spins which form the unconstrained input |k〉 to "PE) are found in their initial states.
This means that (with high probability) there are a subset of spins on the simulator
system whose state directly maps to the state which is being simulated in the target
system. This ensures that the encoding is (approximately) local (see Lemma 29 for
detailed analysis of how idling is used to achieve universality).

2.3 Universality
2.3.1 Translationally-Invariant Universal Models in 1D
In this section we prove our main result: there exist translationally invariant, nearest
neighbour Hamiltonians acting on a chain of qudits, which are universal quantum
simulators.

All the ‘circuit-to-Hamiltonian’ mappings we make use of in this work are what are
known as “Standard form Hamiltonians”. Where “Standard form Hamiltonians” are
a certain class of circuit-to-Hamiltonian constructions, defined in [45]. We refer
interested readers to [45] for the full definition - and simply note that it encompasses

2Although quantum phase estimation takes as input an eigenvector of the unitary, we show in the
proof that this suffices, as the argument then extends to general input states by linearity.
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the Turing-machine based mappings which we make use of in this work [39, 18]. In
[45], the following result was shown, which we will make use of in our proofs:

Lemma 27 (Standard form ground states; restatement of [45, Lem. 5.8, Lem. 5.10]).
Let �SF be a Standard Form Hamiltonian encoding a computation*, which takes
(classical) inputs from a Hilbert space S, and which sets an output flag with certainty
if it is given an invalid input. For

��k`〉 ∈ S and Π)
C=1*C =* we define

��Φ(*,k`)〉 B 1
√
)

)∑
C=1
*C . . .*1

��k`〉 |C〉 .
Then L = span{

��Φ(*,k`)〉}3=`=1 defines the kernel of �(� , i.e. �SF |L = 0. The
smallest non-zero eigenvalue of �SF scales as 1− cosc/2) .

We also require a digital quantum simulation algorithm, summarized in the following
lemm:

Lemma 28 (Implementing a Local Hamiltonian Unitary). For a :-local Hamiltonian
� =

∑<
8=1 ℎ8 on an =-partite Hilbert space of local dimension 3, and where< = poly=,

there exists a QTM that implements a unitary *̃ such that

*̃ = ei�C +O(n),

and which requires time poly(1/n, 3: , ‖�‖C, =).

Proof. Follows directly from [46, 47]. �

The polynomial time bound in Lemma 28 suffices for our purposes; a tighter (and
more complicated) bound, also for the more general case of sparse Hamiltonians,
can be found in [48].

We can now start our main analysis by proving that “dovetailing” quantum
computations—rigorously defined and constructed in [39, Lem. 22]—can be used to
construct universal simulators.

Lemma 29 (Dovetailing for simulation). Let "1 be a QTM which writes out the
binary expansion of some G ∈ N on its work tape. Assume there exists a standard
form Hamiltonian which encodes the Turing machine "1. Then there also exists a
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Track Purpose

1 Input track, contains input state |k〉 ∈ C2 followed by string of |0〉s
2 Turing machine work tape (shared by "1 and "PE )
3 Tape head and state for "1
4 Tape head and state for "PE

5,6, . . . Clock tracks for standard form clock construction

Table 2.1: Local Hilbert space decomposition for �SF.

standard form Hamiltonian �SF(G), which encodes the computation "1 dovetailed
with a QTM "PE, such that the family of Hamiltonians

�univ(G) = Δ�SF(G) +)
#−1∑
8=0

(√
2ΠU −ΠV

)
(2.6)

can simulate any quantum Hamiltonian. Here Δ and ) are parameters of the model,
and ΠU and ΠV are one-body projectors,

Proof of Lemma 29. To prove this we show that the�univ(G) can satisfy the definition
to be an approximate simulation of an arbitrary “target Hamiltonian" �target, to any
desired accuracy. We break up the proof into multiple parts. First we construct a
history state Hamiltonian �SF(G), which encodes two Turing machine computations:
"1 which extracts a description of �target from a parameter of �SF, and "PE which
carries out phase estimation on the unitary generated by �target. Then we define the
one-body projectors ΠU and ΠV which break up the ground space degeneracy of �SF,
and inflict just the right amount of penalty to approximately reconstruct the spectrum
of �target in its entirety.

Construction of HSF. �SF is a standard form history state Hamiltonian with a
ground space laid out in Lemma 27. The local states of the spins on which �SF

acts are divided into multiple “tracks”. There are a constant number of these, hence
a constant local Hilbert space dimension. The exact number will depend on the
standard form construction being used. Each track serves its own purpose, as outlined
in Table 2.1. See [18, 39] for more detail.

The QTM "PE reads in the description of �target—provided as integer G ∈N output
by the Turing machine "1 whose worktape it shares. "PE further reads in the
unconstrained input state |k〉 (see Table 2.1 for details of the local Hilbert space
decomposition). But instead of proceeding immediately, "PE idles for ! time-steps
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(where ! is specified in the input string G, as explained in subsection 2.2.2), before
proceeding to carry out the quantum phase estimation algorithm.

The quantum phase estimation algorithm is carried out with respect to the unitary
* = ei�targetg for some g such that ‖�targetg‖ < 2c. It takes as input an eigenvector
|D〉 of *, and calculates the eigenphase qD. The output of "PE is then the pair of
integers (0D, 1D) (corresponding to the extracted phase qD =

√
20D − 1D as explained

in Remark 26), specified in binary on an output track. To calculate _D—the eigenvalue
of �target—to accuracy n requires determining qD to accuracy O(n/‖�target‖) which
takes O(‖�target‖/n) uses of* = ei�targetg. The unitary* must thus be implemented
to accuracy O(n/‖�target‖), which is done using Lemma 28; the latter introduces
an overhead poly(=, 3: , ‖�target‖, g,1/n) in the system size =, local dimension 3,
locality : , and target accuracy n . The error overhead of size poly1/n due to the
digital simulation of the unitary is thus polynomial in the precision, as are the ∝ 1/n
repetitions required for the QPE algorithm. The whole procedure takes time

)PE B poly(3: , ‖�target‖/n, =). (2.7)

In our construction the input to "PE is not restricted to be an eigenvector of |D〉, but it
can always be decomposed as |k〉 =∑

D<D |D〉. By linearity, for input |k〉 =
∑
D<D |D〉

the output of "PE will be a superposition in which the output (0D, 1D) occurs with
amplitude <D.

After "PE has finished its computation, its head returns to the end of the chain. A
dovetailed counter then decrements 0D, 0D −1, . . . ,0 and 1D, 1D −1, . . . ,0.3 For each
timestep in the counter 0D, 0D −1, . . . ,0 the Turing machine head changes one spin to
a special flag state |Ω0〉 which does not appear anywhere else in the computation.
While for each timestep in the counter 1D, 1D − 1, . . . ,0 the Turing machine head
changes one spin to a different flag state |Ω1〉. (See e.g. [49, Lem. 16]) for a
construction of a Turing machine with these properties.)

By Lemma 27, the ground space L of �SF is spanned by computational history states
as given in Definition 12, and is degenerate since any input state |k〉 yields a valid
computation. Therefore:

ker(�SF) = L = span|k〉

(
1
√
)

)∑
C=1

���k (C)〉 |C〉) (2.8)

3For general input state |k〉 =∑
D<D |D〉 there will be a superposition where the counter 0D , 0D −

1, . . . ,0 and 1D , 1D −1, . . . ,0 occurs with amplitude <D .
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where
��k (C)〉 denotes the state of the system at time step C if the input state was |k〉.

A Local Encoding. In order to prove that �univ(#) can simulate all quantum
Hamiltonians, we need to demonstrate that there exists a local encoding E(") such
that the conditions of Definition 15 are satisfied. To this end, let

��Φidling(k)
〉
B

1
√
!′

! ′∑
C=1

���k (C)〉 |C〉
where !′ = )1 + !, and where )1 is the number of time steps in the "1 computation.
This is the history state up until the point that "PE begins its computation (i.e.
the point at which the ‘idling to enhance coherence’ ends). So, throughout the
computation encoded by this computation the spins which encode the information
about the input state remain in their initial state, and we can write:

��Φidling(k)
〉
= |k〉 ⊗ 1

√
!′

! ′∑
C=1
|C〉

The rest of the history state we capture in

��Φcomp(k)
〉
B

1
√
) − !′

)∑
C=! ′+1

���k (C)〉 |C〉 ,
such that the total history state is

|Φ(k)〉 =
√
!′

)

��Φidling(k)
〉
+
√
) − !′
)

��Φcomp(k)
〉
.

We now define the encoding E(") =+"+† via the isometry

+ =
∑
8

��Φidling(8)
〉
〈8 | . (2.9)
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where |8〉 are the computational basis states (any complete basis will suffice). E is a
local encoding, which can be verified by a direct calculation:

E(� 9 ⊗1) =
∑
8:

��Φidling(8)
〉
〈8 | (� 9 ⊗1) |:〉

〈
Φidling(:)

��
=

∑
8:

|8〉 〈8 | (� 9 ⊗1) |:〉 〈: | ⊗
1
!

!∑
CC ′=1
|C〉 〈C′|

= (� 9 ⊗1)
∑
8

|8〉 〈8 | ⊗ 1
!

!∑
CC ′=1
|C〉 〈C′|

=

(
�

phys
9
⊗1

) ∑
8

��Φidling(8)
〉 〈
Φidling(8)

��
=

(
�

phys
9
⊗1

)
E(1),

(2.10)

where �phys
9

is the operator � acting on the Hilbert space corresponding to the 9 th

qudit.

We now consider the encoding E′(") =+ ′"+ ′†, defined via

+ ′ =
∑
8

|Φ(8)〉 〈8 | . (2.11)

We have that

‖+ ′−+ ‖2 =
∑
8

(
|Φ(8)〉 〈8 | −

��Φidling(8)
〉
〈8 |

)2

=

∑
8

(√
) − !′
)

��Φcomp(8)
〉
〈8 | +

(√
!′

)
−1

) ��Φidling(8)
〉
〈8 |

)2

≤ 2

(
1−

√
!′

)

)
≤ 2

) − !′
)

= 2
)PE
)
.

(2.12)

By Lemma 27, (E ′ is the ground space of �SF.

Splitting the Ground Space Degeneracy of HSF. What is left to show is that there
exist one body-projectors ΠU and ΠV which add just the right amount of energy to
states in the kernel L(�SF) to reproduce the target Hamiltonian’s spectrum. We
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first choose the one body terms in �univ to be projectors onto local subspaces which
contain the two states which are outputs of the "PE computation - |Ω0〉 and |Ω1〉:

Π0 B
#∑
8=1
|Ω0〉〈Ω0 |8 and Π1 B

#∑
8=1
|Ω1〉〈Ω1 |8 .

We have shown that if the input state is |D〉, which is an eigenstate of* with eigenphase
qD = 0D

√
2− 1D, then the history state will contain 0D terms with one spin in the state

|Ω0〉 and 1D terms with one spin in the state |Ω1〉 (each term in the history state will
have amplitude 1

)
). If the input is a general state |k〉 =∑

D<D |D〉 then for each D the
history state will contain 0D terms with one spin in the state |Ω0〉 and 1D terms with
one spin in the state |Ω1〉, where now each of these terms has amplitude <D/) .

LetΠB
∑
8 |Φ(8)〉 〈Φ(8) | for some complete basis |8〉, and we define �1 B ) (

√
2Π0−

Π1), where ) is the total time in the computation. It thus follows that the energy of
|Φ(D)〉 with respect to the operator Π�1Π is given by qD +O(n).

Finally, we need the following technical lemma from [31].

Lemma 30 (First-order simulation [31] ). Let �0 and �1 be Hamiltonians acting on
the same space and Π be the projector onto the ground space of �0. Suppose that
�0 has eigenvalue 0 on Π and the next smallest eigenvalue is at least 1. Let + be an
isometry such that ++† = Π and

‖+�target+
†−Π�1Π‖ ≤ n/2. (2.13)

Let �sim = Δ�0 +�1 . Then there exists an isometry +̃ onto the the space spanned by
the eigenvectors of �sim with eigenvalue less than Δ/2 such that

1. ‖+ − +̃ ‖ ≤ O(‖�1‖/Δ)

2. ‖+̃�target+̃
†−�sim<Δ/2‖ ≤ n/2+O(‖�1‖2/Δ)

We will apply Lemma 30 with �0 = 2)2�SF and �1 = ) (
√

2Π0 −Π1). We have
_min(�SF) = 0 and the next smallest non-zero eigenvalue of �SF is (1−cos(c/2)) ≥
1/2)2) by Lemma 27, so �0 = 2)2�SF has next smallest non-zero eigenvalue at least
1. Moreover, ‖�1‖ =

√
2) . Note that + ′, as defined in eq. (2.11), is an isometry

which maps onto the ground state of �0. By construction we have that the spectrum
of �target is approximated to within n by �1 restricted to the ground space of �SF,
thus ‖Π�1Π− Ẽ(�)‖ ≤ n .
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Lemma 30 therefore implies that there exists an isometry +̃ that maps exactly onto
the low energy space of �univ such that ‖+̃ −+ ′‖ ≤ O(

√
2)/(Δ/2)2)) = O()3/Δ).

By the triangle inequality and eq. (3.26), we have:

‖+ − +̃ ‖ ≤ ‖+ −+ ′‖ + ‖+ ′− +̃ ‖ ≤ $
(
)3

Δ
+ )PE
)

)
. (2.14)

The second part of the lemma implies that

‖+̃�target+̃
†−�univ<Δ′/2‖ ≤ n/2+O((

√
2))2/(Δ/2)2)) = n/2+O()4/Δ). (2.15)

Therefore, the conditions of Definition 15 are satisfied for a (Δ′, [, n ′)-simulation
of �target, with [ =$

(
)3/Δ+)PE/)

)
, n′ = n +O()4/Δ) and Δ′ = Δ/2)2. Therefore

we must increase ! so that ) ≥ O()PE/[) = poly(=, 3: , ‖�‖,1/n,1/[) by eq. (2.7),
(thereby determining G), and increase Δ so that

Δ ≥ Δ′)2 + )
3

[
+ )

4

n
(2.16)

to obtain a (Δ′, [, n)-simulation of the target Hamiltonian. The claim follows. �

We can now prove our main theorem:

Theorem 31. There exists a two-body interaction depending on a single parameter
ℎ(q) such that the family of translationally-invariant Hamiltonians on a chain of
length # ,

�univ(q,Δ,)) = Δ
∑
〈8, 9〉

ℎ(q)8, 9 +)
#−1∑
8=0

(√
2ΠU −ΠV

)
8
, (2.17)

is a universal model, where Δ, ) and q are parameters of the Hamiltonian, and the
first sum is over adjacent site along the chain. Furthermore, the universal model is
efficient in terms of the number of spins in the simulator system.

Proof. The two body interaction ℎ(q) makes up a standard form Hamiltonian
which encodes a QTM, "1 dovetailed with the phase-estimation computation from
Lemma 29. The QTM "1 carries out phase estimation on the parameter q in the
Hamiltonian, and writes out the binary expansion of q (which contains a description
of the Hamiltonian to be simulated) on its work tape. There is a standard form
Hamiltonian in [39] which encodes this QTM, so by Lemma 29 we can construct a
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standard form Hamiltonian which simulates all quantum Hamiltonians by dovetailing
"1 with "PE.

The space requirement for the computation is O( |q |), where |q | denotes the length
of the binary expansion of q, and the computation requires time )1 = O( |q|2|q |)
[43, Theorem 10] As we commented in subsection 2.2.3.1, the standard form clock
construction set out in [43, Section 4.5] allows for computation time of O( |q|2|q |)
using a Hamiltonian on |q| spins. We therefore find that for a :-local target
Hamiltonian �target acting on = spins of local dimension 3, the number of spins
required in the simulator system for a simulation that is n close to �target is given by
# = O( |q|) = poly

(
=, 3: , ‖�‖,1/[,1/n

)
.

Therefore, the universal model is efficient in terms of the number of spins in the
simulator system as defined in Definition 16. �

Note that this universal model is not efficient in terms of the norm ‖�univ‖. This is
immediately obvious, since ‖�univ‖ = Ω(Δ), and using the relations between Δ′, [,
n , and ) and Δ from Lemma 29 and eq. (2.16),

) = )1+! +)PE =$

(
2G +poly

(
=, 3: , ‖�target‖,

1
n
,
1
[

))
and Δ ≥ Δ′)2+ )

3

[
+ )

4

n

by eq. (2.7), so ),Δ are both poly
(
2G , ‖�target‖,Δ′,1/n,1/[

)
. For a :-local

Hamiltonian �target with description G as presented in subsection 2.2.2, |G | =
Ω

(
<32: log

(
‖�target‖<32:/X

) )
.

However if we only wish to simulate a translationally invariant :-local Hamiltonian
�target, this can be specified to accuracy X with just log

(
‖�target‖<32:/X

)
bits of

information. In this case (for 3, : = O(1) and taking X = n), the interaction strengths
are then poly(=, ‖�target‖,Δ′, 1

[
, 1
n
), and the whole simulation is efficient.

Lemma 29 also allows the construction of a universal quantum simulator with two
free parameters.

Theorem 32. There exists a fixed two-body interaction ℎ such that the family of
translationally-invariant Hamiltonians on a chain of length # ,

�univ(Δ,)) = Δ
∑
〈8, 9〉

ℎ8, 9 +)
#−1∑
8=0

(√
2ΠU −ΠV

)
8
, (2.18)
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is a universal model, where Δ and ) are parameters of the Hamiltonian, and the first
sum is over adjacent sites along the chain.

Proof. As in Theorem 31, the two body interaction ℎmakes up a standard formHamil-
tonian which encodes a QTM "1 dovetailed with the phase-estimation computation
from Lemma 29. It is based on the construction from [18].

Take "1 to be a binary counter Turing machine which writes out #—the length of
the qudit chain—on its work tape. We will choose # to contain a description of
the Hamiltonian to be simulated, as per subsection 2.2.2. There is a standard form
Hamiltonian in [18] which encodes this QTM, so by Lemma 29 we can construct a
standard form Hamiltonian which simulates all quantum Hamiltonians by dovetailing
"1 with "PE.

Since �(#), as defined in eq. (2.4), contains a description of the Hamiltonian to be
simulated, we have that

# = poly
(
2poly(=,‖�target‖,1/[,1/n)

)
.

The standard form clock used in the construction allows for computation time
polynomial in the length of the chain, so exp(poly)-time in the size of the target
system. As before, by eq. (2.7), we require

) =)1+!+)PE =$

(
# +poly

(
=, 3: , ‖�target‖,

1
n
,
1
[

))
and Δ ≥ Δ′)2+ )

3

[
+ )

4

n
.

�

According to the requirements of Definition 15, the universal simulator of the second
theorem is not efficient in either the number of spins, nor in the norm. However—as
was noted in [33]—this is unavoidable if there is no free parameter in the universal
Hamiltonianwhich encodes the description of the target Hamiltonian: a translationally
invariant Hamiltonian on # spins can be described using only O(poly log(#)) bits
of information, whereas a :-local Hamiltonian which breaks translational invariance
in general requires poly(#) bits of information. So, by a simple counting argument,
we can see that it is not possible to encode all the information about a :-local
Hamiltonian on = spins in a fixed translationally invariant Hamiltonian acting on
poly(=) spins.
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We observe that the parameters Δ and ) are qualitatively different to q, in that they
do not depend on the Hamiltonian to be simulated, but only the parameters (Δ′, n , [)
determining the precision of the simulation.

2.3.2 No-Go for Parameterless Universality
Is an explicit Δ-dependence of a simulator Hamiltonian �univ necessary to construct
a universal model? Note that an implicit dependence of �univ on Δ is possible via
the chain length # = # (Δ) in Theorem 31. In the following, we prove that such an
implicit dependence is insufficient, by giving a concrete counterexample for which
an explicit Δ-dependence is necessary.

To this end, we note that it has previously been shown [35] that a degree-reducing
Hamiltonian simulation (in a weaker sense of simulation, namely gap-simulation
where only the ground state(s) and spectral gap are to be maintained) is only possible
if the norm of the local terms is allowed to grow. In order to construct a concrete
example in which an explicit Δ-dependence is necessary, we first quote Aharonov
and Zhou’s result, and then translate the terminology to our setting.

Theorem 33 (Aharonov and Zhou ([35, Thm. 1])). For sufficiently small constants
n ≥ 0 and l̃ ≥ 0, there exists a minimum system size #0 such that for all # ≥ #0

there exists no constant-local [A,", �] = [O(1), ",O(1)] gap simulation (where A
is the interaction degree, " the number of local terms, and � the local interaction
strength of the simulator) of the Hamiltonian

�� B
1
4

#∑
8=1

∑
9<8

(1−f (8)I ) ⊗ (1−f ( 9)I ) =
#∑
8=1

∑
9<8

|1〉〈1| (8) ⊗ |1〉〈1| ( 9)

with a localized encoding, n-incoherence, and energy spread l̃, for any number of
Hamiltonian terms " .

Corollary 34. Consider a universal family of Hamiltonians with local interactions
and bounded-degree interaction graph. Hamiltonians in this family must have an
explicit dependence on the energy cut-off (Δ) below which they are valid simulations
of particular target Hamiltonians.

Proof. We first explain the notation used in Theorem 33. As mentioned, the notion
of gap simulation is weaker than Definition 15. Only the (quasi-) ground space
L of ��, rather than the full Hilbert space, needs to be represented n-coherently:
‖�� |L − �̃� |L ‖ < n , where ·|L denotes the restriction to L). And only the spectral
gap above the ground space, rather than the full spectrum, must be maintained:
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W̃ = Δ(�̃�) ≥ W = Δ(��). The rest of the spectrum in the simulation can be arbitrary.
Energy spread in this context simply means the range of eigenvalues within L spreads
out at most such that |_0− _̃0 | ≤ l̃W.

A [O(1), ",O(1)] simulation with the above parameters then simply means an
n-coherent gap simulation, constant degree and local interaction strength, where
"—the number of local terms in the simulator—is left unconstrained, and the
eigenvalues vary by at most l̃W.

It is clear that this notion of simulation falls within our more generic framework of
simulation (cf. [35, Sec. 1.1]): a simulation of �� also defines a valid gap simulation
of ��. Since by Definition 16 this simulation can be made arbitrarily precise, with
parameters n, l̃ arbitrarily small, and has constant interaction degree by assumption,
this contradicts Theorem 33. �

2.4 Applications to Hamiltonian Complexity
In subsection 1.2.2 we discussed the complexity of variants of :-local Hamiltonian.
Recall that :-local Hamiltonian is QMA-complete for a polynomial promise gap,
but Precise-:-local Hamiltonian (:-local Hamiltonian with an exponentially
small promise gap) is PSPACE complete, while TI-Local Hamiltonian is QMAEXP

complete. A natural question to ask is thus: how hard is TI-Local Hamiltonian
(exppoly) - i.e. how hard is Precise-TI-Local Hamiltonian. Furthermore, is it
easier because of the translational invariance, as it was for the poly-promise-gap
case? We show that this is not the case, and prove the following result.

Theorem 35. TI-Local Hamiltonian (exppoly) is PSPACE-complete.

Proof. The result follows by Theorem 31. A non-translationally invariant Hamilto-
nian can be simulated by our construction in Theorem 31. The simulation is efficient
in number of qubits, so this only incurs a polynomial overhead. Specifying all the
local terms in � requires an exponentially long QPE computation to extract poly(#)
many bits from a phase. Because a PreciseQMA-complete local Hamiltonian �
already has a 1/exppoly(#)-closing promise gap, this does not attenuate the resulting
promise gap by more than another exponential factor. Containment in PSPACE
follows by [17]. �

For a discussion of the complexity theoretic implications of our results which include
analysis of how the matrix bit precision is allowed to scale in :-local Hamiltonian
and TI-Local Hamiltonian we refer readers to [8, Section 4].



Chapter 3

General conditions for universality of
quantum Hamiltonians

3.1 Introduction
The technique derived in Chapter 2 to prove universality of 1d Hamiltonians pointed
to a connection between universality and complexity. This connection is not entirely
surprising. Indeed, a rigorous complexity theoretic characterisation of universal
Hamiltonians has already been demonstrated in the classical case [38]. Essentially,
[38] showed that if a family of classical Hamiltonians has a ground state energy
problem that is NP-hard, then it is necessarily also capable of simulating the
complete physics of any other classical Hamiltonian. The converse implication is
immediate.

In the quantum setting, there were hints that a similar result might hold. The classes
of two-qubit interactions that are universal for simulating all, stoquastic, and classical
Hamiltonians, respectively, were fully characterised in [6], and turned out to coincide
precisely with the classes of interactions that have QMA-, StoqMA and NP-complete
ground state energy problems. However, the proofs of these two classifications
were independent, and it was certainly possible this coincidence only applied in the
case of qubits, as the proof techniques relied critically on having only two-qubit
interactions. Furthermore, the more complicated non-commutative structure of
quantum Hamiltonians made it impossible to replicate the classical approach of [6]
to proving a relationship between complexity and simulation.

In this chapter, by extending the simulation technique developed in Chapter 2, we
resolve this. We derive necessary and sufficient complexity-theoretic conditions for a
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family of Hamiltonians to be an efficient universal model, relating this directly to
complexity-theoretic properties of the ground state.

3.2 Main Results
Our main result is a complexity theoretic classification of which families of Hamilto-
nians are efficient universal models:

Theorem 36 (Universality Classification). A family of Hamiltonians, M, is an
efficient universal model iff M-Hamiltonian is QMA-complete under faithful
reductions, andM is closed.

The first faithful reduction condition for a family of HamiltoniansM to be an efficient
universal model is related to the complexity ofM-Hamiltonian– the problem of
deciding whether or not a Hamiltonian inM has a low energy ground state. We prove
a connection between QMA-completeness ofM-Hamiltonian, and universality.
However, QMA-completeness alone isn’t enough for a model to be universal. We
demonstrate that in order forM to be a universal model,M-Hamiltonian must
be QMA-complete under faithful reductions. Where we say that a reduction from
a problem in QMA toM-Hamiltonian is faithful if it maps the subspace picked
out by a QMA-verification circuit to the low energy subspace of the Hamiltonian -
therefore preserving some of the structure of the verification circuit and the witness.
(For a rigorous definition of faithfulness see Section 3.3.)1

The second condition, closure, relates to combining different Hamiltonians from
the same model. We say a model,M, is closed if, given � (1)

�
, �
(2)
�
∈M, acting on

(possibly overlapping) sets of qudits �, � respectively, there exists a Hamiltonian
� (3) ∈M which can simulate � (1)

�
+� (2)

�
.

Furthermore, in this chapter we provide a recipe for modifying history state Hamil-
tonians so that the canonical reduction from a QMA-problem to the history state
Hamiltonian is faithful. Therefore, all that remains to show that a family of history
state Hamiltonians is universal is to demonstrate closure.

We also derive two corollaries, giving complexity-theoretic conditions for families of
Hamiltonians to be universal models which aren’t efficient in the sense of [6], but

1The faithful reduction condition may seem slightly counterintuitive - one way to think of it is that
what we require is that it is possible to encode a polynomial time quantum verification circuit into the
ground state of the Hamiltonian - but this isn’t a mathematically rigorous statement. The concept of a
faithful reduction formalises this idea.
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are nonetheless interesting. These corollaries, along with the main theorem, give a
complete classification of all known universal models.

The remainder of the chapter is set out as follows. The notion of a faithful reduction
is outlined in detail in Section 3.3. Our main theorem is proved in Section 3.4. A
discussion of the results in this chapter and Chapter 2 is given in Chapter 4.

3.3 Faithfulness condition
3.3.1 Faithful Hamiltonian reductions
The acceptance operator, &(*), of a QMA-verification circuit,*, is defined as [50,
Th. 3.6]:

&(*) = 〈0|⊗<*†Πout* |0〉⊗< (3.1)

where* is a unitary acting on =+< qubits (the = qubits forming the witness and <
ancillas, initialised in the |0〉 state), and Πout is the final projective measurement of
the circuit.

Definition 37 (Gapped acceptance operators). Consider a promise problem � which
can be verified by a unitary circuit *, with completeness probability 2. Let G ∈ �
with = = |G | the size of the instance. We say the acceptance operator is gapped if
_G , the largest eigenvalue of &(*G) which is less than completeness 2, it holds that
2−_G > 1/poly(=).

In other words, Definition 37 means that any state with acceptance probability below
the completeness threshold already lies significantly below it, namely 1/poly bounded
away.

Note there is a subtle difference between the promise gap and the question of whether
or not the acceptance operator is gapped. For any NO instance of a problem � ∈
QMA the definition of QMA trivially implies that the acceptance operator is gapped
(since the acceptance probability is below the soundness threshold _G ≤ B, and
2− B > 1/poly by definition). However, for YES instances it is possible to have an
acceptance operator which is not gapped. We will see that for YES instances the
question of whether or not the acceptance operator is gapped is related to the spectral
gap of a Hamiltonian, rather than the promise gap.

The idea of requiring a gap in the spectrum of proof systems has arisen before in the
Hamiltonian complexity literature, first in [51] in the definition of the class PGQMA
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(Polynomially Gapped QMA).2 The notion of a gap in the spectrum of the proof
system is again seen to be related to the spectral gap of a Hamiltonian, as :-local
Hamiltonian with the added promise that the spectral gap of the Hamiltonian is
inverse polynomial is complete for PGQMA [51].

Definition 38 (Faithful Hamiltonian reduction). Let � = �YES∪ �NO be a promise
problemwhich can be verified by a family of circuits,*, of length) , with completeness
probability 2. The acceptance operator &(*) is as defined in eq. (3.1). Consider a
reduction from � to theM-Hamiltonian problem. For a verification circuit with
gapped &(*), we say the reduction is faithful with respect to* if for all instances
G ∈ �YES there exists a Hamiltonian �G ∈M acting on poly(=) qudits (where = = |G |)
such that for the low energy subspace,

S0 B span
{
|q〉 : �G |q〉 = _̃ |q〉 , _̃ ≤

^(1− 2)
) +1

}
for ^ = 1/poly(=), the following holds.

1. ‖ΠS0 −ΠE(L) ‖ ≤ [ where

• [ < 1 can be made arbitrarily small,

• ΠS denotes the projector onto the subspace S,

• E is some local encoding (independent of the problem being encoded),

• L B span {|k〉 :&(*) |k〉 = _ |k〉 ,_ ≥ 2}.

2. The spectral gap above the subspace S0 is Ω(1/poly())).

For G ∈ �NO, there are no conditions on �G . Similarly, if &(*) is not gapped there
are no conditions on the �G .

Note that the concept of a faithful reduction is a property of a particular verification
circuit,3 not of the problem itself.

Definition 39. We say that M-Hamiltonian is QMA-complete under faithful
reductions if for all � ∈ QMA and for any polynomial time QMA-verification circuit
* which verifies �, there exists a reduction from � to theM-Hamiltonian problem
which is faithful with respect to*.

2PGQMA is a similar class to QMA with the added condition that the acceptance operator of the
verification circuit has an inverse polynomial spectral gap. Note that for PGQMA the gap is required
to be between the lowest and second lowest eigenvalue, unlike in our definition.

3Although any equivalent model of computation could be substituted into the definition.
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3.3.2 The modified Kitaev Hamiltonian

The Hamiltonian we use to prove necessity of the faithfulness condition is a modifi-
cation of the 5-local Hamiltonian shown to be QMA-complete in [16]. Note that this
choice is convenient, but the procedure we set out here to demonstrate faithfulness
could be applied to any history-state Hamiltonian in the literature.

The original 5-local Hamiltonian is a “circuit-to-Hamiltonian” mapping, given
by

�K = �in +�prop +�out +�clock (3.2)

where the Hamiltonian is acting on the Hilbert space

H BH& ⊗H� = (C2)⊗= ⊗ (C2)⊗)+1 = C2 ⊗ (C2)⊗|, | ⊗ (C2)⊗|�| ⊗ (C2)⊗) (3.3)

and

�in = Π
(1)
1 ⊗ |0〉〈0|

2
1 +

∑
9∈�
Π
(1)
9
⊗ |0〉〈0|21 (3.4)

�out = Π
(0)
1 ⊗ |1〉〈1|

2
) (3.5)

�clock = 1⊗
)−1∑
C+1
|01〉〈01|2C,C+1 (3.6)

�prop =
1
2

)−1∑
C=1
�C (3.7)

with

�C = 1⊗ (|10〉〈10|2C,C+1 + |10〉〈10|2C+1,C+2)
−*C+1 |110〉〈110|2C−1,C,C+1−*

†
C+1 |100〉〈100|2C−1,C,C+1 (3.8)

where the *C correspond to the gates applied at time C in the circuit being en-
coded.

The Hamiltonian without the output penalty,

�0 = �in +�prop +�clock, (3.9)
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has a degenerate ground space spanned by states of the form���[(0,U)〉 = 1
√
) +1

)∑
C=0

���W (0,U)C

〉
(3.10)

for arbitrary U where ���W (0,U)C

〉
= |U0(C)〉 ⊗

��1C0)−C〉2 (3.11)

where |U0(C)〉 is the state of the quantum circuit at time C if the input state of the
ancillas and flag qubit correspond to the binary string 0 = 01+|�|, and the input state
of the witness is given by |U〉.

The modified Kitaev Hamiltonian we use is given by

�MK = �in +�prop + ^�out +�clock (3.12)

where ^ = 1/poly()) = o(1/)3).

3.3.3 The K-Hamiltonian problem is QMA-complete under
faithful reductions

Let K be the family of Hamiltonians of form eq. (3.12). We begin by showing
that K-Hamiltonian is QMA-complete, then show that we can always choose the
reductions to be faithful.

Lemma 40. K-Hamiltonian is QMA-complete.

Proof. The proof that K-Hamiltonian is QMA-complete is essentially unchanged
from the proof of QMA-completeness in [16]. We sketch the argument here very
briefly. Assume the circuit being encoded is a QMA-verification circuit with
completeness parameter 2 and soundness parameter B. First consider the YES
instances. By definition, there exists a witness F such that the verification circuit
accepts with probability at least 2. It follows that the ground state of �MK has energy
less than ^(1−2)

)+1 .

For the NO cases we use the following geometrical lemma.

Lemma 41 (Geometrical lemma, Lemma 14.4 [16]). Let�1, �2 be two Hamiltonians
with ground energies 01, 02 respectively. Suppose that for both Hamiltonians the
difference between the energy of the (possibly degenerate) ground space and the
next highest eigenvalue is larger than Λ, and that the angle between the two ground
spaces is \. Then the ground energy of �1 +�2 is at least 01 + 02 +2ΛB8=2(\/2).
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We apply Lemma 41 to �MK with �1 = �in+ ^�out and �2 = �prop+�clock. We have
01 = 02 = 0. The smallest non-zero eigenvalue of �1 is ^ (since �in and �out are
commuting projectors). The smallest non-zero eigenvalue of �2 scales as Ω(1/)2)
(see [16] for proof). The angle between the ground spaces satisfies

sin2(\/2) ≥ 1−
√
B

4() +1) . (3.13)

Again, the proof of this is unchanged from [16] as the ground space of �1 is equal to
the ground space of �in +�out.

Therefore in NO instances the ground energy of �MK is lower bounded by 1−
√
B

poly()) .

Setting 2− B = Ω
(

1
poly())

)
we have V−U = Ω

(
1

poly())

)
. Therefore we have proven a

reduction from QMA to the :-local Hamiltonian of �MK. �

To show that we can always choose the reduction to be faithful, we first prove a
lemma about the spectrum and low energy subspace of �MK.

Lemma42. Consider amodifiedKitaev-Hamiltonian,�MK, encoding the verification
circuit of some QMA problem. Let &(*) be the acceptance operator for a verifier
circuit* for some � ∈ QMA. Set

C0 B span
{���[(0,q)〉 :&(*) |q〉 = _ |q〉 ,_ > 2

}
where 2 is the completeness parameter of the problem, and let 6 B 2−_G where _G
is the largest eigenvalue of &(*) which is less than 2, as in Definition 37.

If 6 > 2)3() +1)^, then there exists a unitary transformation+ such that the subspace
S0 defined by ΠS0 B +

†ΠC0+ is the low energy subspace of �MK:

S0 = span
{
|k〉 : �MK |k〉 = _ |k〉 ,_ ≤

^(1− 2)
) +1

+)3^2
}
. (3.14)

‖ΠS0 −ΠC0 ‖ = O()3^) (3.15)

and the spectral gap above S0 is given by Ω( 6^)+1 −)
3^2).

Proof. It is a standard result that the zero-energy ground state subspace G of �0 is
spanned by history states

��[(0,U)〉 for all U. The spectral gap of �0 is Ω(1/)3) [34].
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Since ‖^�out‖ = >
(

1
)3

)
< 1

2)3 , the Hamiltonian �MK |G can be approximated by the
Schrieffer-Wolff perturbative expansion (see Appendix A.1). Let ΠG be the projector
onto G.

The zeroth order term in the expansion is given by �0ΠG = 0. The matrix elements
of the first order term, ΠG�outΠG , are given by [52] [Appendix B]:〈

[(0,U)
���ΠG�outΠG

���[(0,V)〉 = ^

) +1
(〈U |V〉 − 〈U |& |V〉) (3.16)

Denote the eigenstates of &(*) by |q1〉 , |q2〉 , · · · , |q2F 〉 with associated eigenvalues
_1 ≥ _2 ≥ · · · ≥ _2F . In the basis spanned by

��[(0,q8)〉, the first order term in the
Schrieffer-Wolff expansion is diagonal:

ΠG�outΠG =
^

) +1

∑
8

(1−_8)
���[(0,q8)〉 〈

[(0,q8)
��� (3.17)

By eq. (A.12) and eq. (3.17) we conclude that in G the eigenvalues of �MK are given
by

_̃8 =
^(1−_8)
) +1

±)3^2 (3.18)

Let R B span
{
|k〉 : �MK |k〉 = � |k〉 , � ≤ ^

2
}
. By the sin(\) theorem [53]:

‖ΠR −ΠG ‖ = ‖+†ΠG+ −ΠG ‖ ≤ )3^ (3.19)

where + = 4( is the Schrieffer-Wolff transformation. Therefore

‖+†ΠC0+ −ΠC0 ‖ = ‖ΠS0 −ΠC0 ‖ ≤ )3^. (3.20)

C0 is spanned by history states satisfying �eff (1)
��[(0,q)〉 = _ ��[(0,q)〉 for _ ≤ ^(1−2)

)+1 .
The corresponding eigenvalues of �MK are upper bounded by ^(1−2)

)+1 +)
3^2. The

smallest eigenvalue of �MK which is larger than ^(1−2)
)+1 +)

3^2 is lower bounded by
^(1−_G)
)+1 −)

3^2.

Therefore, since 6 > 2)3() +1)^, the subspace

S0 = span
{
|k〉 : �MK |k〉 = _ |k〉 ,_ ≤

^(1− 2)
) +1

+)3^2
}

(3.21)

and the spectral gap of �MK above S0 is given by Ω( 6^)+1 −)
3^2). �
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Lemma 43. The K-Hamiltonian problem is QMA-complete under faithful reduc-
tions.

Proof. For any verification circuit,*, of any problem in QMA, we can require that
the computation ‘idles’ in its initial state for ! time steps before carrying out its
verification computation (“idling to enhance coherence” [34]).

The history state of the computation for the first ! time steps will be given by���[(0,U)idling

〉
= |U〉 ⊗ |0〉 |�|+1 ⊗ 1

√
!

!∑
C=1

��1C0)−C〉2 . (3.22)

The rest of the history state is captured in���[(0,U)comp

〉
=

1
√
) − !

)∑
C=!+1

���W (0,U)C

〉
(3.23)

So the total history state is given by���[(0,U)〉 =√
!

)

���[(0,U)idling

〉
+
√
!−)
)

���[(0,U)comp

〉
(3.24)

The encoding E(") =+"+† defined via the isometry

+ =
∑
8

���[(0,8)idling

〉
〈8 | , (3.25)

where the |8〉 are computational basis states, is local. (This can be verified by direct
calculation, see Chapter 2.)

Moreover, we have that

‖ΠC0 −ΠE(L) ‖2 =

 ∑
|q〉∈L

(���[(0,q)〉 〈
[0,q��− ���[(0,q)idling

〉 〈
[
(0,q)
idling

���)
2

=

 ∑
|q〉∈L

(√
) − !
)

���[(0,q)comp

〉 〈
[
(0,q)
comp

���+ (√
!

)
−1

) ���[(0,q)idling

〉 〈
[
(0,q)
idling

���)
2

≤ 2

(
1−

√
!

)

)
(3.26)
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where L B {|q〉 : & |q〉 = _ |q〉 ,_ > 2} Therefore ‖ΠC0 −ΠE(L) ‖ can be made
arbitrarily small by increasing !.

The result follows immediately from Lemma 42 and the triangle inequality. �

3.4 General Conditions for Universality
In order to state our main theorem we require one more definition.

Definition 44 (Closed Hamiltonian model). We say that a modelM, is closed if for
any pair of Hamiltonians � (1)

�
, �
(2)
�
∈M acting on sets of qudits �, � respectively

where in general � ∩ � ≠ {}, there exists a Hamiltonian � (3) ∈ M which can
efficiently simulate � (1)

�
+� (2)

�
.

We can now prove our main result Theorem 36, which we restate here for clarity:

Theorem 45 (Universality Classification). A family of Hamiltonians, M, is an
efficient universal model iff M-Hamiltonian is QMA-complete under faithful
reductions, andM is closed.

Proof. First consider the only if direction. Closure is clearly necessary: if a
modelM is universal, all Hamiltonians (including those of the form �

(1)
�
+� (2)

�
for

�
(1)
�
, �
(2)
�
∈M) can be simulated by a Hamiltonian in the model. In Lemma 43 we

proved the K-Hamiltonian problem is QMA-complete under faithful reductions.
Any efficient universal model must be able to simulate Hamiltonians in K with only
polynomial overhead, henceM-Hamiltonian must itself be QMA-complete under
faithful reductions.

Now consider the if direction. Let M be a family of Hamiltonians meeting the
conditions of the theorem, i.e. such thatM-Hamiltonian is QMA-complete under
faithful reductions, andM is closed. We will explicitly construct a universal model,
solely based on these conditions.

Consider the following problem:

Yes-Hamiltonian
Input: A :-local Hamiltonian �target acting on = spins with local dimension

3.
Question: Output YES

This problem is (clearly) trivial. But we can choose to construct a non-trivial QMA
verification circuit for it. We will choose a verification circuit which picks out a
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particular subspace that allows us to prove universality. By Definition 39 there must
be a faithful reduction with respect to this verification circuit from Yes-Hamiltonian
toM-Hamiltonian.

The verification circuit we choose, and the subspace it picks out, are captured in the
following.

Lemma 46. Yes-Hamiltonian can be verified by a circuit*0 with gapped accep-
tance operator &(*0) with ground space

L0 B span{|q〉 :&(*0) |q〉 = |q〉} (3.27)

satisfying
‖ΠL0 −ΠW ‖ ≤ O

(
0−1

)
(3.28)

where

W B span
{��F`〉 = 1

√
02 +1

��k`〉 (
0 |#〉 +

���`〉) : �target
��k`〉 = �` ��k`〉} . (3.29)

Proof. The verifier circuit, �+ , acts on the witness and two ancilla registers, �, �′.
It will be helpful to divide the witness into two separate registers: An � register,
which is = 3-dimensional qudits. And an �′ register, which consists of < qutrits with
orthonormal basis states |#〉, |0〉 and |1〉, where < = log2(n). The � register is the
same size as the �′ register. The �′ register consists of a single qubit.

The verifier �+ operates as follows:

1. Apply a unitary rotation %0 : |0〉 → 1√
02+1
(0 |#〉 + |1〉) to the �′ register.f

2. Carry out controlled-phase-estimation on the � register with respect to the
unitary generated by �target,* = 48�targetg, for some g such that ‖�targetg‖ < 2c.
The �′ register serves as the control qubit. Calculate (an approximation to)
the energy �` from the eigenphase \` and store the result in the � register (in
binary).

Calculating �` to accuracy n requires calculating the eigenphase \` to accuracy
O(n/‖�target‖) which takes O(‖�target‖/n) uses of * = 48�targetg. The unitary
* must therefore be implemented to accuracy $ (n/‖�target‖), which can be
done with overhead poly(=, 3: , ‖�target‖, g,1/n) where = is system size, 3 is
local dimension and : is locality via Lemma 28. The whole procedure takes
time )PE = poly(=, 3: , ‖�target‖/n)
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3. Carry out a SWAP test between registers �′ and �. Accept if outcome 0 is
measured, reject otherwise.

The entire procedure takes time ) = O(poly(=, 3: , ‖�target‖)/n).

Let ��U`〉 =∑
9

(
1

2<
2<−1∑
:=0

42c8: (�`− 9/2<)
)
| 9〉 (3.30)

be the result of applying the phase estimation algorithm on
��k`〉 with respect to

* = 48�targetg. Then evidently��q`〉 = 1
√
02 +1

��k`〉� (0 |#〉�′ + ��U`〉�′) (3.31)

is an eigenvector of &(*0) with eigenvalue 1, and all eigenvectors of &(*0) with
eigenvalue 1 are in span{

��q`〉}.
Moreover, 〈

F`
��q`〉 ≤ 02 + 4

c2

02 +1
(3.32)

Therefore

‖
��F`〉〈F`��− ��q`〉〈q`�� ‖ ≤ 2

√√√
1−

(
02 + 4

c2

02 +1

)2

(3.33)

and
‖ΠL0 −ΠW ‖ ≤ O

(
0−1

)
. (3.34)

The next largest eigenvalue of &(*0) is 1
2 . �

It follows immediately from eq. (3.34) that

‖E(ΠL0) −E(ΠW)‖ ≤ O
(
0−1

)
(3.35)

for any encoding E.

It follows from the triangle inequality and Definition 38(1) that for any instance of
Yes-Hamiltonian there exists �LS ∈ M with low energy subspace S0 B span{|q〉 :
�G |q〉 = _min |q〉} such that

‖ΠS0 −ΠE(W) ‖ ≤ [+O
(
0−1

)
(3.36)
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where E =+
(
" ⊗ %+" ⊗&

)
+† is some local encoding and [ can be chosen to be

arbitrarily small. The spectral gap above S0 is Ω(1/poly())).

Another trivial problem (that is therefore also evidently in QMA) is:

Flag Identification
Input: Classical description of a one-qudit state | 5 〉
Question: Output YES.

For this problem we will use a faithful reduction with respect to the non-trivial
verification circuit which simply measures a single qudit in the 5 basis. So, for any
single qudit state | 5 〉, there exists � 5 ∈M such that:

• � 5 |Estate(q)〉 = _( 5 )0 |Estate(q)〉 for all |q〉 such that 〈q| 5 〉 = 0

• � 5 |Estate( 5 )〉 = _( 5 )1 |Estate( 5 )〉

for some local encoding Estate, where _( 5 ): can be efficiently computed. (Since the
problem size is $ (1) for a state | 5 〉 that can be described in $ (1) bits.) Wlog we
will take _( 5 )

:
= : .

Consider a Hamiltonian acting on # spins:

�sim = Δ (�LS−_min1) + 0
#∑

8==′+1
28−(=

′+1)� (1)
8

(3.37)

Where �LS ∈ M is a faithful reduction (with respect to the verifier defined in
Lemma 46) from Yes-Hamiltonian for the Hamiltonian �target =

∑
` �`

��k`〉〈k`��.
�` in

��F`〉 is expressed in binary to precision n in qudits [=′+1, #].4 The � (1)
8
∈M

are faithful reductions (with respect to the obvious verification circuit) from Flag
Identification for the flag states |1〉 acting on the 8th qudit. We will require
Δ > ‖�target‖.

First we show that �sim can simulate �′ =
∑
` �`

��F`〉〈F`��. The low energy subspace
of �LS consists of states in the subspace S0. On states in S0, �LS−_min has energy
zero. While on states in E(W), 0∑#

8==′+1 28−(=′+1)� (1)
8

has energy in the range
[�` − n, �` + n].

4Here =′ is the number of spins in the encoded witness state E
(��F`〉) . Since this is a reduction to

QMA we have =′ = O(poly(=)).
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It follows from [6, Lemma 24] and eq. (3.36) that there exists an encoding E′(") =
+ ′

(
" ⊗ %+" ⊗&

)
+ ′† such that

‖+ ′−+ ‖ ≤
√

2([+$ (0−1)) (3.38)

and E′(1) = ΠS0 . Moreover,
+ ′ =,+ (3.39)

where, is a unitary satisfying

ΠS0 =,ΠE(W),
† (3.40)

and
‖, −1‖ ≤

√
2‖ΠS0 −ΠE(W) ‖ ≤ O([+ 0−1) (3.41)

We need the following technical lemma.

Lemma 47 (First-order simulation [31][Lemma 14). ] Let �0 and �1 be Hamiltoni-
ans acting on the same space and Π be the projector onto the ground space of �0.
Suppose that �0 is zero on Π and the next smallest eigenvalue is at least 1. Let* be
an isometry such that**† = Π and

‖*�target*
†−Π�1Π‖ ≤ n/2. (3.42)

Let �sim = Δ�0 +�1 . Then there exists an isometry +̃ onto the the space spanned by
the eigenvectors of �sim with eigenvalue less than Δ/2 such that

1. ‖* − +̃ ‖ ≤ O
(
Δ−1‖�1‖

)
2. ‖+̃�target+̃

†−�sim<Δ/2‖ ≤ O
(
Δ−1‖�1‖2

)
+ n/2

We will apply Lemma 47 with �1 = 0
∑#
8==′+1 28−(=′+1)� (1)

8
and �0 = X�LS where

X = O(poly())). We have that in ΠS0 , �LS has energy zero and by Definition 38(2)
the spectral gap above S0 scales as Ω(1/poly())) so �0 = X�LS has next smallest
eigenvalue at least 1.

Moreover, ‖�1‖ = 0‖�target‖. Note that+ ′ is an isometry whichmaps onto the ground
state of �0, S0. By construction we have that the spectrum of �target is approximated
to within n by �1 restricted to E(W), so ‖ΠE(W)�1ΠE(W) −E(�target)‖ ≤ n .
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Using that the operator norm is unitarily invariant, and that + ′ =,+ gives

‖,ΠE(W)�1ΠE(W),
†−E′(�target)‖ ≤ n . (3.43)

We also have

‖ΠS0�1ΠS0 −,ΠE(W)�1ΠE(W),
†‖ = ‖ΠS0�1ΠS0 −ΠS0,�1,

†ΠS0 ‖
≤ ‖�1−,�1,

†‖
≤ 2‖�1‖‖1−, ‖
≤ O

(
0[‖�target‖

) (3.44)

where we have used [6, Lemma 18] in the penultimate step. So

‖ΠS0�1ΠS0 −E′(�target)‖ ≤ n +O
(
0[‖�target‖

)
. (3.45)

Lemma 47 therefore implies that there exists an isometry +̃ that maps exactly
onto the low energy space of �sim such that ‖+̃ −+ ′‖ ≤ O

(
‖�target‖0/(Δ/X)

)
=

O
(
0X‖�target‖/Δ

)
. By the triangle inequality and eq. (3.38), we have

‖+ − +̃ ‖ ≤ ‖+ −+ ′‖ + ‖+ ′− +̃ ‖ ≤ O
(
0poly() ′)‖�target‖

Δ
+[+ 0−1

)
. (3.46)

The second part of the lemma implies that

‖+̃�′+̃†− (�sim)<Δ′/2‖ ≤ n +O
(
0[‖�target‖ + (0 |�target‖)2/(Δ/X)

)
(3.47)

= n +O

(
0[‖�target‖ +

02 |�target‖2X
Δ

)
. (3.48)

Therefore, the conditions of Definition 15 are satisfied for a (Δ′, [′, n ′)-simulation of
�′, with [′ =O

(
0poly() ′)‖�target‖

Δ
+[+ 0−1

)
, n′ = n +O

(
0[‖�target‖ +

02 poly() ′)‖�target‖2
Δ

)
and Δ′ = Δ/X = Δ/poly()).

By definition we can choose [ to be arbitrarily small. We can also make O
(
0−1)

arbitrarily small. By increasing ) , we can also make n arbitrarily small. Therefore,
by choosing Δ such that

Δ ≥ Δ′poly() ′) +
0poly() ′)‖�target‖

[′
+
02 poly() ′)‖�target‖2

n′
(3.49)
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we can construct �sim which is a (Δ′, [′, n ′)-simulation of �′ with arbitrarily small
n′, [′. Since �sim is a sum of Hamiltonians which are all in M, by the closure
property there exists �univ ∈M which can efficiently simulate �sim. Therefore, since
simulations compose [6, Lemma 17] �univ can simulate �′.

Finally, we show that �′ =
∑
` �`

��F`〉〈F`�� is itself a simulation of �target. Consider
the local encoding

E′(") =,",†, (3.50)

where, =
∑
`

��k`〉 |0〉 〈k`��, and the non local encoding
Ẽ′(") = ,̃",̃† (3.51)

withk
,̃ =

1
√
02 +1

∑̀��k`〉 (
0 |#〉 +

���`〉) 〈k`�� . (3.52)

We have that
‖, −,̃ ‖ = 2

(
1− 0
√
02 +1

)
(3.53)

So by increasing 0 we can make the norm arbitrarily small. We also have that
(Ẽ ′ = (� ′, so condition 1 from Definition 15 is met. The spectrum of �′ is exactly
the spectrum of Ẽ′(�target), so condition 2 of Definition 15 is also met. Therefore �′

is a simulation of �target.

Using the composition of simulations again, we have that �univ can simulate �target.
We have left �target arbitrary, soM is a universal model.

Finally we consider efficiency. The simulation of �target by �′ is clearly efficient. To
see that the simulation of �′ by �sim is efficient, note that the number of qudits in the
simulation, # , must be polynomial in = and ‖�target‖ as �LS is in QMA. Furthermore,
‖�sim‖ = Ω(Δ) = poly() ′, ‖�target‖,1/n′,1/[′) = poly(=, ‖�target‖,1/n′,1/[′). Thus
�sim is an efficient simulation of �′. �

There are two corollaries about universal Hamiltonians which aren’t efficient in the
sense of [6], but which are nonetheless interesting universal models which are better
suited to some applications.

Definition 48. We say a Hamiltonian can be described succinctly if it can be
described by O(log(=)) bits of information when acting on = qudits.
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Corollary 49. LetM be a family of succinct Hamiltonians. ThenM is universal and
can efficiently simulate any succinct Hamiltonian iffM-Hamiltonian is QMAEXP-
complete under faithful reductions andM is closed.

Proof. This proof relies on the same ideas as Theorem 45, so here we sketch the main
ideas, highlighting where the proofs differ. First, note the proof thatK-Hamiltonian
is QMA-complete under faithful reductions (Lemma 43) can be repurposed to
prove that theM-Hamiltonian which was shown to be QMAEXP-complete in [18]
remains QMAEXP complete under faithful reductions. The only if direction follows
immediately as in Theorem 45 (where now the overhead can be exponential).

To see the if direction, we will assume there exists a family of Hamiltonians,M,
such thatM-Hamiltonian is QMAEXP-complete under faithful reductions andM
is closed. Consider the following computational problem:

Succinct-Yes-Hamiltonian
Input: A :-local Hamiltonian �target acting on = spins with local dimension

3, which can be described succinctly.
Question: Output YES

Succinct-Yes-Hamiltonian is clearly a trivial problem. But, as with Yes-
Hamiltonian, we can construct a non-trivial verification circuit, which picks
out a particular subspace that allows us to prove universality. By Definition 39
there must be a faithful reduction with respect to this verification circuit from
Succinct-Yes-Hamiltonian toM-Hamiltonian.

The verification circuit we choose, and the subspace it picks out, are as in Lemma 46.
Although the circuit is unchanged, this is now a QMAEXP-verification circuit, since
for Hamiltonians acting on = qudits the circuit length and witness size are of order
poly(=) =O(2poly(G)), where G is the number of bits of information needed to describe
the input to the problem.

It then follows, using the same argument as in Lemma 46, that for any Hamiltonian
�target acting on = spins which can be described succinctly, there exists a Hamiltonian
inM which can simulate �target efficiently (where efficiency is defined in terms of
number of qudits, not bits of information).

To prove universality, note that in Theorem 32 a construction is given of a universal
Hamiltonian, �succ, (with exponential overhead in terms of number of spins and
norm of simulating system) which can be described succinctly.



3.4. General Conditions for Universality 69

Since there exists a Hamiltonian inM which can simulate �succ (for any values of the
parameters in �succ), and since simulations compose, it follows thatM is a universal
model. When simulating general (non-succinct) Hamiltonians, the universal model,
M, inherits an exponential overhead in terms of the numbers of qudits and the norm
of the simulating system from �succ. �

QMAEXP is a more powerful complexity class than QMA so it may seem odd that
it appears to be less efficient as a simulator. However, there are some situations
where using a family of Hamiltonians meeting the conditions of Corollary 49 will
give a more efficient simulator than using a family of Hamiltonians meeting the
conditions of Theorem 45. To see this, note that given a Hamiltonian which can be
described succinctly, it can be simulated efficiently (in the sense of [6] i.e. in terms
of numbers of qudits, simulating system norm, and n and [ parameters) by either
a family of Hamiltonians with a QMA-completeM-Hamiltonian, or a family of
Hamiltonians with a QMAEXP-completeM-Hamiltonian. However, the simulation
by the QMA-complete family of Hamiltonians will not be efficient in terms of
the number of bits needed to describe the simulating Hamiltonian. Whereas the
simulation by the QMAEXP-complete family of Hamiltonians would be. So there are
situations where simulation using a QMAEXP-complete family of Hamiltonians is
more efficient, demonstrating that the question of which family of Hamiltonians is a
‘more powerful’ simulator doesn’t have a straightforward answer.

The obvious example of Hamiltonians that can be succinctly described are trans-
lationally invariant Hamiltonians. Examples of translationally invariant universal
Hamiltonians are constructed in [33] and Chapter 2, where it is noted that a transla-
tionally invariant universal model with fixed interactions must have an exponential
overhead in terms of number of spins by a simple counting argument.

By considering the problem Precise-M-Hamiltonian and introducing the idea
of an exponentially faithful, reduction we can also derive conditions for universal
models which are efficient in terms of the number of qudits in the simulator system,
but not in terms of the simulating system’s norm. We say a reduction is exponentially
faithful if it meets the conditions of Definition 38, but where now the gap in the
spectrum of the acceptance operator, 6, and the corresponding gap in the spectrum of
the Hamiltonian is required to satisfy 6 > 1/exp(=) for = the size of the input. This
is a natural relaxation when considering Precise-M-Hamiltonian, as it requires
the gap in the spectrum of the acceptance operator in YES cases to scale in the same
way as the promise gap for the problem.
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The natural complexity class when considering Precise-M-Hamiltonian is Pre-
ciseQMA. It is known that every problem in PreciseQMA can be solved by a
quantum circuit of length ) =O(exp(=)) acting on poly(=) qudits, with completeness
2 = 1−2poly(=) and soundness B = 2poly(=) (where = is the size of the problem input) [17,
Corollary 10]. Therefore, when defining what it means for Precise-M-Hamiltonian
to be PreciseQMA-complete under exponentially faithful reductions there are two
classes of circuits we could require faithfulness with respect to - the polynomial sized
circuits that give exponentially small completeness-soundness gap, or the exponential
sized circuits that give completeness-soundness gap exponentially close to 1. Here
we choose the latter, and define:

Definition 50. We say that Precise-M-Hamiltonian is PreciseQMA-complete
under exponentially faithful reductions if for all � ∈ PreciseQMA and for any
exponential time verification circuit* which verifies �, there exists a reduction from
� to the Precise-M-Hamiltonian problem which is exponentially faithful with
respect to*.

Corollary 51. A family of Hamiltonians,M, is a universal model which is

1. efficient in terms of the numbers of qudits,

2. not efficient in terms of the simulating system’s norm and

3. achieves exponential accuracy in the n parameter with polynomial overhead in
number of qudits and exponential overhead in simulating system norm

iff

1. Precise-M-Hamiltonian is PSPACE-complete under exponentially faithful
reductions,

2. M is closed and

3. M-Hamiltonian is not QMA-complete under faithful reductions.

Proof. Recall that PSPACE = PreciseQMA [17].

First consider the if direction. Assume we have a family of HamiltoniansM meeting
the conditions 8− 888 of the theorem. SinceM-Hamiltonian is not QMA-complete
under faithful reductions we have to use exponentially faithful reductions to Precise-
M-Hamiltonian, where by Definition 50 we are considering faithfulness with
respect to exponential time circuits. The if direction follows immediately since going
through the proof of Theorem 45 with an exponentially small gap in the acceptance
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operator and exponentially long computation time requires an exponentially large
energy penalty Δ, and gives an exponentially small accuracy parameter n .

To see the only if direction, consider a universal model,M meeting conditions 1−3
of the theorem. Necessity of closure is trivial. Note, M-Hamiltonian cannot
be QMA-complete under faithful reductions, because by Theorem 45 if it was the
universal model would be efficient in terms of norm.

Consider simulating the family of HamiltoniansK using the modelM to exponential
accuracy in n . This demonstrates that Precise-M-Hamiltonian is PSPACE-
complete (including under exponentially faithful reductions), but it does not contradict
the statement thatM-Hamiltonian is not QMA-complete. This is because the :-
local Hamiltonian problem requires that the terms in the Hamiltonian are of order
1, which requires dividing each term in the simulator system by the simulating system
norm, which by assumption is exponential in the size of the system. This leads to a
Hamiltonian with an exponentially small spectral gap, which attenuates the promise
gap too fast to maintain QMA-completeness, but gives PreciseQMA-completeness
(and therefore PSPACE-completeness).

�

An example of a universal Hamiltonianmeeting the conditions of Corollary 51 is given
in Chapter 2. It is a translationally invariant universal model, but includes a phase
parameter which encodes information about the target system, so the interactions are
not fixed.



Chapter 4

Conclusions on universal
Hamiltonians for simulation

In Chapter 2 we presented a new conceptually simple method for proving universality
of spin models. This method built on ideas in [35] for proving results about ‘gap-
simulation’, and extended them to derive results about universality. The reliance of
this novel method on the ability to encode computation into the low energy subspace
of a Hamiltonian suggested that there is a deep connection between universality and
complexity. We made this insight rigorous in Chapter 3, where we derived necessary
and sufficient conditions for spin systems to be universal simulators (as was done in
the classical case [38]).

The “history state” simulation approach was already stronger than previous methods
for proving universality, allowing us to prove that the simple setting of translationally
invariant interactions on a 1D spin chain is sufficient to give universal quantum
models. Furthermore, we used it to provide the first construction of translationally
invariant universal model which is efficient in the number of qudits in the simulator
system.

Translationally invariant interactions are more prevalent in condensed matter mod-
els than interactions which require fine tuning of individual interaction strengths.
However, a serious impediment to experimentally engineering either of the universal
constructions in Chapter 2 is the local qudit dimension, which is very large—a
problem shared by the earlier 2D translationally invariant construction in [33].

The “history state” simulation approach (along with techniques to make phase
estimation circuits sparse) has recently been used to demonstrate the existence of
what has been termed strongly universal Hamiltonian simulators [54]. Where a
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strongly universal Hamiltonian is one which can efficiently simulate any :-local
Hamiltonian for : =O(1) (i.e. not just those on a sparse interaction graph). The results
in [54] move us closer towards physically realisable universal Hamiltonians, but
require precise control over interaction strengths (a problem shared by constructions
in [6]) beyond what is feasible with current experimental techniques.

The classification of universal simulators in Chapter 3 gives a still simpler route
for proving universality of families of Hamiltonians. All previous universality
results [6, 33, 54], including those in Chapter 2, relied on explicit constructions,
tailored to particular universal models. These constructions showed that given some
arbitrary target Hamiltonian �target, a Hamiltonian from the universal model could be
constructed which simulated �target. These constructions drew on techniques from
Hamiltonian complexity theory, such as perturbation gadgets and history states, but
the proofs of universality required substantial additional work.

That additional work can now in many cases be side-stepped, by using the extensive
existing work classifying the complexity of the local Hamiltonian problem [29, 18, 19,
16], along with our main result from Chapter 3 (as well as our recipe for modifying
history state Hamiltonians). The remaining step is to demonstrate closure - for some
families of Hamiltonians this step is trivial (it follows from the definition of the
model), for others it will require some work - however demonstrating closure will
always be simpler than demonstrating universality, since closure requires the ability
to simulate a limited class of Hamiltonians.

It should be noted that this method of proving universality is not constructive - it
doesn’t tell you how to simulate a given target Hamiltonian with a Hamiltonian
from the a universal model. However, we do not view this as a drawback when
compared to previous methods of proving universality. The previous methods
for proving universality were theoretically constructive - in the sense that for any
target Hamiltonian they provided a mathematical description of a Hamiltonian
from the universal model which could simulate it. However, in reality the cost of
leaving the target Hamiltonian completely general in the previous proofs was that
the simulations constructed had to be very complex - putting them out of reach of
current experimental limitations. The benefit of our work is that it gives a simple
route to proving universality, so now the work on constructing explicit simulations
can focus on simulations which are experimentally feasible.

The problem of constructing universal Hamiltonians where the simulations are
experimentally feasible is challenging, but solving it is of fundamental importance.
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Current constructions fall down in either requiring precise control of interaction
strengths across many orders of magnitude, or in requiring very large local Hilbert
space dimension (and in some cases both). The results in Chapter 3 provide an
extra tool for tackling this challenge. As we’ve already mentioned, our results give a
new technique for proving universality. This could be applied to, for example, the
construction in [22] of a low-dimensional spin chain with QMAEXP-complete ground
state energy problem to check whether the model is universal. The construction
in [22] is complex, and checking universality via previous methods would be a
difficult technical challenge. With the aid of our results it becomes significantly more
straightforward. If it is shown to be universal it would be a universal model which
doesn’t require tuning of individual interaction strengths, and with local Hilbert
state dimension orders of magnitude smaller than any previously known model.
This would be an important step towards experimentally feasible universal models
- although it should be noted that while the local dimension of this construction
(roughly 40) is orders of magnitude smaller than that for current universal models, it
would still be an experimental challenge to engineer.

The other direction our results could be used in is investigating the complexity
of models which are currently used as analogue simulators, to determine whether
there is hope of using them to construct universal models. One platform that is
currently used for analogue Hamiltonian simulation is Rydberg atoms [55, 56, 57].
It has been suggested [55] that this might have promise as a universal simulator as
in certain regimes the platform naturally encodes the -. -Hamiltonian, which is
known to be universal [6]. However, the proof of universality can not be used to
construct a universal simulator using Rydberg atoms as it involves complicated chains
of perturbative simulations, requiring precise control beyond the reach of current
experiments. An alternative approach to investigating the use of Rydberg atoms as
universal simulators could be to investigate the complexity of the ground state energy
problem of Rydberg interactions where the control over interaction strengths is limited
to what is experimentally feasible. As outlined above, demonstrating complexity in
this regime is likely to be more straightforward than directly proving universality. If,
within the limitations on interaction strength, it is possible to demonstrate hardness of
the ground state energy problem, that motivates attempts to look for simple universal
constructions. If it is not possible to demonstrate hardness of the ground state energy
problem within current experimental limitations, it may be possible to determine
how much experimental techniques have to advance in order to overcome the barrier
and achieve universality.
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It is interesting to note that a proposal for using adiabatic elimination of Rydberg
dressed qubits to engineer tunable anisotropic {U-- + V.. +W//}-simulators [58]
meets the conditions to be a simulation in the strong sense of [6] - see Appendix B
for a proof of this. The proposal in [58] could also be considered in some senses to
be a fourth-order perturbative simulation - the process of adiabatically eliminating
the ‘fast’ degrees of freedom to generate an effective Hamiltonian is the same process
used in [6] to generate a low energy effective Hamiltonian using perturbation gadgets
and the effective Hamiltonian is calculated to fourth order in the detuning. However,
the effective Hamiltonian in [58] is not a fourth-order simulation of the form given
in Lemma 21. The difference between the two approaches is that perturbative
simulations in Lemma 21 are designed to ensure that the fourth order term dominates,
so that the final Hamiltonian is dominated by the terms of interest. Whereas in [58]
the first order term in the perturbation dominates, and the -- and .. terms in the
final Hamiltonian are orders of magnitude smaller than the // terms. An interesting
open problem is whether it is possible to use adiabatic elimination of fast degrees
of freedom to develop perturbative simulations of the type given in Lemmas 18
to 21 while only using interactions which can be engineered in current experimental
platforms.

The example of Rydberg atoms points at an important difference between the idea of
universal simulators outlined in this thesis, and the types of simulations currently
being engineered in NISQ devices. The Rydberg atom simulation proposal of [58]
isn’t designed to engineer a totally universal simulator, but instead to achieve the
more restricted goal of simulating an interaction where certain parameters are tunable.
This is clearly a more modest goal, and is likely to be achievable with far lower
experimental overhead. However, understanding the theory of analogue simulation
is still crucial for evaluating whether the NISQ simulators are actually replicating
the entire physics of the desired interaction. Moreover, as experimental control
over quantum system improves, and the proposals for universal simulators become
simpler, we can work towards the more ambitious goal of constructing universal
simulators.

Another stepping stone on the way to truly universal simulators could be universal
‘quasi’-simulators - i.e. systems which can replicate some of the physics of arbitrary
Hamiltonians. For example, we might just want to simulate the Hamiltonian up to
some energy cut off, or replicate some thermodymical properties of the system, or
approximate certain observables (but not necessarily all). This idea of a restricted
simulator has been addressed in [35] where the idea of ‘gap-simulation’ was proposed.
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In ‘gap-simulation’ instead of trying to replicate the entire physics of arbitrary
Hamiltonians, we are only interested in replicating the ground state and the spectral
gap. This sounds like a simpler problem, but still physically interesting. However,
the examples of ‘universal gap-simulators’ from [35] can be shown to be universal
Hamiltonians in the stronger sense of [6]. It is not known whether this less stringent
definition of simulation, or any other, can lead to universal ‘quasi’-simulators which
are simpler to engineer experimentally, but it is an interesting avenue for future
research.

Aside from designing universal Hamiltonians which are in the reach of current
experiments, it would also be interesting to explore what symmetries (other than
translational invariance) universal models can exhibit. This is of particular interest
for using universal Hamiltonians in holography, where we would like the boundary
theory to exhibit (a discrete version of) conformal symmetry. See Part III for further
discussion of this.

Finally, the relationship between complexity and universality is interesting from
a fundamental physics standpoint. It was already clear that universality implied
complexity - since universal models must be able to simulate all quantum many body
physics. However the reverse direction was not obvious. Our results show that if the
problem of deciding whether a Hamiltonian inM has a low energy ground state is
hard for a quantum computer, thenM must be rich enough to capture all quantum
many body physics.
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Error mitigation in the NISQ era
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Chapter 5

Fitting quantum noise models to
tomography data

5.1 Introduction
A key challenge in developing useful applications of quantum devices in the NISQ
era is understanding error processes [59]. This is true both for analogue Hamiltonian
simulation, where the first step in analysing the effect of noise on a simulation is to
characterise what noise is there in the simulator. And for digital computation on
pre-fault tolerant devices, where active error mitigation and correction techniques
will be needed to prevent the outputs of computations being swamped by errors. In
the long term, error correcting codes will be used to suppress noise and achieve fully
fault-tolerant computation. But in the NISQ era, the overhead of full fault tolerance
is prohibitive, placing it beyond reach of near-term hardware. It is thus important
to understand and characterise the underlying noise dynamics in current quantum
devices, both in order to inform hardware design, and to prepare error correction and
mitigation protocols optimised for the specific noise in the apparatus.

Various methods have been devised to evaluate and analyse noise in quantum
dynamics, making different assumptions on, and providing different information
about, the noise processes [60]. One way to understand the noise model in a device
is to look for compatible Markovian1 evolutions. Knowing the Lindbladian which
best approximates the generator of the physical process can help to understand the
physical noise processes occurring in particular hardware.

1We call a quantum channelMarkovian if it is a solution of a master equation with generator in
Lindblad form [61, 62]. Equivalently, it is an element of a one-parameter continuous completely
positive semigroup.
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However, noise in quantum devices may substantially deviate from a memoryless
dynamics, so that no compatible Markovian description exists. Therefore, methods to
benchmark non-Markovian dynamics are also of considerable interest. A number of
approaches for this have been devised; we give a brief overview in subsection 5.1.1.
However, there are limitations to these methods - some of these procedures are
impractical to compute, others give only a one sided witness of non-Markovianity,
and no information about the noise processes in the Markovian case. Thus, finding
a theoretically well-defined, but also feasible and low-resource procedure to assess
Markovian and non-Markovian noise in quantum devices is desirable.

In this chapter we present two methods, both built on convex optimisation program-
ming, to characterise and quantify noise processes in quantum systems. The first
is an efficient algorithm to compute the best-fit Lindblad generator to the measured
quantum channel. This can be used to certify Markovian evolution within any desired
level of error tolerance, and the form of the resulting Lindbladian gives insight into
the noise processes present. Alternatively, if the distance between the memoryless
channel generated by the Lindbladian and the experimentally measured channel is
significant (in comparison to the error rate of the tomographic reconstruction), this
difference constitutes an insightful quantity to evaluate non-Markovian dynamics.
The second algorithm calculates a quantitative and operationally meaningful measure
of non-Markovianity, first proposed in ref. [63], in terms of the minimal amount of
isotropic noise to be added to the generator of an hermiticity- and trace-preserving
map, close to the tomographic snapshot, in order to “wash out” memory effects and
render the evolution Markovian.2 A key strength of our approach is that the algo-
rithms we have developed do not require any a priori assumptions on the underlying
dynamics, nor any access to or characterisation of the environment, but only a small
number of tomographic snapshots – a single one would already suffice.

The algorithms we present here are built on the theoretical work in refs. [63, 64]. We
extend their approach in a number of important ways. We change the semi-definite
integer programme from [63] into a convex optimisation algorithm that searches for
the best-fit Lindbladian generator in a neighbourhood of a given size around the input.
This allows us to include an error tolerance parameter that can be tuned at any desired
level, making the scheme robust with respect to inaccuracies of the tomographic
measurements, and applicable to real-world data with statistical errors.

2Directly analogous to robustness of entanglement measures in entanglement theory.
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We also fully generalise the set of input operators, lifting the assumption from [63]
that the input channel had a non-degenerate spectrum. We lift this limitation in
two ways. First, we show that we can perturb any operator with multi-dimensional
eigenspaces into an arbitrarily close matrix having non-degenerate spectrum and at
the same time retaining the hermiticity-preserving property. This guarantees the
uniqueness of the generator while preserving the outcome of the non-Markovianity
measure by adjusting the error tolerance parameter accordingly. Second, we consider
the more physically relevant case, where we have a non-degenerate quantum channel
which arises as a perturbation from a degenerate channel. This is crucial for
characterising noise in quantum computing devices, where the channels of interest
are typically noisy versions of quantum gates having degenerate eigenvalues. This
task is delicate, due to the sensitivity of the Lindblad form to perturbation in the
presence of multi-dimensional eigenspaces. To deal with this issue, we develop a
mathematical approach to reconstruct these subspaces by leveraging techniques from
matrix perturbation theory [65], and implement this as a set of algorithms that serve
as a pre-processing phase for the convex optimisation task. Finally, we extend the
algorithm to the case where we have a sequence of tomographic snapshots. This
offers a significantly more sensitive test of non-Markovianity, or a considerably more
precise fit to an underlying Markovian master equation, with only a linear increase in
the number of measurement settings required.

We accompany our theoretical analysis with a Python implementation of all the
algorithms, which we benchmark numerically on simulated tomographic data in
Cirq [66]. The numerical results show that our algorithms successfully identify
Markovian-compatible dynamics for a range of 1- and 2-qubit examples, both for
noisy quantum gates with degenerate spectrum and non-degenerate quantum channels.
The numerics also confirm that our algorithms are able to compute accurate values
for the non-Markovianity measure of noisy, non-Markovian quantum channels, which
we show to be consistent with a calculation of this measure done by hand.

It should be noted that throughout this chapter we restrict our attention for simplicity
to time-independent Markovian noise. This is reasonable for characterising errors
in individual gates on current hardware, given the short timescales involved [67]
over which noise processes are unlikely to vary significantly. However, it is likely
the approach presented in the current work can be extended to encompass the more
general case of time-dependent Markovian noise, which would allow assessment of
errors in longer quantum circuits, over timescales in which the noise processes may
fluctuate. This is an important topic for follow-up work.
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The chapter is organised as follows. In the remainder of this section we give an
overview of prior work in the field and a high level overview of our approach. In
Section 7.3 we introduce our notation and cover preliminaries on convex optimisation
and matrix perturbation theory. The precise notion of Markovianity is defined
in Section 5.3, where we also present the non-Markovianity measure first defined
in [63]. In Section 5.4 we discuss how we extend the approach from [63] to all
quantum channels, in particular ones having degenerate spectrum. Our algorithms
are presented in Section 5.5, and finally results from numerical simulations are
discussed in Section 5.6.

5.1.1 Related work on assessing non-Markovian noise
The nature of non-Markovian noise has been investigated from a variety of perspectives
and with a number of different approaches (cfr. review papers [68, 69, 70] and the
introduction of [71]). One of the principal ways to quantifying non-Markovianity is
based on divisibility [72, 73], i.e., the property of a channel encoding evolution from
time C0 to C1 to be implemented as a concatenation of channels from time C0 to C and C
to C1 for any C ∈ [C0, C1]. Indeed, a channel which is Markovian, in the Lindblad sense,
is also divisible. However, the converse is not necessarily true.3

The originalmeasure of non-Markovianity [63], onwhich this work builds, determines
whether the observed tomographic data is consistent with a time-independent
Markovian master equation. If not, it provides a quantitative measure of how far the
observed dynamics is from the closest Markovian trajectory. This task (and also that
of determining finite divisibility) was shown to be NP-hard in general [64, 74], but
efficiently (classically) computable for any fixed Hilbert space dimension.

Other methods for detecting and measuring non-divisibility and non-Markovianity
are based on checking monotonicity of quantities that are known to decrease under
completely positive maps such as quantum correlation (see [75], known as the RHP
measure), quantum coherence [76], quantum relative entropy [77] or the quantum
mutual information [78].

Another approach affirms that a non-Markovian map is one that allows informa-
tion [79], e.g. the Fisher information [80], to flow from the environment to the
system. Non-Markovianity can also be quantified by considering the change in the
distinguishability of pairs of input states [81]. The observation of non-monotonic
behaviour of channel capacity [82], the geometrical variation of the volume of the

3The property of being ‘infinitesimal divisible’ is known to be equivalent to time-dependent
Markovianity, but that is a stronger requirement than divisibility (see [72]).
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set of physical states [83], ensembles of Lindblad’s trajectories [84] and deep-neural-
network and machine learning [85, 86, 87] are among the many alternative strategies
to quantify dynamics with memory effects.

A limitation of many of these measures is that they provide one-sided witnesses
of non-Markovianity, but cannot show that the dynamics isMarkovian, or find the
master equation consistent with or closest to the observed dynamics.

5.1.2 Our approach
Our main result is a set of algorithms, implemented in Python and benchmarked
on simulated data in Cirq, which characterise and quantify the noise processes in a
quantum system from one (or a small number of) tomographic snapshot(s). In the
case of Markovian or near-Markovian dynamics, we compute a full description of the
Lindbladian that best fits themeasured data, without requiring any a priori assumptions
on the form of the master equation. Conversely, in the case of non-Markovian
dynamics we calculate an operationally meaningful measure of non-Markovianity,
corresponding to the minimum amount of white noise that has to be added in order
to “wash out” the memory effects and render the dynamics Markovian.

More precisely, consider a 32 × 32 matrix " resulting from process tomography
on the dynamics of a 3-dimensional quantum system, together with an error pa-
rameter Y which accounts for statistical errors and other sources of uncertainty
in the tomographic data, by setting the maximum distance from " to look for a
compatible Markovian map. For simplicity, we assume for the moment that " has
non-degenerate spectrum, which guarantees that its matrix logarithm !0 = log" is
unique. However, we highlight that a significant part of this work concerns lifting
this assumption, so that the algorithm accepts arbitrary matrices as input. We refer
to Section 5.4 and subsection 5.5.1 for full details.

By formulating a convex optimisation programme whose constrains are exactly the
necessary and sufficient conditions of a Markovian generator (cfr. Section 5.3 for
an in-depth explanation), we retrieve the closest Lindbladian !′( ®<) to the complex
branch ! ®< of the matrix logarithm !0. Then, by iterating the convex optimisation task
over the set of branches ! ®< for ®< ∈ {−<max,−<max+1, . . . ,0, . . . ,<max−1,<max}×3

2 ,
we keep the Lindbladian !′( ®<) whose generated Markovian map exp{!′( ®<)} is the
closest to " .

If no Lindbladian is found within the Y-ball around ", we compute the non-
Markovianity measure of " in the sense of [63], denoted by `min. This value
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quantifies the minimal amount of isotropic noise to be added to the generator �′ of
an hermiticity- and trace-preserving map in the Y-neighborhood of " in order to
obtain a Markovian evolution; in other words, `min is the smallest scalar ` such that
!′ = �′− `l⊥ is a valid Lindbladian. This is equivalent to (cfr. Section 5.3)

`min(") B min
{
` : l⊥-l⊥ +

`

3
1 ≥ 0

}
(5.1)

with the constraint that there exists a branch ! ®< such that ‖�′−! ®< ‖F = ‖-−!Γ®< ‖F ≤ X,
where Γ is the involution from the transfer matrix representation in the elementary
basis to the Choi representation (more details in subsection 5.2.1), - = (�′)Γ, l⊥ is
the projection onto the orthogonal complement of the maximally entangled state and
X is the maximal distance for �′ from ! ®< representing – in some approximation –
the radius of the Y-ball around " under the matrix logarithm (more details in
subsection 5.5.2).

We have tested our approach on simulated tomographic data from the Cirq platform
for the following examples: the Pauli --gate, a 1-qubit depolarising channel, a 1-qubit
unital quantum channel, the 2-qubit ISWAP gate, and a 2-qubit non-unitaryMarkovian
depolarizing C/-channel. These examples cover 1- and 2-qubit Markovian and
1-qubit non-Markovian channels, as well as operators with degenerate eigenspaces:
the algorithm has been successful in analysing all these scenarios. For the Markovian
examples, it correctly identified a Markovian evolution within the error tolerance
regime suggested by the statistical error in tomographic reconstruction, and extracted
the best-fit Lindblad generator. For non-Markovian dynamics, it returned a measure
of non-Markovianity - in the case of simple 1 qubit channels we can check this value
analytically, and we found that the results of our algorithm were consistent with the
analytic value (see subsection 5.6.1.4).

Dealing with channels having degenerate spectrum requires an additional pre-
processing phase, where we sample over different basis vectors sets of the multi-
dimensional eigenspaces. See Section 5.4 and subsection 5.5.1 for details of how we
tackled these complications.

Pseudo-code of all the algorithms is presented in subsection 5.5.2. The code itself is
publicly available at [7].

5.2 Notation and preliminaries
We denote elementary basis vectors by

��4 9 〉 = (0, . . . ,1,0, . . . ,0)) with 1 in the
9-th position. The maximally entangled state is |l〉 =∑3

9=1
��4 9 , 4 9 〉 /√3 and l⊥ =
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1− |l〉〈l| is the projection onto its orthogonal complement. We write F to denote
the flip operator interchanging the tensor product of elementary basis vectors,
i.e. F

��4 9 , 4:〉 = ��4: , 4 9 〉. We will use the Frobenius norm on matrices, defined

by ‖" ‖F =
√∑

9 ,:

��< 9 :

��2, and the 1-norm, ‖" ‖1 =
∑
9 ,:

��< 9 :

��. They are both
submultiplicative, that is, they satisfy ‖��‖ ≤ ‖�‖‖�‖ for all square matrices � and
�.

5.2.1 Channel representations and ND2 matrices

We will consider quantum channels of finite dimension only, i.e. completely positive
and trace preserving (CPT) linear operators acting on the space of 3 × 3 matrices.
To represent a channel T as a 32× 32 matrix ) , we will adopt the elementary basis
representation:

)( 9 ,:),(ℓ,<) =
〈
4 9 , 4:

��) |4ℓ, 4<〉 B Tr
[ ��4:〉〈4 9 ��T (|4ℓ〉〈4< |)] . (5.2)

This is sometimes called the transfer matrix of the channel in the elementary basis.
The corresponding representation |E〉 ∈ C32 of a 3× 3 matrix + on which the channel
acts is then

E 9 ,: =
〈
4 9 , 4:

��E〉 B 〈
4 9

��+ |4:〉 . (5.3)

In this representation, the action of the channel on a matrix becomes matrix-vector
multiplication, and the composition of channels corresponds to the product of their
respective matrix representations.

In order to formulate necessary and sufficient conditions for the generator of a
Markovian evolution, we will also make use of another representation, the Choi-
matrix (or Choi-representation), defined as

g(T ) B 3
(
T ⊗I)(|l〉〈l|)

)
. (5.4)

Conveniently, the two representations are directly related through theΓ-involution [63],
acting on the elementary basis as��4 9 , 4:〉〈4ℓ, 4< ��Γ B ��4 9 , 4ℓ〉〈4: , 4< �� . (5.5)

Explicitly, we have
g = ())Γ and ) = (g)Γ. (5.6)



5.2. Notation and preliminaries 85

The Choi-representation is very useful to investigate the hermiticity-preserving
property of quantum channels, i.e., quantum maps T such that T (-†) = T (-)† for
all - . Indeed we have

Lemma 52. T is hermiticity-preserving ⇐⇒ g is hermitian.

We will use the terms hermiticity-preserving and Choi-hermitian interchange-
ably.

Using the terminology from ref. [88], we define the following two properties

Definition 53 (defective matrix). A matrix is defective if the geometric multiplicity
of some eigenvalue is strictly less than its algebraic multiplicity. That is, the matrix
is not diagonalizable.

Definition 54 (derogatory matrix). A matrix is derogatory if some eigenvalue has
geometric multiplicity strictly larger than one.

For brevity, we call non-defective, non-derogatory matrices ND2 matrices. These
are matrices with non-degenerate spectrum and diagonalisable by a unique choice
of normalised eigenvectors. Crucial for our approach is the consequent structure of
the complex matrix logarithm of an ND2 matrix ) , given by an infinite number of
branches indexed by a vector ®< = (<1, . . . ,<32) ∈ Z32 . The 0-branch of the matrix
logarithm of a diagonalisable matrix ) =

∑32

9=1_ 9
��A 9 〉〈ℓ 9 ��, with {_1, . . ._32} being

the eigenvalues of ) and ℓ 9 , A 9 the respective left and right eigenvectors such that〈
ℓ 9

��A:〉 = X 9 : , is given by
!0 B log()) =

32∑
9=1

log_ 9
��A 9 〉〈ℓ 9 �� ; (5.7)

the ®<-branch is then

! ®< B !0 +
32∑
9=1
< 92ci

��A 9 〉〈ℓ 9 �� . (5.8)

Modified hermitian adjoint The hermitian adjoint operation on a matrix in its vector
representation |E〉 in the elementary basis, is given by

��E†〉 B F |E∗〉. We call vectors
such that |E〉 =

��E†〉 = F |E∗〉 self-adjoint, and we say that two vectors E and F
are hermitian-related if |F〉 =

��E†〉 = F |E∗〉 (and equivalenty |E〉 =
��F†〉 = F |F∗〉).

This terminology is unusual with respect to the conventional hermitian conjugation
operation on vectors, but the definition adopted here for 32-dimensional vectors
exactly corresponds to the usual hermitian adjoint of their corresponding 3 × 3
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matrices on which T acts. We will conversely denote the standard hermitian
conjugation for a matrix � by �� .

5.2.2 Convex optimisation programmes
At the heart of our algorithms are convex optimisation programmes which ei-
ther retrieve the closest Lindbladian to the matrix logarithm, or the smallest
non-Markovianity parameters (both objects explained into detail in Section 5.3).
These convex optimisations over a (scalar or vector) variable G have the general
form [89]

standard form

minimize 50(G)
subject to 5 9 (G) ≤ 0, 9 = 1, . . . , =

〈0: , G〉 = 1: : = 1, . . . ,<

(5.9)

epigraph form
minimize `

subject to 50(G) − ` ≤ 0
5 9 (G) ≤ 0, 9 = 1, . . . , =
〈0: , G〉 = 1: : = 1, . . . ,<

(5.10)

where 50, 51, . . . , 5= are convex functions. A fundamental property of convex optimi-
sation problems is that any locally optimal point is also globally optimal.

A class of convex optimisation problems, called second-order cone programmes,
takes the form

minimize 〈 5 , G〉
subject to

� 9G + 1 92 ≤ 〈2 9 , G〉 + 3 9 9 = 1, . . . , =
�G = 6

(5.11)

where 5 , 6, 1 9 ’s and 2 9 ’s are vectors (not necessarily of the same dimension), �
and � 9 ’s are matrices and 3 9 ’s are scalars. The condition

� 9G + 1 92 ≤ 〈2 9 , G〉 + 3 9
is called second-order cone constraint. Important for our work is the fact that
minimization objectives for the Frobenius norm overmatrix variables can be converted
into a second order cone program via epigraph formulation.

To numerically implement convex optimisation programme, we make use of the
Python library CVXPY [90, 91].
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5.3 Quantum Markovian channels and embedding
problem

Processes which do not retain any memory of their previous evolution are called
Markovian and satisfy the Markov property: given a sequences of points in time
C1 < C2 <, . . . , < C=−1 < C=, a stochastic process -C taking values on a countable space
has the Markov property if

P(-C=+B = H | -C= = H=, . . . , -C2 = H2, -C1 = H1, ) = P(-C=+B = H | -C= = H=) (5.12)

for any B > 0.

Extending this notion, a quantum Markov process is described by a one-parameter
semi-group giving rise to a continuous sequence of completely positive and trace
preserving (CPT) channels. The generators of this type of semi-group is called
Lindbladian and must take the well-known Lindblad form [61, 62],

L(d) B 8[d,�] +
∑
U,V

6U,V

[
�Ud�

†
V
− 1

2

(
�
†
V
�Ud + d�†V�U

)]
, (5.13)

where � is hermitian, � = (6UV) is positive semi-definite and {�U}U are orthonormal
operators. The first term on the RHS is the Hamiltonian part and describes the unitary
evolution of the density operator, while the second term represents the dissipative
part of the process. By diagonalising � as ΓB *†�* = diag(WU) and defining the
so-called jump operators �U B

√
W
U

∑
V DVU�V, we can re-write eq. (5.13) in diagonal

form,

L(d) B 8[d,�] +
∑
U

[
�Ud�

†
U −

1
2

(
�†U�Ud + d�†U�U

)]
. (5.14)

The question whether a given quantum map M is compatible with a Markovian
process, in the sense that there exists a memoryless evolution that at a certain time is
equal toM, has been investigated from different perspectives, e.g. in the context of
complexity [64], channel divisibility [72], regarding spectrum [92] and toward the
goal of achieving a quantum advantage [93], and it is sometimes referred to as the
embedding problem. A method to ascertain whether a given channel is compatible
with a Markovian dynamics has been developed in ref. [63], which provides three
properties for !′ that are necessary and sufficient to satisfy eq. (5.13) (where !′ is
the elementary basis representation of L). These are

(i) !′ is hermiticity-preserving, that is, !′
��E†〉 = (!′ |E〉)† for all |E〉.
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(ii) (!′)Γ is conditionally completely positive [94], that is, l⊥ (!′)Γl⊥ ≥ 0, where
l⊥ = (1− |l〉〈l |).

(iii) 〈l| !′ = 〈0|, which corresponds to the trace-preserving property.

In this work, we restrict the analysis to time-independent Lindbladian generators, thus
their corresponding quantum channel at time C is given by ) (C) = e! ′C . We will call
quantum embeddable any map whose matrix logarithm admits at least one complex
branch satisfying these properties.

Interpreting the above conditions, we observe that they impose a rigid structure on
the operator in matrix form, since they involve both eigenvalues and eigenvectors.
In particular, from the hermiticity-preserving condition we note that, if _ is an
eigenvalue of !′ and |E〉 the corresponding eigenvector, then it follows that:

!′
��E†〉 = (!′ |E〉)† = (_ |E〉)† = _∗ ��E†〉 . (5.15)

Thus _∗ and
��E†〉 = F |E∗〉 are an eigenvalue and the corresponding eigenvector of !′

too.

This implies an important property of Lindbladians in their elementary basis rep-
resentation !′: complex eigenvalues must necessarily come in complex-conjugate
pairs _, _∗ and have the same multiplicity. Moreover, the eigenspace of _ must
admit a set of basis vectors whose hermitian conjugates span the eigenspace of _∗.
If _ is real, then it must necessarily admit a set of vectors spanning its eigenspace
which either come in hermitian-related pairs or are self-adjoint. For a Markovian
channel ) = 4! ′ the conditions for eigenvalues that are either complex or positive
and for the vectors spanning their subspaces follow exactly the same rules. On the
other hand, negative eigenvalues of ) must have even multiplicity (implying that
no non-degenerate negative eigenvalue can occur); the eigenspace of a negative
eigenvalue must admit a basis of hermitian-related pairs of vectors. This particular
structure for Markovian maps and their Lindbladian generators will be exploited in
subsection 5.4.2 to reconstruct the eigenspace of an originally degenerate eigenvalue
from a set of perturbed eigenvectors.

Conditions (i), (ii) and (iii) will run throughout our analysis, and we will implement
them in the algorithms in Section 5.5 as constraints of a convex optimisation problem.



5.4. Multi-dimensional eigenspaces 89

We will also sometimes need to express these conditions in the Choi representation.
By expanding condition (iii) as

〈l | !′ = 1
√
3

∑
9

〈 9 , 9 |
∑
0,1
2,A

!′0,1
2,A

|0, 1〉〈2,A | = 1
√
3

∑
9 ,2,A

!′9 , 9
2,A

〈2,A | (5.16)

=
1
√
3

∑
9 ,2,A

(
(!′)Γ

)
9 ,2
9 ,A

〈2,A | = 〈0| , (5.17)

we can re-formulate it as

Tr1
[
(!′)Γ

]
=

∑
9 ,2,A

(
(!′)Γ

)
9 ,2
9 ,A

|2〉〈A | = 03,3 . (5.18)

This is equivalent to
Tr1

[
(!′)Γ

] = 0 in any matrix norm.

A measure of non-Markovianity for hermiticity- and trace-preserving ND2 quantum
channels " was introduced in [63] in terms of white noise addition. More pre-
cisely, given a set of Choi-hermitian generators {! ®<}< of " with 〈l | ! ®< = 〈0|, we
define

`min(") B min
®<

min
{
` : l⊥(! ®<)Γl⊥ +

`

3
1 ≥ 0

}
(5.19)

as the non-Markovianity parameter. Then `min is the smallest value ` such that
!′ = ! ®< − `l⊥ is a Lindbladian generator for some ! ®< and

exp
(
(1− 32)`min(")

)
∈ [0,1] (5.20)

is a measure of Markovianity for " .

5.4 Multi-dimensional eigenspaces
The analysis in [63] is based on the assumption that all eigenvalues are non-degenerate.
Indeed, as pointed out there, the subset of ND2 matrices is dense in the matrix set
with respect to the Zariski topology, whose closed sets are the roots of the resultant
of the characteristic polynomial and its derivative. Note that the Zariski topology is
weaker than the metric topology, and hence any Zariski dense set is also dense in the
metric topology [95].

Working with an ND2 matrix is needed in order to deal with a set of eigenvectors
where each of them is unique (up to a scalar factor). This also ensures that the
matrix logarithm is unique, up to complex branches. Conversely, if " is not an
ND2 matrix, there is then a continuous freedom in the choice of eigenbasis, and
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thus uncountably infinitely many different matrix logarithms (not just the countable
infinity of complex branches of the logarithm). This is due to the fact that, in
case the matrix is diagonalizable but has an eigenvalue which is not simple, the
corresponding degenerate eigenspace allows for infinite number of choices of basis
vectors. In the more general case, when " is not diagonalizable, the Jordan
canonical form again admits an uncountably infinite number of choices of generalized
eigenvectors [96].

5.4.1 Perturbation of hermiticity-preserving matrices
In [11] it is shown that it is always possible, given a defective or derogatory Choi-
hermitian matrix, to produce an arbitrarily close ND2 matrix that preserves the
hermiticity-preserving property. Formally:

Theorem 55 (ND2 matrices are dense in the Choi-hermitian matrix set). Let " be
an hermiticity-preserving matrix, either defective or derogatory (or both). Then for
any n there exists an hermiticity-preserving ND2 matrix "̃ such that ‖"̃ −" ‖ < n .

Proof. Interested readers are referred to [11, Theorem 5] for the proof. �

This result allows us to resolve the problem of the freedom of basis choice when given
degenerate inputs, and reduce to a unique principle branch of the matrix logarithm.
In reality tomographic data, eigenvalues will invariably be non-degenerate. However
this case is included for completeness to demonstrate that the algorithm we develop
in this work is fully general.

5.4.2 Reconstructing perturbed eigenspaces
The converse situation is when we are given an ND2 matrix " which may come from
the perturbation of a quantum embeddable operator having degenerate subspaces. For
instance perturbations of many of the standard unitary gates in quantum computation,
such as Pauli gates. This is a delicate situation since in the general case the hermiticity-
preserving basis vectors structure characterising Lindblad operators, as discussed in
Section 5.3, will be broken under perturbation (even when this is very small) due to
the instability of the basis of multi-dimensional eigenspaces. Thus, when looking for
the closest Lindbladian, the convex optimisation approach will possibly retrieve a
Lindbladian whose matrix exponential is very distant from the original unperturbed
operator " .

To illustrate this argument, consider the Pauli --gate and restrict our attention to
the hermiticity-preserving condition (noting that the closest hermiticity-preserving
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matrix will always be closer than the closest Lindbladian since the latter imposes
more constraints). The operator - has a two-fold degenerate eigenvalue 1 with
eigenspace span{(1,1,1,1); (1,−1,−1,1)} and another two-dimensional eigenspace
span {(1,0,0,−1); (0,1,−1,0)} with respect to eigenvalue −1. We denote these
vectors by F1,F2,F3,F4, respectively; observe that all four vectors are self-adjoint.
Write � = Y

(
|F1〉〈F1 | − |F2〉〈F2 | + |F3〉〈F3 | − |F4〉〈F4 |

)
. Then the ND2 perturbed

operator - +� then has eigenvalues 1+ Y,1− Y,−1+ Y,−1− Y with respect to the
eigenbasis {F1,F2,F3,F4}, and its logarithm log(- +�) has eigenvalues Y,−Y, ic−
Y, ic + Y (up to first order in Y) with respect to the same eigenbasis. At this point, if
we look for the closest hermiticity-preserving operator, since all eigenvectors are
self-adjoint we obtain a matrix having again the same eigenbasis and keeping the
real part of the eigenvalues of log(- +�), i.e., Y,−Y,−Y, Y. Clearly, the exponential
of this matrix is close to the identity map and not the expected Pauli --gate, even for
very small Y. The same will apply for any complex branch of log(- +�) where we
can add 2ci mod : to any eigenvalue of log(- +�).

If we instead consider a perturbation of the same magnitude but along hermitian-
related vectors of the eigenspace of −1, say, � = Y

(
|F1〉〈F1 | − |F2〉〈F2 | + |F5〉〈F5 | −

|F6〉〈F6 |
)
with F5 = F3 +F4 = (1,1,−1,−1) and F6 = F3 −F4 = (1,−1,1,−1) so

that F†5 = F6, then log(- +�) has again eigenvalues 1+ Y,1− Y,−1+ Y,−1− Y but
this time with respect to eigenbasis {F1,F2,F5,F6}. In this case, the complex
branch log(- +�) −2ci |F6〉〈F6 | has eigenvalues Y,−Y, ic−Y,−ic+Y and its closest
hermiticity-preserving map has eigenvalues Y,−Y, ic,−ic. As expected, taking the
exponential of this matrix will give a map very close to - . This example highlights
both the importance of reconstructing a pair of hermitian-related eigenvectors
for the eigenvalue -1 as well as searching over complex branches of the matrix
logarithm.

Our strategy to overcome this complication is to reconstruct a compatible hermiticity-
preserving structure for the invariant subspaces of those eigenvalues of " that are
close to each others and that presumably stem from a perturbation of a unique
degenerate eigenvalue. Hence we will look for a new basis of eigenvectors that we
will interchange with the actual eigenbasis, creating a new operator ' on which to run
the convex optimisation problem to retrieve the closest Lindbladian to log'.

We first discuss the single-qubit case and then generalise the approach for multi-qubit
quantum channels.
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5.4.2.1 One-qubit case

For single-qubit channels we have the following possiblilities: (a) one pair of close
eigenvalues, (b) three close eigenvalues, (c) two different pairs, or (d) all four
eigenvalues are close.

Consider case (a) with a pair of eigenvalues that is close to the real negative axis and
where F1 and F2 are the corresponding eigenvectors. Assume that they come from a
real negative 2-fold degenerate eigenvalue. We seek a new pair of hermitian-related
eigenvectors {E, E†} such that span{E, E†} = span{F1,F2}.
Thus we want to find coefficients U, V, `, a such that |E〉 = U |F1〉 + V |F2〉 and��E†〉 = U∗ ���F†1〉 + V∗ ���F†2〉 = ` |F1〉 + a |F2〉. The solution will parametrise a set of
compatible hermitian-related eigenvectors that we will interchange with the vectors
F1 and F2.

If the two close eigenvalues are near the positive real axis, then if we assume they
come from a real eigenvalue we have an additional option: a pair of two self-adjoint
eigenvectors {E1, E2} spanning the eigenspace of F1 and F2. In other words, we look
for coefficients U, V, `, a such that |E1〉 = U |F1〉 + V |F2〉 and |E2〉 = ` |F1〉 + a |F2〉
with |E1〉 =

���E†1〉 and |E2〉 =
���E†2〉. Again, we should implement any possible solution

{E1, E2} as a new basis of eigenvectors related to the pair of eigenvalues.

The third option for case (a) is a pair of complex eigenvalues not close to the real
axis. If this was originally a unique, two-fold degenerate complex eigenvalue _, the
hermiticity-preserving condition implies a second two-dimensional eigenspace with
respect to eigenvalue _∗; this will then be case (c).

Now consider case (b), where three eigenvalues of " are all close. In order to
represent the perturbation of a quantum embeddable channel, they cannot originate
from a 3-fold degenerate complex eigenvalue, since it is not possible to pair three
eigenvalues each with a complex partner in a 4-dimensional space. They cannot
originate from a real negative eigenvalue either, since the same argument will apply
for the logarithm of " , which must also be hermiticity-preserving. " may instead
be compatible with a Markovian dynamics if the eigenvalues are close to the real
positive axis. Denoting by F1,F2 and F3 the corresponding eigenvectors, we want to
substitute them with a set {E, E†, I} with I = I† and span{E, E†, I} = span{F1,F2,F3}
reconstructing an original unperturbed 3-dimensional eigenspace. Alternatively, we
should find a new eigenbasis of three self-adjoint vectors.
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In case (c) we say that we have two pairs of different eigenvalues. As we discussed in
case (a), if one of this pair stems from a 2-fold degenerate and complex eigenvalue _,
then by the hermiticity-preserving condition the other pair should be close to _∗. We
should thus find a basis E1, E2 for the eigenspace of _ and E3, E4 for the eigenspace of
_∗ such that E3 = E

†
1 and E4 = E

†
2.

Now consider pairs close to the real axis. If both can be associated with a real
negative eigenvalue, then the basis of each 2-dimensional subspace corresponding to
one pair of eigenvalues should be chosen to be hermitian-related vectors as in case (a).
If one pair is close to a real positive number and the other to a negative one, than the
eigenspace of the positive eigenvalue can be spanned either by an hermitian-related
pair of eigenvectors or two self-adjoint vectors. The last option in case (c) is that both
pairs comes from two different 2-fold degenerate real positive eigenvalues. In this
case, again each eigenspace can be spanned by a pair of hermitian-related vectors or
two self-adjoint vectors.

If all four eigenvalues are close and we presume that they come from a single 4-
dimensional eigenspace, then " must necessarily be the (perturbed) identity channel
up to a real scalar factor. We check if this is close enough according to the error
tolerance parameter.

In Table 5.1 we summarize the above described scenarios for the unperturbed
operator.

5.4.2.2 Multi-qubit case
Assume that the multi-qubit channel has a cluster of = eigenvalues that are close to
each others, presumably stemming from an =-dimensional eigenspace with respect
to an eigenvalue _. We denote this subspace of " by S_ and we distinguish three
possible cases.

If _ is complex, then as previously discussed the hermiticity-preserving condition
implies the existence of a second =-dimensional subspace with respect to the
eigenvalue _∗, S_∗ . This remark already tells us that = ≤ 32/2; indeed, for the
single-qubit case we have ruled out the possibility of a 3-dimensional eigenspace
for a complex eigenvalue. If we do not identify a second cluster of = eigenvalues
that are close to _∗, then the channel " is not quantum embeddable. Otherwise, we
look for a basis {E1, . . . , E=} of S_ such that {E†1, . . . , E

†
=} is a basis for S_∗ . Given the

eigenvectors {F1, . . . ,F=} of the cluster of eigenvalues of " related to the perturbed
eigenvalues originated from _, and {I1, . . . , I=} related to _∗, we hence seek = vectors
of the form |E〉 B U1 |F1〉 + · · · +U= |F=〉 such that E† ∈ span{I1, . . . , I=}. The set of
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one single 2-dim
degeneracy

(i) positive eigenvalue
with either h.r. or s.a.

basis vectors

(ii) negative eigenvalue
with h.r. basis vectors

one single 3-dim
degeneracy

positive eigenvalue with either 1 h.r. and 1 s.a. basis
vectors, or 3 s.a. basis vectors

two distinct 2-dim
degeneracies

(i) two positive
eigenvalues each with 1
h.r. pair or 2 s.a. basis

vectors

(ii) two negative
eigenvalues each with
h.r. basis eigenvectors

(iii) a positive
eigenvalue with either
h.r. or s.a. basis vectors

and a negative
eigenvalue with h.r.

basis vectors

(iv) a pair of complex
conjugate eigenvalues _
and _∗ with two h.r.
partner vectors in the
partner subspaces

one single 4-dim
degeneracy

a single 4-degenerate real eigenvalue
(identity channel)

Table 5.1: Structure of a multi-dimensional eigenspace for an hermiticity-preserving operator
on one qubit. Here we abbreviate “hermitian related” by h.r. and “self-adjoint”
by s.a.

= independent vectors satisfying the condition will be chosen as a new eigenbasis
of S_ and their hermitian counterparts as the eigenbasis of S_∗ . The algorithm to
retrieve the closest Lindbladian should then run ideally over all feasible solutions
of this eigenbasis problem, although in practice this won’t be possible since this
constitute an infinite set.

If _ is negative, we recall that in this case the relevant constraint is that log"
is Choi-hermitian. The related perturbed subspace of " then needs =/2 vectors
E1, . . . E= such that {E1, E

†
1, . . . , E=/2, E

†
=/2} is a basis of S_. This implies that = must

necessarily be even, and indeed in the discussion of the one-qubit case we ruled
out the possibility of having 3 eigenvalues stemming from a degenerate negative
eigenvalue. Thus, again denoting by {F1, . . . ,F=} the eigenvectors of the perturbed
eigenvalues of _, we seek =/2 vectors |E〉 B U1 |F1〉 + · · · +U= |F=〉 such that E† ∈ S_.
The set of vectors given by the =/2 pairs {E, E†} will be chosen as the new eigenbasis.
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Type of
eigenvalue

constraint on
other

eigenspaces

constraint on
dimension =

allowed basis
vectors

complex

existence of
partner subspace

with same
dimension

= ≤ 32/2

each basis vector
has an h.r. vector

in partner
eigenspace

negative none = even =/2 pairs of h.r.
basis vectors

positive none none

? pairs of h.r.
basis vectors and
=−2? s.a. basis

vectors

Table 5.2: Structure of an =-dim eigenspace of a multi-qubit hermiticity-preserving operator.
Here we abbreviate “hermitian related” by h.r. and “self-adjoint” by s.a.

Again, the algorithm for the Lindbladian should run for all feasible sets of hermitian
related eigenbasis for the subspace S_.

The remaining option is a real, positive unperturbed eigenvalue _ generating a
cluster of = perturbed eigenvalues of ". Here we have an additional freedom due
to the possibility of admitting self-adjoint eigenvectors. More precisely, for each
? = 0,1, . . . , =/2, we seek an eigenbasis of ? pairs of hermitian-related vectors and
=−2? self-adjoint vectors. Again, in principle all sets of vectors with this structure
should be used for the algorithms, for all values of ?.

This analysis constitutes the theoretical ground for the pre-processing algorithms
given in subsection 5.5.1. We schematically illustrate the argument in Table 5.2.

5.4.2.3 Approximate hermiticity-preserving eigenspace structure

When perturbations “mix” eigenspaces in a way such that it is no longer possible
to obtain an exact choice of vectors according to the prescription given above, we
should search for vectors that are close to satisfying those conditions. The motivation
for this comes from [11, Theorem 9] , which shows that the hermiticity-preserving
structure is a stable property with respect to perturbations. The theorem is technical,
involving background on matrix perturbation theory which hasn’t been covered in this
thesis. So we refer interested readers to [11] for a full discussion. It should be noted -
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for all the numerical simulations in this chapter we found that the exact prescription
in the previous section was sufficient to find a hermiticity-preserving structure when
dealing with channels that were perturbations of degenerate inputs.

5.5 Algorithms for retrieval of best-fit Lindbla-
dian and computing non-Markovianity measure
`min

In this section we present convex optimisation based algorithms to verify whether,
given a channel ", there exists a Markovian channel in the Y-neighborhood (Y
can be understood as the error-tolerance parameter which captures the error in the
tomographic data as well as our maximal tolerance in the amount of approximation
error). Alternatively, when such a channel does not exist, we look for the generator
of an hermiticity- and trace-preserving channel in the X-ball of log" (induced again
by the Y-ball of ") with the smallest non-Markovianity parameter ` [63].

Since the " we are interested in arise as tomographic data, and ND2 matrices form a
dense set in the set of matrices, we assume that the input for the algorithms is ND2.
However, following the argument of subsection 5.4.1 it is straightforward to include
the possibility of inputs which are not ND2. This would just require an additional
step to check the input, and if it was not ND2 perturb it to a matrix that is.

Our main algorithm, which provides a recipe for evaluating non-Markovianity, is
given in Algorithm 1. It takes as input an estimate of the channel, ", a precision
parameter, ?, an accuracy parameter Y, and an integer, A , which determines how many
random basis choices will be tested in the case of degenerate eigenvalues.

The first step in the algorithm is to determine whether the input matrix has eigenvalues
that may originate from a perturbation of degenerate eigenspaces. If the matrix has
no such eigenvalues, we run the convex optimisation algorithm directly on the input.
Conversely, if thematrix has eigenvalues that may originate from perturbed degenerate
eigenspaces, before running the convex optimisation we need to produce a matrix with
perturbed degenerate eigenspaces having a suitable hermiticity-preserving structure,
as discussed in subsection 5.4.2. The task is performed by Algorithm 2, Algorithm 3
and Algorithm 4, outlined in subsection 5.5.1.

Once these matrices have been constructed we run the convex optimisation ?? on them
to determine whether or not there exists a memoryless channel in the Y-neighbourhood
of ". If a Markovian map, ) , exists within the Y-ball, the algorithm returns the
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Lindbladian !′ satisfying ) = 4! ′. If no Markovian channel is retrieved, the main
algorithm calls Algorithm 6 which calculates the non-Markovianity parameter `min

(cfr. subsection 5.5.2 for the full description of these two core algorithms).

Finally, in subsection 5.5.3 we present a version of the algorithm extended for
the case of a sequence of snapshots from a given quantum process. We look for
a Lindbladian whose generated evolution passes Y-close to each snapshot at the
appropriate time.

5.5.1 Pre-processing algorithms
The first task in the pre-processing algorithm is to detect sets of eigenvalues which are
close together (with closeness parameterised by a precision ?, given as input). These
are likely to arise from perturbations of degenerate eigenvalues. If the algorithm
identifies that all the eigenvalues are real, positive and belong to the same set, then it
outputs that the channel is consistent with the identity map.

In all other cases the next step of pre-processing is to construct bases for the degenerate
eigenspaces which have a compatible hermiticity-preserving structure, following the
analysis in subsection 5.4.2. The algorithm to prepare the basis for an eigenvalue
which is either complex or negative real is Algorithm 2. It takes as input the transfer
matrix of the channel, ", and two sets of integers. The first set, degenerate_set,
contains the indices of the eigenvectors corresponding to the degenerate eigenvalue
itself. The second set, conj_degenerate_set, contains the indices of the eigenvectors
corresponding to the conjugate eigenvalue.4

The idea behind Algorithm 2 is that, for each set of eigenvectors F1, F2,...,F=
associated with a degenerate eigenvalue _ and eigenvectors D1, D2,...,D= associated
with _∗ we solve the equation

U1
∗
���F†1〉 +U2

∗
���F†2〉 + · · · +U∗= ��F†=〉− V1 |D1〉 − V2 |D2〉 − · · · − V= |D=〉 = |0〉 (5.21)

for {U 9 } 9 and {V 9 } 9 , allowing us to construct a basis with the correct hermiticity
preserving structure.

4Clearly we require |degenerate_set| = |conj_degenerate_set|. Furthermore in the case of a negative
real degenerate eigenvalue we have degenerate_set = conj_degenerate_set.
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Algorithm 1:Main algorithm, including pre-processing – Part I
Input :ND2 matrix " , integer random_samples, positive real numbers ?, Y
Result: Lindbladian, ! ′, consistent with " (within error tolerance Y), or if no such ! ′

exists, non-Markovianity parameter `

_← eigenvalues(")
checklist_positive←[
(_8 −_ 9 < ?) ∩ (Im(E8) < ?) ∩ (Re(_8 > 0)) | 8, 9 ∈ (0,dim"), 8 > 9

]
checklist_negative←[
(_8 −_ 9 < ?) ∩ (Im(_8) < ?) ∩ (Re(_8 < 0)) | 8, 9 ∈ (0,dim"), 8 > 9

]
checklist_complex←

[
(_8 −_ 9 < ?) ∩ (Im(_8) > ?) | 8, 9 ∈ (0,dim"), 8 > 9

]
checklist← [checklist_positive,checklist_negative,checklist_complex]

if sum(checklist) = 0 then
! ′← Run ?? on ",",Y
if ‖" − exp(! ′)‖ < Y then
Output
:

! ′

else
�, `← Run Algorithm 6 on input ",',Y
Output
:

`

end
else if sum(checklist_positive) =

(dim"
2

)
then

Output
:

The channel is consistent with the identity map

else
positive_degenerate_sets← list of sets of mutually deg. real positive eigenvalues
negative_degenerate_sets← list of sets of mutually deg. real negative eigenvalues
complex_degenerate_sets← list of sets of mutually deg. complex eigenvalues
conjugate_pairs← 2d array indicating pairs of deg. complex sets are conjugate
positive_bases← [], negative_bases← [], complex_bases← []
for 8 ∈ (0, length(positive_degenerate_sets)) do

10B8B← Run Algorithm 3 on inputs " , positive_degenerate_sets[8], ?
positive_bases.append(10B8B)

end
(continuing in Part II) . . .

end
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Algorithm 1 – Part II:
Input :ND2 matrix " , integer random_samples, positive real numbers ?, Y
Result: Lindbladian, ! ′, which is consistent with " (within error tolerance Y), or if no

such ! ′ exists, non-Markovianity parameter `
else

. . . (continuing from Part I)
for 8 ∈ (0, length(positive_degenerate_sets)) do

10B8B← Run Algorithm 2 on inputs " , negative_degenerate_sets[8],
negative_degenerate_sets[8]

negative_bases.append(10B8B)
end
for 8 ∈ (0, length(conjugate_pairs)) do

10B8B← Run Algorithm 2 on inputs " , conjugate_pairs[8,0],
conjugate_pairs[8,1]

complex_bases.append(10B8B)
end
conj_test← list of boolean values indicating if 8th eigvect needs to be conjugated
for A ∈ (0, random_samples) do

(← Run Algorithm 4 on inputs " , positive_degenerate_sets,
negative_degenerate_sets, complex_degenerate_sets, positive_bases,
negative_bases, complex_bases, conj_test
'A ← ("(−1

!A ← Run ?? on " , 'A , Y
end
if min(‖ exp(!A ) −" ‖) < Y then
!min← !A that minimises ‖ exp(!A ) −" ‖
Output
:

!min

else
for A ∈ (0, random_samples) do

�A , `A ← Run Algorithm 6 on input ",'A , Y
end
`min←min(`A )
Output
:

`min

end
end
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We solve eq. (5.21) by arranging the vectors into the columns of a matrix

� = (F1
†,F2

†, · · · ,F=†, D1, D2, · · ·D=) (5.22)

and finding its kernel. If the variable Nullity(�) B dim(ker(�)) is equal to the
dimension of the degenerate eigenspace then there is a hermiticity-preserving basis
which spans the eigenspace (in fact there are uncountably infinitely many choices of
hermiticy-preserving bases). The algorithm returns the basis vectors

|E8〉 =
∑
9

U
(8)
9

��F 9

〉
(5.23)

for 8 ∈ (0,Nullity(�)), where U
(8)
9

is the value of U 9 in the 8th solution to
eq. (5.21).

The pseudo-code for the case of degenerate, positive real eigenvalues is given by
Algorithm 3. It follows a similar idea to Algorithm 2, with some additional processing
to account for the possibility of self-adjoint eigenvectors. The equation to solve in
order to obtain a basis with the correct hermiticity-preserving structure is

U1
∗
���F†1〉 +U2

∗
���F†2〉 + · · · +U∗= ��F†=〉− V1 |F1〉 − V2 |F2〉 − · · · − V= |F=〉 = 0 (5.24)

again for {U 9 } 9 and {V 9 } 9 . As in the previous case, if Nullity(�) is equal to the
dimension of the degenerate eigenspace then there is a hermiticity-preserving basis
which spans the eigenspace given by

|E8〉 =
∑
9

U
(8)
9

��F 9

〉
. (5.25)

However, now the basis may include self-adjoint eigenvectors, as well as hermitian
conjugate eigenvectors. These need to be treated separately in the next stage of the
pre-processing.

To verify if the 8th basis-vector is self-adjoint we check whether U(8)
9
− V(8)

9
< ?, for

all 9 . If the total number of non-self-adjoint basis vectors is even, the algorithm
returns two sets of basis vectors – the self-adjoint set and the non-self-adjoint set.
If the total number of non-self-adjoint basis vectors is odd, the algorithm finds the
non-self-adjoint basis vector for which

∑
9 U
(8)
9
− V(8)

9
is minimised, and returns this

with the set of self-adjoint basis vectors instead of the non-self-adjoint set.
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Note that there is an infinite number of possible basis choices which respect the
hermiticity-preserving structure, and which basis is chosen will affect the distance
to the closest Lindbladian. To handle this, we use a randomised construction to
generate A bases satisfying the hermiticity-preserving property, and we run the convex
optimisation algorithm on each one, keeping the optimal result. The number of
random bases, A, is an input to Algorithm 1. Running the algorithm with higher A
will give a better result (numerical results on degenerate 1- and 2-qubit channels are
given in Section 5.6).

The algorithm to prepare a random basis is given in Algorithm 4. It takes as input " ,
lists indicating the indices of eigenvectors associated to each degenerate eigenvalue
{B;_ | for degenerate _}, and the bases constructed by Algorithm 2 and Algorithm 3.
It returns a random choice of basis, (. In order to build (, Algorithm 4 checks
whether 8 is in any of the B;_ for each 8 ∈ dim("). If it isn’t, we set the 8th column of (
equal to the 8th eigenvector of " . If it is we check whether the 8th column needs to be
constructed randomly from either self-adjoint basis vectors or non-self-adjoint basis
vectors; or whether it needs to be obtained by conjugating another column.

For _ real, which columns are produced randomly (from self-adjoint or non-self-
adjoint basis vecors) and which are found via conjugation is arbitrary. For _ complex,
either all columns associated to _ are constructed randomly, or all are retrieved by
conjugating the basis vectors associated to _∗. This is determined by which order
B;_ and B;_∗ are given as input to Algorithm 2. If the column needs to be prepared
randomly then we generate |B;_ | random seeds ^ 9 . The 8th column of ( is then

([:, 8] =
∑
9

^ 9E 9 , (5.26)

where E 9 are the hermiticity-structure preserving basis vectors associated with _,
and the sum is over either all self-adjoint or all non-self-adjoint basis vectors. If the
column needs to be obtained by conjugation we find which column it is conjugate to,
denoted : , and the 8th column of ( is then given by

([:, 8] = F([:, :]∗. (5.27)

The final step of preprocessing is to compute ' = ("(−1 for each random basis. We
then run the convex optimisation algorithms (see subsection 5.5.2) on each ', and
output the optimal result.
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Algorithm 2: Construct conjugate basis for cluster of a complex or real negative
eigenvalue
Input :Matrix " , Array of integers degenerate_set, Array of integers

conj_degenerate_set
Result: Matrix new_basis
eigvecs← eigenvectors(")
degeneracy_counter← length(degenerate_set)
for 8 ∈ (0,degeneracy_counter) do

9 ← degenerate_set[8]
:← conj_degenerate_set[8]
|F8〉 ← eigvecs[ 9]
|D8〉 ← eigvecs[:]

end
�1← [F

��F∗
8

〉
| 8 ∈ (0,degeneracy_counter)]

�2← [− |D8〉 | 8 ∈ (0,degeneracy_counter)]
� = (�1, �2)) (Kernel of A is solution to
U∗1F

��F∗1〉 +U∗2F ��F∗2〉 + · · · +U∗=F ��F∗=〉− V1 |D1〉 − V2 |D2〉 − · · · − V= |D=〉 = |0〉 )
nullity = dim (ker(�))

if nullity == degeneracy_counter then
for 8 ∈ (0,degeneracy_counter) do

values_to_sum = [F 9 ∗ker(�)∗
8, 9
| 9 ∈ (0,degeneracy_counter)]

new_basis[:, 8] =∑
9 (values_to_sum)

end
Output
:

True, new_basis

else
Output
:

False, []

end
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Algorithm 3: Construct self-adjoint / conjugate basis for cluster of a real positive
eigenvalue
Input :Matrix " , Array of integers degenerate_set, Real number ?
Result: Matrices [self_adjoint_basis,conjugate_basis]
eigvecs← eigenvectors(")
degeneracy_counter← length(degenerate_set)
for 8 ∈ (0,degeneracy_counter) do

9 ← degenerate_set[8]
|F8〉 ← eigvecs[ 9]

end
�1← [F

��F∗
8

〉
| 8 ∈ (0,degeneracy_counter)]

�2← [− |F8〉 | 8 ∈ (0,degeneracy_counter)]
� = (�1, �2)) (Kernel of A is solution to
U∗1F

��F∗1〉 +U∗2F ��F∗2〉 + · · · +U∗=F ��F∗=〉− V1 |F1〉 − V2 |F2〉 − · · · − V= |F=〉 = 0)
nullity = dim (ker(�))
if nullity == degeneracy_counter then

check_self_adjoint←
[True if 8th column of ker(�) is self− adjoint within precision ? | 8 ∈
(0,degeneracy_counter)]

number_self_adjoint←∑
8 (check_self_adjoint)

number_conjugate← degeneracy_counter−number_self_adjoint
if number_conjugate mod 2 ≠ 0 then

extra_self_adjoint← index of extra dimension which is closest to self adjoint
check_self_adjoint[extra_self_adjoint] ← True
number_self_adjoint = number_self_adjoint+1
number_conjugate = number_conjugate−1

end
: = 0
; = 0
for 8 ∈ (0,degeneracy_counter) do

values_to_sum = [
��F 9〉 ∗ker(�)∗

8, 9
| 9 ∈ (0,degeneracy_counter)]

if check_self_adjoint[8] then
self_adjoint_basis[:, :] =∑

9 (values_to_sum)
: = : +1

else
conjugate_basis[:, ;] =∑

9 (values_to_sum)
; = ; +1

end
end
Output
:

True, [self_adjoint_basis,conjugate_basis]

else
Output
:

False, []

end
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Algorithm 4: Construct conjugate random choice of basis for quantum channel
with cluster(s) of eigenvalues
Input :Matrix " , Three lists of lists positive_degenerate_sets,

negative_degenerate_sets, complex_degenerate_sets, Three sets of bases
positive_bases, negative_bases, complex_bases, List of boolean values
conj_test

Result: Matrix new_basis
eigvecs← eigenvectors(")
all_degenerate_sets← [B; | B; ∈

positive_degenerate_sets∪negative_degenerate_sets∪ complex_degenerate_sets)
for B; ∈ all_degenerate_sets do

B;.sort()
end
for 8 ∈ dim(") do

if 8 ∉ B;∀B; ∈ all_degenerate_sets then
new_basis[:, 8] = eigvecs[:, 8]

else
if 8 ∈ B; for B; ∈ positive_degenerate_sets then

sets = positive_degenerate_sets
bases = positive_bases

else if 8 ∈ B; for B; ∈ negative_degenerate_sets then
sets = negative_degenerate_sets
bases = negative_bases

else
sets = complex_degenerate_sets
bases = complex_bases

end
9 ← index of list 8 is in within list of lists “sets”
:← index of 8 within list 9
=← length (list 9)
if conj_test[8] then

random_seeds← list of = random numbers
tilde_basis←∑ (random_seeds[:] ∗bases[ 9] [:, :])
new_basis[:, 8] ← tilde_basis/norm (tilde_basis)

else
conjugate_value← index which 9 is conjugate with
new_basis[:, 8] ← F(new_basis[:,conjugate_value])∗

end
end

end
Output
:

new_basis
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5.5.2 Core algorithms
At this stage, we are given the tomographic snapshot " and an ND2 matrix ' from
the pre-processing phase (clearly, if " is ND2 and has no cluster of eigenvalues, then
' = ").

Algorithm 5 looks for the closest Lindbladian to log' in the Y-neighborhood of " by
formulating a convex optimisation task whose constraints are exactly the necessary
and sufficient conditions for a Lindbladian generator, as discussed in Section 5.3.
We iterate over different branches of the matrix logarithm and pick the resulting
Lindbladian from the convex optimisation programme whose generated channel is
the closest to " .

Algorithm 5: Retrieve best-fit Lindbladian
Input :matrix " , ND2 Matrix ' with dim' = dim" , positive real number Y, positive

integer <max
Result: ! ′ closest Lindbladian to ®<-branch of log' such that ‖" − exp! ′‖F ≤ Y is

minimal over all ®< ∈ {−<max,−<max +1, . . . ,0, . . . ,<max−1,<max}×3
2

3←
√

dim"
!0← log'
b← Y

% 9 ←
��A 9〉〈ℓ 9 �� (

��A 9〉 and 〈
ℓ 9

�� , 9 = 1, . . . , 32 right and left eigenvectors of ")
|l〉 ←∑3

9=1 | 9 , 9〉, l⊥← 1− |l〉〈l|

for ®< ∈ {−<max,−<max +1, . . . ,0, . . . ,<max−1,<max}×3
2 do

! ®<← !0 +2ci
∑32

9=1< 9 % 9 (branches of the matrix logarithm of !0)

Run convex optimisation programme on variable -:
minimise

- − !Γ®<
F

subject to - hermitian
l⊥-l⊥ ≥ 0
‖Tr1 [-] ‖1 = 0

distance←
" − exp-Γ


F

if distance < b then
b← distance
! ′← -Γ

end
end

if ! ′ is not null then
Output
:

Lindbladian ! ′

end
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The first remark about the algorithm is that we are not searching for the closest
Markovian channel, but for the closest Lindbladian to its matrix logarithm. A natural
question is then whether the two objects are precisely related, that is, if the closest
Lindbladian generates the closest Markovian channel. In the general case, this is not
true. A simple counter-example is provided by the perturbed --gate discussed in
subsection 5.4.2, where the closest Lindbladian generates a map close to the identity,
although the unperturbed --gate is a closer Markovian channel. However, consider
the upper bound for general matrices � and � (Lemma 11 in [64])

‖exp �− exp�‖ ≤ ‖�−�‖ exp ‖�−�‖ exp ‖�‖. (5.28)

If we now ask � to be Lindbladian, then the closest Lindbladian !′ to � is also the
operator minimising this upper bound. This implies that the distance between the
Markovian channel exp!′ retrieved by our algorithm and the input matrix" = exp!'
is upper-bounded by

Y B ‖� − !'‖ exp ‖� − !'‖ exp ‖!'‖, (5.29)

where we assume exp� to be the closest Markovian operator to ". Thus, by
appropriately estimating Y and setting it as our tolerance parameter for the algorithms,
we are guaranteed to find a compatible Markovian evolution for the input " .

Note that the convex optimisation problem contains a second-order cone constraint
(when formulating the Frobenius normminimisation in epigraph form), a linear matrix
inequality (LMI) constraint to ensure the conditionally completely positive condition
and a first-order cone constraint representing the trace preserving condition. As in any
convex optimisation programme, every minimum will be a global minimum.

Moreover we have ‖�‖F = ‖�Γ‖F for � in the elementary basis representation. Thus,
‖!′− !‖F = ‖(!′− !)Γ‖F = ‖- − !Γ‖F. This is useful in order to run the convex
optimisation task on the variable - without involutions.

If no Lindbladian generator is found in Y-ball of " , Algorithm 6 will be called to find
the channel in the Y-neighborhood with the smallest non-Markovianity parameter
according to the definition in eq. (5.19). This can again be retrieved by formulating a
convex optimisation programme.

Here the variable X reflects the neighborhood around ! ®< that maps under the
exponential into the Y-neighborhood of "; a lower bound is given by Lemma 11
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Algorithm 6: Compute non-Markovianity measure `min

Input :matrix " , ND2 Matrix ' with dim' = dim" , positive real number Y, positive
integer <max

Result: generator � ′ of the hermiticity- and trace-preserving channel in the Y-ball of "
with the smallest non-Markovianity measure `min over all
®< ∈ {−<max,−<max +1, . . . ,0, . . . ,<max−1,<max}×3

2 .

3←
√

dim"
!0← log'
% 9 ←

��A 9〉〈ℓ 9 �� (
��A 9〉 and 〈

ℓ 9
�� , 9 = 1, . . . , 32 right and left eigenvectors of ")

|l〉 ←∑3
9=1 | 9 , 9〉, l⊥← 1− |l〉〈l|

`min ∈ R+ (initialize it with an high value)
X satisfying Y = exp(X) · X · ‖!0‖F, Xmax = 10 · X, Xstep ∈ R+

for X < Xmax do
for ®< ∈ {−<max,−<max +1, . . . ,0, . . . ,<max−1,<max}×3

2 do

! ®<← !0 +2ci
∑32

9=1< 9 % 9 (branches of the matrix log !0)
Run convex optimisation programme on variables ` and -:

minimise `

subject to - hermitian- − !Γ®<
F
≤ X

l⊥-l⊥ + `13 ≥ 0
‖Tr1 [-] ‖1 = 0

if
" − exp-Γ


F < Y and ` < `min then

`min← `

� ′← -Γ

end
end
X← X+ Xstep

end
if � ′ is not null then

Output
:

hermiticity- and trace-preserving channel generator � ′, non-Markovianity

parameter `min
end
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in [64], that is, Y ≤ exp(X) · X · ‖!0‖F. An upper bound is again provided in Corollary
15 of [64]. However, the boundaries of this region around ! ®< related to the Y-ball
are not precisely characterised. This can cause problems for the convex optimisation
programme, which in some cases can retrieve a Lindbladian for X in the interval
defined by the above bounds whose generated map falls outside the Y-ball. We further
discuss this matter with a relevant example in subsection 5.6.1.3 (cfr. also Fig. 5.5).
To solve this issue in a practical way, we run over increasing X values up to 10 times
the value determined by the lower bound.

The loop in both algorithms runs a brute-force search over the ®<-branches of
the matrix logarithm. As previously explained, there are countably infinitely
many such branches. However, Khachiyan and Porkolab [97] prove that setting
<max = O(22poly(3) ) always suffices to find a solution if one exists. In fact, the same
authors prove that there is a polynomial-time algorithm for integer semidefinite
programming with any fixed number of variables, so for any fixed Hilbert space
dimension in our setting, based on the ellipsoid method (which is more efficient
that performing brute-force search up to the upper-bound). This polynomial-time
algorithm is important theoretically, but not practical. In reality, integer programming
solvers use branch-and-cut methods [98].

However, the increased implementation complexity of these more sophisticated
techniques is unlikely to be justified here. Instead, we encode a simple, brute-force
search over the branches of the logarithm, ordered by increasing | ®< |. There are
physical reasons why a naive, brute-force search is likely to work well here. Large
values of < 9 correspond to high-energy / frequency components of the noise. It
is unlikely that very high energy underlying physical processes play a significant
role, and it is also unlikely that our tomographic data will be sensitive enough to
resolve very high-frequency components. Therefore, if there is a Lindblad generator
consistent with the tomographic snapshot, it is most likely to occur at low values of
| ®< |. Numerical studies on synthesised examples of 1-qubit tomography (see Fig. 5.1)
confirm that setting a small value of <max suffices in practice; indeed, even <max = 1
sufficies in all cases we tested. This is also corroborated by the numerics that was
carried out in [63].

It would be straightforward to replace the brute-force search by a call to an integer
program solver if this ever proved necessary.
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(a) Distance between tomographic results and
the Markovian channel output by our algo-
rithm for an --gate, running Algorithm 1
for 10,000 random samples for each value
of <.

(b) Distance between tomographic results and
the Markovian channel output by our al-
gorithm for a depolarizing channel with
? = 0.3. For each <-value, Algorithm 1
was run for 100 random samples.

Figure 5.1: Investigating how the optimal Lindbladian found by our algorithm varies with
the number of branches of the logarithm searched over for the --gate and
depolarizing channel. There is some fluctuation in distance in the case of the
--gate - this is due to the randomised nature of the algorithm (see Section 5.6
for full results on the --gate).

5.5.3 Multiple snapshots
The approach for single snapshot can be extended to multiple tomographic snapshots
taken at a sequence of times. Augmenting the number of measurements is a way
to make the conditions for a compatible Markovian evolution, or detection of non-
Markovian effects, more stringent, since the requirement is that there exist a single
time-independent Lindbladian that generates a dynamical trajectory that passes close
to every snapshot.

Consider a sequence of tomographic snapshots "1, . . . , "@ associated with measure-
ment times C1, . . . , C@. In Algorithm 7 we formulate a convex optimisation programme
that finds the Lindbladian minimising the sum of the distances from the logarithms
of the input matrices (for simplicity, we present the algorithm for the case of ND2

matrices with no cluster of eigenvalues, and discuss the more general case later in this
section). We iterate over different branches and pick the Lindbladian !′ for which∑
2 ‖"2 − exp C2 !′‖F is the smallest. We also require that the distance with respect to

any logarithm is not larger than some value X varying in the same manner as in the
single-snapshot case. We certify the evolution as Markovian if the exponential of the
retrieved logarithm is within the Y-ball of each input tomographic snapshot.

Once again, dealing with degeneracies requires more work. If the perturbation of
an =-degenerate complex eigenvalue is identified, then we should check whether
this is consistent with all other snapshots, that is, all measurements show a cluster
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Algorithm 7: Retrieve best-fit Lindbladian for multiple snapshots
Input : (32× 32)-dimensional matrices "1 . . . , "@ , positive real numbers C1, . . . , C@,

positive real number Y, positive integer <max
Result: ! ′ Lindbladian minimising

∑@

2=1 ‖C2 !
′− log"2 ‖F such that

‖"2 − exp C2 ! ′‖F < Y for all 2

for 2 = 1, . . . , @ do
!20 ← log"2
%2
9
←

��A 9〉〈ℓ 9 �� (
��A 9〉 and 〈

ℓ 9
�� , 9 = 1, . . . , 32 right and left eigvecs of "2)

end
b← @ Y

X satisfying Y = exp(X) · X · ‖!0‖F, Xmax = 10 · X, Xstep ∈ R+

for X < Xmax do
for ®< ∈ {−<max,−<max +1, . . . ,0, . . . ,<max−1,<max}×3

2 , do

!2®<← !20 +2ci
∑32

9=1< 9 %
2
9
(branches of the matrix log of !20 )

Run convex optimisation programme on variable -:
minimise

∑
2

C2 - − (!2®<)ΓF
subject to - hermitian

l⊥-l⊥ ≥ 0
‖Tr1 [-] ‖1 = 0C2 - − (!2®<)ΓF

≤ X for 2 = 1, . . . , @

distance←∑
2

"2 − exp C2 -Γ


F

if
"2 − exp C2 -Γ


F < Y for all 2 = 1, . . . , @ and distance < b then

b← distance
! ′← -Γ

end
end

end

if ! ′ is not null then
Output
:

Lindbladian ! ′

end

of = eigenvalues. Because of the hermiticity-preserving condition we also expect
a partner cluster of = eigenvalues, corresponding to the complex-conjugate partner
subspace. Note that the two clusters will overlap when they approach the negative
axis, and conversely that any cluster close to the negative axis is expected to split
in two partner clusters representing the perturbation of two eigenvalues related by
complex conjugation: this means that when taking successive snapshots, we can
avoid the case of perturbed negative eigenvalues by choosing suitable measurement
times. Secondly, we should also verify if in all snapshots both the multi-dimensional
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subspace of a cluster and its partner subspace are consistent with the same unperturbed
pair of hermitian-related eigenspaces, up to some approximation. Indeed, recall
that eigenspaces are stable with respect to perturbation. Moreover, since here we
are checking for time-independent Markovianity from multiple snapshots, we are
interested in the case where the Lindbladians for all snapshots are the same.

Given this, and the results of subsection 5.4.2.3, our approach to handling an =-
degenerate complex eigenvalue _ is as follows. We select one of the snapshots, 2′,
at random, and apply the pre-processing steps from Algorithm 1 to "2′ in order to
obtain a random hermitian-related basis of vectors for the _ and _∗ subspaces. Denote
these by {E 9 } and {E†9 } respectively, and denote the projections onto the subspace
spanned by these vectors by ΠE and ΠE† . We then determine whether this choice of
basis is compatible with the other snapshots, by checking that∑

2

Π2 (_) −ΠE+∑
2

Π2 (_★) −ΠE† ≤ e1, (5.30)

where e1 is a tolerance parameter for the perturbation of subspaces (which we set
arbitrarily, but that one can derive rigorously using refs. [65] and [99]). A set of basis
vectors retrieved with the above approach can then be used as the new eigenvectors
of the input matrices {"2}2 for the clusters of eigenvalues, in analogous fashion as
for the single-snapshot case, and then run Algorithm 7 on these modified operators.
This procedure for constructing a random basis should be repeated a number of times,
and the optimal result kept, as in the single snapshot case.

A special case is the perturbation of degenerate real eigenvalues that do not turn into
complex ones through the sequence of snapshots, corresponding to real eigenvalues
for the Lindbladian generator. In this case, we do not have a partner invariant
subspace. As discussed already, an eigenspace of an hermiticity-preserving operator
with respect to a real eigenvalue admits self-adjoint eigenvectors in addition to
hermitian-related pairs. Consider an =-degenerate real eigenvalue ^. As in the
complex case, we pick a snapshot 2′ at random, and apply the pre-processing steps
from Algorithm 1 to "2′ to find a basis for the subspace Π2′ (^). This basis will be
composed of a set of vectors {E 9 }?9=1, a set of hermitian-related vectors {E†

9
}?
9=1, and

a set of self-adjoint vectors {B 9 }=−2?
9=1 , for some value ? = 1, . . . , =/2. Denoting by ΠE ,
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ΠE† , ΠB the corresponding projections onto the subspaces spanned by these sets of
vectors, the constraint eq. (5.30) turns into:∑

2

Π2 (^) −ΠE −ΠE† −ΠB ≤ e2. (5.31)

As in the complex case, we run Algorithm 7 on the input matrices resulting by using
these vectors as the bases for the degenerate subspace in each "2, and then repeat
the randomised process a number of times.

5.6 Numerical Examples with Cirq
In this section, we present the results of testing our algorithm numerically on noisy
dynamics synthesised in Cirq [66]. The numerics serve as a benchmark of both
our convex optimisation and pre-processing algorithms. Since we know the ‘ideal’
channel in each test case, we can compare the outcomes against the true values. The
algorithms performed well in all cases. It is worth emphasising that the algorithm
itself does not require any information about what the ‘ideal’ channel is – it merely
needs the tomographic data of the channel under consideration. Here the ideal
operator is only used to benchmark the results against.

5.6.1 One-qubit numerics
In every one-qubit example each measurement in the simulated process tomography
was repeated 10,000 times. Throughout this section we will express distances between
matrices using the Frobenius norm.

5.6.1.1 Unitary 1-qubit example: --gate

In subsection 5.4.2 we demonstrate how the naive algorithm (with no pre-processing)
is not guaranteed to find the closest Markovian channel if the input is a ‘noisy’ --gate,
as the degenerate eigenbases are not stable with respect to perturbations.5

We used Cirq’s density matrix simulator to simulate process tomography on a 1-qubit
--gate. Denoting the result of the process tomography by "- , the distance from the
ideal operator is

‖"- − - ⊗ - ‖ = 0.025 (5.32)

Clearly we expect the closest Markovian channel to be at least as close to "- as this
value.

5The transfer matrix for an --gate has two two-fold degenerate eigenspaces: one with eigenvalue
+1, and one with eigenvalue −1.
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(a) Random samples in the range (0,100) (b) Random samples in the range (0,10000)

Figure 5.2: Results for a simulated 1-qubit --gate. In both cases the algorithm ran with
Y = 1. A H-axis value greater than 1 indicates that no Markovian channel was
found in that run.

We applied our convex optimisation algorithm to extract the full description of the
best-fit Lindbladian; we denote the generated Markovian channel by )- . In Fig. 5.2
we show how the distance ‖"- −)- ‖ varies with the number of random samples
we set the code to run for. As expected, increasing the number of random samples
decreases the distance between "- and )- , although there is some fluctuation due to
the randomised nature of the algorithm. This shows that the ‘direction’ which the
matrix is perturbed in is crucial – as we saw in subsection 5.4.2, perturbations of the
same magnitude along different directions can have very different effects on whether
a compatible Lindbladian is found.

5.6.1.2 Markovian 1-qubit example: depolarizing channel

The depolarizing channel, implementing the evolution

d→ (1− ?)d + ?
3
(-d- +.d. + /d/) , (5.33)

is an example of a non-unitary, but Markovian, quantum channel.

We simulated process tomography on a depolarizing channel with ? = 0.3. The
transfer matrix for this channel has a non-degenerate +1 eigenvalue, and a three-
fold degenerate eigenspace with eigenvalue 0.6. We used our convex optimisation
algorithm to construct the closest Markovian channel. Denoting the result of the
process tomography by "depol and the transfer matrix of the depolarizing channel by
Edepol, we get

‖"depol−Edepol‖ = 0.033 (5.34)
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In Fig. 5.3 we show how the distance between the tomography result and the closest
Markovian channel varies with the number of random samples we allowed the code
to run for.

Comparing Fig. 5.3 with Fig. 5.2 (and noticing the different H-axis scales in the
two graphs) we see that unlike with the --gate, Algorithm 1 always finds a good
approximation to the tomographic result, even for very few random samples. This
suggests that the direction of perturbation is less important for the depolarizing
channel than for the --gate.

(a) Random samples in the range (0,100) (b) Random samples in the range (0,1000)

Figure 5.3: Results for a simulated 1-qubit depolarizing channel.

5.6.1.3 Non-Markovian and Markovian 1-qubit examples: unital quantum
channel

In [100] Kraus operators are constructed for a unital quantum channel, and conditions
for the channel to be Markovian have been derived.6 For a master equation

¤d(C) = W1f1df1 +W2f2df2 +W3f3df3− (W1 +W2 +W3)d, (5.35)

the Kraus operators for the evolution are:

�0 =
1
2
(1+Γ1 +Γ2 +Γ3)

1
2 I

�1 =
1
2
(1+Γ1−Γ2−Γ3)

1
2 f1

�2 =
1
2
(1−Γ1 +Γ2−Γ3)

1
2 f2

�3 =
1
2
(1−Γ1−Γ2 +Γ3)

1
2 f3,

(5.36)

where
Γ8 B 4−

∫ C
0 3B(W 9 (B)+W: (B)) (5.37)

6A channel is said to be unital if the maximally mixed state is a fixed point of the evolution.
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and {8, 9 , :} is a permutation of {1,2,3}.

The inequality for the channel to be completely positive is

Γ8 +Γ 9 ≤ 1+Γ: , (5.38)

where {8, 9 , :} is a permutation of {1,2,3}. The condition for the channel to be
Markovian is given by W8 (C) > 0, for all C and 8.

We simulated process tomography in Cirq on a non-Markovian unital quantum
channel with W1 = −200, W2 = 201, W3 = 200.5. The transfer matrix for this channel is
non-degenerate. Denoting the tomography result by "unital and the transfer matrix of
the unital quantum channel by Eunital, we obtain

‖"unital−Eunital‖ = 0.0335 (5.39)

ApplyingAlgorithm1with a large error tolerance parameter (Y = 1) found aMarkovian
channel, ) , satisfying ‖) −"unital‖ = 0.609.

In Fig. 5.4 we show the results of comparing the non-Markovianity parameter `
against the accuracy Y. We first ran Algorithm 1 with varying Y using a step size
Xstep = 0.5 in the Algorithm 6 subroutine: the results are shown in Fig. 5.4a. For
Y ∈ (0,0.186) no `-parameter was found by the algorithm. Conversely in Fig. 5.4b,
where the same analysis is run with a step size Xstep = 0.01, a non-Markovianity
parameter was found for all Y ≥ 0.025.

This can be understood by recalling that Algorithm 6 doesn’t search for the channel )
that minimises ` and is within an Y-ball of " . It searches for the Lindbladian !′ that
minimises ` and is within a X-ball of log("), then checks whether ‖4! ′ −" ‖ ≤ Y.
Since the bounds on X aren’t tight, it repeats this process for X ∈ {X8 = Xmin + Xstep |
X8 < Xmax}, and keeps the best result. If Xstep is too large, this can lead to the algorithm
failing to select a `-value within the Y-ball of ", even when one exists: this is
what has happened in Fig. 5.4a. An illustration explaining this intricacy is given in
Fig. 5.5.

The problem can be eliminated by running Algorithm 6 with a smaller step size. In
Figs. 5.4b and 5.4c we show the results of running Algorithm 1 with a varying Y
parameter, and where the Algorithm 6 subroutine has a step size Xstep = 0.01. For
Y = 0 no ` is found by the convex optimisation algorithm, indicating that there is
no compatible Markovian channel in the Y-ball around ", even with white noise
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(a) Y in the range (0,0.609) with step size of
0.5

(b) Y in the range (0,0.609) with step size of
0.01

(c) Y in the range (0.025,0.609)

Figure 5.4: Results for a simulated unital quantum channel. A value of ` = 1000 indicates
that no ` was found by the algorithm. In Fig. 5.4a the step size is 0.5. In all
other figures the step size is 0.01.

Y
"

)1

)2

log
log(")

log()1)

log()2)

Xmin
Xmax

Figure 5.5: A schematic illustration of the distortion of the Y-ball (gray area) under the
matrix logarithm, whose boundaries are included between two balls of radius
Xmin and Xmax. Let )8 (for 8 = 1,2) be quantum channels with non Markovianity-
parameter `8 such that ‖ log()8)− log(")‖ = X8 and ‖)8−" ‖ = Y8 where `1 > `2,
Y2 > Y > Y1 and X2 > X1. If Algorithm 6 is run on the channel " with
Xstep > X2 − X1 the algorithm will not return a non-Markovianity parameter
because the convex optimisation finds )2, but this is rejected by the step which
checks if ‖4!′ −" ‖ ≤ Y. Running Algorithm 6 with a smaller Xstep solves this
issue.
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addition. Above Y ≈ 0.025 the convex optimsation algorithm consistently finds
an actual value for `. As Y approaches 0.609 ` decreases to zero, indicating that
increasing the size of the Y-ball reduces the amount of white noise required to render
the channel Markovian, as expected.

We also simulated process tomography on a Markovian version of the unital channel
with W1 = 200. Running Algorithm 1 on the result of the tomography, we found a
Markovian channel ) satisfying ‖) −" ‖ = 0.02.

5.6.1.4 Analytical derivation of the non-Markovianity parameter

In order to benchmark the output of Algorithm 6, we calculate by hand the value of
` for the unital quantum channel numerically investigated in subsection 5.6.1.3. This
particular example is convenient because there is no cluster of eigenvalues; indeed,
all eigenvalues of the simulated perturbed channel are positive and far apart from
each other. This means that all subspaces are 1-dimension and thus we don’t have to
undergo a search over (infinitely many) feasible basis vectors for the unperturbed
channel.

Noting that the white noise addition cannot influence either the hermiticity-preserving
or the trace-preserving condition, our strategy will be to construct a matrix from the
tomographic data by “filtering” these two properties, and then calculate the minimal
value of ` to increase the eigenvalues of its Choi representation in order to satisfy
the conditionally complete positivity condition. This approach does not guarantee
that we will obtain the closest map compatible with Markovian dynamics through
white noise addition, but we can reasonably expect to retrieve an operator that is very
close to the optimal one. We will then compare the value for ` from this calculation
with the one returned by algorithm when setting Y equal to the distance between the
input matrix and the matrix exponential of the map calculated with this analytical
method.

Consider the constraints on the eigenvalues and eigenvectors of an hermiticity-
and trace-preserving channel having non-degenerate and non-negative spectrum.
Hermiticity implies that all eigenvectors must be self-adjoint; the trace-preservaing
condition means that one eigenvalue must be equal to 0 with respect to a left
eigenvector being proportional to the maximally entangled state 〈l | = 〈(1,0,0,1) |.
By the biorthogonality conditions between left and right eigenvectors, this forces the
three right eigenvectors related to the complement of the kernel to have first and fourth
components of opposite sign. Hence, we will go through the following steps to turn
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the simulated perturbed unital channelU into an hermiticity- and trace-preserving
matrix �′ and calculate its non-Markovianity measure by hand:

(1) From the eigenvalues _1 > _2 > _3 > _4, set _4 = 0 and define the matrix
� B diag(_1,_2,_3,0).

(2) From the right eigenvectors {F 9 } 9 build self-adjoint vectors
��Ẽ 9 〉 = 1/2 · (

��F 9

〉
+���F†9 〉), for 9 = 1, . . . ,4.

(3) Construct three vectors orthogonal to 〈l| whose first and fourth components
are respectively E (1)

9
= 1/2 ·

(
Ẽ
(1)
9
− Ẽ (4)

9

)
and E (4)

9
= −E (1)

9
, and with E (2)

9
= Ẽ
(2)
9

and E (3)
9
= Ẽ
(3)
9
, for 9 = 1,2,3. Define then ( B (E1, E2, E3, Ẽ4).

(4) Define �′ B (�(−1 and calculate

` = 2 · |_min(l⊥(�′)Γl⊥) | and Y = ‖U − exp�′‖F. (5.40)

For the simulated channel, under this procedure we obtain a value of ` = 5.76983
and Y = 0.01788. As a comparison, by setting Y = 0.01788 in our algorithm (with
Xstep = 10−5) this returns `min = 5.76539819; also, as we can see in Fig. 5.4c,
(0.012 – 0.025) is indeed the first segment for Y where we retrieve a valid value for
`min. We refer to the Mathematica notebook supplied as Supplementary Material
with [11] for the explicit calculation following this procedure.

5.6.2 Two-qubit examples
In every two-qubit example each measurement in the simulated process tomography
was repeated 100,000 times.

5.6.2.1 Unitary 2-qubit example with degenerate eigenvalues:
ISWAP gate

The action of the ISWAP gate is to swap two qubits, and introduce a phase of 8 to the
|01〉 and |10〉 amplitudes. It has a six-fold degenerate eigenspace with eigenvalue +1,
a two-fold degenerate eigenspace with eigenvalue −1, and two four-fold degenerate
eigenspaces with eigenvalues ±8.

We used Cirq’s density matrix simulator to simulate process tomography on the
ISWAP-gate. Denoting the result of the process tomography by "� , we have

‖"� − �(,�% ⊗ �(,�%‖ = 0.031 (5.41)
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We then used our convex optimisation algorithm to construct the closest Markovian
channel, )� . We ran Algorithm 1 for 100 random samples, 85 times. The results are
shown in Fig. 5.6.

It is clear that a higher number of random samples is required than in the 1-qubit
case with the --gate. This is to be expected, since the degenerate eigenspaces
are higher-dimensional, and there are more of them. The probability of randomly
choosing a ‘good’ basis is hence lower.

(a) The distance between the tomography
result and the Markovian channel con-
structed by Algorithm 1 in each 100-
random sample run.

(b) Results from the same simulation as
Fig. 5.6a, where now we show minimum
distance achieved against total number of
random samples.

Figure 5.6: Numerics for the simulated ISWAP gate. Algorithm 1 was run for 100 random
samples 85 times.

5.6.2.2 Markovian 2-qubit example: depolarizing C/ channel

The C/ is a two-qubit quantum gate. Its action is to apply a /-gate to the second
qubit if the first qubit is in the |1〉 state. Otherwise it acts as the identity on both
qubits.

We simulated process tomography on a depolarizing C/ channel, which applied the
C/-gate with probability 0.1, or an -- / .. / // -gate with probabilities 0.07, 0.08
and 0.09 respectively. This is an example of a non-unitary, but Markovian, quantum
channel. The transfer matrix of the channel has six two-fold degenerate eigenspace
with eigenvalue +1, 0.7, 0.93, 0.57, 0.67, and 0.47, and non-degenerate eigenvalues
of 0.68, 0.66, 0.48 and 0.46.

Denoting the result of the process tomography by "C/depol and the transfer matrix of
the depolarizing channel by EC/depol, their distance is

‖"C/depol−EC/depol‖ = 0.033 (5.42)
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We ran Algorithm 1 on "C/depol for 100 random samples, 10 times. The results are
shown in Fig. 5.7.

Comparing Fig. 5.7 with Fig. 5.6 (and noticing the different H-axis scales in the two
graphs) we see that unlike with the ISWAP-gate, Algorithm 1 always finds a good
approximation to the tomographic result, even for very few random samples. As in
the 1-qubit example, this shows that the direction of the perturbation is less important
for the non-unitary channel than it is for the unitary channel.

(a) The distance between the tomography
result and the Markovian channel con-
structed by Algorithm 1 in each 100-
random sample run.

(b) Results from the same simulation as
Fig. 5.7a, where now we show minimum
distance achieved against total number of
random samples.

Figure 5.7: Numerics for the simulated depolarizing C/ channel. Algorithm 1 was run for
100 random samples 10 times.

5.6.3 Time series data
Finally we ran our time series algorithm Algorithm 7 on 10 time steps of the 1-qubit
depolarizing channel from subsection 5.6.1.2. The results are shown in Fig. 5.8. For
this example the Frobenius norm of the distance between the ideal channel and the
tomographic result is different for each snapshot. This makes it more difficult to
interpret the Frobenius norm as a distance measure, so we have instead plotted the
process fidelity between the tomography result for each snapshot and 4C! where !
is the time-independent Lindbladian which best fits the 10 tomographic snapshots.
As can be seen in the figures, there is excellent agreement between the tomography
results and the Markovian channel found by Algorithm 7 .

5.7 Conclusions
We have developed novel methods and algorithms, based on previous work [63],
to retrieve the best-fit Lindbladian to a quantum channel. We have implemented
these algorithms in Python, and benchmarked them on synthetic tomography data
generated in Cirq.
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Figure 5.8: The process fidelity between the tomography result and the Markovian channel
constructed by Algorithm 7 for 10 time steps of the 1-qubit depolarizing channel.

The key strengths of our method is that it can be applied to a single tomographic
snapshot, is completely assumption-free regarding the structure of the analysed
operator, and does not rely on any prior knowledge of the environment or the noise
model. At the core of the method is a convex optimisation programme which searches
for the closest Lindbladian generator within a given distance from thematrix logarithm
of the input. This approach is successful in dealing with imprecise tomographic
data, extracting Markovian dynamics within any desired regime of tolerance. If no
Markovian channel is found, the scheme provides a well-defined quantitative measure
of non-Markovianity in terms of the minimal addition of white noise required to
“wash-out” memory effects, and render the evolution Markovian.

A significant part of the extension over [63] is focused on the treatment of input
matrices that are perturbations of some unknown process with a degenerate spectrum.
This situation commonly arises when analysing noisy unitary gates in quantum
computation. In order to address the susceptibility of the convex optimisation
programme with respect to perturbation of multi-dimensional eigenspaces, we have
designed a series of pre-processing algorithms, rigorously rooted in the theory of
matrix perturbation, which identify and re-contruct the unperturbed hermiticity-
preserving structure of the original channel. To test our theoretical formulation,
we have implemented and numerically benchmarked our algorithm on simulated
data from the Cirq platform, demonstrating that our algorithms are able both to
successfully identify channels consistent with an underlying Markovian dynamics, as
well detect and quantitify non-Markovianity.

One drawback of the algorithms developed here is that they require a full tomographic
snapshot, thus become infeasible for large numbers of qubits or when a complete
tomographic description cannot be attained. Extending these algorithms to the case
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where we only have access to measurement data that gives incomplete information
about the full dynamics, or incorporating partial prior information, will be explored
in future work. Incorporating techniques to account for state preparation and
measurement errors in the tomography stages may also be important when applying
our algorithms to NISQ hardware. Finally, as stated in the introduction, another key
avenue is to further develop the analysis and methods of this chapter to the case
of time-dependent noise models, allowing the techniques to be applied to quantum
dynamics at longer timescales over which the noise processes are likely to vary.

Code availability
The python code implementing the algorithms presented in this chapter and used to
produce the numerical results is available at [7].

The 1-qubit --gate analysis (with 10,000 random samples) took 2 hours on a standard
Intel x86 2.0GHz laptop, and the 2-qubit ISWAP analysis (8,500 random samples)
took 2 weeks on a standard Intel x86 3.40Ghz desktop machine. We made no
effort to optimise the algorithm implementation. In particular, the most costly part
of the algorithms, namely the random sampling in the pre-processing, is trivially
parallelisable, but we didn’t do this here. The run-time can certainly be reduced
significantly if desired.
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Chapter 6

Quantum information in
holography

6.1 Introduction
The holographic principle states that the description of a gravitational theory in
a volume can be mathematically encoded onto its lower dimensional boundary
[101, 102]. The most successful realisation of the holographic principle is the
AdS/CFT correspondence: a postulated duality between quantum gravity in (3 +1)-
dimensional, asymptotically anti-de-Sitter (AdS) space, and a conformal field theory
(CFT) defined on its 3-dimensional boundary [103]. It has provided insight into
theories of quantum gravity, and has also been used as a tool for studying strongly-
interacting quantum field theories. Concepts from quantum information theory have
been used to further our understanding of the duality, with a notable example being
the relationship between entanglement and geometry captured by the Ryu-Takayanagi
formula [104]. Recently it has been shown that important insight into the emergence
of bulk locality in AdS/CFT can be gained through the theory of quantum error
correcting codes [105].

The relationship between quantum information theory andAdS/CFT has led to interest
in using quantum information tools to construct exactly solvable toy models which
capture key aspects of the duality. In this thesis we’ll be interested in toy models built
up from tensor networks. These tensor networks are used to construct holographic
quantum error correcting codes (HQECC) [106, 107, 108, 109, 110, 111, 112], which
realise many of the interesting structural features of AdS/CFT. There are a number
of features of AdS/CFT that a HQECC might want to emulate to be considered a
successful toy model:
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1. Entanglement structure. The relationship between bulk geometry and
boundary entanglement in AdS/CFT is one of the key features of the duality. It
is captured in the Ryu-Takayanagi formula which states that the entanglement
entropy of a boundary region, �, is proportional to the area of a corresponding
minimal surface, W�, in the bulk geometry[113]:

((�) ≈ |W� |
4�#

, (6.1)

where �# is Newton’s constant.

2. Error correcting properties. As already outlined, AdS/CFT can be viewed
as a quantum error correcting code [105] - bulk information is redundantly
encoded in the boundary theory. Consider a fixed time slice of AdS. A boundary
region, �, defines a region in the bulk known as its entanglement wedge E[�]
– the bulk region bounded by � and the Ryu-Takayangi surface of �. The
AdS-Rindler reconstruction states that a bulk operator acting in E[�] can be
represented as a boundary operator supported on � [105, 114]. A given bulk
operator lies in the entanglement wedge of many boundary regions, hence
there are multiple representations for each bulk operator with different spatial
support on the boundary. Since the bulk operator can be reconstructed on � it
is protected against an error where the complementary boundary subregion �2

is erased. Given any partition of the boundary into non-overlapping regions �
and �2, a given bulk operator should always be recoverable on exactly one of
the regions (a property known as complementary recovery).

3. Mapping between models. The AdS/CFT correspondence is a mapping
between models, not just between states and observables; it relates quantum
theories of gravity in the bulk to conformal field theories in one dimension lower
on the boundary. For holographic code models, this means realising a mapping
between (quasi-)local Hamiltonians in the bulk and local Hamiltonians on the
boundary.1 It should be noted that throughout this section we will use local
in the computer science sense - i.e. we call a Hamiltonian local if it can be
written as a sum of 2-body operators acting on neighbouring spins. In the high
energy physics community locality can be used to refer to something stronger -
the idea that signals cannot travel instantaneously (or close to instantaneously).

1Note the bulk Hamiltonian isn’t necessarily strictly local – there may be gravitational Wilson
lines which break locality in a restricted way.
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In Chapter 9 we discuss how this more physical idea of locality is related to
the work in this section.

4. Symmetries in the boundary theory. In AdS/CFT the boundary is a confor-
mal field theory - so we’d want to construct a HQECC where the boundary
exhibits a (discrete) version of conformal theory.

For more detailed discussion of AdS/CFT readers are referred to [115, 116]

As mentioned previously, the toy models of AdS/CFT we are interested in in this
thesis are built up from tensor networks. So before delving into the details of any
constructions we cover some technical background on tensors in Section 6.2. Then,
in Section 6.3 we go on to present two previously constructed HQECCs which we
extend in this thesis. The first, [106], approximately realises the first two desired
properties. The second [110], builds on the work in [106] and exactly realises
properties 1-2.

In the remaining chapters of the thesis we go on to outline new constructions of
HQECC which build on [106, 110]. In Chapter 7 we present a HQECC which
applies the theory of universal Hamiltonians to the HQECC in [106] to construct
a toy model which approximately realises properties 1-2 and also realises property
3. This is extended in Chapter 8 with a HQECC which uses techniques from [110]
and Chapter 7 to exactly realise properties 1-3. Finally, in Chapter 9 we give our
conclusions, including a discussion of how these constructions could be extended to
realise property 4.

6.2 Technical set-up
A rank =-tensor where each index runs over ? values can be viewed as an =-qudit
state where each qudit has local dimension ?:

|k〉 =
∑

8182...8C∈ZC?

)8182...8C |81〉 ⊗ |82〉 ⊗ ...⊗ |8C〉 . (6.2)

If we reshape the tensor to consider C� "input legs" and C� "output legs" it represents
a linear map, + , between two Hilbert spacesH� ↦→ H� with dimensions 3� = ?C�

and 3� = ?C� respectively:
+ |0〉 =

∑
1

)0,1 |1〉 . (6.3)

Larger mappings can be generated by contracting multiple tensors together to form a
tensor network (see Fig. 6.1).
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Figure 6.1: A) Graphical representation of tensor from eq. (6.2). B) Graphical representation
of reshaping a tensor into a mapping from eq. (6.3). C) Example of contracting
tensors together to form a tensor network.

6.2.1 Perfect tensors and pseudo-perfect tensors
Perfect tensors were first introduced in [106], where they were used in the construction
of HQECC from a 2D bulk to a 1D boundary.

Definition 56 (Perfect tensors, definition 2 from [106]). A 2<-index tensor )0102...02<

is a perfect tensor if, for any bipartition of its indices into a set � and a complementary
set �2 with |�| ≤ |�2 |, ) is proportional to an isometric tensor from � to �2.

This definition is equivalent to requiring that the tensor is a unitary from any set of <
legs to the complementary set.

For one of the constructions in Chapter 7 we introduce a generalisation of perfect
tensors:

Definition 57 (Pseudo-perfect tensors). A 2<+1-index tensor)0102...02<+1 is a pseudo-
perfect tensor if, for any bipartition of its indices into a set � and a complementary
set �2 with |�| < |�2 |, ) is proportional to an isometric tensor from � to �2.

The states described by (pseudo-)perfect tensors are absolutely maximally entangled
(AME) (see Appendix C.1 for details). Furthermore, viewed as an isometry from
: indices to = indices, a C-index (pseudo-)perfect tensor is the encoding isometry of a
[=, :, 3] code, where C = =+ : and 3 =

⌊
C
2
⌋
− : +1 (see Appendix C.2 for proof).

6.2.1.1 Stabilizer (pseudo-)perfect tensors
The HQECC constructed in [106] uses stabilizer perfect tensors, and in Chapter 7
we’ll also restrict our attention to these tensors:
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Definition 58 (Stabilizer (pseudo-)perfect tensors). Stabilizer (pseudo-)perfect ten-
sors describe stabilizer AME states.2

In Appendix C.4 we demonstrate that stabilizer (pseudo-)perfect tensors describe
stabilizer QECC. Furthermore, they map Pauli rank one operators to Pauli rank one
operators in a consistent basis.

It is possible to construct a C-index (pseudo-)perfect stabilizer tensor for arbitrarily
large C by increasing the local Hilbert space dimension. Details of the construction
are given in Appendix C.5.

6.2.2 Random tensors
We can construct random states (and hence random tensors) by starting from an
arbitrary reference state, |0〉, and applying a random unitary operation, *. The
average over a function of the random state, 5 ( |q〉), is given by integration over the
unitary group,*, with respect to the Haar measure:

〈 5 ( |q〉)〉 =
∫
U(3)

5 ( |q〉)3*. (6.4)

A random tensor does not generally have any particular properties. However, in the
limit of large bond dimension random tensors are approximately perfect with high
probability due to the concentration of measure phenomenan [117].

6.2.2.1 Random stabilizer tensors

In Chapter 8 we will be interested in random stabilizer tensors. To construct a
random stabilizer state we begin with a reference stabilizer state

��k̃〉
, stabilized by (,

and apply a random Clifford unitary � to give |k〉 = �
��k̃〉

. Since the Clifford group
maps the Pauli group to itself under conjugation this results in a stabilizer state with
(′ = �(�†.3

Uniformly sampling over the Clifford group is not equal to the Haarmeasure on unitary
groups, however the Clifford group does form a 2-design [118, 119, 120]:

Definition 59 (Unitary 2-design, [118]). A set D = {*: } :=1 of unitary matrices on
H = C3 is a unitary 2-design if it fulfils the condition:

2See Appendix C.3 for a definition of stabilizer states and stabilizer codes on qudits of prime
dimension.

3Here we are not restricting ourselves to qubits - the procedure works for qudits of prime dimension
? with the generalised Pauli and Clifford groups.
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1. (Twirling of states) For all d ∈ B(H ⊗H)

1
 

∑
*:∈D

(*: ⊗*: ) d (*: ⊗*: )† =
∫
U(3)
(* ⊗*)d(* ⊗*)†3*. (6.5)

This property of the Clifford group will be useful in Chapter 8

6.3 Previous work
6.3.1 HQECC based on perfect tensors
The HaPPY code [106] is a tensor network code, built up by embedding perfect
tensors in a tessellation of H2 by right angled pentagons (see Fig. 6.2). The perfect
tensors used to build the code have six legs - five of the legs are contracted through the
faces of the pentagons, the remaining uncontracted leg is a bulk degree of freedom.
The tessellation is cut off at some finite radius, and uncontracted legs on the edge of
the tessellation represent boundary degrees of freedom.

Using the properties of perfect tensors, along with the negative curvature of H2

it is shown in [106] that the HaPPY code is an isometry from bulk degrees of
freedom to boundary degrees of freedom. Moreover, it is an error correcting code,
where reconstruction qualitatively mirrors the AdS-Rindler reconstruction (although
there do exist pathological choices of boundary regions � and �2 where some
bulk operators are not recoverable on either � or �2, violating complementary
recovery). The relationship between entanglement and geometry in the HaPPY code
also captures some of the features of AdS/CFT, and for connected boundary regions
the Ryu-Takayanagi formula is approximately obeyed.4

Local (or quasi-local)5 bulk Hamiltonians which are pushed through the HaPPY code
lead to global Hamiltonians on the boundary theory - these Hamiltonians include
terms which act on a O(1) fraction of the boundary manifold.

6.3.2 HQECC based on random tensors
[110] studied toy models of AdS/CFT based on random tensor networks embedded
in H3 for 3 ≥ 2 dimensions. In this model a tensor network is constructed out of
tensors, picked uniformly at random. In [110] the authors interpret the average over

4For holographic states, with no bulk degrees of freedom, the Ryu-Takayanagi formula is exactly
obeyed for connected boundary regions. With the inclusion of bulk degrees of freedom the authors
of [106] are only able to demonstrate entropy bounds, which demonstrate small deviations from the
exact formula.

5A ‘quasi’ local Hamiltonian is a generalisation of a local Hamiltonian that allows for the possibility
of gravitational Wilson lines - see subsection 7.4.1.6 for a rigorous definition.
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Figure 6.2: The holographic pentagon code from [106]. Each blue pentagon represents a 6
leg perfect tensor (see Definition 56). Five indices of the tensor are contracted
through faces of the pentagon, the remaining uncontracted index represents a
bulk degree of freedom (shown by the red dot).

random tensors as the partition function of a classical Ising model. In this picture,
the Ryu-Takayanagi minimal surfaces appear as domain walls. This mapping allows
the authors to demonstrate that for large bond dimension in their construction the
Ryu-Takayanagi formula is obeyed exactly for separable bulk states. Moreover, when
there is non-trivial entanglement in the bulk the corrections to the Ryu-Takayanagi
formula qualitatively mirror what is expected in AdS/CFT.

Furthermore, it is shown that (in the limit of large bond dimension) the random
tensor networks constructed in this fashion are approximate isometries from the bulk
to the boundary and in the reverse direction, defining a bidrectional holographic
code. The bulk-to-boundary mapping also satisfies the error correction properties
of the AdS-Rindler reconstruction. However, as in the HaPPY code, (quasi-)local
bulk Hamiltonians which are pushed through the tensor network lead to global
Hamiltonians on the boundary of the network.



Chapter 7

Toy models of holographic duality
between local Hamiltonians

7.1 Introduction
Since holographic quantum codes give a mapping from any bulk operator to the
boundary, one can certainly map any local bulk Hamiltonian to the boundary. But
this gives a completely non-local boundary Hamiltonian, with global interactions
that act on the whole boundary Hilbert space at once. Local observables deep in the
bulk are expected to map under AdS/CFT duality to non-local boundary observables,
so this is fine – indeed, expected – for observables. But a global Hamiltonian acting
on the entire boundary Hilbert space has lost all relation to the boundary geometry;
there is no meaningful sense in which it acts in one dimension lower. Indeed, for
these toy models on finite dimensional spins, any Hamiltonian whatsoever can be
realised using a global operator. For the correspondence between bulk and boundary
models to be meaningful, the local Hamiltonian describing the bulk physics needs to
map to a local Hamiltonian on the boundary. For this reason, [106, 109, 110, 111]
study the mapping of observables and states in their construction, and do not apply it
to Hamiltonians.

By standing on the shoulders of the holographic quantum code results, in particular the
HaPPY code [106], and combining stabilizer code techniques with the mathematical
theory of Hamiltonian simulation [6] and techniques from Hamiltonian complexity
theory, we build on these previous results to construct a holographic duality between
quantum many-body models in 3D (2D) hyperbolic space and local models living on
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its 2D (1D) boundary.1 This allows us to extend the toy models of holographic duality
in previous HQECC to encompass local Hamiltonians, and in doing so enables us to
say something about how energy scales and dynamics in the bulk are reflected in
the boundary. It also allows us to explore the duality in the other direction: from
boundary to bulk. This gives insight into how the hyperbolic bulk geometry emerges
as the geometry of a low-energy effective theory, and how this effective bulk geometry
gets distorted at higher energies.

The remainder of this chapter is set out as follows. In Section 7.2 we present our main
result, and give an overview of the proof. In Section 7.3 we outline the mathematical
background needed to follow the full technical proofs. The proofs themselves are
presented in Section 7.4 and Section 7.5 for the 3D/2D and 2D/1D cases respectively.
Finally, in Section 7.6 we discuss the implications of our results, including a toy
model of black hole formation within these HQECC.

7.2 Main results
In this chapter we construct an explicit duality between quantum systems in hyper-
bolic space, H3 , and quantum systems on its 3 − 1-dimensional boundary, which
encompasses states, observables, and local Hamiltonians. The map is a quantum
error correcting code, where the logical Hilbert space is a set of ‘bulk’ qudits, which
are embedded in a tessellation ofH3 . The physical Hilbert space is a set of ‘boundary’
qudits, which lie on a 3 −1-dimensional manifold in H3 . Every state and observable
in the bulk/logical Hilbert space is mapped to a corresponding state / observable
in the boundary/physical Hilbert space. The error correcting properties of the map
means that it is possible to recover from erasure of part of the boundary Hilbert
space, as in previous HQECC toy models.

Under our mapping, any local Hamiltonian in the bulk is mapped approximately
to a 2-local, nearest-neighbour Hamiltonian in the boundary (where a :-local
Hamiltonian is a sum over terms which each act non-trivially on at most :-qudits,
and nearest-neighbour means the interactions are only between neighbouring qubits).
In the language of error correction, this means that the code subspace of our
quantum error correcting code is approximately the low-energy subspace of a 2-local

1The simulation techniques needed for the 2D/1D and 3D/2D dualities are distinct, and the
proofs need to be handled separately. The techniques used for the 3D/2D duality extend to boundary
dimensions ≥ 2, however for our explicit construction of these techniques we concentrate on the
3D/2D case as the smallest dimension where these techniques can be applied.
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Hamiltonian �boundary, where time evolution in the code subspace is also governed
by �boundary.2

It is important to emphasise that, as in the case of tensor network constructions of
HQECC [106, 109, 110, 111], the duality we construct does not per se have anything
to do with quantum gravity. It gives a holographic duality for any local quantum
Hamiltonian, not specifically Hamiltonians modelling quantum gravity. However, this
duality does exhibit some of the structural features of the AdS/CFT correspondence.
Notably, entanglement wedge reconstruction and redundant encoding are seen in
the construction. The Ryu-Takayanagi formula is also approximately obeyed for
connected boundary regions.3

Therefore, one natural application of this construction is to toymodels of the AdS/CFT
correspondence. This requires choosing a bulk Hamiltonian, �bulk, which models
semi-classical gravity. Applying our holographic duality to this particular choice of
bulk Hamiltonian, the time dynamics and energetic properties of the toy model do
then exhibit certain of the features expected of AdS/CFT, in addition to the static
features inherited from the underlying HQECC construction (see Section 7.6 for
details). However, this toy model certainly does not capture every aspect of AdS/CFT
duality. In particular, the boundary model we obtain is not a conformal field theory
or Lorentz-invariant. And it is constructed for non-relativistic quantum mechanical
systems in Euclidean space, in which time appears as an external parameter, not
relativistic quantum systems in Minkowski space. We make no attempt in this work
to understand whether AdS space can be embedded in some suitable way into H3 .
(Indeed, a more fruitful approach for future research is likely to be to apply the
techniques we have developed in AdS space, rather than attempting to use the duality
on H3 directly.)

A complete toymodel of AdS/CFT duality would have to address these andmany other
aspects, as well as incorporating gravity more fully. Our holographic duality is one
more step towards such a toy model, going beyond previous HQECC constructions,
but as yet still a long way short of a full, mathematically rigorous construction of
AdS/CFT.

2Note that this result does not contradict recent results in [121, 122] regarding the incompatibility
of continuous symmetries and quantum error correction, as our �boundary contains high-weight terms.

3All these features are inherited from [106], which our construction builds on.
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7.2.1 Statement of the results
In this paper we construct a duality between H3 and its 3 −1-dimensional boundary
(for 3 = 2,3) that encompasses states, observables and Hamiltonians. In particular,
we can map any (quasi)-local Hamiltonian in the bulk of H3 to a local Hamiltonian
on its boundary.4 The key features of our main results are informally captured in the
following theorem. For a rigorous statement of the results see Theorem 78 for the
3D/2D duality and Theorem 79 for the 2D/1D duality.

Theorem 60 (Informal statement of holographic constructinos). Given any (quasi)
local bulk Hamiltonian �bulk acting on qudits in H3 for 3 = 2,3, we can construct its
dual Hamiltonian �boundary on a 3−1 boundary manifoldM ∈ H3 with the following
properties:

1. All relevant physics of �bulk are arbitrarily well approximated by �boundary,
including its eigenvalue spectrum, partition function and time dynamics.

2. The boundary Hamiltonian is 2-local, acting on nearest neighbour boundary
qubits, realising a mapping between models.

3. Any local observable/measurement " in the bulk has a set of corresponding
observables/measurements {"′} on the boundary with the same outcome. A
local bulk operator " can be reconstructed on a boundary region � if " acts
within the greedy entanglement wedge of �, denoted E[�].5

The HQECC we construct also inherits the entanglement properties of [106]. So,
while the Ryu-Takayanagi formula is not obeyed exactly, we can derive entropy
bounds which demonstrate that in most cases the corrections to the Ryu-Takayanagi
formula are small.

This result allows us to extend toy models of holographic duality such as [106, 109,
110, 111] to include a mapping between local Hamiltonians. In doing so we show that
the expected relationship between bulk and boundary energy scales can be realised
by local boundary models. In particular, in our construction toy models of static
black holes (as originally proposed in [106]) correspond to high-energy states of the
local boundary model, as would be expected in AdS/CFT.

4A ‘quasi’ local Hamiltonian is a generalisation of a local Hamiltonian that allows for the possibility
of gravitational Wilson lines - see subsection 7.4.1.6 for a rigorous definition.

5The entanglement wedge, E� is a bulk region constructed from the minimal area surface used
in the Ryu-Takayanagi formula. It has been suggested that on a given boundary region, �, it should
be possible to reconstruct all operators which lie in E� [123]. The greedy entanglement wedge is a
discretised version defined in [106, Definition 8]
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Moreover, in our toy model we can say something about how dynamics in the bulk
correspond to dynamics on the boundary. Even without writing down a specific bulk
Hamiltonian, we are able to demonstrate that a bulk evolution which is evocative of
the formation of a (toy model) static black hole corresponds to the boundary unitarily
evolving to a state outside of the code space of the HQECC, as expected in AdS/CFT
(see subsection 7.6.3 for details).

Finally, the Hamiltonian simulation construction allows us to derive the mapping
in the other direction. Given any local boundary Hamiltonian, one can derive a
corresponding bulk Hamiltonian using rigorous formulations of perturbation theory.
Constructing boundary-to-bulk mappings is an important goal of full AdS/CFT,
where the boundary CFT is better understood, and one of the aims is to understand
properties of quantum gravity in the bulk which are less well understood. Our results
are a small step in this direction, though as emphasised above they are still a very
long way from a full AdS/CFT model.

7.2.2 Proof overview
7.2.2.1 3D/2D duality
To construct the 3D/2D duality between Hilbert spaces, observables and local
Hamiltonians described byTheorem78, we combine new tensor network constructions
of HQECC inspired by [106], with the perturbative simulation techniques from [6],
outlined in Chapter 1.

We use perturbation gadget methods to show that the highly non-local Hamiltonian
that results from mapping a bulk Hamiltonian to the boundary using tensor network
constructions, can be approximated to arbitrarily high accuracy as the emergent,
low-energy effective Hamiltonian arising from a two-body, nearest-neighbour, local
Hamiltonian on the boundary. The Hamiltonian simulation theory developed in [6]
allows us to prove that this approximates the entire physics of the bulk.

[106] constructs a HQECC by building a tensor network composed out of perfect
tensors, arranged in a tessellation of hyperbolic 2-space by pentagons. This gives a
map from 2D bulk to 1D boundary. However, the perturbative Hamiltonian simulation
constructions of [6] only work in 2D or higher, which means we require at least a
3D bulk and 2D boundary.6 We must therefore generalise the holographic tensor
network codes to a space with a ≥ 2D boundary – so a ≥ 3D bulk – as a first step. As
it is the smallest dimension in which the perturbative simulations work, we focus

6The simulation techniques from [6] cannot be used in 1D as they require a 2D interaction graph.
See Appendix D.1 for details of the interaction graphs involved.
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on constructing explicit 3D/2D dualities. But the techniques we have developed
readily extend to any boundary dimension ≥ 2. When working in H2 it is possible
to use the Poincare disc model to visualise the tessellations and determine their
properties. However, in H3 this is more difficult, and generalising the HQECC to
3D and higher requires a more systematic approach. We use hyperbolic Coxeter
groups7 to analyse honeycombings (higher-dimensional tessellations) of H3. (These
techniques also generalise beyond 3D.) A Coxeter system is a pair (,,(), where
, is a group, generated by a set ( ⊂, of involutions, subject only to relations of
the form (B8B 9 )<8 9 = 1 where <88 = 1, <8 9 ∈ (N \1) ∪ {∞} for 8 ≠ 9 . Coxeter groups
admit a geometric representation as groups generated by reflections. Associated to
every hyperbolic Coxeter system is a Coxeter polytope % ⊆ H3 , where % tessellates
H3 . All of the properties of the tessellation can be determined directly from the
Coxeter system (,,() using combinatorics of Coxeter groups. For example, we use
the Coxeter relations to prove that the boundary of the HQECC is homeomorphic to
the Euclidean 2-sphere.

Generalising the method in [106], we construct tensor networks by taking a Coxeter
system (,,() with Coxeter polytope % ⊆ H3, and placing perfect tensors in each
polyhedral cell of (a finite portion of) the tessellation of H3 by %. Each perfect tensor
in the interior of the tessellation has one free index, corresponding to a bulk qudit; the
other indices are contracted with neighbouring tensors. Tensors at the outer edge can
be shown, again using the Coxeter relations, to have between

⌈
C
2
⌉
and C −2 additional

free indices (where the perfect tensor has a total of C indices), which correspond to
qudits on the boundary. We can show that if the tessellation of H3 associated to a
Coxeter system (,,() has the properties required for a HQECC, then the associated
Coxeter polytope % has at least 7 faces, which means we require perfect tensors with
at least 8 indices. There are no qubit perfect tensors with ≥ 6 indices [124, 125, 126],
so we must use qudit perfect tensors.

In order to later generate a local boundary model using perturbation gadgets, we need
the tensor network to preserve the Pauli rank of operators. (As we are working with
qudits rather than qubits, we mean generalised Pauli operators on qudits, rather than
qubit Paulis, and we choose prime-dimensional qudits.) We use perfect tensors which
describe qudit stabilizer absolutely maximally entangled states (AMES), constructed
via the method in [127] from classical Reed-Solomon codes. Using properties of

7Coxeter groups were previously used in [111] to describe tensor networks in H2 for toy models of
holographic dualities.
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stabilizer groups, we show that tensor networks composed of these qudit stabilizer
perfect tensors preserve the generalised Pauli rank of operators.

This Coxeter polytope qudit perfect tensor network gives a HQECC in H3. The non-
local boundary Hamiltonian is given by �′boundary = �

′+Δ(�(, where �( is zero on
the code-subspace of the HQECC and at least one on its orthogonal complement, + is
the encoding isometry of the HQECC and �′ satisfies +�bulk+

† = �′ΠC = �′++†.8
Comparing with the classification of Hamiltonian simulations in [6], this mapping
is an example of a simulation. (In fact, a perfect simulation in the terminology
of [6].)

In order to construct a local boundary Hamiltonian we first determine the distribution
of Pauli weights of the terms in �′boundary from the properties of the Coxeter system.
We then use perturbation gadgets to reduce the boundary Hamiltonian to a 2-local
planar Hamiltonian. This requires introducing a number of ancilla qudits in the
boundary system. The techniques we use follow the methods from [28], however
the perturbation gadgets derived in [28] can’t be used in our construction as the
generalised Pauli operators aren’t Hermitian. Insteadwe derive new qudit perturbation
gadgets. These gadgets meet the requirements in [6, 31] to be perturbative simulations.
Finally we use simulation techniques from [6] to simulate the planar 2-local qudit
Hamiltonian with a qubit Hamiltonian on a triangular lattice with full local SU(2)
symmetry. (The full technical details and proof are given in subsection 7.4.1.6.)

7.2.2.2 2D/1D duality

For the 2D/1D duality we can re-use the tensor network construction of [106]. As in
the 3D/2D case, mapping a (quasi) local bulk Hamiltonian through the tensor network
leads to a non-local boundary Hamiltonian of the form �′boundary = �

′ +Δ(�(,
where �( is zero on the code-subspace of the HQECC and at least one on its
orthogonal complement, + is the encoding isometry of the HQECC and �′ satisfies
+�bulk+

† = �′ΠC = �′++†.

We can determine the distribution of Pauli weights of the terms in �′boundary from
the properties of the tessellation. We then use the “history-state simulation” method
outlined in Chapter 2 in order to simulate �′boundary with a 2-local nearest neighbour
boundary Hamiltonian. In order to ensure that the scaling of the distance between
the bulk qudits and the boundary qudits is reasonable, we use the construction
from subsection 2.2.3.1 where the target Hamiltonian is encoded in a phase of the

8� ′boundary is not unique, as expected in AdS/CFT
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simulator Hamiltonian. So, in the language of HQECC, �bulk is encoded in a phase
of �boundary.

Unlike in the 3D/2D case there is no way to reduce the dimension of the boundary
qudits, so the final �boundary in the 2D/1D case is on high dimensional qudits,
and has no local symmetry. (The full technical details and proof are given in
Section 7.5.)

7.3 Technical preliminaries
7.3.1 Hyperbolic Coxeter groups
7.3.1.1 Coxeter systems
Two of the HQECC presented in this chapter are tensor networks embedded in
tessellations of H3. We use Coxeter systems to analyse these tessellations.9

Definition 61 (Coxeter system [129]). Let ( = {B8}8∈� , be a finite set. Let " =(
<8, 9

)
8, 9∈� be a matrix such that:

• <88 = 1, ∀8 ∈ �

• <8 9 = < 98, ∀8, 9 ∈ �, 8 ≠ 9

• <8 9 ∈ (N \ {1}) ∪ {∞}, ∀8, 9 ∈ �, 8 ≠ 9

" is called the Coxeter matrix. The associated Coxeter group,, , is defined by the
presentation:10

, = 〈( |
(
B8B 9

)<8 9 = 1∀8, 9 ∈ �〉 (7.1)

The pair (,,() is called a Coxeter system.

To understand the connection between Coxeter systems and tesselations of hyperbolic
space we need to introduce the notion of a Coxeter polytope.

Definition 62. A convex polytope in X3 = S3 ,E3 or H3 is a convex intersection of
a finite number of half spaces. A Coxeter polytope % ⊆ X3 is a polytope with all
dihedral angles integer submultiples of c.

A Coxeter system can be associated to every Coxeter polytope. Let (�8)8∈� be the
facets of %, and if �8∩�9 ≠ ∅ set<8 9 = c

U8 9
, where U8 9 is the dihedral angle between �8

and �9 . Set <88 = 1, and if �8 ∩�9 = ∅ set <8 9 =∞. Let B8 be the reflection in �8. The

9An overview of hyperbolic Coxeter groups can be found at [128].
10A group presentation 〈( | '〉, where ( is a set of generators and ' is a set of relations between

the generators, defines a group which is (informally) the largest group which is generated by ( and in
which all the relations in ' hold.
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Coxeter group with Coxeter matrix (<8 9 )8, 9∈� is a discrete subgroup of �B><(X3),
generated by reflections in the facets of %, and % tiles X3 [130].

Coxeter systems can be represented by Coxeter diagrams, where a vertex is associated
to every B8 (or equivalently to every facet in the corresponding Coxeter polytope).
Vertices are connected by edges in the following manner:

• If <8 9 = 2 (i.e. facets �8 and �9 in the Coxeter polytope are orthogonal) there
is no edge between the vertices representing B8 and B 9

• If<8 9 = 3 (i.e. the dihedral angle between �8 and �9 is c3 ) there is an unlabelled
edge between vertices representing B8 and B 9

• If <8 9 ∈ N \ {1,2,3} (i.e. the dihedral angle between �8 and �9 is c
<8 9

) there is
an edge labelled with <8 9 between vertices representing B8 and B 9

• If <8 9 =∞ (i.e. facets �8 and �9 in the Coxeter polytope diverge) there is a
dashed edge between the vertices representing B8 and B 9

A Coxeter group is irreducible if its Coxeter diagram is connected.

Faces of % correspond to subsets of ( that generate finite Coxeter groups:11

Lemma 63 (From [131]). 5 = ∪8∈��8 is a codimension |� | face of % if and only if
{B8 | 8 ∈ �} generates a finite Coxeter group.

7.3.1.2 Combinatorics of Coxeter groups

In this section we briefly introduce the notions which are used later in the chap-
ter.

Let (,,() be a Coxeter system. Every element F ∈, can be written as a product of
generators:

F = B1B2...B: for B8 ∈ ( (7.2)

This description is not unique. We can define a length function with respect to the
generating set ( such that ;( (1) = 0, and:

;( (F) =min{; ∈ N | B1B2...B; = F} (7.3)

An expression for F with the minimum number of generators, B1B2...B;( (F) is called
a reduced word for F.

11This does not apply to ideal vertices (vertices at the boundary of X3) however in this work we are
only concerned with compact polyhedra, which do not have vertices at infinity.
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Coxeter groups satisfy the Deletion Condition:

Definition 64 (Deletion Condition). Let (,,() be a pair where, is a group and (
is a generating set for, consisting entirely of elements of order two. We say that
this pair satisfies the Deletion Condition if for any non reduced word B1...BA over (
there are two indices 8 and 9 such that:

B1...BA = B1...B̂8 ...B̂ 9 ...BA (7.4)

where the carets indicate omission.

The length function on Coxeter groups has a number of important properties:

1. ;( (FB) = ;( (F) ±1 for all B ∈ (

2. ;( (BF) = ;( (F) ±1 for all B ∈ (

3. ;( (F−1) = ;( (F) for all F ∈,

4. |;( (D) − ;( (F) | ≤ ;( (DF) ≤ ;( (D) + ;( (F) for all D,F ∈,

5. 3 (D,F) = ;( (D−1F) for D,F ∈ , is a metric on , (referred to as the word
metric)

By conditions (i) and (ii), if we define the following sets:

D' (F) = {B ∈ ( | ;( (FB) = ;( (F) −1}
A' (F) = {B ∈ ( | ;( (FB) = ;( (F) +1}
D! (F) = {B ∈ ( | ;( (BF) = ;( (F) −1}
A! (F) = {B ∈ ( | ;( (BF) = ;( (F) +1}

(7.5)

then we have D' (F) ∪ A' (F) = D! (F) ∪ A! (F) = ( and D' (F) ∩ A' (F) =
D! (F) ∩A! (F) = {}. We refer toD' (F) andD! (F) (A' (F),A! (F)) as the right
and left descent sets (ascent sets) of F respectively.

Lemma 65 (Corollary 2.18 from [132]). For all F ∈, , the Coxeter groups generated
by D' (F) and D! (F) are finite.12

The irreducible finite Coxeter groups are classified in Table 7.1. A general Coxeter
group is finite if and only if each connected component of the Coxeter graph generates
a finite group.

12All subsets of ( generate a Coxeter group.
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Name Coxeter diagram

�= (= ≥ 1) 1 2 3 =−1 =

�= = �= (= ≥ 3) 1 2 =−2 =−1 =

4

�= (= ≥ 4) 1 2 =−3 =−2

=−1

=

�6
1 3 4 5

2

6

�7
1 3 4 5

2

6 7

�8
1 3 4 5

2

6 7 8

�4
1 2 3 4

4

�2
6

�3
1 2 3

5

�4
1 2 3 4

5

�
(<)
2 (< ≥ 3)

<

Table 7.1: Diagrams of irreducible finite Coxeter systems. Table reproduced from [133].
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Finally, we note that if B ∈ D' (F) (B ∈ D! (F)) there is a reduced word for F that
ends in B (begins with B).

7.3.1.3 Growth rates of Coxeter groups

The growth series of a Coxeter group with respect to a set of generators ( is defined
as:

5( (G) =
∑
F∈,

G;( (F) = 1+ (G + ... = 1+
∑
8≥1

08G
8 (7.6)

where 08 is the number of F ∈, satisfying ;( (F) = 8. The growth rate is given
by:

g = lim sup
=→∞

8
√
08 (7.7)

Spherical and Euclidean Coxeter groups have growth rate 0 and 1 respectively.
Hyperbolic Coxeter groups have g > 1.

7.3.2 Perturbative simulations using qudits
We derive a number of qudit perturbation gadgets (based on qubit perturbation
gadgets from [28]) for use in our 3D/2D construction. Using the second and third
order simulation lemmas from Chapter 1 (Lemmas 19 and 20 respectively) we can
show that all of these gadgets are simulations (for appropriate choices of Δ). Details
are given in Appendix D.1. The main results are collected here:

Qudit subdivision gadget
The qudit subdivision gadget is used to simulate a :-local interaction by two

⌈
:
2
⌉
+1-

local interactions, by introducing a mediator qudit. The resulting interaction pattern
is shown in Fig. 7.1.

� �

"1

A F �

"2 "3

Figure 7.1: Subdivision gadget. Let � and � be sets of :2 qudits. The :-local interaction
on the left is simulated by the two

⌈
:
2
⌉
+ 1-local interactions on the right

by introducing a mediator qudit, F. The interactions are given by "1 =

%�⊗ %� +%†�⊗ %
†
�
, "2 = %�⊗ -F +%†�⊗ -

†
F , and "3 = %� ⊗ -†F +%†� ⊗ -F .

Qudit 3-2 gadget
The 3-2 gadget is used to simulate a 3-local interaction with six 2-local interactions,
by introducing a mediator qudit. The resulting interaction pattern is shown in
Fig. 7.2.
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A
F

�

�

Figure 7.2: 3-2 gadget: A three body interaction between �, � and �(
%�⊗ %� ⊗ %� +%†�⊗ %

†
�
⊗ %†

�

)
is simulated by the interaction pattern shown

in the figure.

Qudit crossing gadget
The crossing gadget is used to remove crossings in an interaction graph by introducing
a mediator qudit. The resulting interaction pattern is shown in Fig. 7.3.

� �

� �

� �

� �

F

Figure 7.3: Crossing gadget. The interaction pattern on the left is simulated by the interaction
pattern on the right.

Qudit fork gadget
The fork gadget is used to reduce the degree of a vertex in the interaction graph
by introducing a mediator qudit. The resulting interaction pattern is shown in
Fig. 7.4.

�

� �

�

� �

F

Figure 7.4: Fork gadget. The interaction pattern on the left is simulated by the interaction
pattern on the right.

Qudit triangle gadget
The qudit triangle gadget is formed by first applying the qudit subdivision gadget,
then the qudit fork gadget, in the same way as it is formed for qubits in [28].
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�

� �

�

� �

F1

F2 F3

Figure 7.5: Triangle gadget. The interaction pattern on the left is simulated by the interaction
pattern on the right by first applying the subdivision gadget to edges �� and
��, and then applying the fork gadget to qudit �.

The 3-2 gadget is a third order simulation. The other gadgets are second order
simulations.

In [28] it is demonstrated that the qubit perturbation gadgets can be used at many
places in an interaction graph in parallel, and that they do not interact with each other.
The same arguments follow for the qudit perturbation gadgets introduced here.

7.4 Technical details of the 3� −2� construction
7.4.1 General construction
In this section we demonstrate the general procedure for constructing a HQECC using
Coxeter groups and (pseudo-)perfect stabilizer tensors with particular properties.
In particular in subsection 7.4.1.6 we prove our main result: a holographic duality
between quantum many-body models in 3D hyperbolic space and local models living
on its 2D boundary. In subsections 7.4.2 and 7.4.3 we construct two examples of sets
of Coxeter groups and tensors which have the required properties.

7.4.1.1 Notation

Let (,,() be a Coxeter system with Coxeter polytope % ⊆ H3. �0 denotes the face
of % corresponding to the generator B0 ∈ (. �01 denotes the edge of % between �0
and �1.

%(F) denotes the polyhedral cell in the tessellation of H3 which corresponds to
element F of the Coxeter group. Similarly � (F)0 and � (F)

01
refer to faces / edges of

%(F) . ��0 and � �
01

refer to specific faces / edges in the tessellation of H3 which are
shared by the polyhedral cells associated to the sets of elements � ⊆, .

A bulk qudit which is associated to the polyhedral cell %(F) will be labelled by @ (F) .
A boundary qudit which is associated to the uncontracted tensor index through the
face � (F)0 will be labelled by @ (F)0 .
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7.4.1.2 Holographic quantum error correcting codes

The procedure we use to construct the tensor network is based on that in [106], where
perfect tensors are embedded in tessellations of H2. We take a Coxeter system (,,()
with Coxeter polytope, % ⊆ H3 where |( | = C − 1, so % has C − 1 faces. Take the
tessellation of H3 by %, and embed a (pseudo-)perfect tensor, ) , with C legs in each
polyhedral cell. C −1 legs of each tensor are contracted with legs of neighbouring
tensors at shared faces of the polyhedra, and a logical, or input, qudit for the tensor
network is associated with the uncontracted tensor leg in each polyhedral cell. Cut off
the tessellation at some radius ', and the uncontracted tensor legs on the boundary
are the physical qudits of the tensor network.

A HQECC is defined as a tensor network composed of (pseudo)-perfect tensors
which gives rise to an isometric map from bulk legs to boundary legs [106]. This is
equivalent to requiring that the number of output indices from every tensor is greater
than or equal to the number of input indices, where the input indices are the indices
coming from the previous layer of the tessellation plus the logical index.

We are working in negatively curved geometry, so a majority of the tensors will have
more output indices than input indices, but this doesn’t guarantee it is true for every
tensor. For example, consider the triangulation of H2 with Schläfli symbol {3,8}
(Fig. 7.6). This is the tiling which corresponds to the Coxeter diagram shown in
Fig. 7.7.

It can be seen that there are triangular cells in the tessellation which share edges with
two triangles from the previous layer, and only one in the subsequent layer. If we put
a four-index perfect tensor in each cell of this tessellation, then there would be some
tensors with three input legs, and only one output leg. These tensors would not be
isometries, so it is not obvious that the overall tensor network would be an isometry.
In order to ensure that the tensor network is a HQECC we derive a condition to
enforce that every tensor has at least as many output indices as input indices. This
is a sufficient condition for the tensor network to be a HQECC, but it may not be
necessary.

Theorem 66. Consider a tensor network constructed as above, defined by Coxeter
system (,,() and perfect tensor ) with C indices. Define F = {� ⊆ ( |,� is finite}.
The tensor network will be a HQECC, if ∀� ∈ F : |� | ≤

⌊
C−2
2

⌋
.

Proof. If we order the tensors into layers labelled by the value of the length function
;( (F) at %(F) , and include the uncontracted tensor leg in each polyhedral cell as an
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Figure 7.6: The triangulation of H2 with Schläfli symbol {3,8}. There are triangular cells
in the tessellation which share edges with two triangles from the previous layer,
and only one in the subsequent layer. Figure produced via the software [134].

4 4

4

Figure 7.7: The Coxeter diagram for the triangulation of H2 with Schläfli symbol {3,8}

input leg, then the number of input legs for a tensor embedded in %(F) is D' (F) +1.
By Lemma 65, D' (F) ∈ F . Therefore the maximum number of input legs to
any tensor in the tensor network is max( |� | | � ∈ F ) + 1. We therefore require
max( |� | | � ∈ F ) +1 ≤

⌊
C
2
⌋
. �

Theorem 66 gives a sufficient condition for every tensor in the tensor network to have
at least as many output indices as input indices.

The requirements of Theorem 66 dictate that we will not be able to use qubit stabilizer
tensors to construct HQECC in dimensions greater than two. To see this recall that
Lemma 63 stated that {B8 | 8 ∈ �} generates a finite Coxeter group if and only if
5 =∪8∈��8 is a codimension |� | face of %. In dimension 3 there will exist codimension
3 faces, so max( |� | | � ∈ F ) ≥ 3. We therefore require that

⌊
C
2
⌋
≥ 3+1. For 3 ≥ 3 this

enforces C ≥ 8, and there are no qubit perfect tensors with C > 6 [124, 125, 126].

HQECC which are constructed in this way inherit all the properties of the 2-
dimensional HQECC constructed in [106].
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We call HQECC constructed in this way from Coxeter honeycombings and perfect
tensors “Coxeter HQECCs”.

7.4.1.3 Surface of the HQECC
Define the boundary of the HQECC as the faces in the tessellation which correspond
to the uncontracted tensor legs. More precisely:

Definition 67. The boundary, M, of a Coxeter HQECC of radius ' is given by:

" =
⋃

�
(F)
0 ∈M

�
(F)
0 (7.8)

whereM = {� (F)0 | ;( (F) = ', B0 ∈ A' (F)}.

The boundary of hyperbolic =-space is an =−1 dimensional sphere. For our HQECC
we are cutting off the tessellation of H3 at some finite radius ', but it is still possible
to demonstrate that the boundary is homeomorphic to a 2-sphere.

In order to reason about the boundary we need two lemmas about edges in the
tessellation of H3 by %:

Lemma 68. Consider an edge, � �
01
, in the tessellation of H3 by a Coxeter polytope,

%. If ;( (F1) = ;( (F2) = ! for distinct F1,F2 ∈ �, thenD' (F1) andD' (F2) contain
at least one of B0 or B1.

Proof. Recall that an edge �01 corresponds to the finite Coxeter subgroup generated
by B0 and B1: 〈B0, B1〉 = {〈B0, B1〉G |G ∈ [0,<01)}, where 〈B0, B1〉G denotes a string of
alternating B0 and B1 of length G. � is set of Coxeter group elements corresponding
to the polyhedra that meet at the common edge � �

01
, so � = {FB |B ∈ 〈B0, B1〉} for any

fixed element F ∈ �. Therefore, we have that F2 = F1〈B0, B1〉G for some G ∈ [1,<01);
we take G to be the minimum such value. Since ;( (F1〈B0, B1〉G) = ;( (F2) +G > ;( (F2),
the deletion condition (Definition 64) implies that there are two generators in the
word F1〈B0, B1〉G which we can delete to get a shorter word for F2.

By minimality of G, they cannot both be deleted from the 〈B0, B1〉G part of this word.
If they were both deleted from the F1 part, so that F2 = B1 . . . B̂8 . . . B̂ 9 . . . B! 〈B0B1〉G ,
we would have F1 = F2(〈B0, B1〉G)−1 = F2〈B1, B0〉G = B1 . . . B̂8 . . . B̂ 9 . . . B! which has
length ! −2, contradicting ;( (F1) = !. Therefore, one generator must be deleted
from the F1 part, the other from 〈B0, B1〉G . Thus F2 = B1 . . . B̂8 . . . BA 〈B0, B1〉G−1.

This word for F2 has length ! + G −2. By the deletion condition, we must be able
to delete a further G−2 generators to reach a reduced word for F2. But 〈B0, B1〉G−1
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contains G−1 generators, so at least one of these must remain. Thus either F2 = DB0

or FF = DB1 for some D ∈ � of length ;( (D) = !−1. Hence at least one of B0 or B1 is
in D' (F2).

The F1 case follows by an analogous argument. �

Lemma 69. Consider an edge, � �
01
, in the tessellation of H3 by a Coxeter polytope,

%. The set of elements � associated with the polyhedral cells that share the edge � �
01

has the following properties:

1. There is a unique minimum length element Fmin ∈ � which has length,
;( (Fmin) = Amin.

2. For 0 ≤ G < <01, ;( (Fmin〈B0, B1〉G+1) = ;( (Fmin〈B0, B1〉G) +1.

3. For <01 ≤ G < 2<01, ;( (Fmin〈B0, B1〉G+1) = ;( (Fmin〈B0, B1〉G) −1.

4. There is a unique maximum length element Fmax ∈ � which has length
;( (Fmax) = Amin +<01.

5. For Amin < 8 < Amin+<01 there are exactly two elements F8,F′8 ∈ � which satisfy
;( (F8) = ;( (F′8) = 8.

where 〈B0, B1〉G denotes a string of alternating B0 and B1 of length G (i.e. 〈B0, B1〉3 =
B0B1B0).

Proof of Lemma 69. 1. Assume there are two minimum length elements in �, Fmin

and F′min such that ;( (Fmin) = ;( (F′min) = Amin. By Lemma 68 either B0 or B1 is in
the descent set of Fmin and F′min. This implies that there is at least one element in �
with length Amin−1, contradicting our assumption.

2. Assume there is some G < <01 such that ;( (Fmin〈B0, B1〉G+1) = ;( (Fmin〈B0, B1〉G) −
1 = !. If we let D = Fmin〈B0, B1〉G+1 and assume (wlog) that G is even, it follows
that B0 ∈ A' (D). Note that ;( (Fmin) = Amin < !, ;( (Fmin〈B0, B1〉G) = ! + 1 and
;( (Fmin〈B0, B1〉G+1) = !. But each generator B0 or B1 that we multiply Fmin by can
only change the length by ±1. So D is not the only element of length ! in �. By
Lemma 68 this implies that at least one of B0 or B1 must be in the descent set of D.
Therefore B1 ∈ D' (D).

If we let E = DB1 then B1 ∈ A' (E). By a similar argument, B0 ∈ D' (E). If we
continue this argument we find that the length of the element Fmin〈B0, B1〉2G is Amin,
which is not possible as Fmin is the unique element of � with length Amin, and by
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;( = Amin

;( = Amin +2

;( = Amin +1

;( = Amin +3
;( = Amin +4

;( = Amin +3

;( = Amin +2

;( = Amin +1
Fmin

Fmax

Figure 7.8: A cross section view of the polyhedral cells in the tessellation which meet around
a common edge, �01, for <01 = 4.

assumption G < <01 so 〈B0, B1〉2G = (B0B1)G ≠ � by definition of <01. Therefore there
is no G < <01 such that ;( (Fmin〈B0, B1〉G+1) = ;( (Fmin〈B0, B1〉G) −1 = !.

3. From 2 it follows that ;( (Fmin〈B0, B1〉<01 ) = Amin+<01. We have that 〈B0, B1〉2<01 =
(B0B1)<01 = �, thus ;( (Fmin〈B0, B1〉2<01 ) = ;( (Fmin) = Amin. As each generator can
only change the length of an element by ±1, for <01 < G ≤ 2<01 we must have that
;( (Fmin〈B0, B1〉G+1) = ;( (Fmin〈B0, B1〉G) −1.

4 and 5 follow at once from points 2 and 3. �

An example of the set of polyhedra associated with an edge �01 where <01 = 4 is
shown in Fig. 7.8. Lemma 69 ensures that the lengths associated to the polyhedra
around any edge follow the same pattern.

We can now consider the boundary of the HQECC.

Lemma 70. The boundary " of a Coxeter HQECC in H3 is a piecewise linear
surface.

Proof. Within the faces that make up the boundary " is clearly locally Euclidean,
and the same will be true at the edges where the faces meet provided no more than two
faces meet at an edge. Point (v) from Lemma 69 shows this is indeed the case. �

Lemma 71. The boundary manifold, " , of a Coxeter HQECC in H3 is closed - i.e.
compact and with no boundary.

Proof. Assume " has a boundary. This implies that ∃F ∈, such that ;( (F) = '
where � (F)0 ∈ " and � (F)

0,1
∈ m" .
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Since �0,1 is an edge of % we must have that {B0, B1} ∈ F where F = {� ⊆
( |,� is finite}. This implies that ∃<01 ∈N\ {1} such that (B0B1)<01 = (B1B0)<01 = �.

�
(F)
0,1
∈ m" implies that � (F)

1
∉ ", and therefore B1 ∈ D' (F). This gives F = DB1

where D ∈ , and ;( (D) = ' − 1. We also have that ;( (FB0) = ;( (DB1B0) = ' + 1
(because by assumption B0 ∈ A' (F)).

Putting everything together we find that:

;( (D) = '−1 (7.9)

;( (DB1B0) = ' +1 (7.10)

; [D(B1B0)<01 ] = ;( (D) = '−1 (7.11)

Therefore, at least one of the following must be true:

1. ∃G such that 1 ≤ G < <01 where ; [D(B1B0)G] = ' +1 and ; [D(B1B0)GB1] = '

2. ∃G such that 1 ≤ G < <01 where ; [D(B1B0)GB1] = ' +1 and ; [D(B1B0)G+1] = '

The second case would imply that ; [D(B1B0)GB1] = ' +1 = ;( (DB1B0) but this cannot
occur as it is not possible for two elements of the Coxeter group with the same word
length to be related by an odd number of generators. If the first case occurs then
�
(1)
E ∈ " for E = D(B1B0)GB1 and shares edge �01 with � (0)F , so � (F)

01
∉ m" .

Therefore " does not have a boundary. The boundary of every polyhedron face is
included in " so " is compact. �

We now prove that the boundary surface is orientable. A smooth surface is orientable
if a continuously varying normal vector can be defined at every point on the surface.
This normal vector defines the positive side of the surface (the side the normal vector
is pointing to) and a negative side (the side the normal vector points away from). If
the surface has a boundary, the normal vector defines an orientation on the boundary
curve, with the following convention: standing on the positive side of the surface,
and walking around the boundary curve in the direction of the orientation, the surface
is always on our left.

Lemma 72. The boundary surface, " , of a Coxeter HQECC in H3 is orientable.

Proof. A piecewise smooth manifold (such as ") is orientable if, whenever two
smooth component surfaces join along a common boundary, they induce opposite
orientation on the common boundary.
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(a) (b)

Figure 7.9: A cross section image of two possibilities for the orientation of faces that meet
at a common edge in " . In (a) the two faces will induce opposite orientation on
the common edge � , while in (b) the two faces will induce the same orientation
on the common edge � .

Define the unit normal vector, =̂, to a face � (F)0 ∈ " to point away from %(F) (i.e. it
points into %(E) where E = FB�).

Consider the two possible configurations that could occur when two faces meet at a
common edge. If the two faces always induce opposite orientation on the common
edge (as in Fig. 7.9 (a)) then " is orientable. If the two faces ever induce the same
orientation on the common edge (as in Fig. 7.9 (b)) then " is not orientable.

If two faces which meet at a common edge of " are part of the same polyhedral
cell of the tessellation, i.e. they are faces � (D)0 and � (D)

1
, then it is guaranteed that

the orientation of the surfaces will correspond to that shown in Fig. 7.9 (a) as =̂ is
defined to point away from %(D) .

If two faces which meet at a common edge of " are part of different polyhedral cells
then parts (ii) and (iii) of Lemma 69 enforce that the orientation of the surfaces will
always correspond to that shown in Fig. 7.9 (a).

Therefore " is orientable. �

Lemma 73. The boundary surface, " , of a Coxeter HQECC in H3 is connected.

Proof. Let the boundary surface, " be a sum of connected components, where we
denote the 8Cℎ connected component by " (8) . " is closed and orientable so by the
classification of surface theorem it is the sum of spheres and connected sums of tori.
Both spheres and tori have well defined interiors and exteriors, so we can define the
interior and exterior of each " (8) .

Define the interior of " (8) to be the region that =̂(8) points away from (i.e. the interior
of " (8) contains %(D) for � (D)0 ∈ " (8) , ;( (D) = '). The exterior of " (8) is then the
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region that =̂(8) points into to (i.e. the exterior of " (8) contains %(E) for E = DB0 where
�
(D)
0 ∈ " (8) , ;( (E) = ' +1).

It follows from this definition that the exterior of each" (8) must be unbounded. To see
this, note that for an infinite Coxeter group,, , every F ∈, has a non-emptyA' (F).
This means that for arbitrary F ∈, there exists B0 ∈ ( such that ;( (FB0) = ;( (F) +1.
In terms of the HQECC this implies that the number of polyhedra in the exterior of
any " (8) is infinite, so the exterior of " (8) is unbounded.

Assume that " = ∪8" (8) is composed of more than one connected component
" (8) . Consider any two components " (1) and " (2) . There are three possible
configurations:

1. " (1) and " (2) intersect.

2. " (2) is in the interior of " (1) (see Fig. 7.10).

3. " (2) is in the exterior of " (1) (see Fig. 7.11).

However, Case 1 would imply that " is not a surface, contradicting Lemma 70. Thus
we only need to consider Cases 2 and 3.

The Coxeter group, and therefore the HQECC, contains a unique identity element
of length ;( (�) = 0. For any E ∈, such that ;( (E) = ' we can write a reduced word
for E as E = B(E)1 B

(E)
2 ...B

(E)
'
. Using the fact that all the generators are involutions, it

follows that EB(E)
'
...B
(E)
2 B
(E)
1 = �. We started with an element of length ', and applied

' generators to reach an element of length 0. Since each generator can only change
the length of the previous element by ±1 it follows that each generator must have
decreased the length of the element by 1. Therefore in the HQECC there is a path
through the tessellation from a polyhedra associated with an element of length ' to
%(�) which passes through ' polyhedra, all associated with elements of length less
than '.

From the definition of the interior and exterior of " (8) it is clear that all polyhedra
which lie directly on the interior of a given " (8) (i.e. those that are in the interior
of " (8) and touching " (8)) are associated with Coxeter group elements of length
'. While all polyhedra which lie directly on the exterior of a given " (8) (i.e. those
that are in the exterior of " (8) and touching " (8)) are associated with Coxeter group
elements of length ' +1.

Therefore there must always be a path from polyhedra directly on the interior of a
" (8) to %(�) which doesn’t cross " (8) . In Fig. 7.10 and Fig. 7.11 it is clear that there
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" (1)
" (2)

Figure 7.10: The configuration of " (1) and " (2) when " (2) is in the interior of " (1) . The
arrows are the =̂(8) which point into the exterior of each surface. The polyhedra
which lie directly on the interior of a given " (8) are associated with Coxeter
group elements of length ', while the polyhedra which lie directly on the
exterior of a given " (8) are associated with elements of length '+1. Although
we have drawn " (1) and " (2) as circles we are not assuming they are spherical,
they could be tori, all we are assuming is that they have a well defined interior
and exterior.

" (1) " (2)

Figure 7.11: The configuration of " (1) and " (2) when " (2) is in the exterior of " (1) . The
arrows are the =̂(8) which point into the exterior of each surface. The polyhedra
which lie directly on the interior of a given " (8) are associated with Coxeter
group elements of length ', while the polyhedra which lie directly on the
exterior of a given " (8) are associated with Coxeter group elements of length
' +1. Although we have drawn " (1) and " (2) as circles we are not assuming
they are spherical, they could be tori, all we are assuming is that they have a
well defined interior and exterior.

is no location for %(�) which meets this condition. Therefore " cannot be made up
of more than one connected component. �

Lemma 74. The boundary surface, " , of a Coxeter HQECC in H3 is homeomorphic
to the 2-sphere.

Proof. By the classification theorem of closed surfaces, every connected closed
surface is homeomorphic to either the sphere, a connected sum of tori, or a connected
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sum of real projective planes. Since " is orientable, it is either homeomorphic to a
sphere, or a connected sum of tori.

Consider a loop C, on the surface ". This loop is across faces which make up
" , which are all associated to polyhedral cells of the tessellation corresponding to
Coxeter group elements of length '. Since " is closed (Lemma 71), it cannot pinch
down to a single point anywhere. Thus for any polyhedral vertex in ", " must
contain at least two faces that meet along one of the edges touching that vertex. Any
loop which passes between adjacent faces which only touch via a common vertex can
therefore be continuously deformed into a nearby loop which passes through those
faces. Thus we can assume wlog neighbouring faces which contain adjacent sections
of C share a common edge.

There are four possible ways the polyhedral cells associated to these neighbouring
faces could be connected (see Fig. 7.12 for an illustration):

1. The neighbouring faces are associated with the same polyhedral cell.

2. A pair of neighbouring polyhedral cells share a single common edge.

3. A pair of neighbouring polyhedral cells share a common face (and therefore
also common edges).

Case 3 is not possible because, if two polyhedra %(D′) and %(E′) where ;( (D′) =
;( (E′) = A meet at a face, there would exist B0 ∈ ( such that ;( (D′B0) = ;( (E′) =
A = ;( (D′), contradicting property (i) of the length function of Coxeter groups (see
subsection 7.3.1.2). Therefore, for every pair of neighbouring faces containing
adjacent sections of the non-contractible loop, either Case 1 or Case 2 must hold.

The surface of the HQECC at radius '−1 (which we will denote "′) is contained
inside " , where “inside” is well-defined as " is orientable by Lemma 72. Consider
continuously deforming C so that it lies on "′, by the following procedure. Take a
section of C which lies on the faces of a single polyhedral cell, %(D) , and deform it so
that it lies on the faces of %(D) associated with D' (D) whilst leaving its endpoints
unchanged. To see that this can always be done, note that at the edge where faces
�
(D)
0 and � (E)

1
from two polyhedral cells %(D) and %(E) meet (see Fig. 7.12(b)), the

faces � (D)
1

and � (E)0 are associated with D' (D) by Lemma 692 and 3. The faces of
%(D) associated with D' (D) share common edges, so this deformation can be carried
out while leaving the curve intact.
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�
(D)
1

%(D)

(a)

�
(D)
0

�
(E)
1
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�
(E)
0

%(D) %(E)

(b)

�
(D)
0

�
(E)
1

%(D) %(E)
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Figure 7.12: A cross section image of the three possible ways which neighbouring faces in a
loop C on " could be connected. In (a) the neighbouring faces are associated
with a single polyhedral cell. In (b) neighbouring faces are associated with
polyhedral cells which share a single common edge. In (c) the neighbouring
faces are associated with polyhedral cells which share a common edge. The
figures all represent cross-sections of the tessellations, and in all figures dashed
edges represent faces of polyhedra which do not form part of ", while solid
edges represent faces of polyhedra which form part of " .

We can repeat this contraction procedure until the loop C lies on the faces of %(�) . At
that point we can continuously contract C through %(�) to a point. Therefore every
loop on " can be contracted through the bulk of the tessellation to a point.

Any torus (or connected sum of tori) contains curves which cannot be continuously
contracted to a point through the solid torus forming its interior. Therefore " cannot
be homeomorphic to the connected sum of tori. Thus " is homeomorphic to a
2-sphere. �

7.4.1.4 The metric on the boundary surface of the HQECC

We can upper-bound the distance between qudits on the boundary surface by the
distance according the word metric between the corresponding elements of the
Coxeter group. Consider two boundary qudits, @ (D)0 and @ (E)

1
. The Coxeter polytopes

we use in the HQECC are of size $ (1) in every direction, so the distance between
@
(D)
0 and @ (E)

1
is upper-bounded by 23 (D, E) = 2;( (D−1E), for some constant 2.

If @ (D)0 and @ (E)
1

are nearest-neighbour qudits on the boundary surface of a HQECC
then they are separated by distance $ (1). This follows because the boundary surface
of the HQECC is connected, so � (D)0 and � (E)

1
must share a common edge. The

number of Coxeter polyhedra which fit round this edge is upper-bounded by <01, so
;( (D−1E) ≤ <01 =$ (1).

7.4.1.5 Operators on the boundary surface of the HQECC

In order to determine the overhead required to simulate the boundary Hamiltonian
with a local model, we need to determine the distribution of operator weights that
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results from pushing the bulk Hamiltonian through the tensor network. In [106] it is
shown that an operator " can be reconstructed on a boundary region � if " lies in
the greedy entanglement wedge of �, denoted E[�], where the greedy entanglement
wedge is defined as below:

Definition 75 (Greedy entanglement wedge, definition 8 from [106]). Suppose � is
a (not necessarily connected) boundary region. The greedy entanglement wedge of
�, denoted E[�], is the set of bulk points reached by applying the greedy algorithm
to all connected components of � simultaneously.

The greedy algorithm is a simple procedure for finding bulk regions which can be
reconstructed on a given boundary region. It considers a sequence of cuts {2U}
through the tensor network which are bounded by m� and which correspond to a set
of isometries {%U} from bulk indices to boundary indices. The algorithm begins
with the cut 21 = �, corresponding to %1 = 1. Each cut in the sequence is obtained
from the previous one by identifying a (pseudo)-perfect tensor which has at least half
of its indices contracted with %U, and adding that tensor to %U to construct %U+1. In
this way %U+1 is guaranteed to be an isometry if %U is. The algorithm terminates
when there are no tensors which have at least half their indices contracted with %U.
(See [106] for details). The greedy algorithm only relies on the properties of perfect
tensors, so we can apply it to our HQECC in H3.

A given bulk point will be in the greedy entanglement wedge of many boundary
regions. As we are interested in minimising the operator weights of the boundary
Hamiltonian we want to calculate the smallest boundary region needed to reconstruct
a bulk operator.

Consider a HQECC described by a perfect tensor, ) , and a Coxeter system (,,()
with associated Coxeter polyhedra % ⊆ H3. Let the growth rate of, with respect to
( be g, and let the radius of the HQECC be '.

By the definition of the growth rate, the number of boundary qudits, # , scales as
$ (g'). Reconstructing an operator which acts on the central bulk qudit requires an
$ (1) fraction of the boundary, so requires $ (g') boundary qudits.13

Consider the number of boundary qudits required to reconstruct on operator which
acts on a qudit, @ (E) , at distance G from the centre. By assumption A' (F) > D' (F)
for all F ∈, , and hence for all polyhedral cells in our tessellation of H3. Therefore

13In theory it is possible to work out the value of the $ (1) constant from the properties of the
(pseudo-)perfect tensor and Coxeter system used in a given HQECC, however as we are concerned
with asymptotic scaling of weights we don’t provide an example of this calculation.



7.4. Technical details of the 3� −2� construction 157

�E
distance = G

�D
distance = G +1

distance = G−1

distance = G +2

Figure 7.13: If qudit @ (E) is at distance G from the centre of the HQECC, and qudit @ (D) is a
neighbouring qudit at distance G +1 from the centre, then an operator �E acting
on @ (E) can be pushed through @ (D) , so pushing an operator �E ⊗ �D where �D
acts on @ (D) through the tensor network will lead to a boundary operator with
the same weight as pushing �E alone through the tensor network.

if we take an operator acting on @ (E) , we can push it to the boundary while at each
step moving outwards in the tensor network - i.e. we are guaranteed to be able to
reconstruct the operator on the boundary using only qudits which are a distance '−G
from @ (E) . If we consider shifting the centre of the tensor network to @ (E) we can
see that there are $ (g'−G) qudits which are at distance '− G from @ (E) . Not all of
these lie on the boundary, but we can upper-bound the number of qudits needed for
boundary reconstruction by $ (g'−G).

If we consider a geometrically :-local operator in the bulk, where the deepest qudit
the operator acts on is at distance G from the centre,14 then the number of qudits
needed for boundary reconstruction scales as $ (g'−G). To see this consider an
operator �⊗ � where � acts on qudit @ (E) which is at distance G from the centre, and
� acts on a neighbouring qudit @ (D) at distance G +1, as in Fig. 7.13. We can push
� through @ (D) to reach the boundary, therefore � can necessarily be reconstructed
on a subset of the qudits required to reconstruct �. Hence � makes no difference
to the number of qudits required for boundary reconstruction, and we only need to
consider the deepest qudit a given operator acts on. In general there may be more
than one deepest qudit, however as : is constant this can make at most a constant
factor difference to the number of qudits needed for reconstruction.

The number of qudits at distance G from the centre of the tensor network scales as
$ (gG), so we find that for G = 0, . . . , ' the boundary Hamiltonian has$ (gG) operators
of weight $ (g'−G). All boundary operators can be chosen to be geometrically
$ (g'−G) local (i.e. the $ (g'−G) qudits which an operator act on are spread over an
$ (g−G) fraction of the boundary).

14Here by deepest operator we mean nearest the centre, so the minimum G.
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7.4.1.6 Full holographic duality

In this section we prove our main result: that using a HQECC and simulation
techniques from Hamiltonian complexity it is possible to construct a holographic
duality between local quantum many-body models in 3D hyperbolic space and local
models living on its 2D boundary.

We will require the following Lemma in the proof of the main theorem:

Lemma 76. Consider a HQECC constructed using Coxeter system (,,() and perfect
tensor ) . Let ) (F) denote the perfect tensor associated with element F ∈, , and
let I (F) be the set of indices of ) (F) which are contracted through faces � (F)0 for
0 ∈ D' (F). Define:

ΠC (F) =
1
|S (F) |

∑
"∈S (F)

" (7.12)

whereS (F) is the stabilizer group of the QECC defined by viewing) (F) as an isometry
from {I (F) ∪ @ (F)} to the complementary set of indices, and " is the boundary
operator associated to the stabilizer " .

Let:
�( =

∑
F∈,

(
1−ΠC (F)

)
(7.13)

Then:

1. The kernel of �( is the code-subspace of the HQECC, C.

2. The smallest non-zero eigenvalue of �( is one.

3. Energy with respect to �( is equal to the number of logical qudits encoded by
the HQECC which have a correctable error.

4. Eigenstates of �( with the same energy, but which pick up energy from errors
on different logical qudits, are orthogonal.

Proof. 1. The set
{
∪F∈,S (F)

}
is a (non-minimal) generating set for the stabilizer

group of the HQECC. Therefore, ΠC (F) |k〉 = |k〉 for all F ∈ , iff |k〉 ∈ C. So
�( |k〉 = 0 iff |k〉 ∈ C.

2. This is immediate as each term in �( is a projector, so has eigenvalue zero or one.

3. Consider a boundary state |q〉. If there is a correctable error affecting the state of
encoded qudit @ (F) then ∃" ∈ S (F) such that " |q〉 ≠ |q〉. Therefore ΠC (F) |q〉 ≠ 1.
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Since ΠC (F) is a projector, this gives ΠC (F) |q〉 = 0. Therefore, |q〉 picks up energy
+1 from the

(
1−ΠC (F)

)
term in �(.

If there is not a correctable error affecting the state of encoded qudit @ (F′) then
" |q〉 = |q〉 for all " ∈ S (F) . So ΠC (F ′) |q〉 = |q〉, regardless of any errors affecting
other encoded qudits. Therefore |q〉 picks up zero energy from the

(
1−ΠC (F ′)

)
term

in �(.

Therefore the energy with respect to �( counts the number of bulk qudits which have
a correctable error.

4. Consider boundary states, |k〉, |q〉, which have correctable errors affecting the
state of encoded qudits @ (F) and @ (F′) respectively. We have:

ΠC (F) |k〉 = 0, ΠC (F) |q〉 = |q〉 , ΠC (F ′) |k〉 = |k〉 , ΠC (F ′) |q〉 = 0 (7.14)

Therefore 〈k |q〉 = 〈k |ΠC (F) |q〉 = 〈k |ΠC (F ′) |q〉 = 0. �

Before proving our main theorem we introduce the concept of a quasi :-local
Hamiltonian. These are generalisations of :-local Hamiltonians, where instead of
requiring that each term in the Hamiltonian acts on only :-spins, we require that
each term in the Hamiltonian has Pauli rank at most : ,15 along with some geometric
restrictions on the interaction graph. More precisely:

Definition 77 (Quasi-local hyperbolic Hamiltonians). Let H3 denote 3-dimensional
hyperbolic space, and let �A (G) ⊂ H3 denote a ball of radius A centred at G. Consider
an arrangement of = qudits in H3 such that, for some fixed A , at most : qudits and at
least one qudit are contained within any �A (G). Let & denote the minimum radius
ball �& (0) containing all the qudits (which without loss of generality we can take to
be centred at the origin). A quasi :-local Hamiltonian acting on these qudits can be
written as:

�bulk =
∑
/

ℎ(/) (7.15)

where the sum is over the = qudits, and each term can be written as:

ℎ(/) = ℎ(/)localℎ
(/)
Wilson (7.16)

where:

15The Pauli rank of an operator is the number of terms in its Pauli decomposition.
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• ℎ(/)local is a term acting non-trivially on at most : qudits which are contained
within some �A (G)

• ℎ(/)Wilson is a Pauli operator acting non trivially on at most O(! − G) qudits
which form a line between G and the boundary of �& (0)

The extension to quasi-local bulk Hamiltonians allows us to consider using the
HQECC to construct toy models of AdS/CFT with gravitational Wilson lines in the
bulk theory.

Theorem 78. Let H3 denote 3D hyperbolic space, and let �A (G) ⊂ H3 denote a ball
of radius A centred at G. Consider any arrangement of = qudits in H3 such that,
for some fixed A, at most : qudits and at least one qudit are contained within any
�A (G). Let ! denote the minimum radius ball �! (0) containing all the qudits (which
wlog we can take to be centred at the origin). Let �bulk =

∑
/ ℎ/ =

∑
ℎ
(/)
localℎ

(/)
Wilson be

any quasi local Hamiltonian on these qudits, where each ℎ(/)local acts only on qudits
contained within some �A (G).

Then we can construct a Hamiltonian �boundary on a 2D boundary manifoldM ∈ H3

with the following properties:

1. M surrounds all the qudits, has diameter $
(
max(1, ln(:)

A
)! + log log=

)
, and

is homeomorphic to the Euclidean 2-sphere.

2. The Hilbert space of the boundary consists of a triangulation ofM by triangles
of $ (1) area, with a qubit at the centre of each triangle, and a total of
$

(
=(log=)4

)
triangles/qubits.

3. Any local observable/measurement " in the bulk has a set of corresponding
observables/measurements {"′} on the boundary with the same outcome. A
local bulk operator " can be reconstructed on a boundary region � if " acts
within the greedy entanglement wedge of �, denoted E[�].

4. �boundary consists of 2-local, nearest-neighbour interactions between the
boundary qubits. Furthermore, �boundary can be chosen to have full local
(* (2) symmetry; i.e. the local interactions can be chosen to all be Heisenberg
interactions: �boundary =

∑
〈8, 9〉 U8 9 (-8- 9 +.8. 9 + /8/ 9 ).

5. �boundary is a (Δ! , n , [)-simulation of �bulk in the rigorous sense of [6, Defini-
tion 23], with n,[ = 1/poly(Δ!), Δ! = Ω

(
‖�bulk‖6

)
, and where the maximum

interaction strengthΛ =max8 9
��U8 9 �� in �boundary scales asΛ =$

(
Δ

poly(= log(=))
!

)
.
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Proof. There are four steps to this simulation:

Step 1
Simulate �bulk with a Hamiltonian which acts on the bulk indices of a HQECC in
H3 of radius ' =$

(
max(1, ln(:)

A
)!

)
.

Note that in a tessellation of H3 by Coxeter polytopes the number of polyhedral
cells in a ball of radius A′ scales as $ (gA ′), where we are measuring distances using
the word metric, 3 (D, E) = ;( (D−1E). If we want to embed a Hamiltonian �bulk in
a tessellation we will need to rescale distances between the qudits in �bulk so that
there is at most one qudit per polyhedral cell of the tessellation. If gA ′ = : , then
A ′

A
=

ln(:)
ln(g)A = $

(
ln(:)
A

)
. If ln(:)

A
≥ 1 then the qudits in �bulk are more tightly packed

than the polyhedral cells in the tessellation, and we need to rescale the distances
between the qudits by a factor of $

(
ln(:)
A

)
. If ln(:)

A
< 1 then the qudits in �bulk are

less tightly packed then the cells of the tessellation, and there is no need for rescaling.

The radius, ', of the tessellation needed to contain all the qudits in �bulk is then
given by:

' =


$

(
ln(:)
A
!

)
, if ln(:)

A
≥ 1

$ (!) otherwise
(7.17)

After rescaling there is at most one qudit per cell of the tessellation. There will be
some cells of the tessellation which don’t contain any qudits. We can put ‘dummy’
qudits in these cells which don’t participate in any interactions, so their inclusion
is just equivalent to tensoring the Hamiltonian with an identity operator. We can
upper and lower bound the number of ‘real’ qudits in the tessellation. If no cells
contain dummy qudits then the number of real qudits in the tesselation is given by
=max = # =$ (g'), where # is the number of cells in the tessellation. By assumption
there is at least one real qudit in a ball of radius A′, therefore the minimum number of
real qudits in the tessellation scales as =min = $

(
g'

gA
′

)
= $ (g') = $ (#). Therefore

= = Θ(g') = Θ(#).

If the tessellation of H3 by Coxeter polytopes is going to form a HQECC, the Coxeter
polytope must have at least 7 faces. We show in subsection 7.4.2 that this bound
is achievable, so we will wlog assume the tessellation we are using is by a Coxeter
polytope with 7 faces. The perfect tensor used in the HQECC must therefore have 8
indices. Our method to construct perfect tensors can be used to construct perfect
tensors with 8 indices for qudits of prime dimension ? ≥ 11. Qudits of general
dimension 3 can be incorporated by embedding qudits into a 3-dimensional subspace
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of the smallest prime which satisfies both ? ≥ 3 and ? ≥ 11. We then add one-body
projectors onto the orthogonal complement of these subspaces, multiplied by some
Δ′
(
≥ |�bulk | to the embedded bulk Hamiltonian. The Hamiltonian, �′bulk on the =

?-dimensional qudits is then a perfect simulation of �bulk.

We can therefore simulate any �bulk which meets the requirements stated in the
theorem with a Hamiltonian which acts on the bulk indices of a HQECC in H3.

Now consider simulating �bulk with a Hamiltonian �� on the boundary surface of
the HQECC. Let:

�� = �
′+Δ(�( (7.18)

where �( is as defined in Lemma 76, �′ satisfies �′ΠC =+ (�′bulk ⊗13D<<H)+
†, +

is the encoding isometry of the HQECC, ΠC is the projector onto the code-subspace
of the HQECC and 13D<<H acts on the dummy qudits.

Provided Δ( ≥
�′bulk

, Item 1 and Item 2 from Lemma 76 ensure that �� meets
the conditions in [6] to be a perfect simulation of �′bulk below energy Δ(, and (as
simulations compose) a perfect simulation of �bulk.

There is freedom in this definition as there are many �′ which satisfy the condition
stated. We will choose an �′ where every bulk operator has been pushed directly out
to the boundary, so that a 1-local bulk operator at radius G corresponds to a boundary
operator of weight $ (g'−G). We will also require that the Pauli rank of every bulk
operator has been preserved (see Theorem 98 for proof we can choose �′ satisfying
this condition).

Step 2 16
Having constructed �� we now want to simulate it with a geometrically 2-local qudit
Hamiltonian. To achieve this, we make use of the subdivision and 3-2 gadgets from
subsection 7.3.2.

Consider simulating a single :-local interaction which is a tensor product of operators
of the form %� +%†� by 2-local interactions using these gadgets. The first step will
be to simulate the interaction by two d :2 e + 1- local interactions by applying the
subdivision gadget. Then apply the subdivision gadget again to give four $ ( :4 )-local
interactions. Continue until all the interactions are 3-local. Finally use the 3-2 gadget

16In steps 2 and 3 we are following the methods developed in [28], replacing the qubit perturbation
gadgets with qudit perturbation gadgets, and making use of the structure of the interaction graph on
the boundary.



7.4. Technical details of the 3� −2� construction 163

(a) (b)

Figure 7.14: (a) A 6-local interaction in a HQECC where the cells composing the boundary
surfaces are square. (b) The 6-local interaction is simulated by two 4-local
interactions, by introducing an ancilla qudit (denoted by the white vertex)
which is placed on an edge separating the sets of qudits it is interacting with.

to simulate on each 3-local interaction. This process requires $ (:) ancillas, and
$ (log(:)) rounds of perturbation theory.

The original qudits are in the centre of the polygon-cells which form the boundary.17
Place the ancilla qudits required for this simulation on the edges of the cells separating
the sets of qudits they are interacting with (see Fig. 7.14 for an example).

This process can be applied to each of the interactions in �� independently. ��
contains $ (gG) operators of weight $ (g'−G) for G ∈ [0, '] (see subsection 7.4.1.5).
Therefore applying this step to every interaction in �� will require a total of:

#0 =$ (
'∑
G=0

gGg'−G) =$ ('g') =$ (= log(=)) (7.19)

ancilla qudits. Each edge will therefore contain $ (') = $ (log(=)) qudits. When
breaking down the interactions to 2-local the ancillas are placed nearest the qudits
they are interacting with, so none of the resulting 2-local interactions cross more than
two of the cells which make up the boundary.

As there are interactions with Pauli-weights which scale as $ (=) this step requires
$ (log(=)) rounds of perturbation theory. ByLemma19, the first round of perturbation
theory will require interaction strengths of Δ! = Ω

(
‖�bulk‖6

)
, while A rounds of

perturbation theory requires interaction strengths to scale as Δ6A
!
. Therefore, this step

requires maximum interaction strengths scaling as Λ =$
(
Δ

poly(=)
!

)
.

17The polygon cells are the faces of the tensor network which correspond to the uncontracted tensor
indices.
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Step 3
Each of the ancillas introduced in step 2 has degree at most 6. The degree of the
original qudits after step 2 is the same as their degree in the initial hypergraph, which
can be calculated as:

3 =

∑'
G=0 g

Gg'−G

g'
= ' (7.20)

Therefore there are $ (g') qudits of degree $ ('), and $ ('g') qudits of degree
$ (1).

We reduce the degree of each vertex to at most 3(? − 1) (where ? is the local
dimension of each qudit) in the following manner:18

1. Use the subdivision gadget to localise each qudit with degree $ ('). This
requires $ (') ancilla qudits per cell of the boundary, so $ ('g') ancillas in
total.

2. Apply the triangle gadget to each qudit to reduce the degree to 3(?−1), by
pairing edges of the form %0 + %†0 in parallel. Reducing the degree of one
$ (') degree vertex in this manner requires $ (log(')) rounds of perturbation
theory, and $ (') ancillas. Therefore applying this step to the entire graph
requires $ ('g') ancillas.

Once the degree of each qudit has been reduced there are $ (') qudits in each of the
cells of the boundary.

Finally we need to remove all the crossings using crossing gadgets. Each interaction
is constrained to 2 of the cells which make up the boundary surface, so we can
consider each cell and its adjacent cells separately.19 There are $ (') qudits, and
hence at most $ ('2) interactions in each cell, including contributions from adjacent
cells. Therefore there are at most $ ('4) crossings. We use the subdivision gadget
to localise each crossing,20 then apply the crossing gadget in parallel to each
localised crossing. This requires $ ('4) ancillas per cell of the boundary, so requires
$ ('4g') =$ (= log(=)4) ancilla qudits. These ancilla qudits are placed within the
corresponding face of the boundary surface.

18A recent paper [35] has derived a method to reduce the degree of a Hamiltonian, �, using
only polynomial strength interactions. However, this method cannot be used here as it assumes
| |� | | =$ (poly(=)), whereas | |�� | | =$ (exp(=)).

19This will double-count some crossings as each cell will be included when considering its adjacent
cells too, but as we are only interested in the asymptotic scaling this double-counting is not important.

20This step can be skipped for edges with only one crossing, where each qudit involved in the
crossing interactions has degree at most 3(?−1).
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This step required $ (log log=) rounds of perturbation theory, so we require the
maximum interaction strength Λ to scale as Λ =$

(
Δ

poly(= log(=))
!

)
Label the Hamiltonian resulting from this step as �′

�
.

Step 4
Finally, if we want the boundary Hamiltonian to have full local (* (2) symmetry, we
can simulate �′

�
with a qubit {-- +.. +//}-Hamiltonian on a 23 lattice, �boundary.

First use the technique from Lemma 21 in [6] to simulate �′
�
with a qubit Hamil-

tonian by simulating each ?-dimensional qudit with
⌈
log2 ?

⌉
qubits. The resulting

Hamiltonian is given by:

�′′� = E(�′�) +Δ
=′∑
8=0
%8 (7.21)

where E(") = +"+†, + =,⊗=′,21 , is an isometry , : C3 →
(
C2)⊗dlog2 ?e , and

% = 1−,,†. This requires =′
⌈
log2 ?

⌉
=$ (=′) qubits.

The operators in �′′
�
are at most 2

⌈
log2 ?

⌉
-local, and the qubits have degree at most

3(?−1)
⌈
log2 ?

⌉
.

Next we use the technique from [6, Lemma 22] to simulate�′′
�
with a real Hamiltonian.

This is a perfect simulation, which requires 2#′ = $ (=′) qubits, it increases the
locality of the interactions to at most 4

⌈
log2 ?

⌉
=$ (1) and doesn’t change the degree

of the qubits.

Using the technique from [6, Lemma 39] we then simulate the real Hamiltonian with
a Hamiltonian containing no . operators. This involves adding an ancilla qubit for
every interaction in the Hamiltonian. As each qubit is involved in a fixed number of
interactions, this only requires $ (=′) ancilla qubits, so the total number of qubits
involved in the Hamiltonian is still $ (=′). The locality of each interaction in the
Hamiltonian is increased by 1. This requires $ (1) rounds of perturbation theory.

The qubit subdivision and 3-2 perturbation gadgets from [28] can then be used
to reduce the Hamiltonian containing no .s to a 2-local Pauli interaction with no
.s, leaving a Hamiltonian of the form

∑
8> 9 U8 9 �8 9 +

∑
: (V:-: +W:/: ) where �8 9

is one of -8- 9 , -8/ 9 , /8- 9 or /8/ 9 [6, Lemma 39]. This requires $ (1) rounds of
perturbation theory, and $ (=′) ancilla qubits.

Next we use the subspace perturbation gadget from [6, Lemma 41] to simulate the
Hamiltonian of the form

∑
8> 9 U8 9 �8 9 +

∑
: (V:-: +W:/: ) with a {-- +.. + //}-

21=′ is the total number of qudits in � ′
�
.
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Hamiltonian. This requires encoding one logical qubit in four physical qubits, so
introduces $ (#′) ancilla qubits, and requires $ (1) rounds of perturbation theory.

Finally, we can simulate the general {-- +.. +//}-Hamiltonian with a {-- +.. +
//}-Hamiltonian on a triangulation of the boundary surface of the HQECC using the
perturbation gadgets from [30]. These perturbation gadgets are generalisations of the
fork, crossing and subdivision gadgets from [28] which use a pair of mediator qubits,
rather than a single ancilla qubit, so that all interactions in the final Hamiltonian
are of the form {-- +.. + //}. Following the method in [30], first reduce the
degree of all vertices in the interaction graph to 3 using the subdivision and fork
gadgets. This requires $ (1) ancillas and $ (1) rounds of perturbation theory per
qubit, and can be done to all qubits in the Hamiltonian in parallel. Next remove all
the crossings. The qudit Hamiltonian �′

�
had no crossings, and our simulation of

�′
�
with a {-- +.. + //}-Hamiltonian will have introduced $ (1) crossings per

qudit in �′
�
, so $ (=′) crossings across the entire interaction graph. The crossings

are localised using the subdivision gadget, then removed using the crossing gadget.
This requires $ (=′) ancilla qubits.

Step 4 therefore requires a total of $ (=′) =$
(
= log(=)4

)
qubits. The scaling of the

interaction strengths in the Hamiltonian is unchanged by this final step as it only
required $ (1) rounds of perturbation theory.

Each qubit has degree at most 3, so we can construct a triangulation of the boundary
surfacewith a qubit in the centre of each triangle. This is not an$ (1) triangulation, but
if we increase the diameter of our boundarymanifold to$

(
max(1, ln(:)

A
)! + log log=

)
then we can construct an$ (1) triangulation with a qubit in the centre of each triangle
(this follows because we are working in hyperbolic space). This surface will be
homeomorphic to a sphere as boundary surface of the HQECC is homeomorphic to
a sphere by Lemma 74.

The final Hamiltonian, �boundary, is a (Δ! , n , [)-simulation of �bulk with full local
SU(2) symmetry. The total number of qubits required scales as $

(
= log(=)4

)
, and

the interaction strengths in the Hamiltonian scale as max8 9 |U8 9 | =$
(
Δ

poly(= log(=))
!

)
where Δ! = Ω

(
‖�bulk‖6

)
. The perturbation gadget techniques require that n,[ =

1/poly(Δ!).22

22In steps 2 and 3 we assume that all operators are Pauli rank 2 operators of the form %�+%†�. We
have shown that the HQECC preserves the Pauli rank of operators (Theorem 98), so accounting for
operators of general form will only increase the overheads calculated by a constant factor.
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It is immediate from the definition of the greedy entanglement wedge [106, Defini-
tion 8] that bulk local operators in E(�) can be reconstructed on �. The boundary
observables / measurements {"′} corresponding to a bulk observable / measure-
ment " have the same outcome because simulations preserve the outcome of all
measurements.

�

Note that the fact that�boundary is a (Δ! , n , [)-simulation of�bulk immediately implies,
by Lemma 17, that the partition function, time dynamics, and all measurement
outcomes of the boundary are the same as that of the bulk, up to $ (1/poly(n,[))
errors which can be made as small as desired by increasing Δ! .

7.4.2 HQECC constructed from pentagonal prisms
The proof of Theorem 78 does not require any particular HQECC – all it requires is
that one exists. Here and in subsection 7.4.3 we provide examples of two pairs of
Coxeter group and tensor which can be used to construct a HQECC. There are many
more which could be constructed.

First we construct a HQECC using a perfect tensor, and a non-uniform Coxeter
polytope. The Coxeter polytope, %1, we use is a pentagonal prism. It is described by
the Coxeter diagram, Σ(%1), shown in Fig. 7.15. The elliptic subdiagrams of Σ(%1)
are shown in Table 7.2.23

The maximum |� | such that,� is finite is three, so |D' (F) | ≤ 3 ∀F ∈, . Clearly if
we construct a perfect tensor with 8 legs, and place one tensor in each polyhedral-cell
in a tessellation ofH3 by pentagonal prisms then the tensor network will be a HQECC.
Details of the tensor are given in subsection 7.4.2.1.

The growth rate of the Coxeter group is 3.13.24

7.4.2.1 Perfect tensor

We use the procedure set out in Appendix C.5 to construct a perfect tensor with the
required properties.

23Elliptic subdiagrams are subdiagrams containing � ⊆ ( such that,� is finite.
24The growth rate was calculated using CoxIterWeb [135], a web applet which computes invariants

of Coxiter groups.
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B6
B 5

B0

B3

B2

B1

B4

Figure 7.15: Coxeter diagram, Σ(%1), for the the Coxeter group associated with the pen-
tagonal prism. The vertices of the graph are labelled with the corresponding
generator of the Coxeter group. The faces � 5 and �6 of the Coxeter polyhedra
(corresponding to the generators B 5 and B6) are the pentagonal faces of the
prism, the faces �0 −�4 are the quadrilateral faces.

Name Diagram Generating sets
�1 {B0}, {B1}, {B2}, {B3}, {B4}, {B 5 }, {B6}

{B0, B1}, {B0, B4}, {B0, B6}, {B1, B2},
�1× �1 {B1, B 5 }, {B1, B6}, {B2, B3},

{B2, B 5 }, {B2, B6}, {B3 , B4},
{B3 , B6}, {B4, B 5 }, {B4, B6}

�2 (equivalently � (3)2 ) {B0, B 5 }, {B3 , B 5 }
�1× �1× �1 {B0, B4, B6}, {B0, B1, B6}, {B2, B3 , B6},

{B3 , B4, B6}, {B1, B2, B 5 }, {B1, B2, B6}
�2× �1 {B0, B1, B 5 }, {B0, B4, B 5 }, {B2, B3 , B 5 }, {B3 , B4, B 5 }

Table 7.2: Elliptic subdiagrams of Σ(%1).

Construct a AME(8,11) stabilizer state via a classical Reed Solomon code with
= = 8, : = 4 over Z11 defined by the set ( = {1,2,3,4,5,6,7,8} ∈ Z11. The generator
matrix is given by:

� =

©«
1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 8
1 4 9 5 3 3 5 9
1 8 5 9 4 7 2 6

ª®®®®®¬
(7.22)

In standard form this becomes:

� =

©«
1 0 0 0 10 7 1 2
0 1 0 0 4 4 3 4
0 0 1 0 5 2 10 4
0 0 0 1 4 10 9 2

ª®®®®®¬
(7.23)
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Giving a parity check matrix:

� =

©«
1 7 6 7 1 0 0 0
4 7 9 1 0 1 0 0

10 8 1 2 0 0 1 0
9 7 7 9 0 0 0 1

ª®®®®®¬
(7.24)

The stabilizer generators of the AME(8,11) stabilizer state are then given by:

" =

©«

1 0 0 0 10 7 1 2 0 0 0 0 0 0 0 0
0 1 0 0 4 4 3 4 0 0 0 0 0 0 0 0
0 0 1 0 5 2 10 4 0 0 0 0 0 0 0 0
0 0 0 1 4 10 9 2 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 7 6 7 1 0 0 0
0 0 0 0 0 0 0 0 4 7 9 1 0 1 0 0
0 0 0 0 0 0 0 0 10 8 1 2 0 0 1 0
0 0 0 0 0 0 0 0 9 7 7 9 0 0 0 1

ª®®®®®®®®®®®®®®®¬

(7.25)

The tensor which describes the stabilizer state is a perfect tensor.

7.4.3 HQECC based on the order-4 dodecahedral honey-
comb

There are only four compact, regular honeycombings ofH3, and all the honeycombings
are by polyhedra with even number of faces, so to use any of them in a HQECC
would require a pseudo-perfect tensor. Here we use the order-4 dodecahedral
honeycomb.

The Coxeter polytope, %2, we use is right angled dodecahedron. It is described by
the Coxeter diagram, Σ(%2), shown in Fig. 7.16. The elliptic subdiagrams of Σ(%2)
are shown in Table 7.3.

The maximum |� | such that,� is finite is three, so |D' (F) | ≤ 3 ∀F ∈, . Clearly
if we construct a pseudo-perfect tensor with 13 legs, and place one tensor in each
polyhedral-cell in a tessellation of H3 by right-angled dodecahedra then the tensor
network will be a HQECC. Details of the tensor are given in subsection 7.4.3.1.

The growth rate of the Coxeter group is 7.87.25

25The growth rate was calculated using CoxIterWeb [135], a web applet which computes invariants
of Coxiter groups.
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B0 B1 B2 B3 B4 B 5

Bℎ B8 B 9 B: B; B<

Figure 7.16: Coxeter diagram, Σ(%2), for the the Coxeter group associated with order-4
dodecahedral honeycomb. Each pentagonal face of a dodecahedral cell has a
dihedral angle of c2 with the five faces it intersects, and diverges from the other
six faces of the dodecahedron.

Name Diagram Generating sets
�1 {B0}, {B1}, {B2}, {B3}, {B4}, {B 5 },

{B6}, {Bℎ}, {B8}, {B 9 }, {B: }, {B;}
{B0, B1}, {B0, B2}, {B0, B3}, {B0, B4},
{B0, B 5 }, {B1, B2}, {B1, B 5 }, {B1, B6}
{B1, Bℎ}, {B2, B3}, {B2, Bℎ}, {B2, B8},
{B3 , B4}, {B3 , B8}, {B3 , B 9 }, {B4, B 5 },

�1× �1 {B4, B 9 }, {B4, B: }, {B 5 , B: }, {B 5 , B6},
{B6, B;}, {B6, Bℎ}, {B6, B: }, {Bℎ, B;}
{Bℎ, B8}, {B8, B 9 }, {B8, B;}, {B 9 , B;},

{B 9 , B: }, {B: , B;}
{B0, B1, B2}, {B0, B2, B3}, {B0, B3 , B4}, {B0, B4, B 5 }
{B0, B 5 , B1}, {B1, B 5 , B6}, {B1, B2, Bℎ}, {B1, B6, Bℎ}
{B2, Bℎ, B8}, {B2, B3 , B8}, {B3 , B4, B 9 }, {B3 , B8, B 9 },

�1× �1× �1 {B4, B 5 , B: }, {B4, B 9 , B: }, {B 5 , B6, B: }, {B6, B: , B;}
{B6, Bℎ, B;}, {Bℎ, B8, B;}, {B8, B 9 , B;}, {B 9 , B: , B;}

Table 7.3: Elliptic subdiagrams of Σ(%2).
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7.4.3.1 Pseudo-perfect tensor

We use the procedure set out in Appendix C.5 to construct a pseudo-perfect tensor
with the required properties.

Construct a AME(13,13) stabilizer state via a classical Reed Solomon code with
= = 13, : = 6 over Z13 defined by the set ( = {0,1,2,3,4,5,6,7,8,9,10,11,12} ∈ Z13.
The generator matrix is given by:

� =

©«

1 1 1 1 1 1 1 1 1 1 1 1 1
0 1 2 3 4 5 6 7 8 9 10 11 12
0 1 4 9 3 12 10 10 12 3 9 4 1
0 1 8 1 12 8 8 5 5 1 12 5 12
0 1 3 3 9 1 9 9 1 9 3 3 1
0 1 6 9 10 5 2 11 8 3 4 7 12

ª®®®®®®®®®®¬
(7.26)

In standard form this becomes:

� =

©«

1 0 0 0 0 0 12 7 5 9 4 8 6
0 1 0 0 0 0 6 9 3 3 11 8 11
0 0 1 0 0 0 11 7 6 8 11 1 7
0 0 0 1 0 0 7 1 11 8 6 7 11
0 0 0 0 1 0 11 8 11 3 3 9 6
0 0 0 0 0 1 6 8 4 9 5 7 12

ª®®®®®®®®®®¬
(7.27)

Giving a parity check matrix:

� =

©«

1 7 2 6 2 7 1 0 0 0 0 0 0
6 4 6 12 5 5 0 1 0 0 0 0 0
8 10 7 2 2 9 0 0 1 0 0 0 0
4 10 5 5 10 4 0 0 0 1 0 0 0
9 2 2 7 10 8 0 0 0 0 1 0 0
5 5 12 6 4 6 0 0 0 0 0 1 0
7 2 6 2 7 1 0 0 0 0 0 0 1

ª®®®®®®®®®®®®®¬
(7.28)

The stabilizer generators of the AME(13,13) state are given by:

" =

(
� 0
0 �

)
(7.29)
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The tensor which describes the AME(13,13) stabilizer state is a pseudo-perfect
tensor.

7.5 Technical details of the 2� −1� construction
We can use the universal Hamiltonian constructions from Chapter 2 to construct
a 2D-to-1D holographic quantum error correcting code (HQECC) with a local
boundary Hamiltonian.

Theorem 79. Consider any arrangement of = qudits in H2, such that for some fixed A
at most : qudits and at least one qudit are contained within any �A (G). Let & denote
the minimum radius ball �& (0) containing all the qudits. Let �bulk =

∑
/ ℎ/ be any

(quasi) :-local Hamiltonian on these qudits.

Then we can construct a Hamiltonian �boundary on a 1D boundary manifoldM with
the following properties:

1. M surrounds all the qudits and has diameterO (max (1, log(:)/A)& + log log=).

2. The Hilbert space of the boundary consists of a chain of qudits of length
O (= log=).

3. Any local observable/measurement " in the bulk has a set of corresponding
observables/measurements {"′} on the boundary with the same outcome. A
local bulk operator " can be reconstructed on a boundary region � if " acts
within the greedy entanglement wedge of �, denoted E[�].26

4. �boundary consists of 2-local, nearest-neighbour interactions between the
boundary qudits.

5. �boundary is a (Δ! , n , [)-simulation of �bulk in the sense of Definition 15, with
n,[ = 1/poly(Δ!), Δ! = Ω (‖�bulk‖), and where the interaction strengths in
�boundary scale as max8 9 |U8 9 | = O

(
(Δ! +1/[+1/n) poly(4'24' )

)
.

Proof. There are two steps to this simulation. The first step follow exactly the same
procedure as Step 1 in Theorem 78 (but using tessellations of H2 rather than H3 so
we just recap it very briefly here.

26The entanglement wedge, E� is a bulk region constructed from the minimal area surface used
in the Ryu-Takayanagi formula. It has been suggested that on a given boundary region, �, it should
be possible to reconstruct all operators which lie in E� [123]. The greedy entanglement wedge is a
discretised version defined in [106, Definition 8]
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Step 1. First simulate �bulk with a Hamiltonian which acts on the bulk indices of
a HQECC in H2 of radius ' = O (max (1, log(:)/A) !). Then use composition of
simulations and the isometry defined by the tensor network to simulate �bulk with
a Hamiltonian �� on the boundary surface of the HQECC (see Theorem 78 for
details).

Step 2. Simulate �� with a local, nearest neighbour Hamiltonian using the technique
from Theorem 31.

In order to achieve the scaling quoted we make use of the structure of �� due to
the HQECC. As in Theorem 78, �� will contain O(gG) Pauli rank-1 operators of
weight g'−G for 0 ≤ G ≤ '. A Pauli rank-1 operator of weight F can be specified
using O(F) bits of information. So, if we encode �� in the binary expansion of q as

�(q) = W′(') ·'G=0

[
W′(8) ·g'−G · (%1 · . . . ·%g'−G )

] ·gG
· W′(!),

we have |q | = O('g') = O(= log=). The number of boundary spins in the final
Hamiltonian therefore scales as O(= log=). The final boundary Hamiltonian is a
(Δ, n , [)-simulation of �bulk.

In order to preserve entanglement wedge reconstruction [106], the location of the
spins containing the input state on the Turing machine work tape has to match the
location of the original boundary spins. So, instead of the input tape at the beginning
of the "PE computation containing the input state, followed by a string of |0〉s, the
two are interspersed. Information about which points on the input tape contain the
input state can be included in the description of the Hamiltonian to be simulated.

It is immediate from the definition of the greedy entanglement wedge [106, Definition
8] that bulk local operators in E(�) can be reconstructed on �. The boundary
observables/measurements {"′} corresponding to bulk observables/measurements
{"} which have the same outcome, because by definition simulations preserve the
outcome of all measurements. The claim follows. �

It should be noted that the boundary model of the resulting HQECC does not have
full rotational invariance. In order to use the universal Hamiltonian construction the
spin chain must have a beginning and end, and the point in the boundary chosen to
“break” the chain also breaks the rotational invariance. However, it is possible to
construct a HQECCwith full rotational symmetry by using a history state Hamiltonian
construction with periodic boundary conditions, as in [18, Section 5.8.2].
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In [18, Section 5.8.2] a Turing machine is encoded into a local Hamiltonian acting
on a spin chain of length # with periodic boundary conditions. The ground space of
the resulting Hamiltonian is 2# fold degenerate. It consists of history states, where
any two adjacent sites along the spin chain can act as boundary spins for the purpose
of the Turing machine construction - giving rise to 2# distinct ground states.27

We can apply this same idea to construct a rotationally invariant HQECC, which
maps a (quasi-)local bulk Hamiltonian, �bulk in H2 to a local Hamiltonian �boundary

acting on a chain of # qudits. The code-space of the HQECC is 2#-fold degnerate,
and below the energy cut-off �boundary has a direct sum structure:

�bulk→ �boundary |≤ Δ2 =

©«
�bulk 0 . . . 0

0 �bulk . . . 0
...

...
. . . 0

0 0 . . . �bulk

ª®®®®®¬
(7.30)

where each factor in the direct sum acts on one of the possible rotations of the
boundary Hilbert space.

Observables are mapped in the same way as the Hamiltonian. In order to preserve
expectation values, we choose the map on states to be of the form:28

dboundary = Estate (dbulk) =

©«
dbulk 0 . . . 0

0 0 . . . 0
...

...
. . . 0

0 0 . . . 0

ª®®®®®¬
(7.31)

We can choose that the bulk state maps into the ‘unrotated’ boundary Hilbert space, so
that the geometric relationship between bulk and boundary spins is preserved.29

27The factor of two arises because there is freedom about which of the two adjacent sites is assigned
to be the ‘left’ boundary, and which is the ‘right’ boundary.

28See [6, Section 7.1] for a discussion of maps on states in simulations.
29Although the bulk states maps into one factor of the direct sum structure, every state in the

low-energy portion of the boundary does have a bulk interpretation. But most of these states are
rotated with respect to the bulk geometry.
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7.6 Discussion
7.6.1 Main result
In our bulk/boundary mapping, local Hamiltonians in hyperbolic space, H3 , are
mapped to local Hamiltonians on its boundary. At first glance this may appear to
be at odds with the bulk reconstruction expected in AdS/CFT, where observables
deep in the bulk are expected to map to non-local observables on the boundary CFT.
However, while the local simulation in our construction ensures that the boundary
Hamiltonian is local, it does not affect the locality of observables. As in the HaPPY
code, observables deep in the bulk in our construction map to observables which
require a large fraction of the boundary to be reconstructed, while observables
near the boundary of the HQECC can be reconstructed on smaller fractions of the
boundary (see point 3 from Theorems 78 and 79 for details). This includes local
Hamiltonian terms in the bulk when viewed as energy observables. For a local
Hamiltonian term deep in the bulk, the corresponding energy observable on the
boundary is not a single local term in the boundary Hamiltonian, but is made up a
sum over many local terms acting across a large area of the boundary.

Point 1 from Theorems 78 and 79 demonstrates that the boundary surface in our
construction really is a boundary geometrically. The radius of the boundary surface
is at a distance log log= from the = bulk qudits. In subsection 7.6.4 we compare this
with the spherical and Euclidean case.

Point 4 from Theorem 78, which follows immediately from work in [6], says that
we can always choose that the boundary Hamiltonian in our holographic duality has
full local SU(2) symmetry. This hints at the possiblity of systematically incorporate
local symmetries into the construction, such as gauge symmetries. Doing so would
involve tailoring our general construction to specific bulk models of interest, which
is an intriguing possibility that we leave to future work.

Finally it is worth commenting on the energy scales in the construction. There are
two large energy scales in the boundary theory. The first, Δ(, is the energy penalty
applied to boundary states which violate stabilizers of the HQECC. Above this energy
scale, the geometry of the corresponding tensor network in the bulk is modified
in a way that corresponds to toy models of black holes proposed previously [106].
We discuss this more fully in subsection 7.6.3. The second, Δ! , is the energy scale
at which the local simulation of point 5 from Theorems 78 and 79 breaks down.
At energies above Δ! there is no longer any meaningful duality between bulk and
boundary. Δ! has no meaning in the bulk picture.
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7.6.2 Boundary to bulk mapping
So far throughout this chapter we have considered the tensor network as a map
from bulk to boundary. But one of the holy grails of AdS/CFT is to construct a
mapping in the opposite direction: from boundary to bulk, as that opens up the
possibility of studying bulk quantum gravity via the better-understood boundary
CFT. Our construction allows us to construct a toy model of such a boundary-to-bulk
mapping.

Consider the boundary Hamiltonian �boundary dual to some :-local bulk Hamiltonian
�bulk on =bulk qudits, from Theorems 78 and 79. Whatever the form of �bulk,
�boundary can always be decomposed in the form:

�boundary = Δ!�! +Δ(�̃( + �̃bulk (7.32)

where �! =
∑
8∈A �80 contains strong terms which penalise states outside of the

simulator subspace (these arise from the perturbation gadget techniques in the 3D/2D
case, and the history state techniques in the 2D/1D case); �̃( contains all the terms
arising from the simulation of the stabilizer Hamiltonian �( (apart from the terms
already included in �!); and �̃bulk contains all the remaining terms arising from the
simulation of �bulk (again, apart from the terms included in �!).

Let:
�generic = Δ!�! +Δ(�̃(, (7.33)

which is the boundary Hamiltonian dual to the zero Hamiltonian in the bulk. We can
recover a geometric interpretation of the bulk from eq. (7.33). Consider decomposing
�generic | Δ!

2
into subspacesH= of energy (=−1/2)Δ( ≤ � ≤ (=+1/2)Δ( for = ∈N such

that � ≤ Δ!
2 . Note that Lemma 76 and the fact that �̃( is a simulation (Definition 15

from Chapter 1) of �(, �generic | Δ!
2
is block-diagonal with respect to the Hilbert space

decompositionHboundary =
⊕

=H=.

A boundary state |k〉boundary with support only on the subspaceH0 corresponds to
the bulk geometry of an unperturbed tensor network. This subspaceH0 is precisely
the image of the isometry defined by the full tensor network. Thus the bulk state
|k〉bulk dual to |k〉boundary can be recovered by applying the inverse of the encoding
isometry +0 for the unbroken tensor network: |k〉bulk =+†0 |k〉boundary.

A boundary state |k〉boundary ∈ H= with = ≥ 1 corresponds to a bulk geometry where
one or more of the tensors in the network has been removed (see Fig. 7.17 for details).
To see this, note that a state on the boundary is inH=≥1 iff it has violated one of the
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Figure 7.17: (a) The pentagon code from [106]. Red dots indicate bulk (logical) indices,
white dots indicate boundary (physical) indices. (b) The pentagon code
from [106] with the central tensor removed. The indices from neighbouring
tensors which were contracted with the central tensor are now logical indices.

stabilizer terms of the HQECC (see Lemma 76). In the bulk it isn’t meaningful to talk
about states violating stabilizer terms, as the stabilizers don’t act on the same Hilbert
space as the bulk indices. However, if a tensor is removed from the network, the
stabilizer terms associated with that tensor do act on the bulk indices of this modified
tensor network. Therefore, for any boundary state |k〉boundary ∈ H=, it is possible to
determine whether it is associated with a bulk geometry which contains holes in the
tensor network (= > 0), and how many (=), by considering just �generic. Moreover, if
the bulk geometry does contain holes, the location of holes can be inferred fromwhich
stabilizer terms in �generic are violated by |k〉boundary. Since (see Lemma 76) states
violating different stabilizer terms are orthogonal, the subspaceH= corresponding to
= holes in the bulk further decomposes intoH= =

⊕
2H=,2, where the sum is over

all configurations 2 of = holes in the tensor network. The dual bulk state can be
recovered by applying the inverse of the encoding isometry +=,2 of the tensor network
with holes in the appropriate locations: |k〉bulk =+†=,2 |k〉boundary.

By linearity, states |k〉boundary with support across multiple subspaces
⊕

=

⊕
8H=,2

correspond to coherent superpositions of states with different bulk geometries, and
the dual state in the bulk can be recovered via: |k〉bulk =

⊕
=

⊕
2+
†
=,2 |k〉boundary.

All of this also extends to observables and operators on Hboundary in the obvious
way.
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A very similar analysis applies to general boundary Hamiltonians of the form
eq. (7.32). �generic determines the subspace decompositionHphysical =

⊕
=

⊕
2H=,2

as before, which is independent of �̃bulk, giving exactly the same bulk geometric
interpretation of states in (and operators on)H| Δ!

2
=Hphysical =

⊕
=

⊕
2H=,2. The

only new aspect is how to recover the bulk Hamiltonian �bulk dual to �̃bulk.

If we consider �̃bulk | Δ!
2
, all ancilla qudits are projected onto a one-dimensional

subspace by Δ!�! , so do not appear. Thus the resulting Hamiltonian only acts on
the ‘physical’ qudits in the boundary theory,Hphysical. (I.e. the same Hilbert space
as the non-local boundary Hamiltonian �′boundary = �

′+Δ(�( obtained by pushing
bulk interactions and stabilizers through the tensor network, see subsection 7.2.2 for
discussion, or Step 1 of Theorems 78 and 79 for full details.)

We can make the relationship between this Hamiltonian and the bulk geometry
explicit, by considering how it looks with respect to the Hilbert space decomposition
Hphysical =

⊕
=

⊕
2H=,2. For example, its action on the Hilbert space of the unbroken

tensor network is given by:

�bulk,0 =+0�̃bulk |H0+
†
0 (7.34)

For general �̃bulk, the resulting �bulk,0 will not be have any particular local structure.
However, there do exist �̃bulk that give rise to every :-local �bulk,0. Indeed, we know
exactly what form the �̃bulk corresponding to :-local �bulk,0 take, because these are
precisely the Hamiltonians we constructed in Theorems 78 and 79 going in the other
direction! Moreover, if we start with a �̃bulk which is dual to a :-local �bulk,0, and
add weak terms coupling e.g.H0 andH1, then the resulting �bulk will have a �bulk,0

as a low-energy effective theory for energies < Δ(. But it will now be possible for a
state |k〉 ∈ H0 to evolve to a state |i〉 ∈ H1 under the action of �bulk.

7.6.3 Black hole formation in HQECC
In [106] it was suggested that black holes can be incorporated into HQECC models
of AdS/CFT by removing tensors from the tensor network. Recall, if a tensor is
removed from the bulk then its one logical index is replaced by C −1 logical indices,
corresponding to the indices that were previously contracted with the missing tensor
(see Fig. 7.18).

This increases the code subspace of the boundary Hilbert space, and [106] suggested
that this can be interpreted as describing bulk configurations which contain a black
hole. It is noted in [106] that this model ensures that every boundary state is dual
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Figure 7.18: (a) The pentagon code from [106]. Red dots indicate bulk (logical) indices,
white dots indicate boundary (physical) indices. (b) The pentagon code
from [106] with a central black hole. The central tensor has been removed, and
the indices from neighbouring tensors which were contracted with the central
tensor are now logical indices.

to a bulk state, and that black hole entropy scales with area, as expected from the
Beckenstein-Hawking bound [136, 137].

This method of incorporating black holes into HQECC toy models of holography
may at first appear ad hoc and artificial. However, by extending the toy models of
holographic duality to encompass Hamiltonians, it emerges more naturally, and can
also be extended to toy models of black hole formation. Indeed, by considering
the boundary dynamics dual to black hole formation in the bulk, we will see that
removing a tensor from the network is the only way to preserve energy under unitary
dynamics.

Consider a HQECC, with boundary Hamiltonian:

�boundary = �generic + �̃bulk (7.35)

where �generic is as defined in the previous section. We will choose �̃bulk to ensure
that �bulk,0 is some local Hamiltonian which models semi-classical gravity, given
by:

�bulk,0 =
∑
/

ℎ/ (7.36)
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where the parameter Δ( in �generic satisfies: Δ( � ||ℎ/ | |, but Δ( <
∑
/ | |ℎ/ | |. To

see that it is always possible to choose �̃bulk which gives �bulk,0 of this form, note
that we could push �bulk,0 through the tensor network and construct such a �̃bulk.
Here we are allowing ourselves the freedom to add some additional perturbation to
�̃bulk.

Consider the boundary state:

|k1〉 = ⊗G�G |k0〉 (7.37)

where k0 is the vacuum state (the ground state), �G =,†�G, is the boundary
operator dual to some local bulk operator �G , and the tensor product is over $ (=)
boundary operators, which correspond to bulk local operators acting on a shell of
$ (=) qudits near the boundary.30 This boundary state corresponds to a shell of
matter in the bulk near the boundary.

Each bulk local excitation will pick up energy, X� , from only a few of the local
ℎ/ terms, but the overall state will have large energy from summing over all these
contributions. The energy on the boundary is equal to the energy in the bulk theory,
so we must have:

〈k1 |�boundary |k1〉 =
$ (=)∑
G=0

X� =$ (=X� ). (7.38)

For suitably chosen Δ(, the total energy of this configuration � ( |k1〉) =$ (=X� ) > Δ(.
However, the local operators �G are encoded versions of bulk operators, so acting on
|k0〉 with �G will not take the state outside of the code subspace. Therefore, |k1〉 is
in the code subspace of the HQECC.

The boundary will evolve under �boundary. The bulk time dynamics can be approx-
imated by �bulk,0. This will lead to an error nC that increases only linearly in C [6,
Proposition 29]. So this approximation will be valid for sufficiently long times.

If we assume that under the action of �bulk,0 this shell of matter collapses inwards
towards the centre of the HQECC (as would be expected from a Hamiltonian that
models gravity), then the bulk will unitarily evolve to a configuration where most
regions are in a low energy state (with respect to the Hamiltonians that act there), and
most of the energy comes from a few ($ (1)) terms near the centre of the HQECC.
Denote the boundary state dual to this bulk configuration by |k2〉.

30The hyperbolic geometry ensures that there are $ (=) qudits in a shell near the boundary.
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The evolution is unitary, so we must have that:

〈k2 |�boundary |k2〉 = 〈k1 |�boundary |k1〉 (7.39)

where 〈k1 |�boundary |k1〉 = $ (=X� ) > Δ(. The bulk must have the same energy as
the boundary. But the maximum energy the bulk could have picked up from $ (1)
ℎ/ terms is given by:

$ (1)∑
G=0
| |ℎ/ | | =$ ( | |ℎ/ | |) . (7.40)

By assumption Δ( � ||ℎ/ | |, so it is not possible for the bulk to pick up energy greater
than Δ( from $ (1) ℎ/ terms.

If we consider the boundary system, it is possible for the boundary to pick up energy
greater than Δ( either from (the encoded version) of many ℎ/ terms, or by violating
one of the stabilizers of the HQECC. Since the bulk state dual to |k2〉 cannot pick up
energy from many ℎ/ terms, the only way for |k2〉 to pick up energy greater than Δ(
is to violate a stabilizer term.

Violating a stabilizer corresponds to picking up energy from the �̃( term in the
boundary Hamiltonian. On the boundary it is clear that if we begin in a state inside
the code space with energy greater than Δ( it is possible to unitarily evolve to a state
which is outside the code space and violates a stabilizer (provided that �̃bulk does not
commute with �̃( – see discussion below).

In the undisturbed bulk geometry it is not meaningful to talk about violating a
stabilizer, as the stabilizers do not act on the same Hilbert space as the bulk logical
indices. If, however, one of the bulk tensors has been removed, as in the models of
black holes from [106], then the stabilizers corresponding to the removed tensor do
act on the Hilbert space of the C −1 new logical indices, and it is meaningful to talk
about these stabilizers being violated.

Therefore, the only way for the system to conserve energy under these dynamics
is for the tensor network corresponding to the boundary state to be ‘broken’, and
for at least one of the stabilizers corresponding to the missing tensor to be violated.
This process therefore predicts the dynamical formation of a toy model black hole as
proposed in [106].

In order for this process to occur we must have:

[�̃(, �̃bulk] ≠ 0 (7.41)
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(If we had some �̃′bulk which commuted with �̃( then there would be no coupling
between the code-space, C ∈ Hboundary, and the rest of the boundary, C ∈ Hboundary.
So it would not be possible for |k1〉 ∈ C to unitarily evolve to |k2〉 ∈ C.)

In the bulk, eq. (7.41) implies that �bulk,0 is a low energy effective theory. The full
bulk Hamiltonian includes some coupling between H0 and H≥1 (where H= is as
defined in the previous section). It therefore doesn’t act only on the logical indices of
the unbroken tensor network, and so the tensor network is always an approximation
to the actual bulk theory. Another recent paper which examined bulk geometries
containing black holes also showed that the bulk reconstruction in AdS/CFT is
necessarily only approximate [138].

eq. (7.41) also implies that the toy model black hole degrees of freedom will (in
general) be entangled with the rest of the tensor network. We can write the boundary
Hamiltonian as:

�boundary | Δ!
2
= �C ⊗1+1⊗�C + coupling terms (7.42)

where eq. (7.41) ensures that the coupling terms are non-zero. Since the coupling
terms are non-zero, any boundary state which is separable across the C / C partition
(equivalently, any bulk state which is separable across the black hole boundary) is
not a stationary state of �boundary, so separable states will always evolve to entangled
states. Therefore, the black hole degrees of freedom (if we trace out the rest of the
tensor network) will always evolve to a mixed state. Similarly, on the boundary
tracing out part of the system will lead to a mixed state. In this sense the black hole
(and the equivalent state on the boundary) has thermalized.

It also follows from this discussion that the toy models of black holes correspond to
high energy states on the boundary, which pick up their energy from a small number
of high energy terms in the Hamiltonian.

Therefore, with an appropriately chosen �̃bulk, we can model black hole formation
in our HQECC. No information is lost in this process (as the dynamics are unitary
we can always reverse them). But the isometry which takes bulk states to boundary
states will have changed, so the ‘dictionary’ for reconstructing the bulk state from the
boundary state will be different. In particular, the fraction of the boundary needed to
reconstruct an operator acting on the central bulk region will increase in the presence
of a toy-model black hole.
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To see this consider a central black hole where one tensor is removed from the
HQECC. An operator which acts on the degrees of freedom representing the black
hole acts on all C −1 of the logical indices, so will need to be pushed through all
of the C −1 tensors at radius 1 in the HQECC. In the absence of any black hole an
operator acting on the central bulk index could be reconstructed via pushing through
just

⌈
C
2
⌉
of the tensors at radius 1 in the HQECC. Thus the fraction of the boundary

needed for bulk reconstruction of the centre has increased.

Throughout this discussion we have concentrated on a black hole in the centre of the
bulk for clarity, but these qualitative conclusions apply equally well to black holes
situated at any point in the bulk.

7.6.4 Other geometries
We have constructed a duality between quantum many-body models in H3 and
models living on its 3−1-dimensional boundary, as a toy model for a duality between
Anti-de Sitter space and its boundary. From a cosmological perspective it would also
be interesting to consider toy models of dualities between positively curved / flat
geometries, and their boundaries.

There is no reason to suspect that the error correcting properties of AdS/CFT
should be recreated in such dualities, so it is not clear that the error correcting
code constructions of HQECC will be relevant. However, the analogue Hamiltonian
simulation theory from [6] can be applied in any geometry. It follows immediately
from the results in [6] that it is possible to construct a duality between Euclidean or
spherical geometry in dimension 3, and a 2D ‘boundary’ surface. However, it is not
clear whether such a ‘boundary’ surface can be considered a geometric boundary in
any meaningful sense.

In Euclidean geometry, results from [6] imply that in order to simulate = bulk qudits
in E3 with a local boundary model requires $ (poly(=)) boundary qudits. If we
maintain the density of qudits from the bulk on the boundary, this implies that if the
bulk qudits were contained in a ball of radius ', then the boundary surface would
be at a radius '′ =$ (' +poly(=)). So the distance between the bulk qudits and the
boundary surface would increase polynomially with =.

The situation in the positively curved case is worse. S3 is finite, so the boundary
surface required to simulate = qudits which lie in S3 might not itself lie in S3.
Therefore, while it is possible to construct a duality between E3 or S3 and a 2D
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surface, it is not clear whether such a duality could be considered a bulk / boundary
mapping.

7.6.5 Limitations to our constructions
The constructions presented in this chapter inherit some of the drawbacks of the
HaPPY code. In particular, the Ryu-Takayanagi formula is not obeyed exactly for
arbitrary bulk regions; there exist certain pathological choices of boundary region, �,
for which there are bulk operators that are not recoverable on � nor on �2 (violating
complementary recovery). Like the HaPPY code, the tensor network cannot describe
sub-AdS geometry as it is only defined at scales larger than the AdS radius. A number
of holographic codes have been constructed which build on the HaPPY code and
do not have these drawbacks. Notable examples include bidirectional holographic
codes (BHC) composed of pluperfect tensors [109], and random tensor network
constructions [110].

In Chapter 8 we present two further constructions of HQECC, which build on the
techniques in [110] and overcome some of these drawbacks.



Chapter 8

Holographic duality between local
Hamiltonians from random tensor
networks

8.1 Introduction
In this chapter we demonstrate that the holographic toy model mapping between local
Hamiltonians described in Chapter 7 can be constructed from networks of random
tensors rather than tensors chosen with particular properties. This is motivated by the
construction of a toy model of holographic duality that simultaneously maps between
local Hamiltonians and recovers the expected Ryu-Takayangi entropy formula for
general cases. These properties have previously been demonstrated independently
using Hamiltonian simulation theory Chapter 7 and random tensor networks [110]
respectively. By showing that both these properties can be realised simultaneously, this
work advances a further step along the path of mathematically rigorous constructions
of holographic codes that capture more features of the AdS/CFT correspondence.
Perhaps the most important consequence is to push the boundary further out between
those features of holography that can already be realised without incorporating
gravity into the model, and those that could be inherently gravitational.

The following section of this chapter informally presents our main results with an
overview of the proofs. The full mathematical proofs of our main results are given
in Section 8.2 going via results concerning the concentration of random stabilizer
tensors about perfect tensors and the agreement with the Ryu-Takayanagi entropy
formula, before finally presenting a description of our holographic toy model. The
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conclusions of the current chapter and the previous chapter are presented together in
Chapter 9.

8.1.1 Our results
We set up a duality between states, observables and local Hamiltonians in 3-
dimensional hyperbolic space and its (3 − 1)-dimensional boundary, for 3 = 2,3.
In the model a general local Hamiltonian acting in the bulk has an approximate
dual 2-local nearest-neighbour Hamiltonian on the boundary. The mapping has
redundant encoding leading to error correcting properties where the reconstruction
of any bulk operator acting in the entanglement wedge of a boundary region is
protected against erasure of the rest of the boundary Hilbert space. This implies
complementary recovery for all partitions of the boundary and all local bulk operators.
The entanglement entropy of general boundary regions obeys the Ryu-Takayanagi
formula exactly where there is no bulk entanglement. Furthermore the effect of
introducing bulk entanglement qualitatively agrees with the entropic corrections
expected in real AdS/CFT.

The explicit encoding is a chain of simulations, the first of which is described by a
tensor network HQECC. The geometry of our network is inherited from Chapter 7
where hyperbolic bulk space is tessellated by space-filling Coxeter polytopes. In our
set-up a random stabilizer tensor is placed in each polytope with one tensor index
identified as the bulk index and the rest contracted through the faces of the polytopes.
With a suitably high tensor bond dimension we are able to achieve several features
of AdS/CFT simultaneously with high probability. Therefore, by choosing a model
of semi-classical gravity in the bulk this construction is an explicit toy model of
holography, providing a mathematically rigorous tool for exploring the physics of
this setting. The notable features of our construction are summarised in the following
statement of our main result, these are then made precise in Theorem 79 for the 2D
to 1D duality and in Theorem 90 for 3D to 2D.

Theorem 80 (Informal statement of holographic constructions). Given any (quasi)
local bulk Hamiltonian acting on qudits in (3 = 2,3)-dimensional AdS space, we can
construct its dual Hamiltonian acting on the (3 −1)-dimensional boundary surface
such that:

1. All relevant physics of the bulk Hamiltonian are arbitrarily well approximated
by the boundary Hamiltonian, including its eigenvalue spectrum, partition
function and time dynamics.
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2. The boundary Hamiltonian is 2-local acting on nearest neighbour boundary
qudits, realising a mapping between models.

3. The entanglement structure mirrors AdS/CFT as the Ryu-Takayanagi formula is
obeyed exactly for any boundary subregion in the absence of bulk entanglement.

4. Any local observable/measurement in the bulk has a set of corresponding
observables/measurements acting on portions of boundary as described by the
AdS Rindler reconstruction giving complementary recovery.

This result could be extended to higher dimensions. In particular, all the techniques
in Theorem 90 generalise to higher dimensions, all that is needed to generalise the
result is to find examples of tessellations meeting the requirements of the construction.
While the formal theorems set out the details of the boundary, intuitively the geometry
is what we expect from the concept of a boundary of a finite bulk space and the number
of boundary qudits scales almost linearly with the number of bulk qudits.

The proof combines many of the techniques from previous works: perturbation
gadgets and the structure of the Coxeter group Chapter 7; the theory of Hamiltonian
simulation [6], history state simulation techniques Chapter 2 and drawing comparison
to a classical Ising model [110]. The main function of the results in this chapter are
to demonstrate that these techniques can be successfully employed together with no
arising contradictions, generating a more complete toy model of holography. Full
proof of the result and the relation between the bond dimension and the probability
of obtaining the encoding described are given in Section 8.2.

8.2 Results with technical details
We construct tensor network HQECCs by embedding random stabilizer tensors with C
legs into each cell of space-filling tessellations of hyperbolic 2-space and hyperbolic
3-space. The tessellations are defined by Coxeter systems chosen such that the
Coxeter polytope has an odd number of faces1. Each tensor has one uncontracted leg
associated as the logical bulk index, the remaining legs are contracted with the tensors
that occupy the neighbouring polyhedral cells. The tessellation is finite such that at
the cut-off the uncontracted tensor legs become the physical boundary indices.

In this section we demonstrate particular properties of this construction. First we
present a mathematically rigorous characterisation of the concentration of random
stabilizer tensors about perfect tensors with increasing bond dimension, using the

1An odd number of faces is essential for complementary recovery see Lemma 88
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algebraic structure of the stabilizer group to arrive at a probability bound on having
an exact perfect tensor. Then we demonstrate via an Ising model mapping that the
entanglement structure of general boundary subregions obeys the Ryu-Takayanagi
formula exactly when there is no entanglement in the bulk input state. Here we
also show that the construction exhibits complementary recovery for all choices of
boundary bipartition and all local bulk operators, an advance on previous models
where exceptions could be found. Finally we use simulation techniques to break down
global interactions at the boundary to demonstrate that at the same time as achieving
exact Ryu-Takayanagi we can describe a duality between models that encompasses
local Hamiltonians.

8.2.1 Random stabilizer tensor networks describe an isome-
try

In contrast to the perfect tensor case, it is not immediately clear that random stabilizer
tensor networks with large dimension correspond to an exact isometric mapping
or maximum distance stabilizer codes. Since the product of isometries is still an
isometry, we can focus on proving a result for an individual random stabilizer tensor.
Our first result is that random stabilizer tensors with large bond dimension are perfect
stabilizer tensors with high probability. This implies that simultaneously exhibiting
the advantageous properties of perfect stabilizer and random tensors is realisable.
This was previously shown to be true for random tensors in HQECCs where the
dimensions of the bulk indices and boundary indices were chosen appropriately
[110]. In the following we explicitly work out the relation between the probability
and bond dimension, and our result is applicable to tensors with uniform bond
dimension.

The key ingredient in this proof is that random states in high dimensional bipartite
systems are subject to the "concentration of measure" phenomenon. This means
that with high probability a function of the random state will concentrate about its
expectation value [117]. We will show that for a random stabilizer state on = qudits,
the von Neumann entropy of every subset of the tensor’s indices with |�| = bC/2c is
maximal with high probability. This is a necessary and sufficient condition for the
state to be AME and therefore for the tensor to be perfect. To ensure the tensor is
exactly perfect as opposed to close to perfect – which would not guarantee that the
tensor described MDS stabilizer codes – we will use the particular algebraic structure
of stabilizer states to constrain the values that the entropy can take.
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8.2.1.1 Concentration bounds
Measure concentration is the surprising observation that a uniform measure on a
hypersphere will strongly concentrate about the equator as the dimension of the
hypersphere grows. This implies that a smoothly varying function of the hypersphere
will also concentrate about its expectation. Levy’s lemma formalises the concentration
of measure in the rigorous sense of an exponential probability bound on a finite
deviation from the expectation value:

Lemma 81 (Levy’s lemma; see [139]). Given a function 5 : S3 ↦→ ' defined on the
3-dimensional hypersphere S3 , and a point q ∈ S3 chosen uniformly at random,

Prob� [| 5 (q) − 〈 5 〉| ≥ n] ≤ 2exp
(
−2�1(3 +1)n2

[2

)
, (8.1)

where [ is the Lipschitz constant of 5 , given by [ = sup |∇ 5 |, and �1 is a positive
constant (which can be taken to be �1 = (18c3)−1).

Pure 3��-dimensional quantum states can be represented by points on the surface of
a hypersphere in (23�� −1) dimensions due to normalisation. Therefore by setting
3 = 23�� −1, the above can be applied to functions of states |q〉�� chosen randomly
with respect to the Haar measure. However for this construction it is important that
we use random stabiliser states, |k〉��, so we must take an exact 2-design. Low
showed in [140] that in general t-designs give large deviations, particularly for low
t. However, by leveraging intermediate results of [140] alongside a quantisation
condition on entropy for stabiliser states we will show that ((tr� ( |k〉 〈k |)) = log3�
with high probability. In order to arrive at this more general concentration result for
entropy we will need the following bound on moments.

Lemma 82 (Bound on moments; see [140] Lemma 3.3). Let - be any random
variable with probability concentration

Prob ( |- − ` | ≥ n) ≤ �24
−0n2

. (8.2)

(Normally ` will be the expectation of - , although the bound does not assume this.)
Then,

〈|- − ` |<〉 ≤ �2Γ(</2+1)0−</2 ≤ �2

( <
20

)</2
(8.3)

for any < > 0.

In particular, if the function 5 is a polynomial of degree 2 then the expectation value
with respect to the Haar measure or an exact 2-design are equal. While the von
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Neumann entropy is not such a function, the flat eigenspectra of stabiliser states
demonstrated in subsection 8.2.1.3 allows us to equivalently consider the Rényi-2
entropy which is the logarithm of a degree 2 polynomial, (2(d�) = − log

(
tr(d2

�
)
)
.

We first use Levy’s lemma to bound the probability concentration of the purity of
Haar random states, then using Lemma 82 link this concentration to entropy of
pseudo random states.

8.2.1.2 Expectation of tr(d2
�
)

The average reduced density matrix of any bipartite Haar random state is the
maximally mixed state, 1/3�, following from the invariance of the Haar measure.
This is the premise for expecting that the average entropy of high dimensional random
stabilizer states is close to maximal with some small fluctuation. However, we
will need the expectation of the purity of random stabilizer states, tr(d2

�
), in order

to translate Levy’s lemma applied to a Haar random degree-2 polynomial into a
concentration statement concerning the entropy of stabilizer states.

Lemma 83 (Average of the purity). Given a stabilizer state |k〉�� on C qudits of
prime dimension ?, bipartitioned into subsets � and � of C� and C� qudits respectively
where C� ≤ C�. The average purity of the reduced density matrix is given by,〈

tr� (d2
�)

〉
=
3� + 3�
3�� +1

(8.4)

where 3� = ?C�, 3� = ?C� , 3�� = ?C�+C� are the dimensions of the respective
(sub)spaces.

Proof. See the proofs of [12, Lemmas 3.4 & 3.5]. �

8.2.1.3 Quantised entropy of stabilizer states
Applying Levy’s lemma to the purity of Haar random states, along with the bounds
on moments from Lemma 82, is already sufficient to conclude that high dimensional
random stabilizer tensors are close to perfect with high probability 2. Some properties
of perfect tensors will follow approximately from this statement. For example, the
tensor is an approximate isometry across any bipartition where the departure can be
suppressed by scaling the bond dimension. One could individually investigate the
behaviours of this approximate perfect tensor to see if the deviation can be suppressed
in all relevant cases. Instead we look to exploit the algebraic structure of the stabilizer
group to demonstrate a strengthened result: high dimensional random stabilizer
tensors are exactly perfect still with high probability.

2((d�) is always lower bounded by (2 (d�)
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Theorem 84 (Quantisation of entropy). Given a stabilizer state |k〉�� on C qudits of
prime dimension ?, bipartitioned into subsets � and � of C� and C� qudits respectively
where C� ≤ C�. The reduced density matrix, d�, has a flat spectrum and its entropy,
((d�), is quantised in units of log ?.

Proof. See [12, Theorem 3.6] �

8.2.1.4 Random stabilizer tensors are perfect tensors with high probabil-
ity

Our first key result is that a random stabilizer tensor is exactly perfect with prob-
ability that can be pushed arbitrarily close to 1 by scaling the bond dimension, ?.
Formally,

Theorem 85 (Random stabilizer tensors are perfect). Let the tensor ) , with C legs,
describe a stabilizer state |k〉 chosen uniformly at randomwhere each leg corresponds
to a prime ?-dimensional qudit. The tensor ) is perfect in the sense of Definition 56
with probability

% ≥ max
{
0,1− 1

2?1

(
C

bC/2c

)}
(8.5)

in the limit where ? is large, Where 0 < 1 ≤ 1.

Proof. A sufficient condition for a tensor to be perfect is that the reduced density
matrix of every subset of legs |�| = bC/2c is maximally mixed, using condition (ii)
from Definition 93 of an AME state. We first use concentration results to find the
probability of being maximally entangled across a given bipartition with 3� = ? bC/2c

and 3� = ? dC/2e .

Applying Levy’s lemma to the purity (using the bound on the Lipschitz constant
found in e.g. [140, Lemma 4.2].) gives a bound on the probability tails for Haar
random states, |q〉��,

Prob�
(
| tr(f2

�) − ` | ≥ n
)
≤ 2exp

(
−4�1?

Cn2

[2

)
(8.6)

≤ 2exp
(
−4�1?

Cn2

4

)
(8.7)

≤ 2exp
(
−�1?

Cn2
)
, (8.8)

where f� = tr� ( |q〉 〈q|) and ` is the mean of purity. Since purity is a degree-2
polynomial, and stabililizer states form a 2-design, the expectation value over random
stabilizer states and Haar random states coincide (see subsection 8.2.1.2).
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This can be combined with Lemma 82 where < = 1, �2 = 2 and 0 = �1?
C to give

〈| tr(f2
�) − ` |〉� ≤ �2

( <
20

)</2
(8.9)

= 2
(

1
2�1?C

)1/2
. (8.10)

Starting with Markov’s inequality, eq. (8.10) is used to upper bound the probability
that the purity of stabilizer states is higher than the mean:

Prob:=2

(
tr(d2

�) ≥ `+ X
)
≤
〈tr(d2

�
)〉:=2

`+ X (8.11)

=
〈tr(f2

�
)〉�

X+ ` (8.12)

=
〈tr(f2

�
) − `〉� + `
X+ ` (8.13)

≤
〈| tr(f2

�
) − ` |〉� + `
X+ ` (8.14)

≤
2
√

1
2�1?C

+ `

X+ ` , (8.15)

where d� = tr� ( |k〉 〈k |). We have considered the tr(d2
�
) > ` case since it is the

lower tail of ((d�) we are interested in bounding. In eq. (8.12) we have replaced the
expectation over random stabilizer states d� with the expectation over Haar random
states f�, since tr(d2

�
) is a degree-2 polynomial and stabilizer states form a 2-design.

Theorem 84 demonstrated that the eigenspectrum is flat and therefore all Rényi
entropies are equal. Therefore we can relate the above probability statement to the von
Neumann entropy via the Rényi-2 entropy using ((d�) = (2(d�) = − log

(
tr(d2

�
)
)
,

Prob:=2

(
tr(d2

�) ≥ `+ X
)
= Prob:=2

(
log tr(d2

�) ≥ log(`+ X)
)

(8.16)

= Prob:=2

(
− log tr(d2

�) ≤ − log(`+ X)
)

(8.17)

= Prob:=2 (((d�) ≤ − log(`+ X)) . (8.18)
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Using Lemma 83 to substitute the average purity
(
` =

3�+3�
3�3�+1

)
further manipulation

gives this probability in terms of deviation from the maximum entropy:

Prob:=2

(
tr(d2

�) ≥ `+ X
)

= Prob:=2

©«
((d�) ≤ log3�− log

(
3� + 3�
3� +1/3�

+ X3�
)

︸                       ︷︷                       ︸
Δ

ª®®®®®¬
. (8.19)

Combining eq. (8.15) and eq. (8.19) gives

Prob:=2 (((d�) ≤ log3�−Δ) ≤
2
√

1
2�1?C

+ `

X+ ` . (8.20)

In the limit of large ? this bound scales as:

2
√

1
2�1?C

+ `

X+ ` =$

(
?−C/2 + ?−bC/2c

X+ ?−bC/2c

)
=$

(
1

X? bC/2c

)
. (8.21)

We know that the entropy is quantised in units of log(?) (see Theorem 84). Therefore
if the deviation from the mean, Δ, is less than log(?), then eq. (8.20) describes the
probability of the entropy being less than its maximum value. The quantisation is
less than the quantisation unit if:

Δ ≤ log ? (8.22)
3� + 3�
3� +1/3�

+ X3� ≤ ? (8.23)

? bC/2c + ? dC/2e

? dC/2e + ?−bC/2c
+ X? bC/2c ≤ ?. (8.24)

For any C, the following marginally stronger condition on X will also ensure that
eq. (8.22) is satisfied

2+ X? bC/2c ≤ ? (8.25)

X ≤ ?−bC/2c (?−2), (8.26)
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which is satisfied by X =$ (?1−bC/2c) with 0 ≤ 1 < 1. Combining this and the bound
from eq. (8.21), we find that in the limit of large ?, eq. (8.20) becomes,

Prob:=2 (((d�) ≠ log3�) ≤
1

X? bC/2c
(8.27)

≤ 1
?1

(8.28)

and the state is maximally entangled across a given equal bipartition with probability,

%′ ≥ 1− 1
?1
. (8.29)

Maximal entropy across every bipartition is required for the state to be AME and
hence the tensor to be perfect. The number of distinct ways to equally bipartition
a tensor of C legs is

( C
bC/2c

)
/2. Making no assumption about the dependence of the

events �8, Fréchet inequalities [141, 142] bound the conjunction probability of #
events by:

max {0, %(�1) +%(�2) + ...+%(�# ) − (# −1)} ≤ %(�1∩ �2∩ ...∩ �# )
≤ min {%(�1), %(�2), ...%(�# )} . (8.30)

Hence the joint probability of all
( C
bC/2c

)
/2 bipartitions satisfying ((d�) = log3� is

lower bounded by

% ≥max
{
0,

(
C

bC/2c

)
%′

2
−

[(
C

bC/2c

)
/2−1

]}
(8.31)

≥max
{
0,1− 1

2?1

(
C

bC/2c

)}
. (8.32)

�

Consequently by making ? arbitrarily large, %′ and subsequently % can be pushed
close to 1 independent of C. Therefore by scaling the bond dimension we can ensure
that, with high probability, the random stabilizer tensor is exactly a perfect tensor
describing a qudit stabilizer AME state.

It follows from this result that an individual random stabilizer tensor inherits all the
properties of perfect stabilizer tensors with probability that can be made arbitrarily
close to 1 by increasing the bond dimension ?. That is, they are an isometry across
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any bipartition and describe a family of stabilizer MDS codes, where there exists a
consistent choice of basis that preserves the Pauli rank of the operator.

8.2.2 Entanglement structure
We now investigate the entanglement structure of our proposed holographic code,
since the principal motivation for choosing random tensors was to demonstrate
a construction that exactly obeys Ryu-Takayanagi while simultaneously mapping
between local Hamiltonians. In this section we show that with high probability, when
the bond dimension is large, our HQECC construction obeys the Ryu-Takayanagi
entropy formula exactly for all boundary regions. We demonstrate this rigorously
for arbitrary unentangled bulk states. We lean heavily on the work of [110], where
by mapping to a classical spin system they were able to say something about the
entropies in a random network.

First using their lower bound on the average entanglement entropy we make an exact
statement of Ryu-Takayanagi for stabilizer product bulk states, while the general
product state case is only approximate. Reusing their mapping Hayden et al. also
present near complementary recovery via an entropic argument. We follow their proof
structure but taking care and refining our network set-up to ensure any local operator
acting on a bulk index can be recovered on either subregion for all bipartitions of the
boundary. Finally we use this complementary recovery result to elevate the exact
statement of Ryu-Takayanagi to apply to arbitrary product bulk states.

8.2.2.1 Approximate Ryu-Takayanagi

Hayden et al. investigated properties of general random tensor networks in [110],
particularly their entanglement structure. Theirmethods involve interpreting functions
of the tensor network as partition functions of the classical Ising model, which leads
to Ryu-Takayanagi minimal surfaces manifesting as domain walls between spin
regions. For further details of the construction we refer to [110]. In particular, for the
case of random tensor networks constructed via 2-designs, they derive the following
bounds on entropy:

Lemma 86 (Lower bound on the entanglement entropy; discussion in appendix F
of [110]). The average entanglement entropy of a general boundary region � of a
random stabilizer tensor network is lower bounded by

(') (d�) − [ln : + >(1)] ≤ 〈(2(d�)〉≠0 ≤ 〈((d�)〉≠0, (8.33)
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where 〈〉≠0 is the average over all choices of network excluding the cases resulting in
dB = 0 where the entropy is not well-defined.

Using the above results we come to our first statement about the entanglement entropy
of general boundary subregions that can be applied to our construction.

Lemma 87 (Approximate Ryu-Takayanagi). For a random stabilizer tensor network
with bond dimension ?, let ((d�) be the entanglement entropy of �, any (disconnected
or connected) subregion of the boundary. Given

1. an arbitrary tensor-product bulk input state:

Prob [(') (d�) − ((d�) ≥ 0 · (ln : + >(1))] ≤
1
0
. (8.34)

Hence the entanglement entropy can be made to be (0 · ln :)-close to the Ryu-
Takayanagi entropy with probability

(
1− 1

0

)
by scaling the bond dimension

?.

2. a stabilizer tensor-product bulk input state, conditional on log ? > 0 · (ln : +
>(1)):

Prob [(') (d�) = ((d�)] ≥ 1− 1
0
. (8.35)

Therefore by scaling ?, 0 can be made arbitrarily large so that the probability
of having exactly the Ryu-Takayanagi entropy is pushed to 1.

(') (d�) = |W� | ln(?) is the Ryu-Takayanagi entropy for an unentangled bulk state.
dB is the density operator of the resulting boundary state after the bulk state has
been encoded by the tensor network such that d� = tr�2 (dB). : is the number of
minimal geodesics through the graph and 0 > 0.

Proof. The proof follows by applyingMarkov’s inequality to the bounds in Lemma 86
for the case of general product states. And using quantisation of entropy for stabilizer
states. See [12, Lemma 3.10]. �

The proof of Lemma 87 does not require that � is a single connected boundary
region since minimal domain walls ground states apply for disconnected boundary
regions, depicted in Fig. 8.1. This is a key advantage over the techniques used in the
HaPPY paper [106] which do require a connected boundary region. Furthermore,
the above result accounts for the possibility of multiple geodesics which may occur
for our network’s geometry.
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Figure 8.1: Example of spin configurations used to calculate the entanglement entropy for
connected boundary region (left) and disconnected region (right).

8.2.2.2 Full complementary recovery

Both the HaPPY code [106] and the extension in Chapter 7 achieve approximate
complementary recovery through the greedy entanglement wedge. However there
exists certain "pathological" choices of boundary bipartitions where some local bulk
operators cannot be recovered on either subregion. General random holographic
codes in [110] also realise approximate complementary recovery, where all bulk
indices except those in contact with the Ryu-Takayanagi surface can be recovered. In
the following lemma, by careful choice of tessellation and random tensor construction,
we lift complementary recovery to all bulk indices.

Lemma88 (Complementary recovery). For a tensor network compromised of random
stabilizer tensors, with arbitrarily high probability we have full complementary
recovery in the sense that any logical operator acting on any single bulk tensor index,
�, can be recovered on either the boundary subregion (�) or its complement (�2)
conditional on:

1. the hyperbolic bulk tessellation describing the network’s geometry consisting
of polytopes with an odd number of faces;

2. the dimension of a bulk dangling index, �1, being less than that of internal
connections in the network, �;

3. the bond dimension of the tensors being sufficiently large.
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Proof. Appendix B of [110] shows that complementary recovery is equivalent to the
following entropic equation:

((d�) + ((d�2�̄) = ((d�2��̄). (8.36)

We use the Ising model mapping from [110, Section 4] (summarised in Appendix E.1)
to approximate these entropies, where again the errors can suppressed by scaling the
tensor bond dimension. Each term is calculated by considering the energy penalties
from the bulk and boundary pinning fields as well as domain walls of the ground state.
The above equation is satisfied only if the spin domain walls described by the ground
state corresponding to ((d�2�̄) and ((d�2��̄) coincide. The only difference between
the two set-ups is that the bulk pinning field on the vertex labelled � switches sign.
This section of the proof follows immediately from [110, Section 4].

Therefore for general bulk indices we do have complementary recovery. However
there is a potential problem if� describes a bulk tensor that is adjacent to the minimal
domain wall associated with the boundary subregion � i.e. the tensor has legs that
cross the domain wall. In some cases the domain wall will move when the bulk
pinning field is flipped, so that operators acting on that bulk tensor are not recoverable
either on � or �2.

This problematic scenario can be avoided by careful choice of tensor network. To see
that the conditions listed above are sufficient to avoid these situations we consider the
limiting case. Let ; be the number of tensor nearest-neighbours in the bulk, i.e. the
number of faces of the bulk tessellation. Choose � to be a bulk dangling index where
the connected tensor is in the spin down domain when calculating ((d�2�̄). The
bulk pinning field is spin-down, so at most b;/2c of �’s legs can cross the domain
wall, otherwise the lowest energy configuration would have � in the spin-up domain.
Considering the energy penalty trade off:

energy penalty if BG = −1 for G ∈ �: V�−1 = b;/2c log� (8.37)

energy penalty if BG = +1 for G ∈ �: V�+1 = d;/2e log� + log�1, (8.38)

and
�+1 > �−1. (8.39)
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Then consider the case where the bulk pinning field for ( is flipped, ((d�2��̄).

energy penalty if BG = −1 for G ∈ �: V�−1 = b;/2c log� + log�1, (8.40)

energy penalty if BG = +1 for G ∈ �: V�+1 = d;/2e log� (8.41)

Given �1 < � and ; is odd (b;/2c +1 = d;/2e) the inequality in eq. (8.39) is still true
and the domain wall does not move. �

There exist space-filling tessellations of hyperbolic space in 2 and 3 dimensions. In
2-dimensions one example is the tessellation composed of pentagons from [106].
In 3-dimensions one example is based on a non-uniform Coxeter polytope with
7 faces and described in subsection 7.4.2 of Chapter 7. We can meet the second
condition without considering tensors with different dimensional indices by taking a
tensor with 5 B +1 ?-dimensional indices, where 5 is the number of faces of each
cell in the tessellation. Then B tensor indices will be contracted through each of
the 5 polytope faces, and one index will be the bulk degree of freedom. So, in the
Ising action �1 = ? and � = ?B so that �1 < �. We are free to choose ? arbitrarily
large to satisfy the final condition of Lemma 88 and ensure that the entropies in
eq. (8.36) are arbitrarily well approximated by the free energy of the ground state of
an appropriate Ising model. Indeed, large bond dimension is also a requirement to
achieve isometric tensors with high probability (Theorem 85) so this condition is
already required.

8.2.2.3 Exact Ryu-Takayanagi

Exact Ryu-Takayanagi for any bulk state in tensor product form can be demonstrated
by combining the two previous results.

Lemma 89 (Exact Ryu-Takayanagi). We can construct a random stabilizer tensor
network existing in 2 and 3-dimensional hyperbolic space such that the entanglement
entropy of any (disconnected or connected) boundary subregion agrees exactly with
the Ryu-Takayanagi entropy formula when there is no bulk entanglement. This occurs
with probability:

Prob [(') (d�) = ((d�)] ≥ 1− 1
0
, (8.42)

conditional on log ? > 0 · (ln : + >(1)). All quantities carry their definitions from
Lemma 87.

Proof. For the
⊗
|0〉 bulk stabilizer state we have exact Ryu-Takayanagi for any

boundary subregion from Lemma 87. From this stabilizer state we can get to an
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arbitrary tensor product state by applying local operators to bulk tensors in turn. If
we have full complementary recovery as described in Lemma 88, the action of such
a logical operator on the boundary cannot change the entropy of the two boundary
subregions.

See [12, Lemma 3.12] for more detailed discussion. �

The above theorem implies that the entanglement structure expected from AdS/CFT
is achieved in our construction with high probability since by scaling the bond
dimension, 0 can be made arbitrarily large so that the probability of having exactly
the Ryu-Takayanagi entropy can be made arbitrarily close to 1. Therefore the
entanglement structure of a network compromised of random stabilizer tensors is
closer to AdS/CFT than one built from perfect tensors where Ryu-Takayanagi does
not generally apply.

[110] also explores the entanglement structure for entangled bulk states in Haar
random tensor networks, examining qualitatively how introducing entanglement
in the bulk leads to displacement of the minimal surface and increased entropy
of the boundary region. The minimal surface will never enter bulk regions of
sufficiently high entanglement leading to discontinuous jumps as the boundary
region varies. This transition is speculatively linked to the Hawking-Page transition
where upon increasing temperature a black hole emerges from the perturbed AdS
bulk geometry [143]. The same techniques are used to study boundary two-point
correlation functions which decay as a power law when the bulk has hyperbolic
geometry, defining the spectrum of scaling dimension. They find a separation in
scaling dimensions that is expected in AdS/CFT where there is a known scaling
dimension gap [144, 145]. This analysis could be recycled to further investigate
the entanglement structure of stabilizer random tensors and we expect these proof
techniques to be more fruitful than those of the HaPPY paper.

8.2.3 HQECC between local Hamiltonians with random stabi-
lizer tensors

In previous sections we have demonstrated the desirable entanglement and error
correcting properties of a holographic code where we inherit the geometry from the
constructions in Chapter 7 but replace each perfect tensor with a random stabilizer
tensor. Furthermore, Theorem 85 stated that individually a random stabilizer tensor is
highly likely to be a perfect stabilizer tensor so all the successes from the constructions
in Chapter 7 can also be retained. Now we put everything together to demonstrate that
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our construction will, with high probability, describe a bulk to boundary encoding
that exhibits several key features of the AdS/CFT correspondence.

Theorem 90 (Main result: 3D to 2D holographic mapping). Let H3 denote 3D
hyperbolic space, and let �A (G) ⊂ H3 denote a ball of radius A centred at G. Consider
any arrangement of = qudits in H3 such that, for some fixed A , at most : qudits and at
least one qudit are contained within any �A (G). Let ! denote the minimum radius
ball �! (0) containing all the qudits (which wlog we can take to be centred at the
origin). Let �bulk =

∑
/ ℎ/ be any (quasi)-local Hamiltonian on these qudits.

Then we can construct a Hamiltonian �boundary on a 2D boundary manifoldM ∈ H3

with the following properties:

1. M surrounds all the qudits, has diameter $
(
max(1, ln(:)

A
)! + log log=

)
, and

is homomorphic to the Euclidean 2-sphere.

2. The Hilbert space of the boundary consists of a tesselation ofM by polygons
of $ (1) area, with a qudit at the centre of each polygon, and a total of
$

(
=(log=)4

)
polygons/qudits.

3. Any local observable/measurement " in the bulk has a set of corresponding
observables/measurements {"′} on the boundary with the same outcome.
Any local bulk operator " can be reconstructed on a boundary region � if
" acts within the entanglement wedge3 of �, denoted E[�]. This implies
complementary recovery.

4. �boundary consists of 2-local, nearest-neighbour interactions between the
boundary qudits.

5. �boundary is a (Δ! , n , [)-simulation of �bulk in the rigorous sense of [6],
Definition 23, with n,[ = 1/poly(Δ!), Δ! = Ω

(
| |�bulk | |6

)
, and where the

maximum interaction strength Λ = max8 9 |U8 9 | in �boundary scales as Λ =
$

(
Δ
poly(= log(=))
!

)
.

6. The entanglement entropy of any subregion of the boundary agrees exactly
with the Ryu-Takayanagi formula when there is no entanglement in the bulk.

Proof. In this proof we use a tensor network construction where the network’s
underlying graph is a tessellation of 3-d hyperbolic space generated from Coxeter
polytopes. We place a random stabilizer tensor in each polyhedral cell of the finite

3The entanglement wedge as defined by the spin domain wall in the corresponding spin picture.
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bulk tessellation. Each tensor has one index identified as the bulk qudit while the
rest are contracted with tensors in neighbouring polyhedral cells.

In order to demonstrate that properties 1,2,4,5 and 6 hold we need that with high
probability every tensor in our tensor network is simultaneously perfect, and that
the network exactly obeys the Ryu-Takayanagi formula. From Theorem 85 and
Lemma 89 we have probability bounds on both these events occurring individually.
To get a bound the joint probability of these related events we again use Fréchet
inequalities:

Prob [((�) = (') (�) ∩ perfect network]

≥ max
{
0,

[
1− 1

2?1

(
C

bC/2c

)]=
− 1
0

}
. (8.43)

This probability can be pushed arbitrarily close to 1 by increasing the bond dimension
of the tensors.

For larger tensor networks, the bond dimension must be chosen larger in order to
maintain high probability of having all perfect tensors. The bond dimension must
scale as ? =$ (=@) for @ > 1/1 in order for the probability of having an exact isometry
tensor network to go to 1 as the size of the network increases. However for any given
=, ? can be chosen to be some large finite constant such that all properties resulting
from tensor network being perfect will follow automatically for our modified HQECC.
So, with high probability we can construct a tensor network that is composed of
perfect tensors which exactly obeys the Ryu-Takayanagi formula.

The local boundary Hamiltonian is built up by composing simulations using results
from [6]. The series of simulations are exactly the simulations used in Steps 1-3 in
the proof of Theorem 78 in Chapter 7 - we recap them here for completeness, but
refer readers to the original for further details.

Step 1: First we simulate the bulk Hamiltonian with a Hamiltonian that acts on the
bulk indices of a HQECC in H3 of radius ' =$

(
max(1, ln(:)

A
)!

)
.4 This is a perfect

simulation. The new bulk Hamiltonian act on $ (=) qudits of dimension ?, and the
HQECC will contain$ (=) random stabilizer tensors. Since the network is composed
of perfect tensors with high probability, we can then define a non-local boundary
Hamiltonian which is a perfect simulation of the original bulk Hamiltonian using the

4This scaling occurs since we may need to rescale the distances between qudits to embed them in
a tessellation - see Theorem 78 in Chapter 7 for details.
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isometry defined by the HQECC. This non-local boundary Hamiltonian also acts on
$ (=) qudits.

Step 2: Next we simulate the non-local boundary Hamiltonian by a geometrically
2-local qudit Hamiltonian using the peturbative simulations outlined in Theorem 78
in Chapter 7.

Step 3: Finally we use the perturbative simulations from Step 3 in Theorem 78 in
Chapter 7 to reduce the degree of each vertex to 3(? − 1) so that the interaction
graph can be embedded in a tessellation of the boundary surface. The perturbative
simulations used in Steps 2 and 3 are approximate, but the errors they introduce are
tracked in Theorem 78 in Chapter 7 and can be made arbitrarily small by tuning
the gadget parameters in the Hamiltonian. Practically, perturbation gadgets involve
introducing ancillary qudits with neighbouring interactions into the Hamiltonian
interaction graph. These "gadgets" modify the graph to obtain a new operator that
reproduces the same low energy spectrum with different interactions.

In order to demonstrate the scaling claimed in the theorem we need to upper bound
the number of ancillary qudits introduced by the perturbative simulations. This
requires us to determine the distribution of Pauli weights of terms in the boundary
Hamiltonian after Step 1 of the simulation. As long as the tensor network preserves
Pauli rank of operators, this distribution will be unchanged from that calculated in
Theorem 78 in Chapter 7. For the geometry in Chapter 7 Pauli rank is preserved
through the network since there exists a basis for the family of codes described by the
perfect stabilizer tensor that maps logical Pauli operators to physical Pauli operators
(Theorem 98).

Any individual high-dimensional random stabilizer tensor is perfect with high
probability and so a consistent basis exists for the family of codes described by any
individual tensor in our network. This is necessary since when considering a single
tensor as an error correcting code from 1 to C−1 legs, or as a code from 2 to C−2 legs,
some of the output legs are the same. Therefore for both codes to preserve Pauli rank
there must be consistent basis for those legs. However unlike the construction from
Chapter 7, the basis that preserves Pauli rank will not be consistent across different
tensors since every random stabilizer tensor will not be concentrated on the same
perfect tensor. We can convince ourselves that this is acceptable by examining the
hyperbolic geometry in Fig. 6.2 and seeing that the output legs of separate tensors’
codes are always disjoint i.e. there’s never a leg in the tensor network which is an
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output for two different tensors. The two sets of output legs are independent so the
basis for the different tensors can be chosen independently.

Therefore the number of ancillary qudits introduced by our simulations will be
unchanged from Theorem 78 in Chapter 7, where it is shown that the final boundary
Hamiltonian acts on $ (=poly(log(=))) qudits. Since we enforce that the polygon
cells of the boundary tessellation have area $ (1), the final boundary surface must
have radius '′ =$

(
max(1, ln(:)

A
)! + log log=

)
.

Properties 1,2,4, 5 and 6 follow immediately from the argument above and the results
in Theorem 78 in Chapter 7. The complementary recovery described in point 3
follows from Lemma 88, since our construction can satisfy the conditions of the
lemma, as described in subsection 8.2.2.2. �

It should be noted that in Theorem 78 in Chapter 7 the perturbative simulations are
taken one step further, and the final boundary Hamiltonian is a qubit Hamiltonian with
full local (* (2) symmetry. In Chapter 7 this can be achieved without changing the
scaling of the final boundary radius since in the perfect tensor case the local Hilbert
dimension ? of the tensors is independent of the size of the tensor network. This
means that going from aHamiltonian as outlined in Theorem 90 to a qubit Hamiltonian
with full (* (2) local symmetry requires $ (1) rounds of perturbation theory, and
$ (=) additional ancilla qubits, which does not affect the final scaling.

However, in the case of random tensors we need the ability to increase the local
dimension of the tensors as the size of the tensor network increases, to ensure that
every tensor in the network is perfect with high probability. The bond dimension
must scale as ? =$ (=@) for @ > 1/1 in order for the probability of having an exact
isometry tensor network to go to 1 as the size of the network increases (where
1 < 1 as defined in Theorem 85). This dependence of ? on = means that reducing
the boundary Hamiltonian to act on qubits and have (* (2) symmetry requires
$ (=1+2@ poly(log(=)) ancilla qudits. Therefore maintaining the density of qubits on
the boundary surface would require a boundary radius of '′ =$ ((1+2@)!′) > 3!′,
where !′ =max(1, ln(:)

A
)! and ! is the radius that contains all the bulk qudits. At

this point the boundary can no longer be considered a geometric boundary of the bulk
geometry, which is why we omit the final simulation step from our construction.

Itmay be possible to construct a boundaryHamiltonian on quditswith (* (2) or (* (?)
local symmetrywhilemaintaining the scaling outlined here by using qudit perturbation
gadgets. It is known that the qudit generalisations of the Heisenberg Hamiltonian
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with either symmetries remain universal for all local dimension greater than 2 (see
[32]), but the scaling of the ancillas required would need to be investigated.

Theorem 91 (Main result: 2D to 1D holographic mapping). Consider any arrange-
ment of = qudits in H2, such that for some fixed A at most : qudits and at least one
qudit are contained within any �A (G). Let & denote the minimum radius ball �& (0)
containing all the qudits. Let �bulk =

∑
/ ℎ/ be any (quasi) :-local Hamiltonian on

these qudits.

Then we can construct a Hamiltonian �boundary on a 1D boundary manifoldM with
the following properties:

1. M surrounds all the qudits and has diameterO (max (1, log(:)/A)& + log log=).

2. The Hilbert space of the boundary consists of a chain of qudits of length
O (= log=).

3. Any local observable/measurement " in the bulk has a set of corresponding
observables/measurements {"′} on the boundary with the same outcome. Any
local bulk operator " can be reconstructed on a boundary region � if " acts
within the entanglement wedgeFootnote 3 of �, denoted E[�]. This implies
complementary recovery.

4. �boundary consists of 2-local, nearest-neighbour interactions between the
boundary qudits.

5. �boundary is a (Δ! , n , [)-simulation of �bulk in the rigorous sense of [6], with
n,[ = 1/poly(Δ!), Δ! = Ω (‖�bulk‖), and where the interaction strengths in
�boundary scale as max8 9 |U8 9 | = O (Δ!).

6. The entanglement entropy of any subregion of the boundary agrees exactly
with the Ryu-Takayanagi formula when there is no entanglement in the bulk.

Proof. In this proof we use a tensor network construction where the network’s
underlying graph is a tessellation of 2-d hyperbolic space generated from Coxeter
polytopes. We place a random stabilizer tensor in each polyhedral cell of the finite
bulk tessellation. Each tensor has one index identified as the bulk qudit while the
rest are contracted with tensors in neighbouring polyhedral cells. The proof that with
high probability every tensor in the network is perfect, and that the network obeys
the Ryu-Takayanagi formula follows exactly as in Theorem 90.
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The first step in the simulation is unchanged from Theorem 90. Then, instead of
using perturbative simulations to construct the local boundary Hamiltonian, we use
the history-state simulation method, as in Theorem 79 in Chapter 7. The history state
simulation method is again approximate, but it is non-perturbative. The overhead it
incurs both in terms of ancillary qudits and errors is calculated in Theorem 79 in
Chapter 7 - as in Theorem 90 we can use the fact that our random tensor networks
preserve the Pauli rank of operators to argue that the scaling of weights of boundary
operators is unchanged from the perfect tensor case. Again, we have to take care since
the dimension of the qudits now scales as ? = O(=@). This means that describing
a Pauli rank-1 operator of weight F requires O(F log(=)) bits of information, as
opposed to O(F) in the perfect tensor case. So the number of spins on the boundary
manifold scales as O(= log(=)2). Due to the hyperbolic geometry this doesn’t change
the asymptotic scaling of the distance from the new boundary to the old boundary.

Properties 1,2,4, 5 and 6 follow immediately. As in Theorem 90 the complementary
recovery described in point 3 follows from Lemma 88.

�

It also follows from the above that all thework inChapter 7: exploring themap between
models, the dynamics of the bulk and boundary and their relative energy scales, also
applies to our modified holographic code construction with high probability. Our
construction illustrates that a mapping between models is possible without having to
chose carefully selected tensors, which allows us to simultaneously achieve a mapping
between models, perfect Ryu-Takayanagi and perfect complementary recovery.



Chapter 9

Conclusions on universal
Hamiltonians for holography

Even in the absence of a duality at the level of Hamiltonians, holographic quantum
codes such as [106, 110] already provide a simple, tractable toy model of many
of the interesting static features expected of the real AdS/CFT “dictionary”, such
as redundant encoding and complementary recovery of information on the bound-
ary [105, 146], entropic relations such as the Ryu-Takayanagi formula [147, 104],
and even toy models of (static) black holes satisfying the Beckenstein-Hawking
bound [136, 137]. However, without a holographic mapping between local Hamil-
tonians, these toy models give more limited insight into the relationship between
bulk and boundary energy scales – a key aspect of AdS/CFT, where non-classical
bulk spacetime geometries are believed to correspond to high-energy boundary state.
More importantly, HQECC alone gave no insight into how dynamics in the bulk is
reflected in the boundary.

By extending the toy models of holographic duality to encompass Hamiltonians,
we show one way to complete this “dictionary”. For example, it follows almost
immediately from our constructions that the toy models of static black holes proposed
in [106] do indeed correspond to high-energy states of the local boundary model,
which moreover pick up their energy from a small number of high-energy terms in
the boundary Hamiltonian.

More intriguingly, our constructions allows these toy models to say something about
how dynamics in the bulk is reflected in the boundary. Even without writing down
any specific local bulk Hamiltonian, the structure of the bulk/boundary mapping
we construct implies that dynamics in the bulk is dual to boundary dynamics with
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some of the qualitative features of AdS/CFT duality. In particular we show that the
formation of a (toy model) black hole in the bulk dynamics is dual to a boundary
dynamics in which local excitations unitarily evolve to a non-local excitation that
lives outside the code space.

On the other hand, our construction shows that any local Hamiltonian in the bulk
has a corresponding local boundary model. This implies that, at least in these toy
models, the holographic duality has little to do with quantum gravity per se, but is
entirely a consequence of the hyperbolic geometry. In order to investigate which
parts of holography are inherently gravitational these toy models need to be pushed
further, to understand what aspects of the duality cannot be incorporated for arbitrary,
non-gravitational bulk physics.

Another way to complete the holographic ‘dictionary’ was suggested in [112], where
it is argued that the dynamics for a particular holographic state should be the unitary
representation of Thompson’s group (a discrete analogue of the conformal group).1
While [112] concentrates on a particular holographic state, they discuss how to
generalise their results. The key advantage of the method in [112] is that it gives a
boundary system which is conformally invariant, as would be expected in AdS/CFT.
However, the results in [112] apply to holographic states, not holographic codes.
A subspace of the boundary Hilbert space is identified as the bulk Hilbert space
in [112], but it is not clear that this is redundantly encoded in the boundary, as would
be expected in AdS/CFT. Even if one identified a good boundary Hilbert space and
a symmetry subgroup to identify with time dynamics, there is no reason to expect
the generators of this time dynamics will be local. In our construction we have not
attempted to include conformal invariance in the boundary theory.

It should be noted that the discrete version of conformal symmetry on the boundary
of the HQECC [112] is only known to exist for tessellations of H2 by ideal triangles.
An area for future work is to extend the concepts to more general tessellations of H2,
as well as higher dimensions. This would involve finding generalisations of what’s
known as Thompson’s group ) , and demonstrating that these generalisations are
isomorphic to groups which generate tessellations of H3 .

Another key avenue of further research would be to look into combining the work
done in Chapters 7 and 8 with the methods in [112] to construct a bulk-boundary
correspondence between local Hamiltonians which has the error-correction properties
of holographic codes, the entanglement structure of AdS/CFT, as well as a conformally

1A holographic state is a holographic code with no bulk logical indices.
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invariant boundary. The first step in this research avenue is to extend the work in
[112] to holographic codes - this will require determining whether there exist tensors
with the necessary symmetry properties to map a general bulk Hamiltonian to a
boundary theory which exhibits a discrete version of conformal theory. If tensors
with these symmetries do exist it implies that it is possible to construct toy models of
AdS/CFT which simultaneously meet all the desiderata laid out in Chapter 6 - with the
qualification that some properties will only hold approximately, unless a randomised
version of the construction exists. Perhaps a more interesting outcome would be if
this can’t be done for general bulk Hamiltonians, but can for bulk Hamiltonians of
certain types - in this case pushing these toy models to their limits may begin to give
some insight into what sort of bulk Hamiltonians are appropriate as toy models of
gravitational bulk theories.

Finally, investigating the issue of ‘locality’ in the more ‘physical’ sense highlighted
in Chapter 6 is another interesting avenue of future research. As previously noted,
the toy models outlined here are local in the sense that the boundary Hamiltonian is
geometrically local. However due to the heavy weight interactions of the terms in
the Hamiltonian the Lieb-Robinson velocities in the boundary system are far higher
than in the bulk system, and lead to almost-instantaneous interactions between well
separated parts of the bulk. It seems naively that this is a necessary feature of any
such model, since in AdS/CFT operators deep in the bulk are mapped to operators
which require large portions of the boundary for reconstruction. Investigating how
this feature can be compatible with a constant speed of light on the boundary will
lead to a deeper understanding of the correspondence.



Appendix A

Appendices for Chapter 3

A.1 The Schrieffer-Wolff expansion
Consider a finite dimensional Hilbert space decomposed into a direct sum:

H =H+ ⊕H− (A.1)

Let Π− be the projector ontoH− and Π+ be the projector ontoH+. Let �0 and �1

be Hermitian operators acting onH such that �0 is block diagonal with respect to
the direct sum. Assume all the eigenvalues of �0 onH− are in the range [0,_0] for
_0 < 1.

Consider the perturbed Hamiltonian �̃ = Δ�0 +�1 where Δ� 1 and ‖+ ‖ < Δ
2 . The

Schrieffer-Wolf transformation is a unitary rotation 4( which is used to perturbatively
diagonalise �̃. It satisfies the following properties:

Π−
(
4(�̃4−(

)
Π+ = Π+

(
4(�̃4−(

)
Π− = 0 (A.2)

Π−(Π− = Π+(Π+ = 0 , ‖(‖ < c

2
(A.3)

The effective low-energy Hamiltonian �eff acting onH− is given by

�eff = Π−
(
4(�̃4−(

)
Π− (A.4)
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Define R B
{
|k〉 : 〈k | �̃ |k〉 ∈

[
_0− Δ2 ,_0 + Δ2

]}
, and let ΠR be the projector onto R.

Then
4(ΠR4

−( = Π− (A.5)

The operators ( and �eff can be expressed as Taylor series:

( =

∞∑
9=1
( 9 (A.6)

�eff =

∞∑
9=1
�
( 9)
eff . (A.7)

A systematic method for calculating the Taylor coefficients is given in [148, Sec-
tion 3.2]. We will only need the first two coefficients:

�
(0)
eff = �0Π− and �

(1)
eff = Π−�1Π− (A.8)

The size of the operators in the Taylor expansion can be bounded (see [148,
Lemma 3.4]):

‖( 9 ‖ ≤ O

((
1+ _0

cΔ

) (
‖�1‖
Δ

) 9 )
(A.9)

‖� ( 9)eff ‖ ≤ O

(
Δ

(
1+ _0

cΔ

) (
‖�1‖
Δ

) 9 )
(A.10)

This implies [31]

‖(‖ ≤ O
(
Δ−1‖�1‖

(
1+ _0

cΔ

))
(A.11)

‖�eff −�eff (:)‖ ≤ O
(
Δ−: ‖�1‖:+1

(
1+ _0

cΔ

))
(A.12)

where �eff (:) =
∑:
9=1�

( 9)
eff .
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Appendices for Chapter 4

B.1 Perturbative simulations using adiabatic elimina-
tion of Rydberg-dressed qubits

In this appendix we prove that the proposal for simulation using adiabatic elimination
of Rydberg dressed qubits from [58] is a simulation in the rigorous sense of [6].
First we require a general lemma about simulations using fourth order perturbative
expansions - the proof of this lemma builds heavily on the proof of [32, Lemma 12],
but has different conditions on the perturbation terms.

Lemma 92. Let �0 and �, be Hamiltonians acting on the same space, such that:
‖�‖ ≤ Λ; �0 is block-diagonal with respect to the splitH+ ⊕H−; (�0)−− = �−− = 0.
Suppose there exists a local isometry + such that Im(+) =H− and

‖+�target+
†−Π−

(
− 1
Δ
��−1

0 �+ 1
Δ2 �−+�

−1
0 �++�

−1
0 �+−

)
Π−

+ 1
2Δ3Π−

(
��−2

0 �Π−��
−1
0 �− ��−1

0 ��−1
0 ��−1

0 �

)
Π−‖ ≤ n/2

(B.1)

Then �sim = Δ�0 + � (Δ/2, [, n)-simulates �target, provided that Δ ≥ $ (Λ5/4/n1/4 +
Λ/[).

Proof. This proof follows the structure of [32, Lemma12]. As set out inAppendixA.1,
the Schreiffer-Wolff transformation is a unitary operator 4( which maps the low-
energy space of �sim onto H−, the ground space of �0. Define +̃ = 4−(+ , which
therefore maps exactly onto the low energy space of �sim. And, using equation (22)
of [31], we have ‖+ − +̃ ‖ = ‖� − 4−(‖ = $ (‖(‖) = $ (‖�‖/Δ) = $ (Λ/Δ) ≤ [, so +̃
satisfies condition 1 of Definition 15.
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To check condition 2 of Definition 15, we have to bound:

‖�sim |≤Δ− +̃�target+̃
†‖ = ‖++̃†�sim+̃+

†−+�target+
†‖ = ‖�eff −+�target+

†‖

where �eff = (4(�sim4
−()−−. We can expand �eff as a Taylor series in 1/Δ. The first

three terms are given in [31] as:

�
(1)
eff = �−− and �

(2)
eff = − 1

Δ
�−+�

−1
0 �+−

�
(3)
eff =

1
Δ2 �−+�

−1
0 �++�

−1
0 �+−−

1
2Δ2 (�−+�

−2
0 �+−�−− +h.c)

The fourth-order term is given in [32] as:

�
(4)
eff =

1
2Δ3Π−

(
��−2

0 �Π−��
−1
0 �− ��−1

0 ��−1
0 ��−1

0 �+ ��−2
0 ��−1

0 �Π−�
)
Π−

+ 1
2Δ3Π−

(
��−1

0 ��−2
0 �Π−�− ��−3

0 �Π−�Π−�+h.c
)
Π−

(B.2)

Substituting in �−− = 0 gives:
�
(1)
eff = 0

�
(2)
eff = − 1

Δ
�−+�

−1
0 �+−

�
(3)
eff =

1
Δ2 �−+�

−1
0 �++�

−1
0 �+− (B.3)

�
(4)
eff =

1
2Δ3Π−

(
��−2

0 �Π−��
−1
0 �− ��−1

0 ��−1
0 ��−1

0 �

)
Π−

Putting these expressions together with eq. (B.1) gives:

‖�eff −+�target+
†‖ = ‖�eff −�eff (4)‖ +

n

2
≤ O

(
Δ−4‖�1‖5

)
+ n

2
(B.4)

where we have used eq. (A.12) in the final step. Since O
(
Δ−4Λ5) ≤ n

2 this proves the
result. �

The set up in [58] is a pair of Rydberg atoms with ground states |6−〉, |6+〉 off
resonantly coupled by circularly polarised lasers to two Rydberg Zeeman levels,
|A−〉 and |A+〉. The authors propose to use the system to simulate an anisotropic
U-- + V.. +W//-Hamiltonian with tunable coupling strengths by adiabatically
eliminate the fast Rydberg degrees of freedom, and varying the detuning parameter.
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The effective Hamiltonian in [58] is found using Brillouin-Wigner perturbation
theory, and it is not clear whether the proposed set up meets the rigorous criteria to
be a simulation, as defined in [6]. In the following we use Lemma 92 to demonstrate
that it is.

In the rotating wave frame the Hamiltonian of the system is given by:

� =

2∑
8=1

(
�
(8)
�
+� (8)

!

)
+�vdW (B.5)

where:
�� = −Δ+ |A+〉 〈A+ | −Δ− |A−〉 〈A− | (B.6)

�! =
1
2
Ω+ |6−〉 〈A+ | +

1
2
Ω− |6+〉 〈A− | +h.c. (B.7)

�vdW =

©«
+++(d) 0 0 ,++(d)

0 ++−(d) −3,++(d) 0
0 −3,++(d) ++−(d) 0

,++(d) 0 0 +++(d)

ª®®®®®¬
(B.8)

where Δf denotes the laser detunings, Ωf the Rabi frequencies, and wlog we have
set the local laser phases to zero. The +ff′ (A) are the diagonal vdW interactions
between the pair states |AfAf′〉. The ,ff′ (A) are the “flip-flip”, “flop-flop” and
“flip-flop” interactions between Rydberg pair sttes. We refer readers to [58] for a
detailed discussion of the physical interactions giving rise to this Hamiltonian.

Setting:

Δ�0 =

2∑
8=1
�
(8)
�
+�vdW (B.9)

and
� = �

(8)
!

(B.10)

where to keep the algebra as simple as possible we have letΔ+ = Δ− = Δ (this condition
could easily be lifted, it just makes the algebra slightly more tedious).

We find that, as required by Lemma 92, (�0)−− = �−− = 0. Moreover:

Π−��
−1
0 �Π− =

|Ω+ |2
16
(2 |6−6−〉 〈6−6− | + |6−6+〉 〈6−6+ | + |6+6−〉 〈6+6− |)

+ |Ω− |
2

16
( |6+6−〉 〈6+6− | +2 |6+6+〉 〈6+6+ | + |6−6−+〉 〈6−6+ |)

(B.11)



B.1. Perturbative simulations using adiabatic elimination of Rydberg-dressed qubits215

Π−��
−1
0 ��−1

0 �Π− = 0 (B.12)

Π−��
−2
0 �Π−��

−1
0 �Π− =

|Ω+ |4
256
(2 |6−6−〉 〈6−6− | + |6−6+〉 〈6−6+ | + |6+6−〉 〈6+6− |)

+ |Ω− |
4

256
( |6+6−〉 〈6+6− | +2 |6+6+〉 〈6+6+ | + |6−6+〉 〈6−6+ |)

+ |Ω+ |
2 |Ω− |2

256
( |6+6−〉 〈6+6− | + |6−6+〉 〈6−6+ |)

(B.13)

Π−��
−1
0 ��−1

0 ��−1
0 �Π− =

©«
+̃++(d) 0 0 ,̃++(d)

0 +̃+−(d) ,̃+−(d) 0
0 ,̃∗+−(d) +̃+−(d) 0

,̃∗++(d) 0 0 +̃−−(d)

ª®®®®®¬
(B.14)

where:

+̃++ =
|Ω+ |4
256

(
Δ

�++
+ Δ

�−−

)
(B.15)

+̃+− =
|Ω+ |2 |Ω− |2

256

(
Δ

�+−
+ Δ

�−+

)
(B.16)

+̃−− =
|Ω− |4
256

(
Δ

�++
+ Δ

�−−

)
(B.17)

,̃++ =
Ω2
+(Ω∗−)2
256

(
Δ

�++
+ Δ

�−−

)
(B.18)

,̃+− =
|Ω+ |2 |Ω− |2

256

(
Δ

�+−
+ Δ

�−+

)
(B.19)

where:
�ff (d) =+++(d) −2Δ+f,++(d) (B.20)

�ff (d) =++−(d) −2Δ+f,+−(d) (B.21)

Putting these equations together with Lemma 92 demonstrates that the simulation
set up proposed in [58] for using dressed Rydberg qubits to simulate an anisotropic
{U-- + V.. + W//}-Hamiltonian is a simulation in the rigorous sense of [6].
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However, as discussed in Chapter 4 its usefulness is limited by the different orders of
magnitude of the -- +.. interactions compared to the // interactions.
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Appendices for Chapter 6

C.1 (Pseudo-)perfect tensors and absolutely maxi-
mally entangled states

Perfect and pseudo-perfect tensors are closely related to the concept of absolutely
maximally entangled (AME) states, which are maximally entangled across all
bipartitions. More formally:

Definition 93 (Absolutely maximally entangled states, definition 1 from [149]). An
AME state is a pure state, shared among = parties % = {1, ..., =}, each having a
system of dimension @. Hence, |Φ〉 ∈ H1 ⊗ ... ⊗H=, with the following equivalent
properties:

1. |Φ〉 is maximally entangled for any possible bipartition. This means that for
any bipartition of % into disjoint sets � and � with �∪� = %, and without loss
of generality < = |� | ≤ |�| = =−<, the state |Φ〉 can be written in the form:

|Φ〉 = 1
√
3<

∑
:::∈Z<@

|:1〉�1 |:2〉�2 ... |:<〉�< |q(:::)〉� (C.1)

with 〈q(:) |q(:′)〉 = X:: ′

2. The reduced density matrix of every subset of parties � ⊂ % with |�| =
⌊
=
2
⌋
is

maximally mixed, d� = @−b
=
2 c1

@
−b =2 c .

3. The reduced density matrix of every subset of parties � ⊂ % with |�| ≤ =
2 is

maximally mixed.

4. The von Neumann entropy of every subset of parties � ⊂ % with |�| =
⌊
=
2
⌋
is

maximal, ((�) =
⌊
=
2
⌋

log@.
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5. The von Neumann entropy of every subset of parties � ⊂ % with |�| ≤ =
2 is

maximal, ((�) = |�| log@.

These are all necessary and sufficient conditions for a state to be absolutely maximally
entangled. We denote such state as an AME(n,q) state.

The connection between perfect tensors and AME states was noted in [106], and
separately in [150] (where perfect tensors are referred to as multi-unitary matrices).
Here we generalise the arguments from [150] to encompass the case of pseudo-perfect
tensors.

A C-index tensor, where each index ranges over @ values, describes a pure quantum
state of C @-dimensional qudits:

|k〉 =
∑

0102...0C∈ZC@

)0102...0C |0102...0C〉 (C.2)

A necessary and sufficient condition for |k〉 to be an AME state is that the reduced
density matrix of any set of particles � such that |�| ≤

⌊
C
2
⌋
is maximally mixed. The

reduced density matrix d� can be calculated as d� = ""†, where " is a |�| × |�2 |
matrix formed by reshaping ) . Therefore, the state |k〉 is an AME state if and only if
the tensor ) is an isometry from any set of indices � to the complementary set of
indices �2 with |�| ≤ |�2 |.

If C is even (odd) this implies that ) is a perfect (pseudo-perfect) tensor. Therefore an
AME state containing an even (odd) number of qudits can be described by a perfect
(pseudo-perfect) tensor, and every perfect (pseudo-perfect) tensor describes an AME
state on an even (odd) number of qudits.

C.2 (Pseudo-)perfect tensors and quantum error cor-
recting codes

An [=, :, 3]@ quantum error correcting code (QECC) encodes : @-dimensional qudits
into = @-dimensional qudits, such that 3−1 located errors (or 3−1

2 unlocated errors)
can be corrected. The quantum Singleton bound states that =− : ≥ 2(3 − 1). A
QECC that saturates the quantum Singleton bound is known as a quantum maximum
distance separable (MDS) code.
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Previous work has established that every AME(2<,@) state is the purification of a
quantum MDS code [149, 151].1 Furthermore, viewing the perfect tensor which
describes an AME(2<,@) state as a linear map from 1 leg to 2<−1 legs, it is the
encoding isometry of the quantumMDS code encoding one logical qudit [106].

We can generalise the proof in [151] to further characterise the connection between
(pseudo-)perfect tensors and QECC:

Theorem 94. Every AME(C, @) state is the purification of a [C − :, :,
⌊
C
2
⌋
− : +1]@

QECC for 1 ≤ : ≤
⌊
C
2
⌋
2.

Proof. Let |Φ〉 be an AME(C, @) state, and let < =
⌊
C
2
⌋
. For any partition of the state

into disjoint sets !, � and � such that |! | = : ≤ <, |�| = <− : and |� | =
⌈
C
2
⌉
we can

write:

|Φ〉 =

√
1
@<

∑
888∈Z:@ , 999∈Z<−:@

|81...8:〉! | 91... 9<−:〉� |q(888,,, 999)〉� (C.3)

The set �∪� are the physical qudits. Define the basis states of a QECC as:

|Φ888〉 =
√
@:

!
〈81...8: |Φ〉

=
∑
999∈Z<−:@

√
1

@<−:
| 91... 9<−:〉� |q(888,,, 999)〉�

(C.4)

Encode a logical state in the physical qudits as:

|0〉 =
∑
888∈Z:@

0888 |888〉 →
∑
888∈Z:@

0888 |Φ888〉 (C.5)

Now consider tracing out < − : of the physical qudits. Since the sets � and � in
eq. (C.3) are arbitrary, we can always choose that the qudits we trace out are in the
set �. The qudits we are left with are then in the state:

d� =
1

@<−:

∑
888,,,888′′′,,, 999

08880
∗
888′′′ |q(888,,, 999)〉

〈
q(888′′′,,, 999)

�� (C.6)

1The original proof actually demonstrates that AME(2<,@) states are the purification of a threshold
quantum secret sharing (QSS) scheme, however every pure QSS scheme is equivalent to a quantum
MDS code [152] so the result follows immediately.

2The proof of this theorem is a straightforward generalisation of [151, Theorem 2]
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We can recover the logical state by performing the unitary operation:

*� |q(888,,, 999)〉� =

|81〉�1 ... |8:〉�: | 91〉�:+1 ... | 9<−:〉�< for C even

|81〉�1 ... |8:〉�: | 91〉�:+1 ... | 9<−:〉�< |0〉�<+1 for C odd
(C.7)

which will give:
*�d�*

†
1
= |0〉 〈0 | ⊗ 1

@<−:

∑
999

| 999〉 〈 999 | (C.8)

Therefore, any set of C −< qudits contains all the information about the logical state.
By the no-cloning theorem, any set of < qudits contains no information about the
logical state, so the QECC can correct exactly <− : =

⌊
C
2
⌋
− : erasure errors. This

gives 3 =
⌊
C
2
⌋
− : +1. �

Therefore, an AME(2<,@) state is the purification of a quantum MDS code with
parameters [2<− :, :,<− : +1]@; while an AME(2< +1, @) state is the purification
of a QECC with parameters [2< + 1− :, :,< − : + 1]@. The parameters in the
AME(2< +1, @) case do not saturate the Singleton bound, so it is not an MDS code,
but it is an optimal QECC.3

If we consider the (pseudo-)perfect tensor, ) , which describes an AME(C, @) state
|Φ〉 we have:

|Φ〉 =
∑

888∈Z:@ , 999∈ZC−:@

)888,,, 999 |888〉! | 999〉% (C.9)

where ! and % are the sets of logical and physical qudits in the corresponding QECC,
|! | = : , |% | = C − : . The basis states for the QECC are then:

|Φ888〉 =
∑
999∈ZC−:@

)888,,, 999 | 999〉% (C.10)

and the encoding isometry is:

+ =
∑

888∈Z:@ , 999∈ZC−:@

)888,,, 999 | 999〉 〈888 | (C.11)

3The terms MDS quantum code and optimal quantum code are sometimes used interchangeably.
Here, by an optimal quantum code we mean either an MDS code, or a code for which =− : is odd
so which cannot saturate the Singleton bound, but for which the distance 3 is maximal given this
constraint.
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So, viewed as an isometry from : legs to C − : legs a (pseudo-)perfect tensor is the
encoding isometry of a [C − :, :,

⌊
C
2
⌋
− : +1]@ QECC.

C.3 Qudit stabilizer codes and states
We restrict our attention to qudits of dimension ? where ? is an odd prime.

C.3.1 Generalised Pauli group
The generalised Pauli operators on ? dimensional qudits are defined as:

- =

?−1∑
9=0
| 9 +1〉 〈 9 | (C.12)

/ =

?−1∑
9=0
l 9 | 9〉 〈 9 | (C.13)

where l = 4
2c8
? . The generalised Pauli operators obey the relations - ? = / ? = 1 and

-/ = l/- .

The Pauli group on = qudits is given by G=,? = 〈l0-111/222〉 where 0 ∈ Z?, 111,,, 222 ∈ Z=?.
Two elements l0-111/222 and l0′-111

′′′
/222
′′′ commute if and only if 111′′′ · 222 = 111 · 222′′′, where

all addition is mod ?.

C.3.2 Qudit stabilizer codes
A stabilizer code C on = qudits is a ?:-dimensional subspace of the Hilbert space
given by:

C = {|k〉 | " |k〉 = |k〉∀" ∈ (} (C.14)

where ( is an Abelian subgroup of G=,? that does not contain l1.

The projector onto C is given by [153]:

Π =
1
|( |

∑
"∈(

" (C.15)

where |( | = ?=−: . ( is an elementary Abelian ?-group, so this implies that a minimal
generating set for ( contains =− : elements [154].

The minimum weight of a logical operator in an [=, :, 3] stabilizer code is 3. This
is also the minimum weight of any operator that is not in the stabilizer, but which
commutes with every element of the stabilizer.

A stabilizer code with : = 0 is a stabilizer state.
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C.4 Stabilizer (pseudo-)perfect tensors
A stabilizer (pseudo-)perfect tensor describes stabilizer AME states. This implies,
using the method in [155] for generating short qubit stabilizer codes from longer
ones, that the QECCs described by the tensors are stabilizer codes:

Theorem 95. If a (pseudo-)perfect tensor, ) , with C legs describes a stabilizer
AME(C, ?) state, then the [C − :, :,

⌊
C
2
⌋
− : +1] ? QECCs (for 1 ≤ : ≤

⌊
C
2
⌋
) described

by the tensor are stabilizer codes. The stabilizers of the code are given by the
stabilizers of the AME state which start with �⊗: , restricted to the last C − : qudits.

Proof. Consider an AME(C, ?) stabilizer state with stabilizer (:

|Φ〉 =

√
1
?<

∑
888∈Z<?

|81...8<〉� |q(888)〉� (C.16)

where |�| = < =
⌊
C
2
⌋
, |� | =

⌈
C
2
⌉
.

We have that " |Φ〉 = |Φ〉 for all " ∈ (, where |( | = ?C so a minimal generating set
for ( contains C elements. We can always pick a generating set for ( so that "1 and
"2 begin with - and / respectively, and "3 to "C begin with 1 [155]. Define "′

9
to

be " 9 restricted to the last C −1 qudits, where 9 = 1, . . . , C.

Consider the codespace, C, for a [C −1,1,
⌊
C
2
⌋
] ? error correcting code described by

) :
|k〉 =

∑
81∈Z

081

��Φ81〉 (C.17)

where
∑
8 0

2
8
= 1 and

��Φ81〉 = √? 〈81 |Φ〉. If we act on |k〉 ∈ C with "′
9
we find

"′
9
|k〉 = |k〉 for 9 = 3, . . . , C, "′

9
|k〉 = |k′〉 ∈ C where |k′〉 ≠ |k〉 for 9 = 1, . . . ,2.

The group (′ generated by "′
9
for 9 = 3, . . . , C contains |(′| = ?C−2 elements, and it

stabilizes the [C −1,1,
⌊
C
2
⌋
] ? code described by ) with codespace C.

This procedure for discarding two stabilizer generators from a [=, :, 3] code to obtain
an [=−1, : +1, 3−1] code is always possible provided 3 > 1 [155]. So we can repeat
the procedure

⌊
C
2
⌋
−1 times, demonstrating that the [C − :, :,

⌊
C
2
⌋
− : +1] ? QECCs

for 1 ≤ : ≤
⌊
C
2
⌋
described by the perfect tensor are stabilizer codes. �

We also require that all the QECC used in our construction map logical Pauli operators
to physical Pauli operators. It is known that for qubit stabilizer codes a basis can
always be chosen so that this is true [155], and the same group-theoretic proof applies
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to qudit stabilizer codes.4 The physical Pauli operators we obtain using this method
are not given by acting on the logical Pauli operators with the encoding isometry, but
they have the same action in the code subspace. So, we have that for qudit stabilizer
codes it is always possible to pick a basis where +%+† = %′++† where % is a :-qudit
Pauli operator, %′ is an =-qudit Pauli operator, and + is the encoding isometry of the
QECC.

In our holographic QECC we do not have complete freedom to pick a basis, so we
also need to show that we can pick this basis consistently. In order to show this we
will require two lemmas about qudit stabilizer codes.

Lemma 96. The smallest subgroup, �, of the Pauli group G=,? such that ∀% ∈ G=,?,
% ≠ 1⊗=, ∃" ∈ � where "% ≠ %" is the entire Pauli group.

Proof. Consider the following process for constructing a set � element by element
such that ∀% ∈ G=,?, % ≠ 1⊗=, ∃" ∈ � where "% ≠ %":

1. Select an arbitrary element of G=,?, %(1) = l0
(1)
-111

(1)
/222
(1) .

2. Pick an element %(1′) =l0 (1
′)
-111

(1′)
/222
(1′) such that 111 (1

′) ·222(1) ≠ 111 (1) ·222(1′) . This
ensures that %(1′) does not commute with %(1) , and %(1′) is our first element of
�.

3. Pick an arbitrary element, %(8) of G=,? which commutes with every element of
� and is not the identity.

4. Choose any element, %(8′) of G=,? which does not commute with %(8) , and add
it to �.

5. Repeat steps (3) and (4) until∀% ∈ G=,?, % ≠ 1⊗=, ∃" ∈ � such that"% ≠ %" .

When we construct �, every element %(8′) = l0 (8
′)
-111

(8′)
/222
(8′) which we add to � is

independent from every element already in �. To see this note that by assumption there
is some %(8) which commutes with every element in �, but does not commute with
%(8

′) . If %(8′) was not independent from the other elements of �, and 111 (8
′) =

∑
: 111
(:) and

222(8
′) =

∑
: 222
(:) where %(:) ∈ � for all : , then 111 (8

′) · 222(8) =∑
: 111
(:) · 222(8) =∑

: 111
(8) · 222(:)

and 111 (8) · 222(8′) =∑
: 111
(8) · 222(:) so 111 (8′) · 222(8) = 111 (8) · 222(8′) , and %(8′) would commute with

%(8) , contradicting our initial assumption.

4The discussion in [155] actually shows that there is an automorphism between G:,2 and # (()/(,
where # (() is the normalizer of ( in G=,2. As # (() ∈ G=,2 this is sufficient. The discussion in [155]
can be extended to qudits of prime dimension by replacing phase factors of 4 with factors of ?, and
dimension factors of 2 with factors of ?.
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We need to determine the minimum number of elements in � when this process
terminates.

Suppose we have repeated steps (3) and (4) < times, so that |�| = <. If there is
an element %(:) = l0 (:)-111

(:)
/222
(:) of G=,? which commutes with every element of

� then 111 (8
′) · 222(:) = 111 (:) · 222(8′) for all %(8′) ∈ �. %(:) is described by 2= degrees of

freedom: 1 (:)1 , ...1
(:)
= and 2(:)1 , ...2

(:)
= , and there are < homogeneous equations which

%(:) needs to satisfy.5 Provided < < 2=, the set of equations is underdetermined, and
we can always choose a %(:) which commutes with every element of � and is not the
identity. If < = 2= then the solution to the equations is uniquely determined, and is
the identity. At this point we cannot continue with the process, so it terminates with
|�| = 2=.

Therefore, the smallest set � of elements of G=,? such that ∀% ∈ G=,?, % ≠ 1⊗=,
∃" ∈ � where "% ≠ %" contains 2= elements. At this stage � is not a group
because all the elements of � are independent so the set isn’t closed. Any 2=
independent elements of G=,? generate the entire group, so the smallest group �
which contains every element of � is G=,? itself. �

Lemma 97. In an [=, :, 3] ? stabilizer code, the action of an encoded Pauli operator
% on any 3 −1 physical qudits can be chosen to be any element of G3−1,?.

Proof. The encoded Pauli operator % is not unique, and the different possible physical
operators are related by elements of the stabilizer. We therefore need to show that
the stabilizer ( restricted to any set of 3 −1 qudits is the entire Pauli group G3−1,?.

An [=, :, 3] ? stabilizer code can correct all Pauli errors of weight 3 −1 and less. A
correctable error doesn’t commute with some element of the stabilizer, so for any
Pauli operator of weight 3−1 there ∃" ∈ ( such that [",%] ≠ 0. The result follows
immediately from Lemma 96. �

Theorem 98. If there exists a basis such that the QECC described by a (pseudo-
)perfect tensor, ) , from qudit ; to C−1 qudits maps Pauli operators to Pauli operators,
then all other QECC described by ) which include qudit ; in the logical set also map
Pauli operators to Pauli operators in that basis.

5The equations are homogeneous as all constant terms are equal to zero. Homogeneity of the
equations ensures that the equations are not inconsistent.



C.4. Stabilizer (pseudo-)perfect tensors 225

Proof. Let the AME state described by ) be given by:

|Φ〉 =
∑
0∈Z?

∑
111∈Z:−1

?

∑
222∈Z<−:?

|0〉; |11...1:−1〉! |21...2<−:〉� |q(0, 111, 222)〉� (C.18)

where < =
⌊
C
2
⌋
, and |� | =

⌈
C
2
⌉
.

The basis states of the [C −1,1,
⌊
C
2
⌋
] ? QECC from qudit ; to other C −1 qudits are

given by:

|Φ0〉 =
∑
111∈Z:−1

?

∑
222∈Z<−:?

|11...1:−1〉! |21...2<−:〉� |q(0, 111, 222)〉� (C.19)

and the encoding isometry is given by:

+ =
∑
0

|Φ0〉 〈0 | (C.20)

The basis states of a [C − :, :,
⌊
C
2
⌋
− : +1] ? QECC from a set ! qudits (where ; ∈ !,

|! | = :) to C − : qudits is given by:��Φ0,111〉 = ∑
222∈Z<−:?

|21...2<−:〉� |q(0, 111, 222)〉� (C.21)

and the encoding isometry is given by:

+ ′ =
∑
0

��Φ0,111〉 〈0, 111 | (C.22)

By assumption we have:
+%1+

† =&++† (C.23)

where %1 ∈ G1,? and & ∈ G=,?, = = C −1.

Therefore: ∑
00′
|Φ0〉 〈0 |%1 |0′〉 〈Φ0′ | =&

∑
0

|Φ0〉 〈Φ0 | (C.24)

Consider the action of + ′ on %1 ⊗ %2 ∈ G:,?:
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+ ′(%1 ⊗ %2)+ ′† =
∑

0,0′,111,,,111′′′

��Φ0,111〉 〈0, 111 | (%1 ⊗ %2) |0, 111〉
〈
Φ0,111

��
=

∑
0,0′,111,,,111′′′

〈111 |Φ0〉 〈0 |%1 |0′〉 〈111 |%2
��111′′′〉 〈

Φ0′
��111′′′〉

=
∑

0,0′,111,,,111′′′
〈111 |%2

��111′′′〉 〈111 | ( |Φ0〉 〈0 |%1 |0′〉 〈Φ0′ |)
��111′′′〉

=
∑
0,111,,,111′′′

〈111 |%2
��111′′′〉 〈111 | (& |Φ0〉 〈Φ0 |) ��111′′′〉

=
∑

0,111,,,111′′′,,,111′′′′′′
〈111 |%2

��111′′′〉 〈111 |&′2 ��111′′′′′′〉&′ ��Φ0,111′′′′′′〉 〈
Φ0,111′′′

��
=

∑
0,111

&′
��Φ0,111〉 〈

Φ0,111
�� if %2 =&

′
2

=+ ′+ ′†%′(=
′)

(C.25)

where and &′2 and &
′ indicate & restricted to the first : −1 and remaining =− : −1

qudits respectively (& =&′2 ⊗&
′).

Therefore, if & acts as %2 on the first : −1 qudits, then %1 ⊗ %2 maps to a Pauli under
+ ′. The operator & is not unique, and from Lemma 97 we know that its action on⌊
C
2
⌋
−1 qudits can be chosen to be any element of Gb C2 c−1,?. So we can choose that &

acts as %2 on the first : −1 qudits, for : ≤
⌊
C
2
⌋
. �

C.5 Existence of (pseudo-)perfect stabilizer ten-
sors

C.5.1 Classical coding theory
A classical linear [=, :]3 code, C2; , encodes : 3-dimensional dits of information in =
dits. It can be described by a generator matrix �) : Z:?→ Z=3 , where information is
encoded as GGG→ �)GGG for GGG ∈ Z:

3
. Equivalently, C2; admits a description as the kernel

of a parity check matrix � : Z=
3
→ Z=−:

3
. Consistency of the two descriptions implies

��)GGG = 0, ∀GGG ∈ Z=
3
, and hence the rows of � are orthogonal to the rows of �.

The minimum distance X of a classical code is defined as the minimum Hamming
distance between any two code words. It is bounded by the classical Singleton bound,
X ≤ =− : +1. Codes which saturate the classical Singleton bound are referred to as
classical MDS codes.
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Reed-Solomon codes are a class of classical MDS codes [156].6

Definition 99. Let ? be a prime, and let :,= be integers such that : < = ≤ ?. For a
set ( = {U1, U2, ..., U=} ∈ Z?, the Reed-Solomon code over Z? is defined as:

C'( [=, :] = {(%(U1), %(U2), ..., %(U=)) ∈ Z=? | %(-) ∈ Z? [-],deg(%) ≤ : −1}
(C.26)

where Z? [-] is the polynomial ring in - over Z?.7

To encode a message 000 = (00, 01, ..., 0:−1) ∈ Z:? in the Reed-Solomon code define
the polynomial:

%000 (-) = 00 + 01- + 02-
2 + ...+ 0:−1-

:−1 (C.27)

and construct the codeword (%000 (U1), %000 (U2), ..., %000 (U=)) ∈ C'( [=, :].

Reed-Solomon codes are linear codes, with generating matrix:

� =

©«

1 1 1 . . . . 1
U1 U2 U3 ... U=

U2
1 U2

2 U2
3 ... U2

=

...
...

...
. . .

...

U:−1
1 U:−1

2 U:−1
3 ... U:−1

=

ª®®®®®®®®¬
(C.28)

The generator matrix can be put into standard form � = [�: |%] (where % is a
: × (=− :) matrix) using Gauss-Jordan elimination over the field Z?. The parity
check matrix is then given by � = [%) |�=−: ].

C.5.2 Constructing AME stabilizer states
An AME(C, ?) stabilizer state |Φ〉 can be constructed from a classical [C,

⌊
C
2
⌋
] ? MDS

code with X =
⌈
C
2
⌉
+1. The state is given by [127]:

|Φ〉 = 1
3
;
2

∑
GGG∈Z;?

|�GGG〉 (C.29)

6Reed Solomon codes can be defined over any finite field, but we only require the definition of
Reed Solomon codes over Z? for our construction.

7The polynomial ring in - over Z? , Z? [-], is the set of polynomials %(-) = 00 + 01- + 02-
2 +

...+ 0<-< where 08 ∈ Z? .
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and has stabilizers -�HHH for all HHH ∈ Z;?, and / HHH where HHH) = III)� for all III ∈ Z<? . The
full set of stabilizers is given by the generator matrix [127]:

" =

(
� 0
0 �

)
(C.30)

where (UUU | VVV) ≡ -UUU · / VVV for UUU, VVV ∈ ZC?.

Reed-Solomon codes can be constructed for any :,= satisfying : < = ≤ ? [156], so by
increasing ? this construction can provide AME(C, ?) stabilizer states for arbitrarily
large C. By Theorem 95 the tensor which describes the AME(C, ?) stabilizer states
will be a stabilizer (pseudo-)perfect tensor.

This construction is not optimised to minimise ? for a given C. It is possible to
construct generalised Reed-Solomon codes which exist for = = ? +1 [157], which if
used in this construction will give (pseudo-)perfect stabilizer tensors acting on lower
dimensional qudits for certain values of C. There are also methods for constructing
stabilizer perfect tensors for which ? ∝

√
C using cyclic and constacyclic classical

MDS codes [158], but this method is significantly more involved than the one
presented here, and does not work for pseudo-perfect tensors. In our construction
there is no benefit to minimising ?, so we have selected the simplest, most universal
method for constructing (pseudo-)perfect stabilizer tensors.



Appendix D

Appendices for Chapter 7

D.1 Perturbative simulations
In this appendix we collect some results regarding perturbative techniques, and
introduce the new qudit perturbation gadgets which are used in this paper. All the
perturbation gadgets we introduce are qudit generalisations of the qubit gadgets
from [28].

LetH be a Hilbert space decomposed asH =H− ⊕H+. Let Π± be the projectors
ontoH±. For arbitrary operator " define "++ = Π+"Π+, "−− = Π−"Π−, "+− =
Π+"Π−, and "−+ = Π−"Π+.

Consider an unperturbed Hamiltonian � = Δ�0, where �0 is block-diagonal with
respect to the splitH =H− ⊕H+, (�0)−− = 0, _min ((�0)++) ≥ 1.

We will use Lemmas 19 and 20 from subsection 7.3.2 to construct qudit perturbation
gadgets, which generalise qubit gadgets from [28]. In our analysis we assume without
loss of generality that every interaction is a Pauli-rank 2 interaction of the form
%0 +%†0.

Qudit subdivision gadget
The subdivision gadget is used to simulate a :-local interaction by interactions which
are at most

⌈
:
2
⌉
+1-local. We want to simulate the Hamiltonian:

�target = �else + (%� ⊗ %� +%†� ⊗ %
†
�
) (D.1)

Let �̃ = � ++ where:
� = ΔΠ+ (D.2)

+ = �1 +Δ
1
2�2 (D.3)
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where:
Π+ = |1〉 〈1|F + |2〉 〈2|F + ...+ |?−1〉 〈?−1|F (D.4)

�1 = �else +21 (D.5)

�2 = −%� ⊗ -F −%†� ⊗ -
†
F +%� ⊗ -†F +%†� ⊗ -F (D.6)

The degenerate ground space of � has the mediator qubit F in the state |0〉 〈0| so
Π− = |0〉 〈0|F. This gives:

(�1)−− = (�else +21) ⊗ |0〉 〈0|F (D.7)

and:

(�2)−+ = −%� ⊗ |0〉 〈?−1|F −%†� ⊗ |0〉 〈1|F +%� ⊗ |0〉 〈1|F +%
†
�
⊗ |0〉 〈?−1|F

(D.8)
Therefore:

(�2)−+�−1
0 (�2)+− =

(
%� ⊗ %� +%†� ⊗ %

†
�
−21

)
⊗ |0〉 〈0|F (D.9)

If we define an isometry, by, |k〉� = |k〉� |0〉F then:

| |,�target,
†− (�1)−− + (�2)−+�−1

0 (�2)+− | | = 0 (D.10)

Therefore eq. (1.8) is satisfied for all n ≥ 0. So, provided a Δ is picked which satisfies
the conditions of Lemma 19, �̃ is a (Δ2 , [, n)-simulation of �target.

Qudit 3-2 gadget
The Hamiltonian we want to simulate is:

�target = �else +%� ⊗ %� ⊗ %� +%†� ⊗ %
†
�
⊗ %†

�
(D.11)

Let �̃ = � ++ where:
� = ΔΠ+ (D.12)

+ = �1 +Δ
1
3�′1 +Δ

2
3�2 (D.13)

where:
Π+ = |1〉 〈1|F + ...+ |?−1〉 〈?−1|F (D.14)
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�1 = �else +
1
2

(
%2
� ⊗ %� + (%

†
�
)2 ⊗ %†

�
+%2

� ⊗ %� + (%
†
�
)2 ⊗ %†

�

)
+ 1

2
√

2

[
(−%� +%�)2

(
−%†

�
+%†

�

)
+

(
−%†

�
+%†

�

)2
(−%� +%�)

] (D.15)

�′1 = −%� ⊗ %
†
�
−%†

�
⊗ %� (D.16)

�2 =
(
%� ⊗ |?−1〉 〈1|F +%†� ⊗ |1〉 〈?−1|F

)
+ 1
√

2

(
(−%� +%�) ⊗ -F + (−%†� +%

†
�
) ⊗ -†F

)
(D.17)

This gives:
(�1)−− = �1 ⊗ |0〉 〈0|F (D.18)

(�′1)−− = �
′
1 ⊗ |0〉 〈0|F (D.19)

(�2)++ = −
(
%� ⊗ |?−1〉 〈1|F +%†� ⊗ |1〉 〈?−1|F

)
+ 1
√

2

[
(−%� +%�) ⊗&F +

(
−%†

�
+%†

�

)
⊗ 'F

]
(D.20)

where & = |2〉 〈2| + ...+ |?−1〉 〈?−1| and ' = |1〉 〈1| + ...+ |?−2〉 〈?−2|.

(�2)−+ =
1
√

2

[
(−%� +%�) ⊗ |0〉 〈?−1|F +

(
−%†

�
+%†

�

)
⊗ |0〉 〈1|F

]
(D.21)

If we define an isometry, by, |k〉� = |k〉� |0〉F then:

| |,�target,
†− (�1)−− + (�2)−+�−1

0 (�2)++�−1
0 (�2)+− | | = 0 (D.22)

Therefore eq. (1.9) is satisfied for all n ≥ 0.

We also have:

(�2)−+�−1
0 (�2)+− = −%� ⊗ %†� −%

†
�
⊗ %� = (�′1)−− (D.23)

As required by eq. (1.10). So, provided a Δ is picked which satisfies the conditions
of Lemma 20, �̃ is a (Δ2 , [, n)-simulation of �target.

Qudit crossing gadget
We want to generate the Hamiltonian:

�target = �else +U03
(
%� ⊗ %� +%†� ⊗ %

†
�

)
+U12

(
%� ⊗ %� +%†� ⊗ %

†
�

)
(D.24)

Set �̃ = � ++ where:
� = ΔΠ+ (D.25)
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+ = �1 +Δ
1
2�2 (D.26)

where:
Π+ = |1〉 〈1|F + ...+ |?−1〉 〈?−1|F (D.27)

�1 = �else + [U03U12 (%� ⊗ %†� +%
†
�
⊗ %�) −U03 (%� ⊗ %†� +%

†
�
⊗ %�)

−U12 (%� ⊗ %†� +%
†
�
⊗ %�) + (%� ⊗ %†� +%

†
�
⊗ %�)

+1(U2
03 +U

2
12 +2)]

(D.28)

�2 =
1
√

2
[−U03 (%� ⊗ -F +%†� ⊗ -

†
F) −U12 (%� ⊗ -F +%†� ⊗ -

†
F)

+(%� ⊗ -†F +%†� ⊗ -) + (%� ⊗ -
†
F +%†� ⊗ -F)]

(D.29)

Then:
(�1)−− = �1 ⊗ |0〉 〈0|F (D.30)

(�2)−+ =
√

1
2
[−U03 (%� ⊗ |0〉 〈?−1|F +%†� |0〉 〈1|F) −U12 (%� ⊗ |0〉 〈?−1|F +%†� |0〉 〈1|F)

+(%� ⊗ |0〉 〈1|F +%†� |0〉 〈?−1|F) + (%� ⊗ |0〉 〈1|F +%†� |0〉 〈?−1|F)]
(D.31)

If define an isometry, by, |k〉� = |k〉� |0〉F then:

| |,�target,
†− (�1)−− + (�2)−+�−1

0 (�2)+− | | = 0 (D.32)

Therefore 4@. (1.8) is satisfied for all n ≥ 0. So, provided Δ is chosen to satisfy the
conditions of Lemma 19, �̃ is a (Δ2 , [, n)-simulation of �target.

Qudit fork gadget
We want to generate the Hamiltonian:

�target = �else +U01
(
%� ⊗ %� +%†� ⊗ %

†
�

)
+U02

(
%� ⊗ %� +%†� ⊗ %

†
�

)
(D.33)

Let �̃ = � ++ where:
� = ΔΠ+ (D.34)

+ = �1 +Δ
1
2�2 (D.35)

where:

�1 = �else +U01U02
(
%� ⊗ %†� +%

†
�
⊗ %�

)
+1

(
1+U2

01 +U02 +U
2
02

)
(D.36)
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�2 =
1
√

2
[−(%� ⊗ -F +%†� ⊗ -

†
F) +U01 (%� ⊗ -†F +%†� ⊗ -F)

+U02 (%� ⊗ -†F +%†� ⊗ -F)]
(D.37)

Then:
(�1)−− = �1 ⊗ |0〉 〈0|F (D.38)

(�2)−+ =
1
√

2
[−(%� ⊗ |0〉 〈?−1|F +%†� ⊗ |0〉 〈1|F) +U01 (%� ⊗ |0〉 〈1|F +%

†
�
⊗ |0〉 〈?−1|F)

+U02 (%� ⊗ |0〉 〈1|F +%†� ⊗ |0〉 〈?−1|F)]
(D.39)

If define an isometry, by, |k〉� = |k〉� |0〉F then:

| |,�target,
†− (�1)−− + (�2)−+�−1

0 (�2)+− | | = 0 (D.40)

Therefore 4@. (1.8) is satisfied for all n ≥ 0. So, provided Δ is chosen to satisfy the
conditions of Lemma 19, �̃ is a (Δ2 , [, n)-simulation of �target.

D.2 Translational invariance in the boundary model
of the 3D/2D construction

In general the boundary model which results from pushing a translationally invariant
bulk Hamiltonian through the 3D/2D HQECC will not be translationally invariant,
but for particular choices of tessellation and (pseudo-)perfect tensor the boundary
model will exhibit block translational invariance.

To see how this comes about consider the example discussed in subsection 7.4.3.
First consider the symmetry of the honeycombing of H3. The tessellation is the
order-4 dodecahedral honeycomb. The symmetry group of the dodecahedron is the
icosahedral symmetry group, which is the Coxeter group �3 with Coxeter diagram
given in Fig. D.1. The rotation subgroup of this group is the alternating group �5,
and contains rotations by 2c

5 about centres of pairs of opposite faces, rotations by c
about centres of pairs of opposite edges, and rotations by 2c

3 about pairs of opposite
vertices. The symmetry group of the entire tessellation is the Coxeter group ��3,
which has Coxeter diagram given in Fig. D.2.1 Clearly �3 < ��3. Therefore the

1This is not the Coxeter diagram given for the tessellation in subsection 7.4.3. In general a
Coxeter group can have many different Coxeter diagrams depending on which presentation is used. In
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5

Figure D.1: Coxeter diagram for the icosahedral symmetry group �3.

5 4

Figure D.2: Coxeter diagram for the group ��3.

symmetry group of the tessellation contains all of the rotational symmetries of the
dodecahedron itself.

Cutting off the tessellation at some finite radius will not break the rotational symmetry.
Therefore, so long as we can align the perfect tensors within the dodecahedral cells of
the tessellations in such a way that the tensors don’t break the symmetry, the HQECC
will have the same rotational symmetry as the dodecahedron.

Ignoring the central tensor for now, it is clear that for the remaining tensors in the
network it is possible to align them in such a way that rotational symmetry about at
least one axis is preserved. To see this consider starting with an empty tessellation
(of finite radius). Pick an arbitrary cell in the tessellation, %(F) , and place the
pseudo-perfect tensor in that cell in an arbitrary orientation. Now pick an axis of
rotation, and consider rotating the tessellation by the minimum rotation about that
axis which is in �3. This sends %(F) to %(F

′) , and the resulting tensor in %(F′) will
have some particular orientation. Place a tensor with this orientation in %(F′) . We
can now repeat this process, placing tensors in every cell which is equivalent to
%(F) under rotation about this axis. Then pick another empty cell in the tessellation,
and repeat the process, keeping the axis of rotation the same. We are guaranteed
to be able to complete the process consistently as rotations about the same axis
commute, and there are no conditions on how tensors in neighbouring cells have to
be connected.

Now consider the central tensor. Rotating the HQECC doesn’t send the central tensor
to another tensor in the network, it permutes 12 of the indices of the bulk tensor
(leaving the final index, the bulk logical index, unchanged). The stabilizer generators
of the pseudo-perfect tensor used in the HQECC are given in eq. (7.29). Viewed as a
isometry from any one index to the other twelve indices the pseudo-perfect tensor
is the encoding isometry of a [12,1,6]13 QECC. Reed-Solomon codes are cyclic

subsection 7.4.3 we used the presentation corresponding to reflections in the faces of the dodecahedron.
Here we are using the Coxeter diagram which makes the link between �3 and ��3 explicit.
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codes, so the pseudo-perfect tensor is symmetric under cyclic permutations of the 13
indices. Which index we chose as the logical index is therefore not important.

Reading off from eq. (7.22) one of the stabilizer generators of the AME(13,13)
state is -⊗13. Therefore using the process described in [155] for generating new
stabilizer codes from old stabilizer codes we can construct a logical - operator for
the [12,1,6]13 code as:

-̄ = -⊗12 (D.41)

In order to construct a logical / operator we need to find an operator which commutes
with every element of the stabilizer such that -̄ /̄ =l/̄ -̄ . One such operator is:

/̄ =

(
/12

)⊗12
(D.42)

Both the encoded - and / operators on the central bulk index can be realised using
operators which are symmetric under any permutation of the contracted tensor indices.
Therefore so can any operator we push through the central bulk tensor, so the central
tensor does not break the rotational symmetry of the HQECC.

Since the HQECC (including the tensors) can be constructed to preserve rotational
symmetry about at least one axis, a rotation about that axis will send the entire
HQECC, including the boundary, to itself. Therefore the boundary exhibits a form
of ‘block translational invariance’ - the Hamiltonian is a repeating pattern.

It is known that 2D translationally invariant universal quantum Hamiltonians exist
[33], however these are not efficient for general Hamiltonians. So simulating�boundary

using the 2D translationally invariant construction could incur an exponential overhead
in terms of number of spins on the boundary manifold. The construction in [33]
is efficient for simulating target Hamiltonians which are themselves translationally
invariant - checking the overhead incurred when simulating a ‘block translationally-
invariant’ Hamiltonian such as the one outlined in this section may be a way to
construct a 3D/2D HQECC with translationally invariant boundary.



Appendix E

Appendices for Chapter 8

E.1 Generalisation of the Ising mapping
Section 4 of [110] introduces a generalisation of the Ising mapping where the Rényi
entropy considered is a function of a state with different support. We now take
the full tensor network state, written as a pure state defined by the tensor network
isometry, + , in an orthonormal basis of the bulk, {|U〉}, and boundary, {|0〉}:

|Ψ+ 〉 =
1
?E/2

∑
U,0

〈U |+ |0 |U |+ |0〉 |U〉 ⊗ |0〉 , (E.1)

and trace out subregions of either the bulk or the boundary or both. E here is the
number of vertices in the tensor network graph.

Similarly to the mapping described for boundary states, they find that a function
related to the Rényi-2 entropy of d = |Ψ+ 〉 〈Ψ+ | can be equated to an Ising model
partition function:

〈tr [(d ⊗ d) F. ]〉 =
∑
{BG}

4−A[{BG}] , (E.2)

where . can be any subregion of the full tensor network state i.e. include part of the
boundary and/or the bulk. The Ising action is given by

A [{BG}] = −
1
2

log�

∑
〈GH〉
(BGBH −1) +

∑
G∈B
(ℎGBG −1)

 −
1
2

log�1

∑
G∈1
(1GBG −1),

(E.3)
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where we have introduced a bulk pinning field 1G ,

Boundary pinning field, ℎG =

+1 G ∈ .

−1 G ∈ .̄
(E.4)

Bulk pinning field, 1G =

+1 G ∈ .

−1 G ∈ .̄
(E.5)

We have also introduced �, the dimension of the bond connecting two tensors in
the network and �1, the dimension of the bulk dangling index. We use this notation
for our construction elsewhere although we chose every leg in our tensors will have
dimension ? and achieve different dimensions by grouping legs together.

As before, this convenient function is not directly the Rényi-2 entropy,

(2(d. ) = −
1
2

ln tr [d. ] =
1
2

ln tr [(d ⊗ d) F. ] (E.6)

where d. = tr.̄ (d). However, the method of appendix F of [110] follows through
when considering a full tensor network state rather than a boundary state so we can
again bound the average Rényi-2 entropy in terms of the free energy of the ground
state Ising model described by the action in equation denoted �A (d. ):

�A (d. ) − 〈((d. )〉 ≤ ln : + >(1). (E.7)

Since |Ψ"〉 is a stabilizer state and hence has quantised entropy, following the proof
of Lemma 87 we can conclude that the von Neumann entropies of subregions of
this state can be made equal to �A (d. ) with probability greater than

(
1− 1

X

)
which

can be made arbitrarily close to 1 by choosing a sufficiently high bond dimension
?.
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