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# Introduction 

> If we wait for the moment when everything, absolutely everything is ready, we shall never begin.

Ivan Turgenev, Fathers and Sons

A mathematical optimization problem asks us to maximize an objective (or minimize a cost) under a given set of constraints. Solving such problems has many applications; both in the real world, and in other fields of mathematics. Unfortunately, some of the most interesting optimization problems are very difficult to solve algorithmically. One way to work around this issue is to consider so-called relaxations. That is, to consider variants of the problem which are (much) easier to solve, but whose solutions still provide good approximations for the original problem. In this thesis, we look at relaxations to hard problems based on semidefinite programming. We can distinguish two settings.

First, we consider so-called sum-of-squares hierarchies. These hierarchies allow one to define increasingly accurate - but also more computationally expensive - relaxations for polynomial optimization problems. They yield very good approximations in practice, and as a result they have been widely applied and studied in the literature. The central question we wish to answer in this setting is whether we can back their good performance up with theoretical guarantees. We address this question in Part 1 and Part 2 of the thesis, which each focus on a particular type of hierarchy.

Second, we look at the problem of finding independent sets of maximum size in a graph $G$, which is a classical example of an NP-hard problem. The celebrated Lovász theta number $\vartheta$ bounds the independence number of $G$ from above. It has been succesfully applied to the setting of geometric graphs, yielding new results in discrete geometry and extremal combinatorics. In Part 3 of the thesis, we will generalize $\vartheta$ to (geometric) hypergraphs. A careful analysis of the resulting approximations allows us to improve an existing result in Euclidean Ramsey theory.

As we shall see, the three parts that make up this thesis are rather connected. First off, both the sum-of-squares hierarchies of Parts 1 and 2 and the Lovász theta number of Part 3 are examples of semidefinite programs. In
fact, $\vartheta$ may be viewed in some sense as the 'first level' of a particular sum-ofsquares hierarchy. Beyond that, the methods we use to prove new results in each of these settings share many similarities. In short, they all rely on classical orthogonal polynomials, and the relation between these polynomials and polynomial (or continuous) kernels. By exploiting symmetry, these relations allow us to move from a difficult, multivariate setting to a simpler, univariate setting, where an asymptotic analysis is then possible. We explain these connections in more detail in Chapter 1.

## Polynomial optimization and sums of squares

Let $f \in \mathbb{R}[\mathbf{x}]$ be a polynomial of degree $d$ in $n$ variables. We say that $f$ is a sum of squares if there exist polynomials $p_{1}, p_{2}, \ldots, p_{\ell} \in \mathbb{R}[\mathbf{x}]$ such that:

$$
f(\mathbf{x})=p_{1}(\mathbf{x})^{2}+p_{2}(\mathbf{x})^{2}+\ldots+p_{\ell}(\mathbf{x})^{2}
$$

Clearly, if $f$ is a sum of squares, then it is globally nonnegative; meaning that $f(\mathbf{x}) \geq 0$ for all $\mathbf{x} \in \mathbb{R}^{n}$. A natural question - which goes back to work of Hilbert in the late 19th century - is whether the converse is also true. This turns out not to be the case: Hilbert shows that all nonnegative polynomials in $n$ variables of degree $d$ are sums of squares if and only if $d=2, n=1$, or $n=2$ and $d=4$. The first explicit example of a nonnegative polynomial which is not a sum of squares was given much later in 1967 by Motzkin: $f(\mathbf{x})=\mathbf{x}_{1}^{4} \mathbf{x}_{2}^{2}+$ $\mathbf{x}_{1}^{2} \mathbf{x}_{2}^{4}-3 \mathbf{x}_{1}^{2} \mathbf{x}_{2}^{2}+1$. In 1927, Artin showed that any nonnegative polynomial may be expressed as a sum of squares of rational functions, thereby solving Hilbert's 17th problem posed in 1900. Later results in real algebraic geometry show existence of structured sum-of-squares decompositions for positive polynomials on semialgebraic sets (cf. [PD01]). In recent decades, these Positivstellensätze have found a new application in the field of mathematical programming; more specifically in polynomial optimization.

A polynomial optimization problem asks to minimize a given polynomial $f \in \mathbb{R}[\mathbf{x}]$ over a semialgebraic set $\mathbf{X} \subseteq \mathbb{R}^{n}$, which is itself defined by polynomials $g_{1}, g_{2}, \ldots, g_{m} \in \mathbb{R}[\mathbf{x}]$ :

$$
f_{\min }:=\min _{\mathbf{x} \in \mathbf{X}} f(\mathbf{x}), \quad \text { where } \mathbf{X}=\left\{\mathbf{x} \in \mathbb{R}^{n}: g_{1}(\mathbf{x}) \geq 0, \ldots, g_{m}(\mathbf{x}) \geq 0\right\}
$$

Polynomial optimization problems are very general. They naturally capture classical NP-hard combinatorial problems including MaxCut and StableSET, even when the feasible region $\mathbf{X}$ is a relatively simple set, such as the unit sphere, the unit ball, the binary hypercube or the standard simplex. Further applications are found in finance, energy optimization, machine learning, optimal control and quantum information theory.

## Sum-of-squares hierarchies based on Positivstellensätze

In light of their broad applicability, polynomial optimization problems are unsurprisingly difficult to solve numerically. Often, the best one can do is
to approximate the value of $f_{\min }$. Perhaps the most well-known and succesful methods for computing such approximations are so-called sum-of-squares hierarchies, due to Lasserre [Las01] and Parillo [Par00] in the early 2000s. The key idea underlying these hierarchies is that nonnegativity of the polynomial $f$ on the set $\mathbf{X}$ may be verified by finding sum-of-squares polynomials $\sigma_{0}, \sigma_{1}, \ldots \sigma_{m} \in \Sigma[\mathbf{x}]$ so that:

$$
\begin{equation*}
f(\mathbf{x})=\sigma_{0}(\mathbf{x})+\sum_{i=1}^{m} g_{i}(\mathbf{x}) \sigma_{i}(\mathbf{x}) \tag{1}
\end{equation*}
$$

For fixed $r \in \mathbb{N}$, one may then define a lower bound $\operatorname{lb}(f)_{r} \leq f_{\text {min }}$ on the minimum of $f$ over $\mathbf{X}$ by setting:
$\operatorname{lb}(f)_{r}:=\sup \left\{\lambda: f(\mathbf{x})-\lambda=\sigma_{0}(\mathbf{x})+\sum_{i=1}^{m} g_{i}(\mathbf{x}) \sigma_{i}(\mathbf{x}), \sigma_{i} \in \Sigma[\mathbf{x}], \operatorname{deg}\left(\sigma_{i}\right) \leq r\right\}$.
The point is that while checking nonnegativity of a polynomial is hard, the parameter $\operatorname{lb}(f)_{r}$ may be computed by solving a semidefinite program of size polynomial in the number of variables $n$. For fixed $r$, and under some minor assumptions, this can be done efficiently, yielding a tractable bound on $f_{\min }$.

Contrary to the case of global nonnegativity, the classical Positivstellensätze of Putinar [Put93] and Schmüdgen [Sch91] show that any polynomial $f$ positive on $\mathbf{X}$ has a representation of the form (1), as long as $\mathbf{X}$ satisfies a (minor) compactness condition. To be precise: Schmüdgen's result applies more generally, but requires the use of a slightly different representation (involving also products of the constraints $g_{i}$ ), leading to a stronger, but more computationally intensive bound $\overline{\mathrm{lb}(f)_{r}}$, satisfying $f_{\min } \geq{\overline{\mathrm{lb}}(f)_{r}}^{2} \mathrm{lb}(f)_{r}$. The upshot is that under such conditions, we have asymptotic convergence of the hierarchies to the true minimum:

$$
\lim _{r \rightarrow \infty} \operatorname{lb}(f)_{r}=f_{\min } \text { and } \lim _{r \rightarrow \infty}{\overline{\operatorname{lb}(f)_{r}}}_{r}=f_{\min }
$$

A natural question is whether this asymptotic convergence may be quantified. From the point of view of optimization, one may see this as proving guarantees on the quality of the bounds $\operatorname{lb}(f)_{r}$ and $\overline{\mathrm{lb}(f)_{r}}$ depending on the degree $r$. From the point of view of real algebra, one may also see this as showing bounds on the degree of the sums of squares $\sigma_{i} \in \Sigma[\mathbf{x}]$ required in the decomposition of $f$.

As we explain in more detail in Chapter 2, we prove strong guarantees in Part 2 of this thesis when the set $\mathbf{X}$ exhibits symmetric structure. This includes the binary hypercube, the unit sphere, the standard simplex and the box $[-1,1]^{n}$. There, the polynomial kernel method introduced in Chapter 6 allows us to express the error of Lasserre's hierarchies in terms of the behaviour of classical, univariate orthogonal polynomials. See also Chapter 1.

## Measure-based sum-of-squares hierarchies

In addition to the hierarchies of lower bounds introduced above, Lasserre [Las11] also defines a hierarchy of upper bounds $\mathrm{ub}(f)_{r}$ on $f_{\text {min }}$, which are obtained by a structured sampling of the feasible region $\mathbf{X}$. Apart from their inherent use in approximating $f_{\min }$, these bounds actually play a crucial role in our analysis of the hierarchies defined above. For $r \in \mathbb{N}$, the bound $\mathrm{ub}(f)_{r} \geq f_{\text {min }}$ is obtained by minimizing the expectation $\int_{\mathbf{X}} f(\mathbf{x}) d \nu(\mathbf{x})$ of $f$ on $\mathbf{X}$ over all probability measures $\nu$ of the form $d \nu(\mathbf{x})=h(\mathbf{x}) d \mu(\mathbf{x})$, where $h$ is a sum of squares of degree at most $2 r$, and $\mu$ is a fixed reference measure supported on $\mathbf{X}$. These measure-based bounds may be computed via semidefinite programming, and asymptotic convergence to $f_{\min }$ is guaranteed when the feasible region is compact [Las11]. Again, this leads to natural questions about the rate of convergence.

As we explain in more detail in Chapter 2, the new results in Part 1 of this thesis largely settle these convergence questions (in light of several other, existing results). Indeed, we first extend a known best-possible convergence guarantee established by de Klerk \& Laurent [ $\mathbf{d K L} 20 \mathrm{~b}$, dKL20a] for the box $[-1,1]^{n}$ and hypersphere to a larger class of examples of semialgebraic sets in Chapter 3. Second, we establish a convergence rate for essentially all other semialgebraic sets which is just a log-factor away from best-possible in Chapter 4.

To prove the former result, we show in Chapter 3 that the behaviour of the measure-based bounds $\mathrm{ub}(f)_{r}$ depends in some sense only on the local geometry of the feasible region $\mathbf{X}$ near a minimizer $\mathbf{x}^{*}$ of $f$. This allows us to transport the analysis of [ $\mathbf{d K L} \mathbf{2 0 b}$ ] on $[-1,1]^{n}$ to a larger class of convex bodies $\mathbf{X}$, including the unit ball and the standard simplex.

For the latter result, we construct in Chapter 4 explicit sum-of-squares densities $h$ on $\mathbf{X}$ of degree $2 r$ which approximate the Dirac delta function centered at a minimizer $\mathbf{x}^{*}$ of $f$. The idea is that for such $h$, we have:

$$
\int_{\mathbf{X}} f(\mathbf{x}) h(\mathbf{x}) d \mu(\mathbf{x}) \approx f\left(\mathbf{x}^{*}\right)=f_{\min }
$$

That is, the density $h$ is a good feasible solution to the program defining the upper bound $\mathrm{ub}(f)_{r}$. Our construction combines so-called needle polynomials (see Section 4.1) with push-forward measures (see Section 2.1). Push-forward measures were already considered by Lasserre [Las20] to define a more 'economical' variant of the upper bounds $\mathrm{ub}(f)_{r}$ (see Section 2.1). As a side result of our proof, we establish new convergence rates for these bounds as well.

## Independent sets and the theta number

The Lovász $\vartheta$-number is perhaps the most influential application of semidefinite programming to combinatorial optimization, providing a strong upper
bound on the independence number $\alpha(G)$ of a graph $G=(V, E)$. The independence number is the largest cardinality of an independent set in $G$; meaning a subset $S \subseteq V$ so that no two vertices $v, w \in S$ are joined by an edge.

To each such independent set, we can associate an incidence vector $\mathbf{x}_{S} \in$ $\mathbb{R}^{V}$, whose entries $\left(\mathbf{x}_{S}\right)_{v}$ are 1 if $v \in S$ and 0 otherwise. This vector, in turn, induces a positive semidefinite matrix $X=\mathbf{x}_{S} \mathbf{x}_{S}^{\top} /|S| \succeq 0$ which additionally satisfies $\sum_{v, w \in V} X_{v, w}=|S|, \operatorname{Tr}(X)=1$ and $X_{v w}=0$ for every edge $\{v, w\} \in$ $E$. The idea of Lovász, now, is to compute the maximum of $\sum_{v, w \in V} X_{v, w}$ over all positive semidefinite matrices $X$ with $\operatorname{Tr}(X)=1$ and $X_{v w}=0 \forall\{v, w\} \in E$, which may be done efficiently using semidefinite programming. This maximum - which is known as the theta number $\vartheta(G)$ of $G$ - is thus an upper bound on $\alpha(G)$.

Among many other possible extensions, Bachoc, Nebe, Oliveira, and Vallentin [BNdOFV09] extend Lovász's approach to infinite geometric graphs on compact metric spaces; this leads to bounds on the size of spherical codes and the densities of sphere-packings. We can view the hypersphere $S^{n-1}$ as a graph by saying two vertices $\mathbf{x}, \mathbf{y} \in S^{n-1}$ are adjacent whenever $\mathbf{x} \cdot \mathbf{y}=t$ for some fixed $t \in \mathbb{R}$. The independence number in this case is the largest volume of a (measurable) set $S \subseteq S^{n-1}$ which does not contain any adjacent vertices. Such a set now has an indicator function $\chi_{S}: S^{n-1} \rightarrow\{0,1\}$, which induces a positive kernel $\mathrm{K}(\mathbf{x}, \mathbf{y})=\chi_{S}(\mathbf{x}) \chi_{S}(\mathbf{y})$ on $S^{n-1}$ with certain additional properties. The theta number in this setting is obtained by solving an (infinite-dimensional) optimization problem over all such kernels. The key point is that one may in fact restrict to kernels which are invariant under the symmetry of $S^{n-1}$. Such kernels can be classified in terms of univariate orthogonal polynomials, which leads to a more manageable formulation for $\vartheta$. See Chapter 1.

In Chapter 10, we develop a recursive generalization of the $\vartheta$-number for geometric hypergraphs on the unit sphere and on the Euclidean space, obtaining bounds on the independence number of such graphs. In the above language, a set $S$ is independent in this context if it does not contain any $k$ tuple of vertices $v_{1}, v_{2}, \ldots, v_{k}$ which are pairwise adjacent for some fixed $k \in \mathbb{N}$ (thus $k=2$ corresponds to the regular independence number). We call such a tuple a $k$-simplex. By exploiting symmetry, we find analytical expressions for our bounds in terms of orthogonal polynomials. An analysis of the asymptotic behaviour of these polynomials then allows us to reprove a result in Euclidean Ramsey theory; namely that $k$-simplices are exponentially Ramsey. Furthermore, we improve upon the previously known bounds for the base of the exponential.

## Organization

The thesis is organized as follows. In Chapter 1, we introduce orthogonal polynomials and polynomial kernels, which form the foundation of our proof
techniques throughout the rest of the thesis. In Chapter 2, we introduce the sum-of-squares hierarchies in more detail, and give an overview of known and new results on their convergence rates.

Part 1. In Chapters 3 and 4, we prove convergence results for the measurebased bounds in several different settings, covering the main results of [SL20] and [SL21a], respectively. In Chapter 5, we discuss some computational aspects of the measure-based bounds.

Part 2. In Chapter 6, we introduce the polynomial kernel method, which may be used to obtain convergence guarantees for sum-of-squares hierarchies on structured feasible regions. We then apply this technique in Chapters 7, 8, and 9 , corresponding to the binary cube [SL21b], the unit ball and the standard simplex [Slo22], and the unit box [LS21], respectively.

Part 3. Finally, in Chapter 10, we introduce our new recursive theta number for geometric hypergraphs, which we apply to the unit sphere and the Euclidean space. This covers the main results of [CSdOFSV21]. We also include a small part of the work [CSdOFSV22].
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## CHAPTER 1

## Orthogonal polynomials and kernel operators

## We learn by rearranging what we know.

Ludwig Wittgenstein
In this chapter, we discuss some basic facts on orthogonal polynomials and polynomial kernels. The goal is to give the reader a high-level introduction to these concepts, and how they will play a role in the rest of this thesis. We prove or provide precise references for certain key results as they appear in future chapters.

### 1.1. Orthogonal polynomials of one variable

We begin with some facts on orthogonal polynomials of a single variable, which we shall need later. We also introduce a few special, well-known examples of such polynomials which feature in the rest of the thesis. For a comprehensive reference, see the book of Szegő [Sze75].
1.1.1. Basic definitions. Let $\mu$ be a finite Borel measure supported on an interval $I \subseteq \mathbb{R}$. Often, $I=[-1,1]$ and $\mu$ will be of the form $d \mu(x)=w(x) d x$ for some continuous weight function $w$. We then have an inner product on the space of univariate polynomials $\mathbb{R}[x]$ by:

$$
\begin{equation*}
\langle f, g\rangle:=\int_{I} f(x) g(x) d \mu(x) \tag{1.1}
\end{equation*}
$$

Up to scaling, there exists a unique basis $\left\{P_{k}: k \in \mathbb{N}\right\}$ of $\mathbb{R}[x]$ satisfying:

$$
\left\langle P_{i}, P_{j}\right\rangle=\int_{I} P_{i}(x) P_{j}(x) d \mu(x)=0 \quad(i \neq j)
$$

and for which $\operatorname{deg}\left(P_{k}\right)=k$ for all $k \in \mathbb{N}$. We call these $P_{k}$ the orthogonal polynomials for the measure $\mu$. There are several ways to normalize them. For instance, we will write:

$$
\widetilde{P}_{k}(x)=P_{k}(x) / \sqrt{\left\langle P_{k}, P_{k}\right\rangle}
$$

for the normalization satisfying $\left\langle\widetilde{P}_{k}, \widetilde{P}_{k}\right\rangle=1$. We will write:

$$
\bar{P}_{k}(x)=P_{k}(x) / \max _{x \in I}\left|P_{k}(x)\right|
$$

for the normalization whose sup-norm on $I$ is equal to 1 . Both normalizations are unique up to sign.
1.1.2. The three-term reccurence relation. A useful property of orthogonal polynomials is that they satisfy a so-called three-term recurrence relation.

Proposition 1.1 (Three-term reccurence). Let $\left\{P_{k}: k \in \mathbb{N}\right\}$ be the orthogonal polynomials w.r.t. to some measure $\mu$. Then for each $k \geq 0$, there exist constants $a_{k}, b_{k}, c_{k} \in \mathbb{R}$ such that:

$$
\begin{equation*}
x P_{k}(x)=a_{k} P_{k+1}(x)+b_{k} P_{k}(x)+c_{k} P_{k-1}(x) \tag{1.2}
\end{equation*}
$$

Here, we have set $P_{-1}:=0$.
The renormalizations $\widetilde{P}_{k}$ and $\bar{P}_{k}$ satisfy (1.2) as well (but with different constants). We note that for the orthonormal polynomials $\widetilde{P}_{k}$, the recurrence coefficients in (1.2) satisfy $c_{k}=a_{k-1}$ for all $k \geq 1$.
1.1.3. Extremal roots. For $r \in \mathbb{N}$, consider the matrix $J \subseteq \mathbb{R}^{(r+1) \times(r+1)}$ given by:

$$
\begin{equation*}
J_{i, j}=\left\langle x \widetilde{P}_{i}, \widetilde{P}_{j}\right\rangle=\int_{I} x \widetilde{P}_{i}(x) \widetilde{P}_{j}(x) d \mu(x) \quad(0 \leq i, j \leq r) \tag{1.3}
\end{equation*}
$$

This matrix - and its eigenvalues in particular - are closely related to Lasserre's measure-based bounds (2.6), see Section 2.3. A first consequence of (1.2) is that we are able to express these eigenvalues in terms of the roots of the polynomials $P_{k}$. These roots are known to be real, distinct, and they lie within the interval $I$. As we see below, more is known about their (asymptotic) behaviour in special cases.

Proposition 1.2 (see [dKL20b]). Let $\left\{\widetilde{P}_{k}: k \in \mathbb{N}\right\}$ be orthonormal polynomials with three-term reccurence relation (1.2), and let $J \subseteq \mathbb{R}^{(r+1) \times(r+1)}$ be as in (1.3). Then the smallest eigenvalue $\lambda_{\min }(J)$ of $J$ is given by:

$$
\lambda_{\min }(J)=\xi_{r+1},
$$

where $\xi_{r+1} \in \mathbb{R}$ is the least root of $P_{r+1}$.
Proof. We follow the proof given in [dKL20b]. Using the three-term reccurence (1.2), we find that:

$$
\begin{aligned}
J_{i, j}=\left\langle x \widetilde{P}_{i}, \widetilde{P}_{j}\right\rangle & =\left\langle a_{i} \widetilde{P}_{i+1}+b_{i} \widetilde{P}_{i}+c_{i} \widetilde{P}_{i-1}, \widetilde{P}_{j}\right\rangle \\
& = \begin{cases}a_{i} & \text { if } j=i+1, \\
b_{i} & \text { if } j=i, \\
c_{i} & \text { if } j=i-1, \\
0 & \text { otherwise. }\end{cases}
\end{aligned}
$$

The matrix $J$ is thus tridiagonal, of the form:

$$
J=\left(\begin{array}{ccccc}
b_{0} & a_{0} & 0 & \ldots & 0 \\
c_{1} & b_{1} & a_{1} & \cdots & 0 \\
0 & \ddots & \ddots & \ddots & \vdots \\
\vdots & \vdots & c_{r-1} & b_{r-1} & a_{r-1} \\
0 & 0 & \cdots & c_{r} & b_{r}
\end{array}\right) .
$$

As we noted before, we have $c_{k}=a_{k-1}$, meaning $J$ is symmetric. It follows (see [Sze75]) that:

$$
\operatorname{det}(x I-J) \widetilde{P}_{0}=\left(\prod_{j=0}^{r} a_{j}\right) \widetilde{P}_{r+1}(x)
$$

which implies that the eigenvalues of $J$ are precisely the roots of $\widetilde{P}_{r+1}$. In particular, $\lambda_{\min }(J)$ is the smallest root of $\widetilde{P}_{r+1}$.
1.1.4. Jacobi polynomials. For parameters $\alpha, \beta>-1$, let $w_{\alpha, \beta}(x):=$ $(1-x)^{\alpha}(1+x)^{\beta}$ be the Jacobi weight function. For $k \in \mathbb{N}$, we write $\mathcal{J}_{k}^{(\alpha, \beta)}$ for the Jacobi polynomial of degree $k$, defined by the orthogonality relation:

$$
\begin{equation*}
\int_{-1}^{1} \mathcal{J}_{i}^{(\alpha, \beta)}(x) \mathcal{J}_{j}^{(\alpha, \beta)}(x) w_{\alpha, \beta}(x) d x=0 \quad(i \neq j) \tag{1.4}
\end{equation*}
$$

The Jacobi polynomials satisfy the symmetry relation:

$$
\mathcal{J}_{k}^{(\alpha, \beta)}(-x)=(-1)^{k} \mathcal{J}_{k}^{(\beta, \alpha)}(x) .
$$

For $\alpha \geq \beta$, the maximum $\max _{-1 \leq x \leq 1}\left|\mathcal{J}_{k}^{(\alpha, \beta)}(x)\right|$ is attained at $x=1$, and the normalization $\overline{\mathcal{J}}_{k}^{(\alpha, \beta)}$ is thus defined by setting $\overline{\mathcal{J}}_{k}^{(\alpha, \beta)}(1)=1$. There are several bounds known for the roots of the Jacobi polynomials, which permit to show the following.

Proposition 1.3 ([DJ12, DN10]. See also [dKL20b]). Let $\alpha, \beta>-1$. For $k \in \mathbb{N}$, let $\mathcal{J}_{k}^{(\alpha, \beta)}(x)$ be the Jacobi polynomial defined in (1.4) and write $\xi_{k} \in[-1,1]$ for its smallest root. Then we have:

$$
\xi_{k}=-1+\Theta\left(1 / k^{2}\right)
$$

1.1.5. Gegenbauer polynomials. In the special case that $\alpha=\beta>-1$, the polynomials:

$$
\mathcal{G}_{k}^{(\alpha)}(x):=\mathcal{J}_{k}^{(\alpha, \alpha)}(x)
$$

are known as Gegenbauer polynomials (or ultraspherical polynomials). They are thus the orthogonal polynomials for the measure $d \mu(x)=\left(1-x^{2}\right)^{\alpha} d x$ on $[-1,1]$. As we see below in Section 1.2, the Gegenbauer polynomials are connected to the unit sphere $S^{n-1}$; they form the basis of an analysis of sum-of-squares hierarchies on $S^{n-1}$ in [dKL20a] and [FF21], see also Section 2.3.

We shall use them in a similar way in Chapter 8, where we analyze sum-ofsquares hierarchies on the unit ball and the simplex. In Chapter 10, we use them to define bounds on the size of independent sets in $S^{n-1}$.
1.1.6. Chebyshev polynomials. Specializing even further to the case $\alpha=\beta=-1 / 2$, we get the Chebyshev polynomials:

$$
\mathcal{C}_{k}(x):=\mathcal{J}_{k}^{\left(-\frac{1}{2},-\frac{1}{2}\right)}(x)
$$

Up to normalization, they may also be defined by the relation:

$$
\mathcal{C}_{k}(x)=\cos (k \arccos x) \quad(-1 \leq x \leq 1)
$$

They then satisfy a three-term recurrence with particularly simple constants:

$$
x \mathcal{C}_{k}(x)=\frac{1}{2} \mathcal{C}_{k+1}(x)+\frac{1}{2} \mathcal{C}_{k-1}(x) .
$$

The Chebyshev polynomials appear often in mathematical optimization and they satisfy several useful extremal properties, see for instance Theorem 7.29. They are used to define so-called needle polynomials (see Section 4.1), which approximate well the Dirac delta function on $[-1,1]$, as well as the well-known Jackson kernel, which is used in functional approximation. These constructions play a central role in Chapter 4 and Chapter 9, respectively.
1.1.7. Krawtchouk polynomials. Finally, we consider for $n \in \mathbb{N}$ the Krawtchouk polynomials $\mathcal{K}_{k}^{(n)}(x), 0 \leq k \leq n$, which are given by:

$$
\mathcal{K}_{k}^{(n)}(x):=\sum_{i=0}^{k}(-1)^{i}\binom{x}{i}\binom{n-x}{k-i} \quad(0 \leq k \leq n)
$$

They are the orthogonal polynomials with respect to the discrete measure $\mu=\frac{1}{2^{n}} \sum_{x=0}^{n}\binom{n}{x} \delta_{x}$ on $[0, n]$, where $\delta_{x}$ is the Dirac measure centered at $x$. Note that this is a slight departure from the previous setting, as $\mu$ now has finite support. As a consequence, the inner product (1.1) is defined only on the space $\mathbb{R}[\mathbf{x}]_{n}$ of polynomials of degree at most $n$, but all other mentioned results carry over. The maximum $\max _{0 \leq x \leq n}\left|\mathcal{K}_{k}^{(n)}(x)\right|$ is attained at $x=0$, and the normalization $\overline{\mathcal{K}}_{k}^{(n)}$ is thus defined by setting $\overline{\mathcal{K}}_{k}^{(n)}(0)=1$.

The Krawtchouk polynomials are related to the binary hypercube $\{0,1\}^{n}$, see Section 1.2. Indeed, they will feature prominently in Chapter 7, where we analyze sum-of-squares hierarchies on $\{0,1\}^{n}$. They also appear in Chapter 10 to define bounds on the size of independent sets on $\{0,1\}^{n}$.

The asymptotic behaviour of the least root of $\mathcal{K}_{r}^{(n)}(x)$ is studied by Levenshtein [Lev98] in the regime $r / n \rightarrow t \in[0,1]$, see also Theorem 7.2.

### 1.2. Polynomial kernels and kernel operators

Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a compact set, and let $\mu$ be a finite positive Borel measure supported on $\mathbf{X}$. Consider the space of polynomials $\mathcal{P}(\mathbf{X})$ restricted to $\mathbf{X}$, which is given by:

$$
\mathcal{P}(\mathbf{X})=\mathbb{R}[\mathbf{x}] /(p: p(\mathbf{x})=0 \quad \forall \mathbf{x} \in \mathbf{X})
$$

It is thus the quotient of the polynomial ring modulo the vanishing ideal of $\mathbf{X}$, which is the ideal generated by the polynomials that vanish on $\mathbf{X}$. The degree of an element $p \in \mathcal{P}(\mathbf{X})$ is the smallest degree of a polynomial $h \in \mathbb{R}[\mathbf{x}]$ with $p(\mathbf{x})=h(\mathbf{x})$ for all $\mathbf{x} \in \mathbf{X}$. For an integer $d$, we write $\mathcal{P}(\mathbf{X})_{d}$ for the polynomials in $\mathcal{P}(\mathbf{X})$ of degree at most $d$. We have an inner product on $\mathcal{P}(\mathbf{X})$ given by:

$$
\langle f, g\rangle_{\mu}=\int_{\mathbf{X}} f(\mathbf{x}) g(\mathbf{x}) d \mu(\mathbf{x})
$$

Now let $\mathrm{K}: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a polynomial kernel, meaning that $\mathrm{K}(\mathbf{x}, \mathbf{y})$ is a polynomial in $\mathbf{x}$ and $\mathbf{y}$. Using the inner product $\langle\cdot, \cdot\rangle_{\mu}$, we can associate a linear operator $\mathbf{K}: \mathcal{P}(\mathbf{X}) \rightarrow \mathcal{P}(\mathbf{X})$ to the kernel $K$ via:

$$
\begin{equation*}
\mathbf{K} p(\mathbf{x}):=\langle\mathrm{K}(\mathbf{x}, \cdot), p\rangle_{\mu}=\int_{\mathbf{X}} \mathrm{K}(\mathbf{x}, \mathbf{y}) p(\mathbf{y}) d \mu(\mathbf{y}) \tag{1.5}
\end{equation*}
$$

1.2.1. The Christoffel-Darboux kernel. The space $\mathcal{P}(\mathbf{X})$ has an orthonormal basis w.r.t. the inner product $\langle\cdot, \cdot\rangle_{\mu}$ given by polynomials $\left\{P_{\alpha}: \alpha \in A\right\}$ of degree $|\alpha|$ satisfying:

$$
\begin{equation*}
\left\langle P_{\alpha}, P_{\beta}\right\rangle=\int_{\mathbf{X}} P_{\alpha}(\mathbf{x}) P_{\beta}(\mathbf{x}) d \mu(\mathbf{x})=\delta_{\alpha \beta} \quad(\alpha, \beta \in A) \tag{1.6}
\end{equation*}
$$

Here, the set $A \subseteq \mathbb{N}^{n}$ depends on $\mathbf{X}$. For instance, if $\mathbf{X}$ is full-dimensional, we simply have $A=\mathbb{N}^{n}$ (as $\left.\mathcal{P}(\mathbf{X})=\mathbb{R}[\mathbf{x}]\right)$. However, if for example $\mathbf{X}=\{0,1\}^{n}$ is the binary hypercube, we have $\mathcal{P}(\mathbf{X})=\operatorname{span}\left\{x^{\alpha}: \alpha_{i} \in\{0,1\}\right\}$, meaning $A=\{0,1\}^{n} \subset \mathbb{N}^{n}$. In what follows, the set $A$ will be clear from the context, and so we will not always denote it explicitely. We also assume throughout that the $P_{\alpha}$ are chosen so that the space of polynomials $\mathcal{P}(\mathbf{X})_{d}$ of polynomials of degree at most $d$ is spanned by the polynomials $P_{\alpha}$ with $|\alpha| \leq d$ for each $d \in \mathbb{N}$.

Using such an orthonormal basis, we are able to construct the so-called Christoffel-Darboux kernel $\mathrm{CD}_{r}$ of degree $r \in \mathbb{N}$, which is defined as:

$$
\begin{equation*}
\mathrm{CD}_{r}(\mathbf{x}, \mathbf{y})=\sum_{\alpha \in A:|\alpha| \leq r} P_{\alpha}(\mathbf{x}) P_{\alpha}(\mathbf{y}) \tag{1.7}
\end{equation*}
$$

The point is that the operator $\mathbf{C D}_{r}$ associated to this kernel via (1.5) reproduces the space of polynomials $\mathcal{P}(\mathbf{X})_{r}$ on $\mathbf{X}$ of degree at most $r$, meaning that:

$$
\begin{equation*}
\mathbf{C D}_{r} p(\mathbf{x})=p(\mathbf{x}) \tag{1.8}
\end{equation*}
$$

for all $p \in \mathcal{P}(\mathbf{X})$ of degree at most $r$. Indeed, such a $p$ may be written as:

$$
p(\mathbf{x})=\sum_{|\alpha| \leq r} p_{\alpha} P_{\alpha}(\mathbf{x})
$$

for certain $p_{\alpha} \in \mathbb{R}$, whence:

$$
\begin{aligned}
\mathbf{C D}_{r} p(\mathbf{x}) & =\sum_{|\alpha| \leq r,|\beta| \leq r} p_{\alpha} \int_{\mathbf{X}} P_{\beta}(\mathbf{x}) P_{\beta}(\mathbf{y}) P_{\alpha}(\mathbf{y}) d \mu(\mathbf{y}) \\
& =\sum_{|\alpha| \leq r} p_{\alpha} P_{\alpha}(\mathbf{x})=p(\mathbf{x})
\end{aligned}
$$

using the orthogonality relations (1.6). Note that for $\mathbf{x}, \mathbf{y} \in \mathbf{X}$, the value of $\mathrm{CD}_{r}(\mathbf{x}, \mathbf{y})$ does not depend on the choice of basis $\left\{P_{\alpha}\right\}$. Indeed, the subspace generated by the $P_{\alpha}$ of degree at most $r$ does not depend on the choice of basis (see also (1.10) below). Therefore, for each $\mathbf{y} \in \mathbf{X}$, the polynomial $\mathbf{x} \mapsto \mathrm{CD}_{r}(\mathbf{x}, \mathbf{y})$ of degree $r$ in $\mathcal{P}(\mathbf{X})$ is fixed by the reproducing property (1.8).

The Christoffel-Darboux kernel has many applications in optimization, and it will form the basis of a technique we discuss in Chapter 6 to analyze sum-of-squares hierarchies for polynomial optimization. More specifically, we will make use there of a class of kernels defined in the spirit of (1.7) as:

$$
\begin{equation*}
\mathrm{CD}_{r}(\mathbf{x}, \mathbf{y} ; \lambda):=\sum_{|\alpha| \leq r} \lambda_{\alpha} P_{\alpha}(\mathbf{x}) P_{\alpha}(\mathbf{y}) \quad\left(\lambda_{\alpha} \in \mathbb{R}\right) \tag{1.9}
\end{equation*}
$$

which we call perturbed Christoffel-Darboux kernels. Using again the relations (1.6), the operator $\mathbf{C D}_{r}(\lambda)$ associated to this kernel is diagonal w.r.t. the basis $\left\{P_{\alpha}\right\}$, and its eigenvalues are given by the coefficients $\lambda_{\alpha}$.
1.2.2. Summation formulas. For certain special, structured sets $\mathbf{X}$ and measures $\mu$, the Christoffel-Darboux kernel (1.7) admits a simple, closed form expression in terms of univariate orthogonal polynomials. These expressions will be of great help in Part 2 and Part 3 of the thesis, where we consider for X the binary cube $\{0,1\}^{n}$, the unit sphere $S^{n-1}$, the unit ball $B^{n}$ and the standard simplex $\Delta^{n}$.

The basic idea is to consider the subspaces $H_{k} \subseteq \mathcal{P}(\mathbf{X})$ given by:

$$
\begin{align*}
H_{k} & =\operatorname{span}\left\{P_{\alpha}:|\alpha|=k\right\} \\
& =\left\{p \in \mathcal{P}(\mathbf{X}):\langle p, q\rangle_{\mu}=0 \text { for all } q \in \mathcal{P}(\mathbf{X})_{k-1}\right\} \tag{1.10}
\end{align*}
$$

Note that the $H_{k}$ depend on $\mathbf{X}$ and $\mu$, but not on the choice of basis $\left\{P_{\alpha}\right\}$. We now have the orthogonal decomposition:

$$
\begin{equation*}
\mathcal{P}(\mathbf{X})=\bigoplus_{k=0}^{\infty} H_{k} . \tag{1.11}
\end{equation*}
$$

Accordingly, we can write any $p \in \mathcal{P}(\mathbf{X})_{d}$ of degree $d$ as:

$$
\begin{equation*}
p(\mathbf{x})=p_{0}(\mathbf{x})+p_{1}(\mathbf{x})+\ldots+p_{d}(\mathbf{x}) \quad\left(p_{k} \in H_{k}\right) \tag{1.12}
\end{equation*}
$$

and similarly, the Christoffel-Darboux kernel (1.7) can be written as:

$$
\begin{equation*}
\mathrm{CD}_{r}(\mathbf{x}, \mathbf{y})=\sum_{k=0}^{r} \mathrm{CD}^{(k)}(\mathbf{x}, \mathbf{y}), \text { where } \mathrm{CD}^{(k)}(\mathbf{x}, \mathbf{y}):=\sum_{|\alpha|=k} P_{\alpha}(\mathbf{x}) P_{\alpha}(\mathbf{y}) \tag{1.13}
\end{equation*}
$$

The operator $\mathbf{C D}^{(k)}$ associated to $\mathrm{CD}^{(k)}$ then satisfies:

$$
\begin{equation*}
\mathbf{C D}^{(k)} p(\mathbf{x})=p_{k}(\mathbf{x}) \tag{1.14}
\end{equation*}
$$

In the special cases mentioned above, the kernels $\mathrm{CD}^{(k)}(\mathbf{x}, \mathbf{y})$ may be expressed in terms of the orthogonal polynomials of Section 1.1. For illustration, we briefly cover the binary cube and the unit sphere below, which are the most classical examples. See for instance [Val08]. The unit ball and standard simplex are treated in Chapter 8.

The unit sphere. Consider the unit sphere $\mathbf{X}=S^{n-1} \subseteq \mathbb{R}^{n}$, equipped with the uniform surface measure $\mu$. The space $\mathcal{P}\left(S^{n-1}\right)$ of polynomials on $S^{n-1}$ is given by:

$$
\mathcal{P}\left(S^{n-1}\right)=\mathbb{R}[\mathbf{x}] /\left(1-\|\mathbf{x}\|^{2}\right)
$$

The subspaces $H_{k}$ in this case are given by:

$$
H_{k}=\operatorname{Harm}_{k}:=\{p: \text { is homogeneous of degree } k \text { and harmonic }\} .
$$

A polynomial $p$ is harmonic if it is in the kernel of the Laplace operator, i.e., if $\nabla^{2} p=0$. An element of $\operatorname{Harm}_{k}$ is also called a spherical harmonic (of degree $k$ ). Choosing any orthonormal basis $\left\{s_{k, j}\right\}$ of $\operatorname{Harm}_{k}$, and for the right normalization of the Gegenbauer polynomials $\mathcal{G}_{k}^{(\alpha)}$, we have the summation formula:

$$
\begin{equation*}
\mathrm{CD}^{(k)}(\mathbf{x}, \mathbf{y})=\sum_{j} s_{k, j}(\mathbf{x}) s_{k, j}(\mathbf{y})=\mathcal{G}_{k}^{\left(\frac{n-3}{2}\right)}(\mathbf{x} \cdot \mathbf{y}) \tag{1.15}
\end{equation*}
$$

What this means is that the Christoffel-Darboux kernel (1.13) is given by:

$$
\mathrm{CD}_{r}(\mathbf{x}, \mathbf{y})=\sum_{k=0}^{r} \mathcal{G}_{k}^{\left(\frac{n-3}{2}\right)}(\mathbf{x} \cdot \mathbf{y})
$$

If we choose coeffcients $\lambda_{\alpha}=\lambda_{|\alpha|}$ depending only on $|\alpha|$, the perturbed kernel (1.9) is then given by:

$$
\mathrm{CD}_{r}(\mathbf{x}, \mathbf{y} ; \lambda)=\sum_{k=0}^{r} \lambda_{k} \mathcal{G}_{k}^{\left(\frac{n-3}{2}\right)}(\mathbf{x} \cdot \mathbf{y})
$$

Another way of looking at this is as follows. Let $u \in \mathbb{R}[x]$ be a univariate polynomial of degree $r \geq d$, with the following expression in the basis of Gegenbauer polynomials:

$$
u(x)=\sum_{k=0}^{r} \lambda_{k} \mathcal{G}_{k}^{\left(\frac{n-3}{2}\right)}(x)
$$

and consider the kernel $\mathrm{K}(\mathbf{x}, \mathbf{y})=u(\mathbf{x} \cdot \mathbf{y})$. Then, we have:

$$
\begin{equation*}
\mathrm{K}(\mathbf{x}, \mathbf{y})=\sum_{k=0}^{r} \lambda_{k} \mathcal{G}_{k}^{\left(\frac{n-3}{2}\right)}(\mathbf{x} \cdot \mathbf{y})=\mathrm{CD}_{r}(\mathbf{x}, \mathbf{y} ; \lambda) \tag{1.16}
\end{equation*}
$$

and thus, by (1.14), we get the Funk-Hecke formula:

$$
\mathbf{K} p(\mathbf{x})=\int_{\mathbf{X}} u(\mathbf{x} \cdot \mathbf{y}) p(\mathbf{y}) d \mu(\mathbf{y})=\sum_{k=0}^{d} \lambda_{k} p_{k}(\mathbf{x}),
$$

where $p(\mathbf{x})=\sum_{k=0}^{d} p_{k}(\mathbf{x}), p_{k} \in \operatorname{Harm}_{k}$ is as in (1.12).
The binary cube. Consider the binary cube $\mathbf{X}=\{0,1\}^{n} \subseteq \mathbb{R}^{n}$, equipped with the uniform probability measure $\mu$. The space $\mathcal{P}\left(\{0,1\}^{n}\right)$ is spanned by multilinear polynomials, i.e., we have:

$$
\mathcal{P}\left(\{0,1\}^{n}\right)=\mathbb{R}[\mathbf{x}] /\left(\mathbf{x}_{i}-\mathbf{x}_{i}^{2}: 1 \leq i \leq n\right)=\operatorname{span}\left\{\mathbf{x}^{\alpha}: \alpha \in\{0,1\}^{n}\right\} .
$$

The decomposition (1.11) in this case is given in terms of the characters:

$$
\chi_{a}(\mathbf{x}):=(-1)^{\mathbf{x} \cdot a}=\prod_{i: a_{i}=1}\left(1-2 \mathbf{x}_{i}\right) \quad\left(a \in\{0,1\}^{n}\right),
$$

which are polynomials of degree $|a|$ (on the binary cube). They form an orthonormal basis of $\mathcal{P}\left(\{0,1\}^{n}\right)$, and the spaces $H_{k}$ of (1.10) are given by:

$$
H_{k}=\operatorname{span}\left\{\chi_{a}:|a|=k\right\} \quad(0 \leq k \leq n) .
$$

Similar to the spherical harmonics, we have a summation formula for the characters, now in terms of Krawtchouk polynomials:

$$
\begin{equation*}
\sum_{|a|=k} \chi_{a}(\mathbf{x}) \chi_{a}(\mathbf{y})=\mathcal{K}_{k}^{(n)}\left(d_{\mathrm{ham}}(\mathbf{x}, \mathbf{y})\right), \tag{1.17}
\end{equation*}
$$

where $d_{\text {ham }}(\mathbf{x}, \mathbf{y})=\left|\left\{i: \mathbf{x}_{i} \neq \mathbf{y}_{i}\right\}\right|$ is the Hamming distance between $\mathbf{x}$ and $\mathbf{y}$. Now let $u \in \mathbb{R}[x]$ be a univariate polynomial of degree $n \geq r \geq d$, expressed in the basis of Krawtchouk polynomials as:

$$
u(x)=\sum_{k=0}^{r} \lambda_{k} \mathcal{K}_{k}^{(n)}(x)
$$

and consider the kernel $\mathrm{K}(\mathbf{x}, \mathbf{y})=u\left(d_{\mathrm{ham}}(\mathbf{x}, \mathbf{y})\right)$. Then we again get the FunkHecke formula:

$$
\mathbf{K} p(\mathbf{x})=\frac{1}{2^{n}} \sum_{\mathbf{y} \in\{0,1\}^{n}} u\left(d_{\text {ham }}(\mathbf{x}, \mathbf{y})\right) p(\mathbf{y})=\sum_{k=0}^{d} \lambda_{k} p_{k}(\mathbf{x})
$$

for $p(\mathbf{x})=\sum_{k=0}^{d} p_{k}(\mathbf{x}), p_{k} \in H_{k}$ decomposed as in (1.12).
1.2.3. Symmetry and invariant kernels. An aspect we have so far ignored is the role of symmetry. Both the unit sphere and binary cube are highly symmetrical sets, and their symmetry is connected to the representations of the Christoffel-Darboux kernel given above.

The unit sphere. For $S^{n-1}$, we have the regular $O(n)$-action, which induces an action on $\mathcal{P}\left(S^{n-1}\right)$ via $T f(\mathbf{x})=f\left(T^{-1} \mathbf{x}\right)$. It turns out that the spaces $\operatorname{Harm}_{k}$ are precisely the invariant and irreducible orthogonal components of $\mathcal{P}\left(S^{n-1}\right)$ under this action. What this means is that each of the spaces Harm ${ }_{k}$ is closed onder the $O(n)$-action, and that it contains no proper closed subspaces. The inner product $\mathbf{x} \cdot \mathbf{y}$ is invariant under the $O(n)$-action, meaning that $\mathbf{x} \cdot \mathbf{y}=T(\mathbf{x}) \cdot T(\mathbf{y})$ for all $\mathbf{x}, \mathbf{y} \in S^{n}$ and $T \in O(n)$. Therefore, kernels (1.16) of the form $K(\mathbf{x}, \mathbf{y})=u(\mathbf{x} \cdot \mathbf{y})$ satisfy:

$$
\mathrm{K}(\mathbf{x}, \mathbf{y})=\mathrm{K}(T \mathbf{x}, T \mathbf{y}) \quad\left(\mathbf{x}, \mathbf{y} \in S^{n-1}, T \in O(n)\right)
$$

Such kernels are called $O(n)$-invariant. In fact, all invariant polynomial kernels on $S^{n-1}$ are of this form, see [Val08].

The binary cube. For the binary cube $\{0,1\}^{n}$, we have an action of $(\mathbb{Z} / 2 \mathbb{Z})^{n} \rtimes S_{n}$ which is generated by coordinate permutations $\mathbf{x} \mapsto \sigma(\mathbf{x})=$ $\left(\mathbf{x}_{\sigma(1)}, \ldots, \mathbf{x}_{\sigma(n)}\right), \quad \sigma \in S_{n}, \quad$ and 'bit-flips' $\mathbf{x} \mapsto a \oplus \mathbf{x}=a+\mathbf{x} \bmod 2, a \in$ $(\mathbb{Z} / 2 \mathbb{Z})^{n}$. The spaces $H_{k}$ spanned by the characters of exact degree $k$ are invariant and irreducible under this action. Furthermore, the Hamming distance $d_{\text {ham }}(\mathbf{x}, \mathbf{y})$ is invariant, and the invariant kernels on $\{0,1\}^{n}$ are all of the form $K(\mathbf{x}, \mathbf{y})=u\left(d_{\text {ham }}(\mathbf{x}, \mathbf{y})\right)$, see $[\mathbf{V a l 0 8}]$.
1.2.4. Preview of applications. We will use kernels and their associated operators in two ways. First, as we explain in Chapter 6, one can deduce guarantees on the quality of sum-of-squares hierarchies by constructing kernel operators having certain 'nice' properties. In the special cases where one has a representation of the type (1.16) for $\mathrm{CD}_{r}(\mathbf{x}, \mathbf{y} ; \lambda)$ in terms of a univariate polynomial $u \in \mathbb{R}[x]$, one may express these properties in terms of the coefficients $\lambda_{k}$ of this polynomial $u$ in the appropriate basis of orthogonal polynomials. This effectively reduces the problem from a multivariate to a univariate setting.

Second, as we see in Chapter 10, one may define bounds on the size of independent sets in (hyper)graphs using kernels of positive type. On the unit sphere and binary cube, invariant kernels of this type can be classified using the expression (1.16); namely, such kernels are of positive type if and only if the coefficients $\lambda_{k}$ are nonnegative. The resulting bounds may then be studied by analyzing certain asymptotic properties of the corresponding orthogonal polynomials.

## CHAPTER 2

## Polynomial optimization and sum-of-squares hierarchies

> You know, this is, excuse me, a damn fine cup of coffee.

Dale Cooper, Twin Peaks

In this chapter, we introduce several hierarchies of semidefinite relaxations for polynomial optimization problems based on sums of squares. Their analysis will be the subject of Part 1 and Part 2 of the thesis.

A polynomial optimization problem asks to minimize a given $n$-variate polynomial $f \in \mathbb{R}[\mathbf{x}]$ over a semialgebraic set $\mathbf{X} \subseteq \mathbb{R}^{n}$, itself defined by polynomials $g_{1}, g_{2}, \ldots, g_{m} \in \mathbb{R}[\mathbf{x}]$ as:

$$
\begin{equation*}
\mathbf{X}=\left\{\mathbf{x} \in \mathbb{R}^{n}: g_{j}(\mathbf{x}) \geq 0 \quad(1 \leq j \leq m)\right\} \tag{2.1}
\end{equation*}
$$

That is, it asks to compute the global minimum:

$$
\begin{equation*}
f_{\min }:=\inf _{\mathbf{x} \in \mathbf{X}} f(\mathbf{x}) \tag{2.2}
\end{equation*}
$$

Polynomial optimization is generally hard and non-convex. Many classical combinatorial problems including MaxCut and StableSet may be formulated as a polynomial optimization problem, already for simple feasible regions $\mathbf{X}$, such as the unit sphere, the unit ball, the binary hypercube or the standard simplex. For instance, one may compute the stability number of a graph $G=(V, E)$ as:

$$
\alpha(G)=\max _{\mathbf{x} \in\{0,1\}^{V}} \sum_{i \in V} \mathbf{x}_{i}-\sum_{\{i, j\} \in E} \mathbf{x}_{i} \mathbf{x}_{j}
$$

This is equivalent to (see [PH13]):

$$
\alpha(G)=\max _{\mathbf{x} \in[0,1]^{V}} \sum_{i \in V} \mathbf{x}_{i}-\sum_{\{i, j\} \in E} \mathbf{x}_{i} \mathbf{x}_{j}
$$

Hence, $\alpha(G)$ may be formulated as a polynomial optimization problem over both the binary and continuous hypercube. The formulation (2.2) in fact naturally includes (binary) linear programming and quadratic programming.

Alternatively, we may formulate $\alpha(G)$ as (see [MS65]):

$$
\frac{1}{\alpha(G)}=\min _{\mathbf{x} \in \mathbb{R}^{n}}\left\{\sum_{i \in V} \mathbf{x}_{i}^{2}+2 \sum_{\{i, j\} \in E} \mathbf{x}_{i} \mathbf{x}_{j}: \mathbf{x} \geq 0, \sum_{i \in V} \mathbf{x}_{i}=1\right\}
$$

or similarly as:

$$
\frac{1}{\alpha(G)}=\min _{\mathbf{x} \in S^{n-1}} \sum_{i \in V} \mathbf{x}_{i}^{4}+2 \sum_{\{i, j\} \in E} \mathbf{x}_{i}^{2} \mathbf{x}_{j}^{2} .
$$

Thus, as polynomial optimization problems over the unit sphere and the standard simplex.

The general intractability of (2.2) motivates the search for efficient bounds on $f_{\text {min }}$. In this chapter, we consider bounds that are based on sums of squares of polynomials. A polynomial $\sigma \in \mathbb{R}[\mathbf{x}]$ is a sum of squares if there exist polynomials $p_{1}, p_{2}, \ldots, p_{\ell}$ such that:

$$
\sigma(\mathbf{x})=p_{1}(\mathbf{x})^{2}+p_{2}(\mathbf{x})^{2}+\ldots+p_{\ell}(\mathbf{x})^{2} .
$$

We write $\Sigma[\mathbf{x}] \subseteq \mathbb{R}[\mathbf{x}]$ for the set of all sum-of-squares polynomials. We denote by $\Sigma[\mathbf{x}]_{r}$ the restriction of $\Sigma[\mathbf{x}]$ to polynomials of degree at most $r$. Importantly, if $\sigma \in \Sigma[\mathrm{x}]$ is a sum of squares, it is globally nonnegative, i.e., $\sigma(\mathrm{x}) \geq 0$ for all $\mathbf{x} \in \mathbb{R}^{n}$. Lasserre [Las01] and Parillo [Par00] use sums of squares to define hierarchies of lower bounds on the minimum $f_{\min }$ of $f$. At fixed level $r$ of the hierarchy, these bounds may be computed by solving a semidefinite program of size polynomial in the number of variables $n$, as we see in more detail below. Lasserre [Las11, Las20] also uses sums of squares to define hierarchies of upper bounds on $f_{\min }$. These bounds may similarly be computed using semidefinite programming.

One of the key features of these hierarchies is that they converge to the true minimum $f_{\min }$ as the level $r$ goes to infinity (under certain mild assumptions). A natural question - which dominates a large portion of this thesis - is whether one may quantify this convergence, that is whether one may prove guarantees on the quality of the approximations as a function of the level $r$.

In the rest of this chapter, we will first introduce the sum-of-squares hierarchies in more detail. Then, we cover the basics of semidefinite programming, and show how it may be used to compute the resulting bounds. Next, we discuss existing results on their rates of convergence and some of the techniques used to establish them. Finally, we summarize the main results of the first two parts of this thesis; namely we outline new and improved convergence rates for both the upper and lower bounds in a large variety of settings.

### 2.1. Certificates of nonnegativity

The program (2.2) may be reformulated as finding the largest $\lambda \in \mathbb{R}$ for which the polynomial $f-\lambda$ is nonnegative on $\mathbf{X}$. That is, writing $\mathcal{P}_{+}(\mathbf{X}) \subseteq$
$\mathbb{R}[\mathbf{x}]$ for the cone of all polynomials that are nonnegative on $\mathbf{X}$, we have:

$$
f_{\min }=\sup \left\{\lambda \in \mathbb{R}: f-\lambda \in \mathcal{P}_{+}(\mathbf{X})\right\} .
$$

This reformulation of (2.2) establishes a connection between polynomial optimization and the problem of certifying nonnegativity of a polynomial over a semialgebraic set. Using this connection and certificates of nonnegativity for polynomials on compact semialgebraic sets based on sums of squares, Lasserre [Las01] and Parillo [Par00] introduce several hierarchies of bounds on $f_{\text {min }}$.

Consider the quadratic module $\mathcal{Q}(\mathbf{X})$ and the preordering $\mathcal{T}(\mathbf{X})$ of $\mathbf{X}$, defined as:

$$
\begin{array}{ll}
\mathcal{Q}(\mathbf{X}):=\left\{\sum_{j=0}^{m} \sigma_{j} g_{j}: \sigma_{j} \in \Sigma[\mathbf{x}]\right\} & \left(\text { where } g_{0}:=1\right), \\
\mathcal{T}(\mathbf{X}):=\left\{\sum_{J \subseteq[m]} \sigma_{J} g_{J}: \sigma_{J} \in \Sigma[\mathbf{x}]\right\} & \left(\text { where } g_{J}:=\prod_{j \in J} g_{j}\right) .
\end{array}
$$

Note that strictly speaking, $\mathcal{Q}(\mathbf{X})$ and $\mathcal{T}(\mathbf{X})$ do not depend on the set $\mathbf{X}$, but rather on its description (2.1) as a semialgebraic set. We adopt this slight abuse of notation for clarity of exposition, as canonical descriptions are available for each of the sets $\mathbf{X}$ we consider. As sum-of-squares polynomials are globally nonnegative, it is clear that:

$$
\Sigma[\mathbf{x}] \subseteq \mathcal{Q}(\mathbf{X}) \subseteq \mathcal{T}(\mathbf{X}) \subseteq \mathcal{P}_{+}(\mathbf{X})
$$

One may thus verify nonnegativity of a polynomial $f$ over $\mathbf{X}$ by showing that $f$ lies either in $\Sigma[\mathbf{x}], \mathcal{Q}(\mathbf{X})$ or $\mathcal{T}(\mathbf{X})$.
2.1.1. Hierarchies of lower bounds. The key observation of Lasserre [Las01] is that membership in the truncated quadratic module or preordering, defined as:

$$
\begin{aligned}
& \mathcal{Q}(\mathbf{X})_{2 r}:=\left\{\sum_{j=0}^{m} \sigma_{j} g_{j}: \sigma_{j} \in \Sigma[\mathbf{x}], \operatorname{deg}\left(\sigma_{j} g_{j}\right) \leq 2 r\right\}, \\
& \mathcal{T}(\mathbf{X})_{2 r}:=\left\{\sum_{J \subseteq[m]} \sigma_{J} g_{J}: \sigma_{J} \in \Sigma[\mathbf{x}], \operatorname{deg}\left(\sigma_{J} g_{J}\right) \leq 2 r\right\},
\end{aligned}
$$

may be checked by solving a semidefinite program whose size depends on $n, m$ and $r$. This leads to the following hierarchies of lower bounds on the global minimum $f_{\text {min }}$ of $f$ on $\mathbf{X}$ :

$$
\begin{align*}
\operatorname{lb}(f, \mathcal{Q}(\mathbf{X}))_{r} & :=\sup \left\{\lambda \in \mathbb{R}: f-\lambda \in \mathcal{Q}(\mathbf{X})_{2 r}\right\},  \tag{2.3}\\
\operatorname{lb}(f, \mathcal{T}(\mathbf{X}))_{r} & :=\sup \left\{\lambda \in \mathbb{R}: f-\lambda \in \mathcal{T}(\mathbf{X})_{2 r}\right\} . \tag{2.4}
\end{align*}
$$

By definition, we have $\operatorname{lb}(f, \mathcal{Q}(\mathbf{X}))_{r} \leq \operatorname{lb}(f, \mathcal{T}(\mathbf{X}))_{r} \leq f_{\text {min }}$ for all $r \in \mathbb{N}$. Furthermore, the bounds converge to the global minimum $f_{\min }$ as $r \rightarrow \infty$ under mild assumptions on $\mathbf{X}$. This is a consequence of the Positivstellensätze of Putinar and Schmüdgen, respectively.

Theorem 2.1 (Putinar's Positivstellensatz [Put93]). Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a semialgebraic set, and assume that $R-\|\mathbf{x}\|^{2} \in \mathcal{Q}(\mathbf{X})$ for some $R>0$. Then for any polynomial $f \in \mathcal{P}_{+}(\mathbf{X})$ and $\eta>0$, we have $f+\eta \in \mathcal{Q}(\mathbf{X})$.

Theorem 2.2 (Schmüdgen's Positivstellensatz [Sch91]). Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a compact semialgebraic set. Then for any polynomial $f \in \mathcal{P}_{+}(\mathbf{X})$ and $\eta>0$, we have $f+\eta \in \mathcal{T}(\mathbf{X})$.

Semialgebraic sets $\mathbf{X}$ for which $R-\|\mathbf{x}\|^{2}$ lies in the quadratic module $\mathcal{Q}(\mathbf{X})$ for some $R>0$ satisfy the so-called Archimedean condition. Note that such sets must be compact, and the requirement put on $\mathbf{X}$ in Theorem 2.1 is thus stronger than the one in Theorem 2.2. Again, we note that our notation assumes that $\mathbf{X}$ is implicitly equipped with a description (2.1).

It should also be noted that polynomials positive on $\mathbf{X}$ need not be sum-ofsquares (they need not even be globally nonnegative). Therefore, a hierarchy of relaxations of the type (2.3) where one instead demands that $f-\lambda \in \Sigma[\mathbf{x}]_{2 r}$ does not converge to $f_{\text {min }}$ in general (the relaxation might not be feasible for any $r \in \mathbb{N}$ ). This is true even when $\mathbf{X}=\mathbb{R}^{n}$ (for $n \geq 2$ ).

Example 2.3. Consider the Motzkin polynomial

$$
f\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=\mathrm{x}_{1}^{2} \mathrm{x}_{2}^{2}\left(\mathrm{x}_{1}^{2}+\mathrm{x}_{2}^{2}-3\right)+1 .
$$

Global nonnegativity of $f$ (on $\mathbb{R}^{2}$ ) is a consequence of the arithmetic-geometric mean inequality:

$$
\frac{1+x_{1} x_{2}^{4}+x_{1}^{4} x_{2}^{2}}{3} \geq \sqrt[3]{x_{1}^{6} x_{2}^{6}}
$$

However, $f$ is famously not a sum of squares. In fact, it is well-known that $f+\lambda$ is not a sum of squares for any $\lambda \geq 0$, see $[\mathbf{R e z 0 0}]$ or $[\mathbf{L a u 0 9 ]}$. For any $\lambda>0$, however, Putinar's and Schmüdgen's Positivstellensätze state that $f+\lambda$ lies in $\mathcal{Q}\left([-1,1]^{2}\right)_{r}$ and $\mathcal{T}\left([-1,1]^{2}\right)_{r}$ for $r=r(\lambda) \in \mathbb{N}$ large enough. In other words, the bounds $\operatorname{lb}\left(f, \mathcal{Q}\left([-1,1]^{2}\right)\right)_{r}$ and $\operatorname{lb}\left(f, \mathcal{T}\left([-1,1]^{2}\right)\right)_{r}$ converge to $f_{\min }=0$ as $r \rightarrow \infty$, whereas a relaxation using only sums of squares would not be feasible at any level (and thus give no information on the minimum of $f$ over $\left.[-1,1]^{2}\right)$.
2.1.2. Hierarchies of upper bounds. An alternative way to reformulate problem (2.2) is as follows:

$$
\begin{equation*}
f_{\min }=\inf _{\nu \in \mathcal{M}(\mathbf{X})}\left\{\int_{\mathbf{X}} f(\mathbf{x}) d \nu(\mathbf{x}): \int_{\mathbf{X}} d \nu(\mathbf{x})=1\right\} . \tag{2.5}
\end{equation*}
$$

Here $\mathcal{M}(\mathbf{X})$ denotes the set of (positive) measures supported on $\mathbf{X}$. Indeed, we see that the optimum value of (2.5) must be at least $f_{\min }$, as we are taking the expectation of $f$ w.r.t. some probability measure on $\mathbf{X}$. On the other hand, choosing for $\nu$ the Dirac measure centered in a minimizer of $f$ over $\mathbf{X}$ shows that the optimum value of $(2.5)$ is at most $f_{\min }$.

The idea of Lasserre [Las11] now is to optimize not over the full set of measures on $\mathbf{X}$, but only over measures of the form $d \nu(\mathbf{x})=q(\mathbf{x}) d \mu(\mathbf{x})$, where
$\mu$ is a fixed reference measure supported on $\mathbf{X}$, and $q \in \mathbb{R}[\mathbf{x}]_{2 r}$ is a polynomial known to be nonnegative on $\mathbf{X}$. Such a relaxation yields an upper bound on the global minimum $f_{\text {min }}$. Based on this observation, Lasserre [Las11] defines for $r \in \mathbb{N}$ :

$$
\begin{align*}
\operatorname{ub}(f, \mathbf{X}, \mu)_{r} & :=\inf _{q \in \Sigma[\mathbf{x}]_{2 r}}\left\{\int_{\mathbf{X}} f(\mathbf{x}) q(\mathbf{x}) d \mu(\mathbf{x}): \int_{\mathbf{X}} q(\mathbf{x}) d \mu(\mathbf{x})=1\right\}  \tag{2.6}\\
\operatorname{ub}(f, \mathcal{Q}(\mathbf{X}), \mu)_{r} & :=\inf _{q \in \mathcal{Q}(\mathbf{X})_{2 r}}\left\{\int_{\mathbf{X}} f(\mathbf{x}) q(\mathbf{x}) d \mu(\mathbf{x}): \int_{\mathbf{X}} q(\mathbf{x}) d \mu(\mathbf{x})=1\right\}  \tag{2.7}\\
\operatorname{ub}(f, \mathcal{T}(\mathbf{X}), \mu)_{r} & :=\inf _{q \in \mathcal{T}(\mathbf{X})_{2_{2}}}\left\{\int_{\mathbf{X}} f(\mathbf{x}) q(\mathbf{x}) d \mu(\mathbf{x}): \int_{\mathbf{X}} q(\mathbf{x}) d \mu(\mathbf{x})=1\right\} . \tag{2.8}
\end{align*}
$$

The value of these parameters depends on the choice of reference measure $\mu$. When this measure is clear from the context, we will sometimes leave it out of the notation, especially when $\mu$ is the Lebesgue measure restricted to $\mathbf{X}$. Note that the bound $\operatorname{ub}(f, \mathbf{X}, \mu)_{r}$ can be defined even if $\mathbf{X}$ is not a semialgebraic set.

As was the case for the lower bounds, each of the upper bounds can be computed by solving a semidefinite program whose size depends on $n, r$ (and the number of inequalities $m$ that define $\mathbf{X}$ in the case of $\operatorname{ub}(f, \mathcal{Q}(\mathbf{X}), \mu)_{r}$ and $\left.\operatorname{ub}(f, \mathcal{T}(\mathbf{X}), \mu)_{r}\right)$. They satisfy:

$$
f_{\min } \leq \mathrm{ub}(f, \mathcal{T}(\mathbf{X}), \mu)_{r} \leq \mathrm{ub}(f, \mathcal{Q}(\mathbf{X}), \mu)_{r} \leq \mathrm{ub}(f, \mathbf{X}, \mu)_{r} \quad(r \in \mathbb{N})
$$

In contrast to the lower bounds, the upper bounds $\mathrm{ub}(f, \mathbf{X}, \mu)_{r}$ obtained by optimizing over $q \in \Sigma[\mathbf{x}]_{2 r}$ already converge to the minimum $f_{\min }$ of $f$ on $\mathbf{X}$ as $r \rightarrow \infty$ under mild conditions on $\mathbf{X}$ and $\mu[$ Las11]. (In the case that $\mathbf{X}$ is compact, it suffices that the reference measure $\mu$ is a finite Borel measure with support $\mathbf{X}$ ). The upper bounds (2.7) and (2.8) relying on the quadratic module and preordering of $\mathbf{X}$, which are more computationally intensive, are therefore not often studied in the literature. In this thesis, our focus will also be primarily on the bounds $\mathrm{ub}(f, \mathbf{X}, \mu)_{r}$, which rely simply on the sum-ofsquares cone $\Sigma[\mathbf{x}]$.

The push-forward hierarchy. As we see below, the matrices involved in the computation of the bound $\mathrm{ub}(f, \mathbf{X}, \mu)_{r}$ are of size $\binom{n+r}{r}$. In an attempt to address this rapid growth, Lasserre [Las20] introduces a second type of upper bounds on $f_{\min }$ which are weaker but more economical. They provide a univariate approach to the problem by making use of push-forward measures. For a measure $\mu \in \mathcal{M}(\mathbf{X})$, the push-forward $\mu_{f} \in \mathcal{M}(\mathbb{R})$ of $\mu$ by $f$ is defined by:

$$
\mu_{f}(B)=\mu\left(f^{-1}(B)\right) \quad(B \subseteq \mathbb{R} \text { Borel })
$$

Note that for any measurable function $g: \mathbb{R} \rightarrow \mathbb{R}$, we have:

$$
\int_{f(\mathbf{X})} g(x) d \mu_{f}(x)=\int_{\mathbf{X}} g(f(\mathbf{x})) d \mu(\mathbf{x})
$$

For $r \in \mathbb{N}$, Lasserre $[\mathbf{L a s 2 0}]$ then defines an upper bound $\mathrm{ub}(f, \mathbf{X}, \mu)_{r}^{\mathrm{pf}}$ on $f_{\text {min }}$ by:

$$
\begin{aligned}
\mathrm{ub}(f, \mathbf{X}, \mu)_{r}^{\mathrm{pf}} & :=\inf _{u \in \Sigma[x]_{2 r}}\left\{\int_{f(\mathbf{X})} x u(x) d \mu_{f}(x): \int_{f(\mathbf{X})} u(x) d \mu_{f}(x)=1\right\} \\
& =\inf _{u \in \Sigma[x]_{2 r}}\left\{\int_{\mathbf{X}} f(\mathbf{x}) u(f(\mathbf{x})) d \mu(\mathbf{x}): \int_{\mathbf{X}} u(f(\mathbf{x})) d \mu(\mathbf{x})=1\right\}
\end{aligned}
$$

The difference with the parameter $\operatorname{ub}(f, \mathbf{X}, \mu)_{r}$ is that we now restrict our search to univariate sums of squares $u \in \Sigma[x]_{2 r}$. After composing such a polynomial $u$ with $f$, we obtain a (multivariate) sum of squares $q=u \circ f \in$ $\Sigma[\mathbf{x}]_{2 r d}$ which is a feasible solution to (2.6) (of degree $d \cdot 2 r$ ). Therefore, we have the inequality:

$$
f_{\min } \leq \mathrm{ub}(f, \mathbf{X}, \mu)_{r d} \leq \mathrm{ub}(f, \mathbf{X}, \mu)_{r}^{\mathrm{pf}}
$$

Again, the parameter $\mathrm{ub}(f, \mathbf{X}, \mu)_{r}^{\mathrm{pf}}$ may be computed by solving a semidefinite program. The matrices involved, however, are now of much smaller size $r+1$.

### 2.2. Semidefinite programming and sums of squares

There is a one-to-one correspondence between sums of squares of polynomials and positive semidefinite matrices. As we explain in this section, this correspondence allows us to compute the lower and upper bounds defined above using semidefinite programming. Our discussion here will be (very) brief, but there are many excellent and comprehensive resources on this topic, see, e.g., [AL12, dKL19].

Positive semidefinite matrices. A real, symmetric matrix $M \in \mathcal{S}^{N}$ of size $N \times N$ is called positive semidefinite (psd) if one of the following equivalent conditions hold:

$$
\begin{equation*}
\mathbf{x}^{\top} M \mathbf{x} \geq 0 \text { for all } \mathbf{x} \in \mathbb{R}^{N} \tag{2.9}
\end{equation*}
$$

The eigenvalues of $M$ are all greater or equal to 0 .

We also write $M \succeq 0$ when $M$ is psd. If the conditions (2.9) or (2.10) hold with strict inequality, we say $M \succ 0$ is strictly psd. The set $\mathcal{S}_{+}^{N}$ of $N \times N$ positive semidefinite matrices is a convex cone, meaning that $\alpha A+\beta B \in \mathcal{S}_{+}^{N}$ for any two $A, B \in \mathcal{S}_{+}^{N}$ and scalars $\alpha, \beta \geq 0$. We have an inner product $\langle A, B\rangle:=\operatorname{Tr}(A B)$ on $\mathcal{S}^{N}$, which allows us to define the so-called dual cone $\left(\mathcal{S}_{+}^{N}\right)^{*}:=\left\{X \in \mathcal{S}^{N}:\langle X, M\rangle \geq 0\right.$ for all $\left.M \in \mathcal{S}_{+}^{N}\right\}$. In fact, the cone $\mathcal{S}_{+}^{N}$ is self-dual, meaning that $\mathcal{S}_{+}^{N}=\left(\mathcal{S}_{+}^{N}\right)^{*}$.

Semidefinite programming. Let $C, A_{i} \in \mathcal{S}^{N}$ and $b_{i} \in \mathbb{R}$ for $i=1,2, \ldots, m$. An optimization problem of the form:

$$
\begin{equation*}
\mathrm{val}=\sup _{X \in \mathcal{S}^{N}}\left\{\langle C, X\rangle:\left\langle A_{i}, X\right\rangle=b_{i}(i=1,2, \ldots, m), X \succeq 0\right\} \tag{P}
\end{equation*}
$$

is called a semidefinite program (SDP). In principle, the program ( P ) could be infeasible (in which case val $:=-\infty$ ) or unbounded (in which case val $:=\infty$ ).

To each program (P), we associate the dual program:

$$
\begin{equation*}
\operatorname{val}^{*}=\inf _{y \in \mathbb{R}^{m}}\left\{\sum_{i=1}^{m} y_{i} b_{i}: \sum_{i=1}^{m} y_{i} A_{i}-C \succeq 0\right\} \tag{D}
\end{equation*}
$$

The programs (P) and (D) satisfy weak duality, meaning that val $\leq \mathrm{val}^{*}$. The reader familiar with linear programming might expect that they also satisfy strong duality, i.e., that val $=$ val $^{*}$. In the case of semidefinite programming, however, this is not always the case. Fortunately, there are several sufficient conditions on (P) which guarantee that val $=$ val $^{*}$. For instance, strong duality holds if $(\mathrm{P})$ has a feasible solution $X \succ 0$ which is strictly psd (Slater's condition).
2.2.1. Formulation of the lower bounds as an SDP. We show how to reformulate the lower bounds defined above as semidefinite programs. As we will not make use of these reformulations directly in the rest of this thesis, we shall only give a rough sketch. The following key proposition links sums of squares of polynomials to positive semidefinite matrices.

Proposition 2.4. Let $q \in \mathbb{R}[\mathbf{x}]$ be a polynomial of degree $2 r$. For $d \in \mathbb{N}$, we denote $\mathbb{N}_{d}^{n}:=\left\{\alpha \in \mathbb{N}^{n}: \sum_{i=1}^{n} \alpha_{i} \leq d\right\}$. If we write $q(\mathbf{x})=\sum_{\alpha \in \mathbb{N}_{2 r}^{n}} q_{\alpha} \mathbf{x}^{\alpha}$ in the monomial basis, then $q$ is a sum of squares if and only if there exists a psd matrix $Q=\left(Q_{\alpha, \beta}\right)_{|\alpha|,|\beta| \leq r} \succeq 0$ such that:

$$
\begin{equation*}
q(\mathbf{x})=[\mathbf{x}]_{r}^{\top} Q[\mathbf{x}]_{r}=\left\langle[\mathbf{x}]_{r}[\mathbf{x}]_{r}^{\top}, Q\right\rangle=\sum_{\alpha, \beta \in \mathbb{N}_{r}^{n}} Q_{\alpha, \beta} \mathbf{x}^{\alpha+\beta} \tag{2.11}
\end{equation*}
$$

Here $[\mathbf{x}]_{r}=\left(\mathbf{x}^{\alpha}\right)_{|\alpha| \leq r}$ is the vector of monomials of degree at most $r$.
Thus one can check whether $q$ is a sum of squares by checking whether a certain SDP is feasible. In light of Proposition 2.4, a polynomial $f(\mathbf{x})=$ $\sum_{\gamma} f_{\gamma} \mathbf{x}^{\gamma}$ has a representation in $\mathcal{Q}(\mathbf{X})_{2 r}$ if and only if:

$$
f(\mathbf{x})=\sum_{j=0}^{m} g_{j}(\mathbf{x})\left\langle[\mathbf{x}]_{r-\left\lceil\operatorname{deg}\left(g_{j}\right) / 2\right\rceil}[\mathbf{x}]_{r-\left\lceil\operatorname{deg}\left(g_{j}\right) / 2\right\rceil}^{\top}, Q_{j}\right\rangle
$$

for appropriately sized matrices $Q_{0}, Q_{1}, \ldots, Q_{m} \succeq 0$. Therefore, after carefully selecting matrices $A_{\gamma}^{(j)}$ (depending on the constraints $g_{j}$ defining $\mathbf{X}$ ), we may
reformulate (2.3) as the SDP:

$$
\sup _{Q_{0}, Q_{1}, \ldots, Q_{m} \succeq 0}\left\{f_{0}-\sum_{j=0}^{m}\left\langle A_{0}^{(j)}, Q_{j}\right\rangle: \sum_{j=0}^{m}\left\langle A_{\gamma}^{(j)}, Q_{j}\right\rangle=f_{\gamma} \quad \forall 1 \leq|\gamma| \leq 2 r\right\}
$$

The Schmüdgen-type bound (2.4) may be formulated as an SDP in a similar way, but there we would need a matrix $Q_{J}$ for each $J \subseteq[m]$.

We note that in the literature, one often encounters the dual formulation of these SDPs instead (which are also known as moment relaxations). See for instance [dKL19],[Las09b]. In general, there can be a gap between the primal (sum-of-squares) and dual (moment) formulations. For semialgebraic sets X whose description satisfies an Archimedean condition, however, it can be shown that strong duality holds, see [JH16].
2.2.2. Formulation of the upper bounds as an SDP. Now, we show how to formulate the measure-based upper bounds as semidefinite programs. As the specifics of these formulations will play a role in the future, we will go into more detail here.

Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a compact set equipped with a finite, positive Borel measure $\mu$ supported on $\mathbf{X}$. For $\alpha \in \mathbb{N}^{n}$, the moment $m_{\alpha} \in \mathbb{R}$ of degree $\alpha$ of $\mu$ is defined as:

$$
m_{\alpha}(\mu):=\int_{\mathbf{X}} \mathbf{x}^{\alpha} d \mu(\mathbf{x})
$$

For a polynomial $p \in \mathbb{R}[\mathbf{x}]$ and $r \in \mathbb{N}$, the (truncated) moment matrix $M_{p, r}(\mu)$ of $p$ is then given by:

$$
\begin{equation*}
\left(M_{p, r}(\mu)\right)_{\alpha, \beta}:=\int_{\mathbf{X}} p(\mathbf{x}) \mathbf{x}^{\alpha+\beta} d \mu(\mathbf{x})=\sum_{\gamma \in \mathbb{N}_{r}^{n}} p_{\gamma} m_{\alpha+\beta+\gamma}(\mu) \quad\left(\alpha, \beta \in \mathbb{N}_{r}^{n}\right) \tag{2.12}
\end{equation*}
$$

In the case $p(\mathbf{x})=1$, we also write $M_{r}(\mu)=M_{1, r}(\mu)$ for simplicity. Now let $q \in \Sigma[\mathbf{x}]_{2 r}$ be a sum of squares of degree $r$, and let $Q \succeq 0$ be the matrix corresponding to $q$ in (2.11). Then we find that:

$$
\begin{equation*}
\int_{\mathbf{X}} p(\mathbf{x}) q(\mathbf{x}) d \mu(\mathbf{x})=\left\langle M_{p, r}(\mu), Q\right\rangle \tag{2.13}
\end{equation*}
$$

Using relation (2.13) and Proposition 2.4, we may thus reformulate the upper bound $\mathrm{ub}(f, \mathbf{X}, \mu)_{r}$ as the semidefinite program:

$$
\begin{equation*}
\operatorname{ub}(f, \mathbf{X}, \mu)_{r}=\inf _{Q \succeq 0}\left\{\left\langle M_{f, r}(\mu), Q\right\rangle:\left\langle M_{r}(\mu), Q\right\rangle=1\right\} \tag{2.14}
\end{equation*}
$$

Here, we optimize over matrices $Q \succeq 0$ of size $\left|\mathbb{N}_{r}^{n}\right|=\binom{n+r}{r}$.
Similarly, the push-forward bound $\mathrm{ub}(f, \mathbf{X}, \mu)_{r}^{\mathrm{pf}}$ is given by:

$$
\begin{equation*}
\mathrm{ub}(f, \mathbf{X}, \mu)_{r}^{\mathrm{pf}}=\inf _{Q \succeq 0}\left\{\left\langle M_{x, r}\left(\mu_{f}\right), Q\right\rangle:\left\langle M_{r}\left(\mu_{f}\right), Q\right\rangle=1\right\} \tag{2.15}
\end{equation*}
$$

Since $\mu_{f}$ is a univariate measure, the optimization is now over matrices $Q \succeq 0$ of much smaller size $r+1$.

Computing moments. It is important to note that the reformulations (2.14) and (2.15) require knowledge of the moments $m_{\alpha}(\mu)$ and $m_{k}\left(\mu_{f}\right)$ of degree up to $2 r+\operatorname{deg}(f)$, respectively. This is not a trivial requirement, as computing even just the volume of a semialgebraic set is hard in general [Las09a]. For many of the sets $\mathbf{X}$ and measures $\mu$ we consider, however, there are simple analytic expressions available for these moments. We discuss this further in Chapter 5.

An eigenvalue reformulation. The semidefinite programs (2.14) and (2.15) are special in the sense that they have only a single equality constraint. As we show now, this means that their dual formulations are in fact generalized eigenvalue problems. We only consider here the formulation (2.14) for the regular upper bounds, but the argument for (2.15) is the same. The dual program of (2.14) is given by:

$$
\sup _{y \in \mathbb{R}}\left\{y: M_{f, r}(\mu)-y M_{r}(\mu) \succeq 0\right\} .
$$

Using condition (2.10) for psd matrices, we see that the optimum value of this program is given by the smallest generalized eigenvalue of the system $\left(M_{f, r}(\mu), M_{r}(\mu)\right)$.

When $\mathbf{X} \subseteq \mathbb{R}^{n}$ is compact with non-empty interior, we have strong duality [Las11], meaning that:

$$
\begin{equation*}
\operatorname{ub}(f, \mathbf{X}, \mu)_{r}=\lambda_{\min }\left(M_{f, r}(\mu), M_{r}(\mu)\right) . \tag{2.16}
\end{equation*}
$$

Solving a generalized eigenvalue problem is much easier than solving an SDP (of the same size). The reformulation (2.16) thus reveals a potential computational advantage of the hierarchies of upper bounds over the hierarchies of lower bounds.

Orthonormal bases. In the above, we have always represented the space $\mathbb{R}[\mathbf{x}]_{r}$ of polynomials of degree at most $r$ using the monomial basis. In principle, however, we could have used any basis. Indeed, Proposition 2.4 is true regardless of our choice of basis. Compared to (2.12), with respect to a general basis $\left\{P_{\alpha}: \alpha \in \mathbb{N}_{r}^{n}\right\}$, we get the moment matrices:

$$
\begin{equation*}
\left(M_{p, r}(\mu)\right)_{\alpha, \beta}:=\int_{\mathbf{X}} p(\mathbf{x}) P_{\alpha}(\mathbf{x}) P_{\beta}(\mathbf{x}) d \mu(\mathbf{x}) \quad\left(\alpha, \beta \in \mathbb{N}_{r}^{n}\right) . \tag{2.17}
\end{equation*}
$$

The reformulation (2.14) is then exactly the same (but using these new moments matrices). One could also view this as a change of basis in the space of symmetric matrices in (2.14).

The point is that for a clever choice of $\left\{P_{\alpha}: \alpha \in \mathbb{N}_{r}^{n}\right\}$, the resulting program may be greatly simplified. In particular, if we choose the $P_{\alpha}$ to be
an orthonormal basis w.r.t. $(\mathbf{X}, \mu)$, we find that $M_{r}(\mu)=I$ is the identity matrix, in which case (2.16) reduces to:

$$
\begin{equation*}
\mathrm{ub}(f, \mathbf{X}, \mu)_{r}=\lambda_{\min }\left(M_{f, r}(\mu)\right) \tag{2.18}
\end{equation*}
$$

As we see below in Section 2.3, this observation will sometimes permit an analysis of the upper bounds $\mathrm{ub}(f, \mathbf{X}, \mu)_{r}$ when the eigenvalues of the matrix $M_{f, r}(\mu)$ are known.

### 2.3. Convergence analysis of the hierarchies

In this section, we discuss known results on the convergence rates of the hierarchies of lower and upper bounds defined above. An overview of all known (and new) results is given in Table 2.1 and Table 2.2 below.
2.3.1. The lower bounds. The first quantitative versions of Putinar's and Schmüdgen's Positivstellensätze are due to Nie and Schweighofer. For general Archimedean semialgebraic sets $\mathbf{X}$, they show that the Putinar-type bounds $\operatorname{lb}(f, \mathcal{Q}(\mathbf{X}))_{r}$ converge to $f_{\min }$ at a rate in $O\left(1 / \log (r)^{c}\right)$, where $c>0$ is a constant depending on $\mathbf{X}[\mathbf{N S 0 7}]$. For compact semialgebraic sets $\mathbf{X}$, Schweighofer [Sch04] shows that the Schmüdgen-type bounds $\operatorname{lb}(f, \mathcal{T}(\mathbf{X}))_{r}$ converge to $f_{\min }$ at a rate in $O\left(1 / r^{c}\right)$, where $c>0$ is again a constant depending on $\mathbf{X}$. For a long time, these were the only general results available. In the very recent work [BM21], however, the authors show a convergence rate in $O\left(1 / r^{c}\right)$ for the Putinar-type bounds on general Archimedean semialgebraic sets. They thus match the best known (general) rate for the Schmüdgentype bounds and improve exponentially on the previous best known rate for $\operatorname{lb}(f, \mathcal{Q}(\mathbf{X}))_{r}$ of [NS07].

Very roughly, the proofs of these general results rely on a clever embedding of the set $\mathbf{X}$ into a larger, simpler semialgebraic set, such as a box $[-1,1]^{n}$ or a simplex $\Delta^{n}$. The convergence rate of the bounds on $\mathbf{X}$ may then be analyzed in terms of the behaviour of the hierarchy on this simpler set. This is one motivation for studying the hierarchies for optimization over certain special, structured sets $\mathbf{X}$. Indeed our analysis $[\mathbf{L S 2 1}]$ for the unit box $[-1,1]^{n}$ (see below) is a key ingredient of the proof in [BM21].

Another motivation for studying special cases is that one may show much stronger guarantees there. For instance, in the case that $\mathbf{X}=[-1,1]^{n}$ is the unit box, de Klerk and Laurent [ $\mathbf{d K L} 10$ ] show a convergence rate in $O(1 / r)$ for the Schmüdgen-type bounds. The same rate is shown by de Klerk and Kirschner [KdK21] when $\mathbf{X}=\Delta^{n}$ is the standard simplex. When $\mathbf{X}=S^{n-1}$ is the hypersphere, Fang and Fawzi [FF21] show a convergence rate in $O\left(1 / r^{2}\right)$ for the Putinar-type bounds, which improves upon an earlier result in $O(1 / r)$ due to Doherty and Wehner [DW13]. For the binary hypercube $\mathbf{X}=\{0,1\}^{n}$ one may even show that the lower bound $\operatorname{lb}(f, \mathcal{Q}(\mathbf{X}))_{r}$ is exact when $r \geq$ $(n+d-1) / 2[$ FSP16, STKI17].

The proof techniques for the results in these special cases vary. For our purposes, the method Fang and Fawzi use for the analysis on $S^{n-1}$ is most important, as it forms the basis of our results on the lower bounds in Part 2. We will discuss it in great detail in Chapter 6.
2.3.2. The upper bounds. Asymptotic convergence of the parameters $\mathrm{ub}(f, \mathbf{X}, \mu)_{r}$ and $\mathrm{ub}(f, \mathbf{X}, \mu)_{r}^{\mathrm{pf}}$ to $f_{\text {min }}$ is shown by Lasserre in [Las11] and [Las20], respectively, under mild assumptions on $\mathbf{X}$ and $\mu$. For the pushforward bounds, no quantitative results were known in the literature before our results in [SL21a], see below. On the other hand, rates for the parameter $\operatorname{ub}(f, \mathbf{X}, \mu)_{r}$ have been shown for different sets of assumptions on $\mathbf{X}, \mu$ and $f$. Depending on these assumptions, several strategies have been employed to obtain these rates, which we now discuss.

Algebraic analysis via an eigenvalue reformulation. The first strategy relies on the reformulation (2.18) of the optimization problem (2.6) as an eigenvalue minimization problem; particularly in the univariate case $n=1$. Let $\left\{P_{k} \in \mathbb{R}[x]_{k}: k \in \mathbb{N}\right\}$ be the (unique) orthonormal basis of $\mathbb{R}[x]$ w.r.t. the inner product $\left\langle P_{i}, P_{j}\right\rangle=\int_{\mathbf{X}} P_{i}(x) P_{j}(x) d \mu(x)$. For $r \in \mathbb{N}$, we have seen that $\operatorname{ub}(f, \mathbf{X}, \mu)_{r}=\lambda_{\min }\left(M_{f, r}(\mu)\right)$, which is the smallest eigenvalue of the matrix moment matrix $M_{f, r}(\mu)$ of (2.17). Any bounds on the eigenvalues of $M_{f, r}(\mu)$ thus immediately translate to bounds on $\mathrm{ub}(f, \mathbf{X}, \mu)_{r}$.

In $[\mathbf{d K L} \mathbf{2 0 b}]$, the authors determine the exact asymptotic behaviour of $\lambda_{\min }\left(M_{f, r}(\mu)\right)$ in the case that $f$ is a quadratic polynomial, $\mathbf{X}=[-1,1]$ and $d \mu(x)=\left(1-x^{2}\right)^{-\frac{1}{2}} d x$ is the Chebyshev measure. Based on this, they show that $\operatorname{ub}(f, \mathbf{X}, \mu)_{r}=O\left(1 / r^{2}\right)$ and extend this result to arbitrary multivariate polynomials $f$ on the hypercube $[-1,1]^{n}$ equipped with the product measure $d \mu(x)=\prod_{i}^{n}\left(1-x_{i}\right)^{-1 / 2} d x_{i}$. In addition, they prove that $\mathrm{ub}(f, \mathbf{X}, \mu)_{r}=$ $\Theta\left(1 / r^{2}\right)$ for linear polynomials, which thus shows that in some sense quadratic convergence is the best we can hope for.

For this latter result they make use of the fact that the moment matrix $M_{x, r}(\mu)$ for the linear polynomial $f(x)=x$ is precisely the matrix $J$ defined in (1.3) for the orthogonal polynomials $\left\{P_{k}\right\}$. By Proposition 1.2, its smallest eigenvalue is thus given by the smallest root of the polynomial $P_{r+1}$, which in this case is the Chebyshev polynomial $\mathcal{C}_{r+1}$. The smallest root of $\mathcal{C}_{r+1}$ is known to converge to -1 at a rate in $\Theta\left(1 / r^{2}\right)$, see Proposition 1.3.

The main disadvantage of the eigenvalue strategy is that it requires the moment matrix of $f$ to have a closed form expression which is sufficiently structured so as to allow for an analysis of its eigenvalues. Closed form expressions for the entries of the matrix $M_{f, r}(\mu)$ are known only for special sets $\mathbf{X}$, such as the interval $[-1,1]$, the unit ball, the unit sphere, or the simplex, and only with respect to certain measures.

However, as we will see in Chapter 3, the convergence analysis from [dKL20b] in $O\left(1 / r^{2}\right)$ for the interval $[-1,1]$ equipped with the Chebyshev
measure can be transported to a large class of compact sets, such as the interval $[-1,1]$ with more general measures, the ball, the simplex, and 'ball-like' convex bodies.

Analysis via the construction of feasible solutions. A second strategy to bound the convergence rate of the parameters $\mathrm{ub}(f, \mathbf{X}, \mu)_{r}$ is to construct explicit sum-of-squares density functions $q_{r} \in \Sigma[\mathbf{x}]_{r}$ for which the integral $\int_{\mathbf{X}} f(\mathbf{x}) q_{r}(\mathbf{x}) d \mu(\mathbf{x})$ is close to $f_{\text {min }}$. In contrast to the previous strategy, such constructions will only yield upper bounds on the convergence rate of $\operatorname{ub}(f, \mathbf{X}, \mu)_{r}$.

As noted earlier, the integral $\int_{\mathbf{X}} f d \nu$ may be minimized by selecting the probability measure $\nu=\delta_{\mathbf{x}^{*}}$, i.e., the Dirac measure centered at a global minimizer $\mathbf{x}^{*}$ of $f$ on $\mathbf{X}$. When the reference measure $\mu$ is the Lebesgue measure, it thus intuitively seems sensible to consider sum-of-squares densities $q_{r}$ that approximate the Dirac delta in some way.

This approach is followed in [dKLS17]. There, the authors consider truncated Taylor expansions of the Gaussian function $e^{-x^{2} / 2 \sigma}$, which they use to define the sum-of-squares polynomials:

$$
\phi_{r}(x)=\sum_{k=0}^{2 r} \frac{1}{k!}\left(\frac{-x^{2}}{2 \sigma}\right)^{k} \in \Sigma[x]_{2 r} \quad \text { for } r \in \mathbb{N}
$$

Setting $q_{r}(\mathbf{x}) \sim \phi_{r}\left(\left\|\mathbf{x}-\mathbf{x}^{*}\right\|\right)$ for carefully selected standard deviation $\sigma=\sigma(r)$, they show that $\int_{\mathbf{X}} f(\mathbf{x}) q_{r}(\mathbf{x}) d \mathbf{x}-f\left(\mathbf{x}^{*}\right)=O(1 / \sqrt{r})$ when $\mathbf{X}$ satisfies a minor geometrical assumption (see Chapter 3), which holds, e.g., if $\mathbf{X}$ is a convex body or if it is star-shaped with respect to a ball.

In the subsequent work [dKL18], the authors show that if $\mathbf{X}$ is assumed to be a convex body, then a bound in $O(1 / r)$ may be obtained by setting $q_{r} \sim \phi_{r}(f(\mathbf{x}))$. As explained in [dKL18], the sum-of-squares density $q_{r}$ in this case can be seen as an approximation of the Boltzman density function for $f$, which plays an important role in simulated annealing.

The advantage of this second strategy appears to be its applicability to a broad class of sets $\mathbf{X}$ with respect to the natural Lebesgue measure. This generality, however, is offset by significantly weaker guarantees on $\mathrm{ub}(f, \mathbf{X}, \mu)_{r}$.

Analysis for the hypersphere. Tight results are known for polynomial minimization on the unit sphere $S^{n-1}=\left\{\mathbf{x} \in \mathbb{R}^{n}: \sum_{i} \mathbf{x}_{i}^{2}=1\right\}$, equipped with the uniform surface measure. Doherty and Wehner [DW13] have shown a convergence rate in $O(1 / r)$, by using harmonic analysis on the sphere and connections to quantum information theory. In the recent work [dKL20a], the authors show an improved convergence rate in $O\left(1 / r^{2}\right)$, by using a reduction to the case of the interval $[-1,1]$ and the above mentioned convergence rate in $O\left(1 / r^{2}\right)$ for this case. Such a reduction will form the basis of our arguments in Chapter 3. The reduction in [dKL20a] is based on replacing $f$ by an easy
(linear) upper estimator. This idea of using an upper estimator was already exploited in [dKLS17, dKL20b] (where a quadratic upper estimator was used) and we will also exploit it in Chapter 3.

Analysis using the Jackson kernel. Finally, we wish to mention a result of Hess, de Klerk and Laurent $[\mathbf{d K H L 1 7}]$ for $\mathbf{X}=[-1,1]^{n}$. There, the authors show a convergence rate in $O\left(1 / r^{2}\right)$ for the Schmüdgen-type upper bounds $\operatorname{ub}(f, \mathcal{T}(\mathbf{X}), \mu)_{r}$, when $\mu$ is the Chebyshev measure. Although their result is superceded by the later work [dKL20b] (which establishes a convergence rate in $O\left(1 / r^{2}\right)$ for the weaker bounds $\left.\mathrm{ub}(f, \mathbf{X}, \mu)_{r}\right)$, their proof technique is of interest to us. Indeed, it relies on the well-known Jackson kernel (see, e.g., [WWAF06]), which will feature prominently in Chapter 9. We will also rely there on some technical properties of this kernel established in [dKHL17].
2.3.3. Negative results. To put the positive results on the convergence rates of the sum-of-squares hierarchies into perspective, let us summarize some negative results. First, as we mention above, one may show already for a linear polynomial $f$ in the univariate setting that the upper bounds $\mathrm{ub}(f,[-1,1], \mu)_{r}$ converge at a rate in $\Omega\left(1 / r^{2}\right)$ for a class of references measures $\mu$ (which includes the Lebesgue measure). This negative result carries over to a few other settings, such as the hypersphere. It relies either on the connection between the upper bounds and roots of orthogonal polynomials (see Section 2.2) or an a connection to cubature rules (see Section 6.3). In our estimation, it shows rather convincingly that a rate in $O\left(1 / r^{2}\right)$ for the upper bounds is the best one should hope for in a general setting.

For the lower bounds, there is a quite extensive literature studying negative results on the binary cube $\{0,1\}^{n}$. We discuss some of these results in Chapter 7. There, the hierarchy is always exact at finite level $r \leq n$, and so one considers instead the dependence on $n$. In the setting where the hierarchy does not converge in finitely many steps, we are aware of only one example where the rate of convergence may be bounded from below. Namely, Stengle [Ste96] considers the function $f(x)=1-x^{2}$ on the interval $[-1,1]$ and shows that:

$$
f_{\min }-\operatorname{lb}\left(f, \mathcal{Q}\left(\left(1-x^{2}\right)^{3}\right)_{r}=\Omega\left(1 / r^{2}\right)\right.
$$

It should be noted that his result relies on a nonstandard semialgebraic representation $[-1,1]=\left\{x \in \mathbb{R}:\left(1-x^{2}\right)^{3} \geq 0\right\}$ of the interval (for the regular representation we would just have $\left.1-x^{2} \in \mathcal{Q}\left(1-x^{2}\right)_{2}\right)$. Nonetheless, it is quite interesting that he obtains a bound in $\Omega\left(1 / r^{2}\right)$, which matches the best known rates in $O\left(1 / r^{2}\right)$ on the hypersphere, the unit ball, the standard simplex and the unit cube $[-1,1]^{n}$ (see below).

### 2.4. Summary of results

To finish this chapter, we summarize the main new results on the hierarchies of upper and lower bounds proven in this thesis. See Table 2.1 and Table 2.2 for an overview.
2.4.1. The upper bounds. Our contributions for the upper bounds are presented in Part 1. First, in Chapter 3, we extend the best-possible convergence rate in $O\left(1 / r^{2}\right)$ for the bounds $\operatorname{ub}\left(f,[-1,1]^{n}\right)_{r}$ on the box $[-1,1]$ w.r.t. the Chebyshev measure $\mu$ of [dKL20b] to a broader class of sets $\mathbf{X}$ and reference measures. This class includes the standard simplex, the unit ball, and 'ball-like' convex bodies w.r.t the Lebesgue measure. The main idea of our proof is to transport the result of [dKL20b] to these sets by showing that the behaviour of the upper bounds depends in essence only on the 'local behaviour' of the set $\mathbf{X}$, the measure $\mu$ and the polynomial $f$ in the neighbourhood of a minimizer $\mathbf{x}^{*}$ of $f$.

Second, in Chapter 4, we establish a convergence rate in $O\left(\log ^{2} r / r^{2}\right)$ for the upper bounds $\mathrm{ub}(f, \mathbf{X})_{r}$ w.r.t. to the Lebesgue measure on a very large class of sets $\mathbf{X}$, which includes in particular all semialgebraic sets with dense interior. Our work shows a stronger rate and applies more generally than the earlier works [dKLS17, dKL18]. Indeed, the rate we show is only a log-factor away from best-possible. Somewhat surpisingly, our result in fact applies to the push-forward bounds $\mathrm{ub}(f, \mathbf{X})_{r}^{\mathrm{pf}}$, thereby giving the first analysis for this hierarchy. Our proof makes use of so-called needle polynomials to construct explicit sum-of-squares densities which approximate a Dirac function at a minimizer $\mathbf{x}^{*}$ of $f$ on $\mathbf{X}$. The approximations we construct are better than those of [dKLS17, dKL18], thus yielding a stronger bound on the convergence rate.
2.4.2. The lower bounds. We present our new results on the lower bounds in Part 2. These results all rely on the same general proof technique, which is the subject of Chapter 6. Roughly speaking, this technique may be seen as a generalization of the one employed on the hypersphere in [FF21]. It relies on the Christoffel-Darboux kernel (aka reproducing kernel) and Fourier analysis to establish a link between the behaviour of the lower bounds on $\mathbf{X}$ and certain univariate instances of the upper bounds.

When $\mathbf{X}$ is sufficiently structured, this connection may then be exploited to obtain strong guarantees on the convergence rate of the lower bounds by analyzing (the roots of) classical orthogonal polynomials. We cover the binary cube $\{0,1\}^{n}$ in Chapter 7. There, we make use of the Funk-Hecke formula to express the behaviour of the bounds in terms of roots of Krawtchouk polynomials, yielding an analysis in the regime $n \rightarrow \infty$ and $r=\Omega(n)$. The unit ball and standard simplex are treated in Chapter 8, where we rely on closed form
expressions of the Christoffel-Darboux kernel in terms of Gegenbauer polynomials. Lastly, the case $\mathbf{X}=[-1,1]^{n}$ is covered in Chapter 9. It relies on the aforementioned Jackson kernel and Chebyshev polynomials.

As we explain in Chapter 6, our analysis of the lower bounds in these settings also yields an analysis of the corresponding upper bounds. The obtained rates are included in the respective chapters and in Table 2.2 below. For the most part, however, they are superceded by earlier results, or by the results of Part 1.

Acknowledgments. We wish to thank Markus Schweighofer for bringing to our attention the negative result $[\mathbf{S t e 9 6}]$ for the lower bounds on the interval.

| X (compact) | error | certificate | reference |
| :---: | :---: | :--- | :---: |
| Archimedean | $O\left(1 / \log (r)^{c}\right)$ | $\mathcal{Q}(\mathbf{X})$ | $[$ NS07 $]$ |
| Archimedean | $O\left(1 / r^{c}\right)$ | $\mathcal{Q}(\mathbf{X})$ | $[$ BM21 $]$ |
| General | $O\left(1 / r^{c}\right)$ | $\mathcal{T}(\mathbf{X})$ | $[$ Sch04 $]$ |
| $S^{n-1}$ | $O\left(1 / r^{2}\right)$ | $\mathcal{Q}(\mathbf{X})(=\mathcal{T}(\mathbf{X}))$ | $[$ FF21 $]$ |
| $\{0,1\}^{n}$ | see Theorem 7.1 | $\mathcal{Q}(\mathbf{X})(=\mathcal{T}(\mathbf{X}))$ | Chapter 7 |
| $B^{n}$ | $O\left(1 / r^{2}\right)$ | $\mathcal{Q}(\mathbf{X})(=\mathcal{T}(\mathbf{X}))$ | Chapter 8 |
| $[-1,1]^{n}$ | $O\left(1 / r^{2}\right)$ | $\mathcal{T}(\mathbf{X})$ | Chapter 9 |
| $\Delta^{n}$ | $O(1 / r)$ | $\mathcal{T}(\mathbf{X})$ | $[$ KdK21 $]$ |
| $\Delta^{n}$ | $O\left(1 / r^{2}\right)$ | $\mathcal{T}(\mathbf{X})$ | Chapter 8 |

TABLE 2.1. Overview of known and new results on the asymptotic error of Lasserre's hierarchies of lower bounds.

| $\mathbf{X}$ (compact) | error | certificate | measure | reference |
| :---: | :---: | :---: | :---: | :---: |
| Geom. assumption | $O(1 / \sqrt{r})$ | $\Sigma[\mathbf{x}]$ | Lebesgue | [dKLS17] |
| Convex body | $O(1 / r)$ | $\Sigma[\mathbf{x}]$ | Lebesgue | [dKL18] |
| Semialg. + dense interior | $O\left(\log ^{2}(r) / r^{2}\right)$ | $\Sigma[\mathbf{x}]$ | Lebesgue | Chapter 4 |
| Semialg. + dense interior | $O\left(\log ^{2}(r) / r^{2}\right)$ | push-forward | Lebesgue | Chapter 4 |
| $S^{n-1}$ | $O\left(1 / r^{2}\right)$ | $\Sigma[\mathbf{x}]$ | uniform | [dKL20a] |
| $[-1,1]^{n}$ | $O\left(1 / r^{2}\right)$ | $\Sigma[\mathbf{x}]$ | $\prod_{i}\left(1-\mathbf{x}_{i}\right)^{\lambda} d \mathbf{x}\left(\lambda=-\frac{1}{2}\right)$ | [dKL20b] |
| $[-1,1]^{n}$ | $O\left(1 / r^{2}\right)$ | $\Sigma[\mathbf{x}]$ | $\prod_{i}\left(1-\mathbf{x}_{i}\right)^{\lambda} d \mathbf{x}\left(\lambda \geq-\frac{1}{2}\right)$ | Chapter 3 |
| $\{0,1\}^{n}$ | see $T h e o r e m 7.3$ | $\Sigma[\mathbf{x}]$ | uniform | Chapter 7 |
| $B^{n}$ | $O\left(1 / r^{2}\right)$ | $\Sigma[\mathbf{x}]$ | $\left(1-\\|\mathbf{x}\\|^{2}\right)^{\lambda} d \mathbf{x}(\lambda \geq 0)$ | Chapter 3 |
| $\Delta^{n}$ | $O\left(1 / r^{2}\right)$ | $\Sigma[\mathbf{x}]$ | Lebesgue | Chapter 3 |
| $[-1,1]^{n}$ | $O\left(1 / r^{2}\right)$ | $\mathcal{T}(\mathbf{X})$ | $\prod_{i}\left(1-x_{i}\right)^{-\frac{1}{2}} d \mathbf{x}$ | [dKHL17] |
| $B^{n}$ | $O\left(1 / r^{2}\right)$ | $\mathcal{T}(\mathbf{X})$ | $\mu_{B}$, see $(8.16)$ | Chapter 8 |
| $\Delta^{n}$ | $O\left(1 / r^{2}\right)$ | $\mathcal{T}(\mathbf{X})$ | $\mu_{\Delta}$, see $(8.18)$ | Chapter 8 |

TABLE 2.2. Overview of known and new results on the asymptotic error of Lasserre's hierarchies of upper bounds.

## Part 1

# Measure-based hierarchies of upper bounds 

## CHAPTER 3

## Convergence analysis for measure-based bounds I

## The worst is yet to come.

Arthur Schopenhauer
This chapter is based on my joint work [SL20] with Monique Laurent.
Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a compact set equipped with a finite, positive Borel measure $\mu$ supported on $\mathbf{X}$, and let $f \in \mathbb{R}[\mathbf{x}]$ be a polynomial of degree $d$. Recall the measure-based hierarchy of upper bounds on the minimum $f_{\min }$ of $f$ on $\mathbf{X}$ introduced in Chapter 2:

$$
\begin{equation*}
\operatorname{ub}(f, \mathbf{X}, \mu)_{r}:=\inf _{q \in \Sigma[\mathbf{x}]_{2 r}}\left\{\int_{\mathbf{X}} f(\mathbf{x}) q(\mathbf{x}) d \mu(\mathbf{x}): \int_{\mathbf{X}} q(\mathbf{x}) d \mu(\mathbf{x})=1\right\} \tag{3.1}
\end{equation*}
$$

De Klerk and Laurent [dKL20b] show a convergence rate of the bounds (3.1) in $O\left(1 / r^{2}\right)$ when $\mathbf{X}=[-1,1]^{n}$ is the unit box, equipped with the Chebyshev measure $d \mu(\mathbf{x})=\prod_{i=1}^{n}\left(1-\mathbf{x}_{i}^{2}\right)^{-\frac{1}{2}} d \mathbf{x}_{i}$. That is, they show that:

$$
\operatorname{Error}(f ; \mathbf{X}, \mu)_{r}:=\mathrm{ub}(f, \mathbf{X}, \mu)_{r}-f_{\min }=O\left(1 / r^{2}\right)
$$

for this choice of $\mathbf{X}$ and reference measure $\mu$. In fact, they show that this rate is best-possible already when $f$ has degree $d=1$.

Outline. In this chapter, we extend their result to a broader class of convex bodies $\mathbf{X} \subseteq \mathbb{R}^{n}$ and reference measures $\mu$. First, in Section 3.3, we show that for the hypercube $\mathbf{X}=[-1,1]^{n}$, we have convergence in $O\left(1 / r^{2}\right)$ for $f \in \mathbb{R}[\mathbf{x}]$ of arbitrary degree and all measures of the form $d \mu(\mathbf{x})=\prod_{i=1}^{n}\left(1-\mathbf{x}_{i}^{2}\right)^{\lambda} d \mathbf{x}_{i}$ with $\lambda>-1 / 2$. Of particular interest is the case $\lambda=0$, where we have the Lebesgue measure on $[-1,1]^{n}$. Next, in Section 3.4, we use this result to show convergence in $O\left(1 / r^{2}\right)$ of the measure-based bounds on the unit ball $B^{n}$ for all references measures of the form $d \mu(\mathbf{x})=\left(1-\|\mathbf{x}\|^{2}\right)^{\lambda} d x$ with $\lambda \geq 0$. We then apply this result in Section 3.5 to prove a rate in $O\left(1 / r^{2}\right)$ when $\mu$ is the Lebesgue measure and $\mathbf{X}$ is a 'ball-like' convex body, meaning roughly that it has inscribed and circumscribed tangent balls at all boundary points (see Definition 3.22 below). Finally, we consider the standard simplex $\Delta^{n} \subseteq \mathbb{R}^{n}$ in Section 3.6, where we also obtain a rate in $O\left(1 / r^{2}\right)$ for the Lebesgue measure.

The primary new tool we use to obtain these results is Proposition 3.12 (see Section 3.2), which tells us that the asymptotic behaviour of the measure-based
bounds essentially only depends on the local geometry of $\mathbf{X}$ in a neighbourhood of a global minimizer $\mathbf{x}^{*} \in \mathbf{X}$ of $f$, and the behaviour of $f$ and $\mu$ in this neighbourhood. This tool allows us to transport the result of de Klerk and Laurent on $[-1,1]^{n}$ to the new sets.

### 3.1. Preliminaries

We first introduce some notation that we will use throughout the rest of this chapter and recall some basic terminology and results about convex bodies. Then, we cover some basic techniques that will simplify the analysis of the measure-based bounds in later sections. Finally, we discuss some properties of measures and weight functions needed to prove Proposition 3.12 below.
3.1.1. Notation. For $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n},\langle\mathbf{x}, \mathbf{y}\rangle$ denotes the standard inner product of $\mathbf{x}$ and $\mathbf{y}$, and $\|\mathbf{x}\|^{2}=\langle\mathbf{x}, \mathbf{x}\rangle$ the corresponding norm. We write $B_{\rho}^{n}(c):=$ $\left\{\mathbf{x} \in \mathbb{R}^{n}:\|\mathbf{x}-c\| \leq \rho\right\}$ for the $n$-dimensional ball of radius $\rho$ centered at $c \in \mathbb{R}^{n}$. When $\rho=1$ and $c=0$, we also use our usual notation $B^{n}=B_{1}^{n}(0)$.

Throughout, $\mathbf{X} \subseteq \mathbb{R}^{n}$ is always a compact set with non-empty interior, and $f$ is an $n$-variate polynomial. We let $\nabla f(\mathbf{x})$ (resp., $\left.\nabla^{2} f(\mathbf{x})\right)$ denote the gradient (resp., the Hessian) of $f$ at $\mathbf{x} \in \mathbb{R}^{n}$, and introduce the parameters:

$$
\begin{equation*}
\Gamma_{\text {grad }}(f, \mathbf{X}):=\max _{\mathbf{x} \in \mathbf{X}}\|\nabla f(\mathbf{x})\| \quad \text { and } \quad \Gamma_{\text {hess }}(f, \mathbf{X}):=\frac{1}{2} \max _{\mathbf{x} \in \mathbf{X}}\left\|\nabla^{2} f(\mathbf{x})\right\| \tag{3.2}
\end{equation*}
$$

Here, $\|\cdot\|$ denotes the Euclidean norm. Whenever we write an expression of the form:

$$
" \operatorname{Error}(f ; \mathbf{X}, \mu)_{r}=O\left(1 / r^{2}\right) "
$$

we mean that there exists a constant $c>0$ such that $\operatorname{Error}(f ; \mathbf{X}, \mu)_{r} \leq$ $c / r^{2}$ for all $r \in \mathbb{N}$, where $c$ depends only on $\mathbf{X}, \mu$, and the parameters $\Gamma_{\text {grad }}(f, \mathbf{X}), \Gamma_{\text {hess }}(f, \mathbf{X})$. Some of our results are obtained by embedding $\mathbf{X}$ into a larger set $\widehat{\mathbf{X}} \subseteq \mathbb{R}^{n}$. If this is the case, then $c$ may depend on $\Gamma_{\text {grad }}(f, \widehat{\mathbf{X}}), \Gamma_{\text {hess }}(f, \widehat{\mathbf{X}})$ as well. If there is an additional dependence of $c$ on the global minimizer $\mathbf{x}^{*}$ of $f$ on $\mathbf{X}$, we will make this explicit by using the notation " $O_{\mathbf{x} *}$ ".
3.1.2. Convex bodies. Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a convex body, i.e., a compact, convex set with non-empty interior. We say $v \in \mathbb{R}^{n}$ is an (inward) normal of $\mathbf{X}$ at $a \in \mathbf{X}$ if $\langle v, \mathbf{x}-a\rangle \geq 0$ holds for all $\mathbf{x} \in \mathbf{X}$. We refer to the set of all normals of $\mathbf{X}$ at $a$ as the normal cone, and write

$$
N_{\mathbf{X}}(a):=\left\{v \in \mathbb{R}^{n}:\langle v, \mathbf{x}-a\rangle \geq 0 \text { for all } \mathbf{x} \in \mathbf{X}\right\}
$$

We will make use of the following basic result.
Lemma 3.1 (e.g., [BL06, Prop. 2.1.1]). Let $\mathbf{X}$ be a convex body and let $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a continuously differentiable function with local minimizer $\mathbf{x}^{*} \in \mathbf{X}$. Then $\nabla g\left(\mathbf{x}^{*}\right) \in N_{\mathbf{X}}\left(\mathbf{x}^{*}\right)$.

Proof. Suppose not. Then, by definition of $N_{\mathbf{X}}\left(\mathbf{x}^{*}\right)$, there exists an element $\mathbf{y} \in \mathbf{X}$ such that $\left\langle\nabla g\left(\mathbf{x}^{*}\right), \mathbf{y}-\mathbf{x}^{*}\right\rangle<0$. Expanding the definition of the gradient this means that

$$
0>\left\langle\nabla g\left(\mathbf{x}^{*}\right), \mathbf{y}-\mathbf{x}^{*}\right\rangle=\lim _{t \downarrow 0} \frac{g\left(t \mathbf{y}+(1-t) \mathbf{x}^{*}\right)-g\left(\mathbf{x}^{*}\right)}{t}
$$

which implies $g\left(t \mathbf{y}+(1-t) \mathbf{x}^{*}\right)<g\left(\mathbf{x}^{*}\right)$ for all $t>0$ small enough. But $t \mathbf{y}+(1-t) \mathbf{x}^{*} \in \mathbf{X}$ by convexity, contradicting the fact that $\mathbf{x}^{*}$ is a local minimizer of $g$ on $\mathbf{X}$.

The set $\mathbf{X}$ is smooth if it has a unique unit normal $v(a)$ at each boundary point $a \in \partial \mathbf{X}$. In this case, we denote by $T_{a} \mathbf{X}$ the (unique) hyperplane tangent to $\mathbf{X}$ at $a$, defined by the equation $\langle\mathbf{x}-a, v(a)\rangle=0$.

For $k \geq 1$, we say $\mathbf{X}$ is of class $C^{k}$ if there exists a convex function $\Psi \in C^{k}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ such that $\mathbf{X}=\left\{\mathbf{x} \in \mathbb{R}^{n}: \Psi(x) \leq 0\right\}$ and $\partial \mathbf{X}=\left\{\mathbf{x} \in \mathbb{R}^{n}:\right.$ $\Psi(\mathbf{x})=0\}$. If $\mathbf{X}$ is of class $C^{k}$ for some $k \geq 1$, it is automatically smooth in the above sense.

We refer, e.g., to [BF87] for a general reference on convex bodies.
3.1.3. Linear transformations. Suppose that $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a nonsingular affine transformation, given by $\phi(\mathbf{x})=U \mathbf{x}+a$. If $q$ is a sum-of-squares density function w.r.t. the Lebesgue measure on $\phi(\mathbf{X})$, then we have:

$$
\begin{gathered}
\int_{\phi(\mathbf{X})} q(y) f\left(\phi^{-1}(\mathbf{y})\right) d \mathbf{y}=|\operatorname{det} U| \cdot \int_{\mathbf{X}} q(\phi(\mathbf{x})) f(\mathbf{x}) d \mathbf{x} \quad \text { and } \\
1=\int_{\phi(\mathbf{X})} q(\mathbf{y}) d \mathbf{y}=|\operatorname{det} U| \cdot \int_{\mathbf{X}} q(\phi(\mathbf{x})) d \mathbf{x}
\end{gathered}
$$

As a result, the polynomial $\widehat{q}:=(q \circ \phi) / \int_{\mathbf{X}} q(\phi(\mathbf{x})) d \mathbf{x}=(q \circ \phi) \cdot|\operatorname{det} U|$ is a sum of squares density function w.r.t. the Lebesgue measure on $\mathbf{X}$. It has the same degree as $q$, and it satisfies:

$$
\int_{\mathbf{X}} \widehat{q}(\mathbf{x}) f(\mathbf{x}) d \mathbf{x}=\int_{\phi(\mathbf{X})} q(\mathbf{x}) f\left(\phi^{-1}(\mathbf{x})\right) d \mathbf{x}
$$

We have just shown the following.
Lemma 3.2. Let $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a non-singular affine transformation. Write $g:=f \circ \phi^{-1}$. Then we have

$$
\operatorname{Error}(f ; \mathbf{X})_{r}=\operatorname{Error}(g ; \phi(\mathbf{X}))_{r}
$$

3.1.4. Upper estimators. Given a point $a \in \mathbf{X}$ and two functions $f, g: \mathbf{X} \rightarrow \mathbb{R}$, we write $f \leq_{a} g$ if $f(a)=g(a)$ and $f(\mathbf{x}) \leq g(\mathbf{x})$ for all $\mathbf{x} \in \mathbf{X}$; we then say that $g$ is an upper estimator for $f$ on $\mathbf{X}$, which is exact at $a$. The next lemma, whose easy proof is omitted, will be very useful.

Lemma 3.3. Let $g: \mathbf{X} \rightarrow \mathbb{R}$ be an upper estimator for $f$, exact at one of the global minimizers of $f$ on $\mathbf{X}$. Then we have $\operatorname{Error}(f ; \mathbf{X}, \mu)_{r} \leq \operatorname{Error}(g ; \mathbf{X}, \mu)_{r}$ for all $r \in \mathbb{N}$.

REMARK 3.4. We make the following observations for future reference.

1. Lemma 3.3 tells us that we may always replace $f$ in our analysis by an upper estimator which is exact at one of its global minimizers. This is useful if we can find an upper estimator that is significantly simpler to analyze.
2. We may always assume that $f_{\min }=0$, in which case $f(\mathbf{x}) \geq 0$ for all $\mathbf{x} \in \mathbf{X}$ and $\operatorname{Error}(f ; \mathbf{X}, \mu)_{r}=\mathrm{ub}(f, \mathbf{X}, \mu)_{r}$. Indeed, if we consider the function $g$ given by $g(\mathbf{x})=f(\mathbf{x})-f_{\min }$, then $g_{\min , \mathbf{X}}=0$, and for every density function $q$ on $\mathbf{X}$, we have:

$$
\int_{\mathbf{X}} g(\mathbf{x}) q(\mathbf{x}) d \mu(\mathbf{x})=\int_{\mathbf{X}} f(\mathbf{x}) q(\mathbf{x}) d \mu(\mathbf{x})-f_{\min }
$$

showing that $\operatorname{Error}(f ; \mathbf{X}, \mu)_{r}=\mathrm{ub}(g, \mathbf{X}, \mu)_{r}$ for all $r \in \mathbb{N}$.
In the remainder of this section, we derive some general upper estimators based on the following variant of Taylor's theorem for multivariate functions.

Theorem 3.5 (Taylor's theorem). For $f \in C^{2}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ and $a \in \mathbf{X}$ we have:

$$
f(\mathbf{x}) \leq f(a)+\langle\nabla f(a), \mathbf{x}-a\rangle+\Gamma_{\text {hess }}(\mathbf{X}, f)\|\mathbf{x}-a\|^{2} \quad \text { for all } \mathbf{x} \in \mathbf{X}
$$

where $\Gamma_{\text {hess }}(\mathbf{X}, f)$ is the constant from (3.2).
Lemma 3.6. Let $\mathbf{x}^{*} \in \mathbf{X}$ be a global minimizer of $f$ on $\mathbf{X}$. Then $f$ has an upper estimator $g$ on $\mathbf{X}$ which is exact at $\mathbf{x}^{*}$ and satisfies the following properties:
(i) $g$ is a quadratic, separable polynomial.
(ii) $g(\mathbf{x}) \geq f\left(\mathbf{x}^{*}\right)+\Gamma_{\text {hess }}(\mathbf{X}, f)\left\|\mathbf{x}-\mathbf{x}^{*}\right\|^{2}$ for all $\mathbf{x} \in \mathbf{X}$.
(iii) If $\mathbf{x}^{*} \in \operatorname{int}(\mathbf{X})$, then $g(\mathbf{x}) \leq f\left(\mathbf{x}^{*}\right)+\Gamma_{\text {hess }}(\mathbf{X}, f)\left\|\mathbf{x}-\mathbf{x}^{*}\right\|^{2}$ for all $\mathrm{x} \in \mathbf{X}$.

Proof. Consider the function $g$ defined by:

$$
\begin{equation*}
g(\mathbf{x}):=f\left(\mathbf{x}^{*}\right)+\left\langle\nabla f\left(\mathbf{x}^{*}\right), \mathbf{x}-\mathbf{x}^{*}\right\rangle+\Gamma_{\mathrm{hess}}(\mathbf{X}, f)\left\|\mathbf{x}-\mathbf{x}^{*}\right\|^{2} \tag{3.3}
\end{equation*}
$$

which is an upper estimator of $f$ exact at $\mathbf{x}^{*}$ by Theorem 3.5. As we have $\left\|\mathbf{x}-\mathbf{x}^{*}\right\|^{2}=\sum_{i}^{n}\left(\mathbf{x}_{i}-\mathbf{x}_{i}^{*}\right)^{2}, g$ is indeed a quadratic, separable polynomial.

As $\mathbf{x}^{*}$ is a global minimizer of $f$ on $\mathbf{X}$, we know by Lemma 3.1 that $\nabla f\left(\mathbf{x}^{*}\right) \in N_{\mathbf{X}}\left(\mathbf{x}^{*}\right)$. This means that $\left\langle\nabla f\left(\mathbf{x}^{*}\right), \mathbf{x}-\mathbf{x}^{*}\right\rangle \geq 0$ for all $\mathbf{x} \in \mathbf{X}$, which proves the second property.

If $\mathbf{x}^{*} \in \operatorname{int}(\mathbf{X})$, we must have $\nabla f\left(\mathbf{x}^{*}\right)=0$, and the third property follows.

In the special case that $\mathbf{X}$ is a ball and $f$ has a global minimizer $\mathbf{x}^{*}$ on the boundary of $\mathbf{X}$, we have an upper estimator for $f$, exact at $\mathbf{x}^{*}$, which is a linear polynomial.

Lemma 3.7. Assume that $f\left(\mathbf{x}^{*}\right)=f_{\min , B_{\rho}^{n}(c)}$ for some $\mathbf{x}^{*} \in \partial B_{\rho}^{n}(c)$. Then there exists a linear polynomial $g$ with $f \leq_{\mathbf{x}^{*}} g$ on $B_{\rho}^{n}(c)$.

Proof. Write $\mathbf{X}=B_{\rho}^{n}(c)$ and $\gamma=\Gamma_{\text {grad }}(f, \mathbf{X})$ for simplicity. In view of Lemma 3.6, we have $f(\mathbf{x}) \leq g(\mathbf{x})$ for all $\mathbf{x} \in \mathbf{X}$, where $g$ is the quadratic polynomial from relation (3.3). Since $\mathbf{x}^{*} \in \partial \mathbf{X}$ is a global minimizer of $f$ on $\mathbf{X}$, we have $\nabla f\left(\mathbf{x}^{*}\right) \in N_{\mathbf{X}}\left(\mathbf{x}^{*}\right)$ by Lemma 3.1, and thus $\nabla f\left(\mathbf{x}^{*}\right)=\lambda\left(c-\mathbf{x}^{*}\right)$ for some $\lambda \geq 0$. Therefore we have:

$$
\left\langle\nabla f\left(\mathbf{x}^{*}\right), \mathbf{x}-\mathbf{x}^{*}\right\rangle=\left\langle\lambda\left(c-\mathbf{x}^{*}\right), \mathbf{x}-\mathbf{x}^{*}\right\rangle=\lambda \rho^{2}+\lambda\left\langle\mathbf{x}-c, c-\mathbf{x}^{*}\right\rangle
$$

On the other hand, for any $\mathbf{x} \in \mathbf{X}$ we have:

$$
\left\|\mathbf{x}-\mathbf{x}^{*}\right\|^{2}=\|\mathbf{x}-c\|^{2}+\left\|c-\mathbf{x}^{*}\right\|^{2}+2\left\langle\mathbf{x}-c, c-\mathbf{x}^{*}\right\rangle \leq 2 \rho^{2}+2\left\langle\mathbf{x}-c, c-\mathbf{x}^{*}\right\rangle
$$

Combining these facts we get:

$$
f(\mathbf{x}) \leq g(\mathbf{x}) \leq f\left(\mathbf{x}^{*}\right)+(\lambda+2 \gamma)\left(\rho^{2}+\left\langle\mathbf{x}-c, c-\mathbf{x}^{*}\right\rangle\right)=: h(\mathbf{x})
$$

So $h(\mathbf{x})$ is a linear upper estimator of $f$ with $h\left(\mathbf{x}^{*}\right)=f\left(\mathbf{x}^{*}\right)$, as desired.

REMARK 3.8. As can be seen from the above proof, the assumption in Lemma 3.7 that $\mathbf{x}^{*} \in \partial \mathbf{X}=\partial B_{\rho}^{n}(c)$ is a global minimizer of $f$ on $\mathbf{X}$ may be replaced by the weaker assumption that $\nabla f\left(\mathbf{x}^{*}\right) \in N_{\mathbf{X}}\left(\mathbf{x}^{*}\right)$.
3.1.5. Measures and weight functions. A function $w: \operatorname{int}(\mathbf{X}) \rightarrow \mathbb{R}_{>0}$ is a weight function on $\mathbf{X}$ if it is continuous and satisfies $0<\int_{\mathbf{X}} w(\mathbf{x}) d \mathbf{x}<\infty$. A weight function $w$ gives rise to a measure $\mu_{w}$ on $\mathbf{X}$ defined by $d \mu_{w}(\mathbf{x}):=$ $w(\mathbf{x}) d \mathbf{x}$. We note that if $\mathbf{X} \subseteq \widehat{\mathbf{X}}$, and $\widehat{w}$ is a weight function on $\widehat{\mathbf{X}}$, it can naturally be interpreted as a weight function on $\mathbf{X}$ as well, by simply restricting its domain (assuming $\int_{\mathbf{X}} \widehat{w}(\mathbf{x}) d \mathbf{x}>0$ ). In what follows we will implicitly make use of this fact.

Definition 3.9. Given two weight functions $w, \widehat{w}$ on $\mathbf{X}$ and a point $a \in \mathbf{X}$, we say that $\widehat{w} \preceq_{a} w$ on $\mathbf{X}$ if there exist constants $\varepsilon, m_{a}>0$ such that

$$
\begin{equation*}
m_{a} \widehat{w}(\mathbf{x}) \leq w(\mathbf{x}) \text { for all } \mathbf{x} \in B_{\varepsilon}^{n}(a) \cap \operatorname{int}(\mathbf{X}) \tag{3.4}
\end{equation*}
$$

If the constant $m_{a}$ can be chosen uniformly, i.e., if there exists a constant $m>0$ such that

$$
\begin{equation*}
m \widehat{w}(\mathbf{x}) \leq w(\mathbf{x}) \text { for all } \mathbf{x} \in \operatorname{int}(\mathbf{X}) \tag{3.5}
\end{equation*}
$$

then we say that $\widehat{w} \preceq w$ on $\mathbf{X}$.
REMARK 3.10. We note the following facts for future reference:
(i) As weight functions are continuous on the interior of $\mathbf{X}$ by definition, we always have $\widehat{w} \preceq_{a} w$ if $a \in \operatorname{int}(\mathbf{X})$.
(ii) If $w$ is bounded from below, and $\widehat{w}$ is bounded from above on $\operatorname{int}(\mathbf{X})$, then we automatically have $\widehat{w} \preceq w$.


Figure 3.1. Some examples of sets $\mathbf{X}, \widehat{\mathbf{X}}$ for which $\mathbf{X} \subseteq_{a} \widehat{\mathbf{X}}$. The red dot indicates the point $a$, and the gray area indicates $B_{\varepsilon}^{n}(a) \cap \mathbf{X}$.

### 3.2. Local similarity

Assuming that the global minimizer $\mathbf{x}^{*}$ of $f$ on $\mathbf{X}$ is unique, sum-of-squares density functions $q$ for which the integral $\int_{\mathbf{X}} q(\mathbf{x}) f(\mathbf{x}) d \mu(\mathbf{x})$ is small should in some sense approximate the Dirac delta function centered at $\mathbf{x}^{*}$. With this in mind, it seems reasonable to expect that the quality of the bound $\mathrm{ub}(f, \mathbf{X}, \mu)_{r}$ depends in essence only on the local properties of $f, \mathbf{X}$ and $\mu$ around $\mathbf{x}^{*}$. In this section, we formalize this intuition.

Definition 3.11. Suppose $\mathbf{X} \subseteq \widehat{\mathbf{X}} \subseteq \mathbb{R}^{n}$. Given $a \in \mathbf{X}$, we say that $\mathbf{X}$ and $\widehat{\mathbf{X}}$ are locally similar at a, which we denote by $\mathbf{X} \subseteq_{a} \widehat{\mathbf{X}}$, if there exists $\varepsilon>0$ such that

$$
B_{\varepsilon}^{n}(a) \cap \mathbf{X}=B_{\varepsilon}^{n}(a) \cap \widehat{\mathbf{X}}
$$

Clearly, $\mathbf{X} \subseteq_{a} \widehat{\mathbf{X}}$ for any point $a \in \operatorname{int}(\mathbf{X})$.
Figure 3.1 depicts some examples of locally similar sets.
Proposition 3.12. Let $\mathbf{X} \subseteq \widehat{\mathbf{X}} \subseteq \mathbb{R}^{n}$, let $\mathbf{x}^{*} \in \mathbf{X}$ be a global minimizer of $f$ on $\mathbf{X}$ and assume $\mathbf{X} \subseteq_{\mathbf{x}^{*}} \widehat{\mathbf{X}}$. Let $w, \widehat{w}$ be two weight functions on $\mathbf{X}, \widehat{\mathbf{X}}$, respectively. Assume that $\widehat{w}(\mathbf{x}) \geq w(\mathbf{x})$ for all $\mathbf{x} \in \operatorname{int}(\mathbf{X})$, and that $\widehat{w} \preceq_{\mathbf{x}^{*}} w$. Then there exists an upper estimator $g$ of $f$ on $\widehat{\mathbf{X}}$ which is exact at $\mathbf{x}^{*}$ and satisfies

$$
\operatorname{Error}(g ; \mathbf{X}, w)_{r} \leq \frac{2}{m_{\mathbf{x}^{*}}} \operatorname{Error}(g ; \widehat{\mathbf{X}}, \widehat{w})_{r}
$$

for all $r \in \mathbb{N}$ large enough. Here $m_{\mathbf{x}^{*}}>0$ is the constant defined by (3.4).
Recall that if $g$ is an upper estimator for $f$ which is exact at one of its global minimizers, we then have $\operatorname{Error}(f ; \mathbf{X}, w)_{r} \leq \operatorname{Error}(g ; \mathbf{X}, w)_{r}$ by Lemma 3.3. Proposition 3.12 then allows us to bound $\operatorname{Error}(f ; \mathbf{X}, w)_{r}$ in terms of $\operatorname{Error}(g ; \widehat{\mathbf{X}}, \widehat{w})_{r}$. For its proof, we first need the following lemma.

Lemma 3.13. Let $a \in \mathbf{X}$, and assume that $\mathbf{X} \subseteq_{a} \widehat{\mathbf{X}}$. Then any normal vector of $\mathbf{X}$ at $a$ is also a normal vector of $\widehat{\mathbf{X}}$. That is, $N_{\mathbf{X}}(a) \subseteq N_{\widehat{\mathbf{X}}}(a)$.

Proof. Let $v \in N_{\mathbf{X}}(a)$. Suppose for contradiction that $v \notin N_{\widehat{\mathbf{X}}}(a)$. Then, by definition of the normal cone, there exists $\mathbf{y} \in \widehat{\mathbf{X}}$ such that $\langle v, \mathbf{y}-a\rangle<0$. As $\mathbf{X} \subseteq_{a} \widehat{\mathbf{X}}$, there exists $\varepsilon>0$ for which $\mathbf{X} \cap B_{a}^{n}(\varepsilon)=\widehat{\mathbf{X}} \cap B_{a}^{n}(\varepsilon)$. Now choose $1>\eta>0$ small enough such that $\mathbf{y}^{\prime}:=\eta \mathbf{y}+(1-\eta) a \in B_{a}^{n}(\varepsilon)$. Then, by convexity, we have $\mathbf{y}^{\prime} \in \widehat{\mathbf{X}} \cap B_{a}^{n}(\varepsilon)=\mathbf{X} \cap B_{a}^{n}(\varepsilon)$. Now, we have $\left\langle v, \mathbf{y}^{\prime}-a\right\rangle=\eta\langle v, \mathbf{y}-a\rangle<0$. But, as $\mathbf{y}^{\prime} \in \mathbf{X}$, this contradicts the assumption that $v \in N_{\mathbf{X}}(a)$.

Proof of Proposition 3.12. For simplicity, we assume here $f\left(\mathbf{x}^{*}\right)=0$, which is without loss of generality by Remark 3.4. Consider the quadratic polynomial $g$ from (3.3):

$$
g(\mathbf{x})=\left\langle\nabla f\left(\mathbf{x}^{*}\right), \mathbf{x}-\mathbf{x}^{*}\right\rangle+\gamma\left\|\mathbf{x}-\mathbf{x}^{*}\right\|^{2}
$$

where $\gamma:=\Gamma_{\text {hess }}(\widehat{\mathbf{X}}, f)$ is defined in (3.2). By Taylor's theorem (Theorem 3.5), we have that $g(\mathbf{x}) \geq f(\mathbf{x})$ for all $\mathbf{x} \in \widehat{\mathbf{X}}$, and clearly $g\left(\mathbf{x}^{*}\right)=f\left(\mathbf{x}^{*}\right)$. That is, $g$ is an upper estimator for $f$ on $\widehat{\mathbf{X}}$, exact at $\mathbf{x}^{*}$ (cf. Lemma 3.6). We proceed to show that:

$$
\operatorname{Error}(g ; \mathbf{X}, w)_{r} \leq \frac{2}{m_{\mathbf{x}^{*}}} \operatorname{Error}(g ; \widehat{\mathbf{X}}, \widehat{w})_{r}
$$

We start by selecting a degree $2 r$ sum-of-squares polynomial $\widehat{q_{r}}$ satisfying

$$
\int_{\widehat{\mathbf{x}}} \widehat{q_{r}}(\mathbf{x}) \widehat{w}(\mathbf{x}) d \mathbf{x}=1 \quad \text { and } \quad \int_{\widehat{\mathbf{x}}} g(\mathbf{x}) \widehat{q_{r}}(\mathbf{x}) \widehat{w}(\mathbf{x}) d \mathbf{x}=\operatorname{Error}(g ; \widehat{\mathbf{X}}, \widehat{w})_{r}
$$

We may then rescale $\widehat{q_{r}}$ to obtain a density function $q_{r} \in \Sigma_{2 r}$ on $\mathbf{X}$ w.r.t. $w$ by setting:

$$
q_{r}:=\frac{\widehat{q_{r}}}{\int_{\mathbf{X}} \widehat{q_{r}}(\mathbf{x}) w(\mathbf{x}) d \mathbf{x}}
$$

By assumption, $w(\mathbf{x}) \leq \widehat{w}(\mathbf{x})$ for all $\mathbf{x} \in \operatorname{int}(\mathbf{X})$. Moreover, $g(\mathbf{x}) \geq f\left(\mathbf{x}^{*}\right)=0$ for all $\mathbf{x} \in \operatorname{int}(\mathbf{X})$. This implies that:

$$
\begin{aligned}
\operatorname{Error}(g ; \mathbf{X}, w)_{r} & \leq \int_{\mathbf{X}} g(\mathbf{x}) q_{r}(\mathbf{x}) w(\mathbf{x}) d \mathbf{x} \\
& \leq \frac{\int_{\widehat{\mathbf{x}}} g(\mathbf{x}) \widehat{q_{r}}(\mathbf{x}) \widehat{w}(\mathbf{x}) d \mathbf{x}}{\int_{\mathbf{X}} \widehat{q_{r}}(\mathbf{x}) w(\mathbf{x}) d \mathbf{x}}=\frac{\operatorname{Error}(g ; \widehat{\mathbf{X}}, \widehat{w})_{r}}{\int_{\mathbf{X}} \widehat{q_{r}}(\mathbf{x}) w(\mathbf{x}) d \mathbf{x}}
\end{aligned}
$$

and thus it suffices to show that $\int_{\mathbf{X}} \widehat{q_{r}}(\mathbf{x}) w(\mathbf{x}) d \mathbf{x} \geq \frac{1}{2} m_{\mathbf{x}^{*}}$. The key to proving this bound is the following lemma, which tells us that optimum sum-of-squares densities should assign rather high weight to the ball $B_{\varepsilon}^{n}\left(\mathbf{x}^{*}\right)$ around $\mathbf{x}^{*}$.

Lemma 3.14. Let $\varepsilon>0$. Then, for any $r \in \mathbb{N}$, we have:

$$
\int_{B_{\varepsilon}^{n}(a) \cap \widehat{\mathbf{x}}} \widehat{q_{r}}(\mathbf{x}) \widehat{w}(\mathbf{x}) d \mathbf{x} \geq 1-\frac{\operatorname{Error}(g ; \widehat{\mathbf{X}}, \widehat{w})_{r}}{\gamma \varepsilon^{2}}
$$

Proof. By Lemma 3.1, we have $\nabla f(a) \in N_{\mathbf{X}}(a)$ and so $\nabla f(a) \in N_{\hat{\mathbf{X}}}(a)$ by Lemma 3.13. As a result, we have $g(\mathbf{x}) \geq \gamma\|\mathbf{x}-a\|^{2}$ for all $\mathbf{x} \in \widehat{\mathbf{X}}$ (cf. Lemma 3.6). In particular, this implies that $g(\mathbf{x}) \geq \gamma\|\mathbf{x}-a\|^{2} \geq \gamma \varepsilon^{2}$ for all $\mathbf{x} \in \widehat{\mathbf{X}} \backslash B_{\varepsilon}^{n}(a)$ and so:

$$
\begin{aligned}
\operatorname{Error}(g ; \widehat{\mathbf{X}}, \widehat{w})_{r} & \geq \int_{\widehat{\mathbf{x}} \backslash B_{\varepsilon}^{n}(a)} g(\mathbf{x}) \widehat{q_{r}}(\mathbf{x}) \widehat{w}(\mathbf{x}) d \mathbf{x} \\
& \geq \gamma \varepsilon^{2} \int_{\widehat{\mathbf{x}} \backslash B_{\varepsilon}^{n}(a)} \widehat{q_{r}}(\mathbf{x}) \widehat{w}(\mathbf{x}) d \mathbf{x} \\
& =\gamma \varepsilon^{2}\left(1-\int_{B_{\varepsilon}^{n}(a) \cap \widehat{\mathbf{x}}} \widehat{q_{r}}(\mathbf{x}) \widehat{w}(\mathbf{x}) d \mathbf{x}\right)
\end{aligned}
$$

The statement now follows from reordering terms.
As $\mathbf{X} \subseteq_{a} \widehat{\mathbf{X}}$, there exists $\varepsilon_{1}>0$ such that $B_{\varepsilon_{1}}^{n}(a) \cap \mathbf{X}=B_{\varepsilon_{1}}^{n}(a) \cap \widehat{\mathbf{X}}$. As $\widehat{w} \preceq_{a} w$, there exist $\varepsilon_{2}>0, m_{a}>0$ such that $m_{a} \widehat{w}(\mathbf{x}) \leq w(\mathbf{x})$ for $\mathbf{x} \in B_{\varepsilon_{2}}^{n}(a) \cap \operatorname{int}(\mathbf{X})$. Set $\varepsilon=\min \left\{\varepsilon_{1}, \varepsilon_{2}\right\}$. Choose $r_{0} \in \mathbb{N}$ large enough such that $\operatorname{Error}(g ; \widehat{\mathbf{X}}, \widehat{w})_{r}<\frac{\varepsilon^{2} \gamma}{2}$ for all $r \geq r_{0}$, which is possible since $\operatorname{Error}(g ; \widehat{\mathbf{X}}, \widehat{w})_{r}$ tends to 0 as $r \rightarrow \infty$. Then, Lemma 3.14 yields:

$$
\int_{B_{\varepsilon}^{n}(a) \cap \widehat{\mathbf{x}}} \widehat{q_{r}}(\mathbf{x}) \widehat{w}(\mathbf{x}) d \mathbf{x} \geq \frac{1}{2}
$$

for all $r \geq r_{0}$. Putting things together, we obtain the desired lower bound:

$$
\begin{aligned}
\int_{\mathbf{X}} \widehat{q_{r}}(\mathbf{x}) w(\mathbf{x}) d \mathbf{x} & \geq \int_{B_{\varepsilon}^{n}(a) \cap \mathbf{X}} \widehat{q_{r}(\mathbf{x}) w(\mathbf{x}) d \mathbf{x}} \\
& \geq m_{a} \int_{B_{\varepsilon}^{n}(a) \cap \widehat{\mathbf{X}}} \widehat{q_{r}}(\mathbf{x}) \widehat{w}(\mathbf{x}) d \mathbf{x} \geq \frac{1}{2} m_{a} .
\end{aligned}
$$

for all $r \geq r_{0}$.
Corollary 3.15. Let $\mathbf{X} \subseteq \widehat{\mathbf{X}} \subseteq \mathbb{R}^{n}$, let $\mathbf{x}^{*} \in \mathbf{X}$ be a global minimizer of $f$ on $\mathbf{X}$, and assume that $\mathbf{X} \subseteq_{\mathbf{x}^{*}} \widehat{\mathbf{X}}$. Let $w, \widehat{w}$ be two weight functions on $\mathbf{X}, \widehat{\mathbf{X}}$, respectively. Assume that $\widehat{w}(\mathbf{x}) \geq w(\mathbf{x})$ for all $\mathbf{x} \in \operatorname{int}(\mathbf{X})$ and that $\widehat{w} \preceq w$. Then there exists an upper estimator $g$ of $f$ on $\widehat{\mathbf{X}}$, exact at $\mathbf{x}^{*}$, such that

$$
\operatorname{Error}(g ; \mathbf{X}, w)_{r} \leq \frac{2}{m} \operatorname{Error}(g ; \widehat{\mathbf{X}}, \widehat{w})_{r}
$$

for all $r \in \mathbb{N}$ large enough. Here $m>0$ is the constant defined by (3.5).

### 3.3. The unit cube

Here we consider optimization over the hypercube $\mathbf{X}=[-1,1]^{n}$ and we restrict to reference measures on $\mathbf{X}$ having a weight function of the form

$$
\begin{equation*}
\widehat{w_{\lambda}}(\mathbf{x}):=\prod_{i=1}^{n} w_{\lambda}\left(\mathbf{x}_{i}\right)=\prod_{i=1}^{n}\left(1-\mathbf{x}_{i}^{2}\right)^{\lambda} \tag{3.6}
\end{equation*}
$$

with $\lambda>-1$. The following result is shown in [dKL20b] on the convergence rate of the bound $\operatorname{Error}\left(f ; \mathbf{X}, \widehat{w_{\lambda}}\right)_{r}$ when using the measure $\widehat{w_{\lambda}}(\mathbf{x}) d \mathbf{x}$ on $\mathbf{X}=$ $[-1,1]^{n}$.

Theorem 3.16 ([dKL20b]). Let $\mathbf{X}=[-1,1]^{n}$ and consider the weight function $\widehat{w_{\lambda}}$ from (3.6).
(i) If $\lambda=-\frac{1}{2}$, then we have:

$$
\begin{equation*}
\operatorname{Error}\left(f ; \mathbf{X}, \widehat{w_{\lambda}}\right)_{r}=O\left(\frac{1}{r^{2}}\right) \tag{3.7}
\end{equation*}
$$

(ii) If $n=1$ and $f$ has a global minimizer on the boundary of $[-1,1]$, then (3.7) holds for all $\lambda>-1$.

The key ingredients for claim (ii) above are: (a) when the global minimizer is a boundary point of $[-1,1]$ then $f$ has a linear upper estimator (recall Lemma 3.7), and (b) the convergence rate of (3.7) holds for any linear function and any $\lambda>-1$ (see Section 2.3 and[dKL20b]).

In this section we show Theorem 3.17 below, which extends the above result to all weight functions $\widehat{w_{\lambda}}(\mathbf{x})$ with $\lambda \geq-\frac{1}{2}$. Following the approach in [dKL20b], we proceed in two steps: first we reduce to the univariate case, and then we deal with the univariate case. Then the new situation to be dealt with is when $n=1$ and the minimizer lies in the interior of $[-1,1]$, which we can settle by getting back to the case $\lambda=-\frac{1}{2}$ through applying Proposition 3.12, the 'local similarity' tool, with $\mathbf{X}=\widehat{\mathbf{X}}=[-1,1]$.
3.3.1. Reduction to the univariate case. Let $\mathbf{x}^{*} \in \mathbf{X}$ be a global minimizer of $f$ in $\mathbf{X}=[-1,1]^{n}$. Following [dKL20b] (recall Remark 3.4 and Lemma 3.6), we consider the upper estimator $f(\mathbf{x}) \leq_{a} g(\mathbf{x}):=f(a)+$ $\langle\nabla f(a), \mathbf{x}-a\rangle+\gamma_{f, \mathbf{X}}\|\mathbf{x}-a\|^{2}$. This $g$ is separable, i.e., we can write $g(\mathbf{x})=$ $\sum_{i=1}^{n} g_{i}\left(\mathbf{x}_{i}\right)$, where each $g_{i}$ is quadratic univariate with $a_{i}$ as global minimizer over $[-1,1]$. Let $q_{r}^{i}$ be an optimum solution to the problem (3.1) corresponding to the minimization of $g_{i}$ over $[-1,1]$ w.r.t. the weight function $w_{\lambda}\left(\mathbf{x}_{i}\right)=$ $\left(1-\mathbf{x}_{i}^{2}\right)^{\lambda}$. If we set $q_{r}(\mathbf{x})=\prod_{i=1}^{n} q_{r}^{i}\left(\mathbf{x}_{i}\right)$, then $q_{r}$ is a sum of squares with
degree at most $2 n r$, such that $\int_{\mathbf{X}} q_{r}(\mathbf{x}) \widehat{w_{\lambda}}(\mathbf{x}) d \mathbf{x}=1$. Hence we have:

$$
\begin{aligned}
\mathrm{ub}\left(f, \mathbf{X}, \widehat{w_{\lambda}}\right)_{r n}-f\left(\mathbf{x}^{*}\right) & \leq \int_{\mathbf{X}} f(\mathbf{x}) q_{r}(\mathbf{x}) \widehat{w_{\lambda}}(\mathbf{x}) d \mathbf{x}-f\left(\mathbf{x}^{*}\right) \\
& \leq \int_{\mathbf{X}} g(\mathbf{x}) q_{r}(\mathbf{x}) \widehat{w_{\lambda}}(\mathbf{x}) d \mathbf{x}-g\left(\mathbf{x}^{*}\right) \\
& =\sum_{i=1}^{n}\left(\int_{-1}^{1} g_{i}(\mathbf{x}) q_{r}^{i}\left(\mathbf{x}_{i}\right) w_{\lambda}\left(\mathbf{x}_{i}\right) d \mathbf{x}_{i}-g_{i}\left(\mathbf{x}_{i}^{*}\right)\right) \\
& =\sum_{i=1}^{n}\left(\operatorname{ub}\left(g_{i},[-1,1], w_{\lambda}\right)_{r}-g_{i}\left(\mathbf{x}_{i}^{*}\right)\right) \\
& =\sum_{i=1}^{n} \operatorname{Error}\left(g_{i} ;[-1,1], w_{\lambda}\right)_{r} .
\end{aligned}
$$

As a consequence, we need only to consider the case of a quadratic univariate polynomial $f$ on $\mathbf{X}=[-1,1]$. We distinguish two cases, depending whether the global minimizer lies on the boundary or in the interior of $\mathbf{X}$. The case where the global minimizer lies on the boundary of $[-1,1]$ is settled by Theorem 3.16(ii) above, so we next assume the global minimizer lies in the interior of $[-1,1]$.

Case of a global minimizer $\mathbf{x}^{*}$ in the interior of $\mathbf{X}=[-1,1]$. To deal with this case we make use of Proposition 3.12 with $\mathbf{X}=\widehat{\mathbf{X}}=[-1,1]$, weight function $w(\mathbf{x}):=w_{\lambda}(\mathbf{x})$ on $\mathbf{X}$, and weight function $\widehat{w}(\mathbf{x}):=w_{-1 / 2}(\mathbf{x})$ on $\widehat{\mathbf{X}}$. We check that the conditions of the proposition are met. As $\widehat{\mathbf{X}}=\mathbf{X}$, clearly we have $\mathbf{X} \subseteq_{\mathbf{x}^{*}} \widehat{\mathbf{X}}$. Further, for any $\lambda \geq-\frac{1}{2}$, we have

$$
w_{\lambda}(\mathbf{x})=\left(1-\mathbf{x}^{2}\right)^{\lambda} \leq\left(1-\mathbf{x}^{2}\right)^{-\frac{1}{2}}=w_{-1 / 2}(\mathbf{x})
$$

for all $\mathbf{x} \in(-1,1)=\operatorname{int}(\mathbf{X})$. As $\mathbf{x}^{*} \in \operatorname{int}(\mathbf{X})$, we also have $w_{\lambda} \preceq_{\mathbf{x}^{*}} w_{-1 / 2}$ (see Remark 3.10(i)). Hence we may apply Proposition 3.12 to find that there exists a polynomial upper estimator $g$ of $f$ on $[-1,1]$, exact at $\mathbf{x}^{*}$, and having

$$
\operatorname{Error}(g ; \mathbf{X}, w)_{r} \leq \frac{2}{m_{a}} \operatorname{Error}(g ; \widehat{\mathbf{X}}, \widehat{w})_{r}
$$

for all $r \in \mathbb{N}$ large enough. Now, (the univariate case of) Theorem 3.16(i) allows us to claim $\operatorname{Error}(g ; \widehat{\mathbf{X}}, \widehat{w})_{r}=O\left(1 / r^{2}\right)$, so that we obtain:

$$
\operatorname{Error}\left(f ; \mathbf{X}, w_{\lambda}\right)_{r} \leq \operatorname{Error}\left(g ; \mathbf{X}, w_{\lambda}\right)_{r}=O_{\mathbf{x}^{*}}\left(\operatorname{Error}(g ; \widehat{\mathbf{X}}, \widehat{w})_{r}\right)=O_{\mathbf{x}^{*}}\left(1 / r^{2}\right)
$$

In summary, in view of the above, we have shown the following extension of Theorem 3.16.

Theorem 3.17. Let $\mathbf{X}=[-1,1]^{n}$ and $\lambda \geq-\frac{1}{2}$. Let $\mathbf{x}^{*}$ be a global minimizer of $f$ on $\mathbf{X}$. Then we have

$$
\operatorname{Error}\left(f ; \mathbf{X}, \widehat{w_{\lambda}}\right)_{r}=O_{\mathbf{x}^{*}}\left(\frac{1}{r^{2}}\right)
$$

The constant $m_{\mathbf{x}^{*}}$ involved in the proof of Theorem 3.17 depends on the global minimizer $\mathbf{x}^{*}$ of $f$ on $[-1,1]$. It is introduced by the application of Proposition 3.12 to cover the case where $\mathbf{x}^{*}$ lies in the interior of $[-1,1]$. When $\lambda=0$ (i.e., when $w=w_{0}=1$ corresponds to the Lebesgue measure), one can replace $m_{\mathbf{x}^{*}}$ by a uniform constant $m>0$, as we now explain.

Consider $\widehat{\mathbf{X}}:=[-2,2] \supseteq[-1,1]=\mathbf{X}$, equipped with the scaled Chebyshev weight $\widehat{w}(\mathbf{x}):=w_{-1 / 2}(\mathbf{x} / 2)=\left(1-\mathbf{x}^{2} / 4\right)^{-1 / 2}$. Of course, Theorem 3.16 applies to this choice of $\widehat{\mathbf{X}}, \widehat{w}$ as well. Further, we still have $\widehat{w}(\mathbf{x}) \geq w(\mathbf{x})=w_{0}(\mathbf{x})=1$ for all $\mathbf{x} \in[-1,1]$. However, we now have a uniform upper bound $\widehat{w}(\mathbf{x}) \leq \widehat{w}(1)$ for $\widehat{w}$ on $\mathbf{X}$, which means that $\widehat{w} \preceq w$ on $\mathbf{X}$ (see Remark 3.10(ii)). Indeed, we have:

$$
\widehat{w}(\mathbf{x}) / \widehat{w}(1) \leq 1=w_{0}(\mathbf{x})=w(\mathbf{x}) \quad \text { for all } \mathbf{x} \in[-1,1] .
$$

We may thus apply Corollary 3.15 (instead of Proposition 3.12) to obtain the following.

Corollary 3.18. If $\mathbf{X}=[-1,1]^{n}$ is equipped with the Lebesgue measure, then:

$$
\operatorname{Error}(f ; \mathbf{X})_{r}=O\left(\frac{1}{r^{2}}\right)
$$

### 3.4. The unit ball

We now consider optimization over the unit ball $\mathbf{X}=B^{n} \subseteq \mathbb{R}^{n}(n \geq 2)$; we restrict to reference measures on $B^{n}$ with weight function of the form:

$$
\begin{equation*}
w_{\lambda}(\mathbf{x})=\left(1-\|\mathbf{x}\|^{2}\right)^{\lambda}, \tag{3.8}
\end{equation*}
$$

where $\lambda>-1$. For further reference we recall (see e.g. [DX14, §6.3.2]) or [DX13, §11]) that

$$
\begin{equation*}
C_{n, \lambda}:=\int_{B^{n}} w_{\lambda}(\mathbf{x}) d \mathbf{x}=\frac{\pi^{\frac{n}{2}} \Gamma(\lambda+1)}{\Gamma\left(\lambda+1+\frac{n}{2}\right)} . \tag{3.9}
\end{equation*}
$$

For the case $\lambda \geq 0$, we can analyse the bounds and show the following result.
Theorem 3.19. Let $\mathbf{X}=B^{n}$ be the unit ball. Let $\mathbf{x}^{*}$ be a global minimizer of $f$ on $\mathbf{X}$. Consider the weight function $w_{\lambda}$ from (3.8) on $\mathbf{X}$.
(i) If $\lambda=0$, we have

$$
\operatorname{Error}\left(f ; \mathbf{X}, w_{\lambda}\right)_{r}=O\left(\frac{1}{r^{2}}\right)
$$

(ii) If $\lambda>0$, we have

$$
\operatorname{Error}\left(f ; \mathbf{X}, w_{\lambda}\right)_{r}=O_{\mathbf{x}^{*}}\left(\frac{1}{r^{2}}\right)
$$

For the proof, we distinguish the two cases where $\mathbf{x}^{*}$ lies in the interior of $\mathbf{X}$ or on its boundary.
3.4.1. Case of a global minimizer in the interior of $X$. Our strategy is to reduce this to the case of the hypercube with the help of Proposition 3.12. Set $\widehat{\mathbf{X}}:=[-1,1]^{n} \supseteq B^{n}=\mathbf{X}$. As $\mathbf{x}^{*} \in \operatorname{int}(\mathbf{X})$, we have $\mathbf{X} \subseteq_{\mathbf{x}^{*}} \widehat{\mathbf{X}}$. Consider the weight function $w(\mathbf{x}):=w_{\lambda}(\mathbf{x})=\left(1-\|\mathbf{x}\|^{2}\right)^{\lambda}$ on $\mathbf{X}$, and $\widehat{w}(\mathbf{x}):=1$ on the hypercube $\widehat{\mathbf{X}}$. Since $\lambda \geq 0$, we have $w_{\lambda}(\mathbf{x}) \leq 1 \leq \widehat{w}(\mathbf{x})$ for all $\mathbf{x} \in \mathbf{X}$. Furthermore, as $\mathbf{x}^{*} \in \operatorname{int}(\mathbf{X})$, we also have $\widehat{w} \preceq_{a} w$. Hence we may apply Proposition 3.12 to find a polynomial upper estimator $g$ of $f$ on $\widehat{\mathbf{X}}$, exact at $\mathrm{x}^{*}$, satisfying:

$$
\operatorname{Error}(g ; \mathbf{X}, w)_{r} \leq \frac{2}{m_{\mathbf{x}^{*}}} \operatorname{Error}(g ; \widehat{\mathbf{X}}, \widehat{w})_{r}
$$

for all $r \in \mathbb{N}$ large enough. Here $m_{\mathbf{x}^{*}}>0$ is the constant from (3.4). Now, Theorem 3.17 allows us to claim $\operatorname{Error}(g ; \widehat{\mathbf{X}}, \widehat{w})_{r}=O_{\mathbf{x}^{*}}\left(1 / r^{2}\right)$. Hence we obtain:

$$
\operatorname{Error}(f ; \mathbf{X}, w)_{r} \leq \operatorname{Error}(g ; \mathbf{X}, w)_{r}=O_{\mathbf{x}^{*}}\left(\operatorname{Error}(g ; \widehat{\mathbf{X}}, \widehat{w})_{r}\right)=O_{\mathbf{x}^{*}}\left(1 / r^{2}\right)
$$

As in the previous section, it is possible to replace the constant $m_{\mathbf{x}^{*}}$ by a uniform constant $m>0$ in the case that $\lambda=0$, i.e., in the case that we have the Lebesgue measure on $\mathbf{X}$. Indeed, in this case we have $\widehat{w}=w\left(=w_{0}=1\right)$, and so in particular $\widehat{w} \preceq w$. We may thus invoke Corollary 3.15 (instead of Proposition 3.12) to obtain

$$
\operatorname{Error}(g ; \mathbf{X}, w)_{r} \leq 2 \operatorname{Error}(g ; \widehat{\mathbf{X}}, \widehat{w})_{r}
$$

and so

$$
\operatorname{Error}(f ; \mathbf{X}, w)_{r}=O\left(\operatorname{Error}(g ; \widehat{\mathbf{X}}, \widehat{w})_{r}\right)=O\left(1 / r^{2}\right)
$$

Note that in this case, we do not actually make use of the fact that $\mathbf{X}=B^{n}$. Rather, we only need that $\mathbf{x}^{*}$ lies in the interior of $\mathbf{X}$ and that $\mathbf{X} \subseteq[-1,1]^{n}$. As we may freely apply affine transformations to $\mathbf{X}$ (by Lemma 3.2), the latter is no true restriction. We have thus shown the following result.

Theorem 3.20. Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a compact set, with non-empty interior, equipped with the Lebesgue measure. Assume that $f$ has a global minimizer $\mathbf{x}^{*}$ on $\mathbf{X}$ with $\mathbf{x}^{*} \in \operatorname{int}(\mathbf{X})$. Then we have:

$$
\operatorname{Error}(f ; \mathbf{X})_{r}=O\left(\frac{1}{r^{2}}\right)
$$

3.4.2. Case of a global minimizer on the boundary of $X$. Our strategy is now to reduce to the univariate case of the interval $[-1,1]$. For this, we use Lemma 3.7, which claims that $f$ has a linear upper estimator $g$ on $\mathbf{X}$, exact at $\mathbf{x}^{*}$. Up to applying an orthogonal transformation (and scaling) we may assume that $g$ is of the form $g(\mathbf{x})=\mathbf{x}_{1}$. It therefore suffices now to analyze the behaviour of the bounds for the function $\mathbf{x}_{1}$ minimized on the ball $B^{n}$. Note that when minimizing $\mathbf{x}_{1}$ on $B^{n}$ or on the interval $[-1,1]$ the minimum is attained at the boundary in both cases. The following technical lemma will be useful for reducing to the case of the interval $[-1,1]$.

Lemma 3.21. Let $h$ be a univariate polynomial and let $\lambda>-1$. Then we have

$$
\int_{B^{n}} h\left(\mathbf{x}_{1}\right) w_{\lambda}(\mathbf{x}) d \mathbf{x}=C_{n-1, \lambda} \int_{-1}^{1} h\left(\mathbf{x}_{1}\right) w_{\lambda+\frac{n-1}{2}}\left(\mathbf{x}_{1}\right) d \mathbf{x}_{1}
$$

where $C_{n-1, \lambda}$ is given in (3.9).
Proof. Change variables and set $u_{j}=\frac{\mathbf{x}_{j}}{\sqrt{1-\mathrm{x}_{1}^{2}}}$ for $2 \leq j \leq d$. Then we have

$$
w_{\lambda}(\mathbf{x})=\left(1-\mathbf{x}_{1}^{2}-\mathbf{x}_{2}^{2}+\ldots-\mathbf{x}_{n}^{2}\right)^{\lambda}=\left(1-\mathbf{x}_{1}^{2}\right)^{\lambda}\left(1-u_{2}^{2}-\ldots-u_{n}^{2}\right)^{\lambda}
$$

and $d \mathbf{x}_{2} \cdots d \mathbf{x}_{n}=\left(1-\mathbf{x}_{1}^{2}\right)^{\frac{n-1}{2}} d u_{2} \cdots d u_{n}$. Putting things together we obtain the desired result.

Let $q_{r}\left(\mathbf{x}_{1}\right)$ be an optimal sum-of-squares density with degree at most $2 r$ for the problem of minimizing $\mathbf{x}_{1}$ over the interval $[-1,1]$, equipped with the weight function $w(\mathbf{x}):=w_{\lambda+\frac{n-1}{2}}(\mathbf{x})$. Then, its scaling $C_{n-1, \lambda}^{-1} q_{r}\left(\mathbf{x}_{1}\right)$ provides a feasible solution for the problem of minimizing $g(\mathbf{x})=\mathbf{x}_{1}$ over the ball $\mathbf{X}=B^{n}$. Indeed, using Lemma 3.21, we have $\int_{B^{n}} C_{n-1, \lambda}^{-1} q_{r}\left(\mathbf{x}_{1}\right) w_{\lambda}(\mathbf{x}) d \mathbf{x}=$ $\int_{-1}^{1} q_{r}\left(\mathbf{x}_{1}\right) w(\mathbf{x}) d \mathbf{x}_{1}=1$, and so

$$
g_{\mathbf{X}, w_{\lambda}}^{(r)} \leq \int_{B^{n}} \mathbf{x}_{1} C_{n-1, \lambda}^{-1} q_{r}\left(\mathbf{x}_{1}\right) w_{\lambda}(\mathbf{x}) d \mathbf{x}=\int_{-1}^{1} \mathbf{x}_{1} q_{r}\left(\mathbf{x}_{1}\right) w\left(\mathbf{x}_{1}\right) d \mathbf{x}_{1}
$$

The proof is now concluded by applying Theorem 3.16(ii).

### 3.5. Ball-like convex bodies

Here we show a convergence rate of $\operatorname{Error}(f ; \mathbf{X})_{r}$ in $O\left(1 / r^{2}\right)$ for a special class of smooth convex bodies $\mathbf{X}$ with respect to the Lebesgue measure. The basis for this result is a reduction to the case of the unit ball.

We say $\mathbf{X}$ has an inscribed tangent ball (of radius $\varepsilon$ ) at $\mathbf{x} \in \partial \mathbf{X}$ if there exists $\varepsilon>0$ and a closed ball $B_{\text {insc }}$ of radius $\varepsilon$ such that $\mathbf{x} \in \partial B_{\text {insc }}$ and $B_{\text {insc }} \subseteq \mathbf{X}$. Similarly, we say $\mathbf{X}$ has a circumscribed tangent ball (of radius $\varepsilon$ ) at $\mathbf{x} \in \partial \mathbf{X}$ if there exists $\varepsilon>0$ and a closed ball $B_{\text {circ }}$ of radius $\varepsilon$ such that $\mathbf{x} \in \partial B_{\text {circ }}$ and $\mathbf{X} \subseteq B_{\text {circ }}$.

Definition 3.22. We say that a (smooth) convex body $\mathbf{X}$ is ball-like if there exist (uniform) $\varepsilon_{\text {insc }}, \varepsilon_{\text {circ }}>0$ such that $\mathbf{X}$ has inscribed and circumscribed tangent balls of radii $\varepsilon_{\mathrm{insc}}, \varepsilon_{\text {circ }}$, respectively, at all points $\mathbf{x} \in \partial \mathbf{X}$.

Theorem 3.23. Assume that $\mathbf{X}$ is a (smooth) ball-like convex body, equipped with the Lebesgue measure. Then we have

$$
\operatorname{Error}(f ; \mathbf{X})_{r}=O\left(\frac{1}{r^{2}}\right)
$$

Proof. Let $\mathbf{x}^{*} \in \mathbf{X}$ be a global minimizer of $f$ on $\mathbf{X}$. We again distinguish two cases depending on whether $\mathbf{x}^{*}$ lies in the interior of $\mathbf{X}$ or on its boundary; the case of a global minimizer in the interior of $\mathbf{X}$ is covered directly by Theorem 3.20.
3.5.1. Case of a global minimizer on the boundary of $\mathbf{X}$. By applying a suitable affine transformation, we can arrange that the following holds: $f\left(\mathbf{x}^{*}\right)=0, \mathbf{x}^{*}=0, e_{1}$ is an inward normal of $\mathbf{X}$ at $a$, and the radius of the circumscribed tangent ball $B_{\text {circ }}$ at $\mathbf{x}^{*}$ is equal to 1 , i.e., $B_{\text {circ }}=B_{1}^{n}\left(e_{1}\right)$. See Figure 3.2 for an illustration. Now, as $a$ is a global minimizer of $f$ on $\mathbf{X}$, we have $\nabla f\left(\mathbf{x}^{*}\right) \in N_{\mathbf{X}}\left(\mathbf{x}^{*}\right)$ by Lemma 3.1. But $N_{\mathbf{X}}\left(\mathbf{x}^{*}\right)=N_{B_{\text {circ }}}\left(\mathbf{x}^{*}\right)$, and so $\nabla f\left(\mathbf{x}^{*}\right) \in N_{B_{\text {circ }}}\left(\mathbf{x}^{*}\right)$. As noted in Remark 3.8, we may thus use Lemma 3.7 to find that $f(\mathbf{x}) \leq_{\mathbf{x}^{*}} c\left\langle e_{1}, \mathbf{x}\right\rangle=c \mathbf{x}_{1}$ on $B_{\text {circ }}$ for some constant $c>0$. In light of Remark 3.4(i), and after scaling, it therefore suffices to analyse the function $f(\mathbf{x})=\mathbf{x}_{1}$.

Again, we will use a reduction to the univariate case, now on the interval $[0,2]$. For any $r \in \mathbb{N}$, let $q_{r} \in \Sigma[x]_{2 r}$ be an optimum sum-of-squares density of degree $2 r$ for the minimization of $\mathbf{x}_{1}$ on $[0,2]$ with respect to the weight function:

$$
w^{\prime}\left(\mathbf{x}_{1}\right):=w_{\frac{n-1}{2}}\left(\mathbf{x}_{1}-1\right)=\left[1-\left(\mathbf{x}_{1}-1\right)^{2}\right]^{\frac{n-1}{2}}=\left[2 \mathbf{x}_{1}-\mathbf{x}_{1}^{2}\right]^{\frac{n-1}{2}}
$$

That is, $q_{r} \in \Sigma[x]_{2 r}$ satisfies:

$$
\begin{equation*}
\int_{0}^{2} \mathbf{x}_{1} q_{r}\left(\mathbf{x}_{1}\right) w^{\prime}\left(\mathbf{x}_{1}\right) d \mathbf{x}_{1}=O\left(1 / r^{2}\right) \quad \text { and } \quad \int_{0}^{2} q_{r}\left(\mathbf{x}_{1}\right) w^{\prime}\left(\mathbf{x}_{1}\right) d \mathbf{x}_{1}=1 \tag{3.10}
\end{equation*}
$$

where the first equality relies on Theorem 3.16(ii). As

$$
\mathbf{x} \mapsto q_{r}\left(\mathbf{x}_{1}\right) /\left(\int_{\mathbf{X}} q_{r}\left(\mathbf{x}_{1}\right) d \mathbf{x}\right)
$$

is a sum-of-squares density on $\mathbf{X}$ with respect to the Lebesgue measure, we have:

$$
\begin{equation*}
\operatorname{Error}(f ; \mathbf{X})_{r} \leq \frac{\int_{\mathbf{X}} \mathbf{x}_{1} q_{r}\left(\mathbf{x}_{1}\right) d \mathbf{x}}{\int_{\mathbf{X}} q_{r}\left(\mathbf{x}_{1}\right) d \mathbf{x}} \tag{3.11}
\end{equation*}
$$

We will now show that, on the one hand, the numerator $\int_{\mathbf{X}} \mathbf{x}_{1} q_{r}\left(\mathbf{x}_{1}\right) d \mathbf{x}$ in (3.11) has an upper bound in $O\left(1 / r^{2}\right)$ and that, on the other hand, the denominator $\int_{\mathbf{X}} q_{r}\left(\mathbf{x}_{1}\right) d \mathbf{x}$ in (3.11) is lower bounded by an absolute constant
that does not depend on $r$. Putting these two bounds together then yields $\operatorname{Error}(f ; \mathbf{X})_{r}=O\left(1 / r^{2}\right)$, as desired.

The upper bound. We make use of the fact that $\mathbf{X} \subseteq B_{\text {circ }}$ to compute:

$$
\begin{array}{rlrl}
\int_{\mathbf{X}} \mathbf{x}_{1} q_{r}\left(\mathbf{x}_{1}\right) d \mathbf{x} & \leq \int_{B_{\text {circ }}} \mathbf{x}_{1} q_{r}\left(\mathbf{x}_{1}\right) d \mathbf{x} & \\
& =\int_{B^{n}}\left(\mathbf{y}_{1}+1\right) q_{r}\left(\mathbf{y}_{1}+1\right) d \mathbf{y} & & {\left[\mathbf{y}=\mathbf{x}-e_{1}\right]} \\
& =C_{n-1,0} \int_{-1}^{1}\left(\mathbf{y}_{1}+1\right) q_{r}\left(\mathbf{y}_{1}+1\right) w_{\frac{n-1}{2}}\left(\mathbf{y}_{1}\right) d \mathbf{y}_{1} & & {[\text { by Lemma } 3.21]} \\
& =C_{n-1,0} \int_{0}^{2} z q_{r}(z) w^{\prime}(z) d z & & {\left[z=\mathbf{y}_{1}+1\right]} \\
& =O\left(1 / r^{2}\right) . & {[b y ~(3.10)]} \tag{3.10}
\end{array}
$$

The lower bound. Here, we consider an inscribed tangent ball $B_{\text {insc }}$ of $\mathbf{X}$ at $\mathrm{x}^{*}=0$. Say $B_{\text {insc }}=B_{\rho}^{n}\left(\rho e_{1}\right)$ for some $\rho>0$. See again Figure 3.2. We may then compute:

$$
\begin{array}{rlr}
\int_{\mathbf{X}} q_{r}\left(\mathbf{x}_{1}\right) d \mathbf{x} & \geq \int_{B_{\text {insc }}} q_{r}\left(\mathbf{x}_{1}\right) d \mathbf{x} & \\
& =\int_{B^{n}} q_{r}\left(\rho\left(\mathbf{y}_{1}+1\right)\right) \rho^{n} d \mathbf{y} & {\left[\mathbf{y}=\frac{\mathbf{x}-\rho e_{1}}{\rho}\right]} \\
& =\rho^{n} C_{n-1,0} \int_{-1}^{1} q_{r}\left(\rho\left(\mathbf{y}_{1}+1\right)\right) w_{\frac{n-1}{2}}\left(\mathbf{y}_{1}\right) d \mathbf{y}_{1} & {[\text { by Lemma 3.21] }} \\
& =\rho^{n-1} C_{n-1,0} \int_{0}^{2 \rho} q_{r}(z) w_{\frac{n-1}{2}}(z / \rho-1) d z & {\left[z=\rho\left(\mathbf{y}_{1}+1\right)\right]} \\
& \geq \rho^{n-1} C_{n-1,0} \int_{0}^{\rho} q_{r}(z) w^{\prime}(z) \frac{w_{\frac{n-1}{2}}(z / \rho-1)}{w_{\frac{n-1}{2}}(z-1)} d z & {\left[w^{\prime}(z)=w_{\frac{n-1}{2}}(z-1)\right]} \\
& \geq\left(\frac{\rho}{2-\rho}\right)^{\frac{n-1}{2}} C_{n-1,0} \int_{0}^{\rho} q_{r}(z) w^{\prime}(z) d z, &
\end{array}
$$

where the last inequality follows using the fact that $\frac{1-(z / \rho-1)^{2}}{1-(z-1)^{2}} \geq \frac{1}{\rho(2-\rho)}$ for $z \in[0, \rho]$. It remains to show that

$$
\int_{0}^{\rho} q_{r}(z) w^{\prime}(z) d z \geq \frac{1}{2} \quad \text { for all } r \text { large enough. }
$$



Figure 3.2. An overview of the situation in the second case of the proof of Theorem 3.23.

The argument is similar to the one used for the proof of Lemma 3.14. By (3.10), there is a constant $C>0$ such that $\int_{0}^{2} z q_{r}(z) w^{\prime}(z) d z \leq \frac{C}{r^{2}}$ for all $r \in \mathbb{N}$. So we have:

$$
\frac{C}{r^{2}} \geq \int_{\rho}^{2} z q_{r}(z) w^{\prime}(z) d z \geq \rho \int_{\rho}^{2} q_{r}(z) w^{\prime}(z) d z=\rho\left(1-\int_{0}^{\rho} q_{r}(z) w^{\prime}(z) d z\right),
$$

which implies $\int_{0}^{\rho} q_{r}(z) w^{\prime}(z) d z \geq 1-\frac{C}{\rho r^{2}} \geq \frac{1}{2}$ for $r$ large enough.
This concludes the proof of Theorem 3.23.
3.5.2. Classification of ball-like sets. With Theorem 3.23 in mind, it is interesting to understand under which conditions a convex body $\mathbf{X}$ is ball-like. Under the assumption that $\mathbf{X}$ has a $C^{2}$-boundary, the well-known Rolling Ball Theorem (cf., e.g., [Kou72]) guarantees the existence of inscribed tangent balls.

Theorem 3.24 (Rolling Ball Theorem). Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a convex body with $C^{2}$ - boundary. Then there exists $\varepsilon_{\text {insc }}>0$ such that $\mathbf{X}$ has an inscribed tangent ball of radius $\varepsilon_{\text {insc }}$ for each $\mathbf{x} \in \partial \mathbf{X}$.

Classifying the existence of circumscribed tangent balls is somewhat more involved. Certainly, we should assume that $\mathbf{X}$ is strictly convex, which means that its boundary should not contain any line segments. This assumption, however, is not sufficient. Instead we need the following stronger notion of 2-strict convexity introduced in [DH06].

Definition 3.25. Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a convex body with $C^{2}$-boundary and let $\Psi \in C^{2}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ such that $\mathbf{X}=\Psi^{-1}((-\infty, 0])$ and $\partial \mathbf{X}=\Psi^{-1}(0)$. Assume $\nabla \Psi(a) \neq 0$ for all $a \in \partial \mathbf{X}$. The set $\mathbf{X}$ is said to be 2-strictly convex if the
following holds:

$$
\mathbf{x}^{T} \nabla^{2} \Psi(a) \mathbf{x}>0 \quad \text { for all } \mathbf{x} \in T_{a} \mathbf{X} \backslash\{0\} \text { and } a \in \partial \mathbf{X}
$$

In other words, the Hessian of $\Psi$ at any boundary point should be positive definite, when restricted to the tangent space.

Example 3.26. Consider the unit ball for the $\ell_{4}$-norm:

$$
\mathbf{X}=\left\{\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right): \Psi\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right):=\mathbf{x}_{1}^{4}+\mathbf{x}_{2}^{4} \leq 1\right\} \subseteq \mathbb{R}^{2}
$$

Then, $\mathbf{X}$ is strictly convex, but not 2-strictly convex. Indeed, at any of the points $a=(0, \pm 1)$ and $( \pm 1,0)$, the Hessian of $\Psi$ is not positive definite on the tangent space. For instance, for $a=(0,-1)$, we have $\nabla \Psi(a)=(0,-4)$ and $\mathbf{x}^{T} \Psi^{2}(a) \mathbf{x}=12 \mathbf{x}_{2}^{2}$, which vanishes at $\mathbf{x}=(1,0) \in T_{a} \mathbf{X}$. In fact, one can verify that $\mathbf{X}$ does not have a circumscribed tangent ball at any of the points $(0, \pm 1),( \pm 1,0)$.

It is shown in [DH06] that the set of 2-strictly convex bodies lies dense in the set of all convex bodies. For $\mathbf{X}$ with $C^{2}$-boundary, it turns out that 2 -strict convexity is equivalent to the existence of circumscribed tangent balls at all boundary points.

THEOREM 3.27 ([DS07, Corollary 3.3]). Let $\mathbf{X}$ be a convex body with $C^{2}$ boundary. Then $\mathbf{X}$ is 2-strictly convex if and only if there exists $\varepsilon_{\mathrm{circ}}>0$ such that $\mathbf{X}$ has a circumscribed tangent ball of radius $\varepsilon_{\mathrm{circ}}$ at all boundary points $a \in \partial \mathbf{X}$.

Combining Theorems 3.24 and 3.27 then gives a full classification of the ball-like convex bodies $\mathbf{X}$ with $C^{2}$-boundary.

Corollary 3.28. Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a convex body with $C^{2}$-boundary. Then $\mathbf{X}$ is ball-like if and only if it is 2-strictly convex.
3.5.3. A convex body without inscribed tangent balls. We now give an example of a convex body $\mathbf{X}$ which does not have inscribed tangent balls, going back to de Rham [dR47]. The idea is to construct a curve by starting with a polygon, and then successively 'cutting corners'. Let $C_{0}$ be the polygon in $\mathbb{R}^{2}$ with vertices $(-1,-1),(1,-1),(1,1)$ and $(-1,1)$, i.e., a square. For $k \geq 1$, we obtain $C_{k}$ by subdividing each edge of $C_{k-1}$ into three equal parts and taking the convex hull of the resulting subdivision points (see Figure 3.3). We then let $C$ be the limiting curve obtained by letting $k$ tend to $\infty$. Then, $C$ is a continuously differentiable, convex curve (see [dB87] for details). It is not, however, $C^{2}$ everywhere. We indicate below some point where no inscribed tangent ball exists for the convex body with boundary $C$.

Consider the point $m=(0,-1) \in C$, which is an element of $C_{k}$ for all $k$. Fix $k \geq 1$. If we walk anti-clockwise along $C_{k}$ starting at $m$, the first corner point encountered is $s_{k}=\left(1 / 3^{k},-1\right)$, the slope of the edge starting at $s_{k}$ is $l_{k}=1 / k$ and its end point is

$$
e_{k}=\left((2 k+1) / 3^{k}, 2 / 3^{k}-1\right)
$$

Now suppose that there exists an inscribed tangent ball $B_{\varepsilon}(c)$ at the point $m$. Then, $\varepsilon>0, c=(0, \varepsilon-1)$ and any point $(x, y) \in C$ lies outside of the ball $B_{\varepsilon}(c)$, so that

$$
x^{2}+(y+1)^{2}-2 \varepsilon(y+1) \geq 0 \quad \text { for all }(x, y) \in C
$$

As $C$ is contained in the polygonal region delimited by any $C_{k}$, also $e_{k} \notin$ $B_{\varepsilon}(c)$ and thus $\left(\frac{2 k+1}{3^{k}}\right)^{2}+\left(\frac{2}{3^{k}}\right)^{2}-\frac{4 \varepsilon}{3^{k}} \geq 0$. Letting $k \rightarrow \infty$, we get $\varepsilon=0$, a contradiction.


Figure 3.3. From left to right: the curve $C_{k}$ for $k=0,1,2,8$.

### 3.6. The simplex

We now consider a full-dimensional simplex $\Delta^{n}=\operatorname{conv}\left(\left\{v_{0}, v_{1}, v_{2}, \ldots, v_{n}\right\}\right)$ in $\mathbb{R}^{n}$, equipped with the Lebesgue measure. We show the following.

TheOrem 3.29. Let $\mathbf{X}=\Delta^{n}$ be a simplex, equipped with the Lebesgue measure. Then

$$
\operatorname{Error}\left(f ; \Delta^{n}\right)_{r}=O\left(\frac{1}{r^{2}}\right)
$$

Proof. Let $\mathbf{x}^{*} \in \Delta^{n}$ be a global minimizer of $f$ on $\Delta^{n}$. The idea is to apply an affine transformation $\phi$ to $\Delta^{n}$ whose image $\phi\left(\Delta^{n}\right)$ is locally similar to $[0,1]^{n}$ at the global minimizer $\phi\left(\mathbf{x}^{*}\right)$ of $g:=f \circ \phi^{-1}$, after which we may 'transport' the $O\left(1 / r^{2}\right)$ rate from the hypercube to the simplex.

Let $F:=\operatorname{conv}\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ be the facet of $\Delta^{n}$ which does not contain $v_{0}$. By reindexing, we may assume w.l.o.g. that $\mathbf{x}^{*} \notin F$. Consider the map $\phi$ determined by $\phi\left(v_{0}\right)=0$ and $\phi\left(v_{i}\right)=e_{i}$ for all $i \in[n]$, where $e_{i}$ is the $i$-th standard basis vector of $\mathbb{R}^{n}$. See Figure 3.4. Clearly, $\phi$ is nonsingular, and $\phi\left(\Delta^{n}\right) \subseteq[0,1]^{n}$.

Lemma 3.30. We have $\phi\left(\Delta^{n}\right) \subseteq_{\phi(\mathbf{x})}[0,1]^{n}$ for all $\mathbf{x} \in \Delta^{n} \backslash F$.
Proof. By definition of $F$, we have

$$
\Delta^{n} \backslash F=\left\{\sum_{i=0}^{n} \lambda_{i} v_{i}: \sum_{i=1}^{n} \lambda_{i}<1, \lambda \geq 0\right\}
$$

and so

$$
\phi\left(\Delta^{n} \backslash F\right)=\left\{y \in[0,1]^{n}: \sum_{i=1}^{n} y_{i}<1\right\}
$$



Figure 3.4. The map $\phi$ from the proof of Theorem 3.29 for $n=2$
which is an open subset of $[0,1]^{n}$. But this means that for each $\mathbf{y}=\phi(\mathbf{x}) \in$ $\phi\left(\Delta^{n} \backslash F\right)$ there exists $\varepsilon>0$ such that

$$
B_{\varepsilon}^{n}(\mathbf{y}) \cap[0,1]^{n} \subseteq B_{\varepsilon}^{n}(\mathbf{y}) \cap \phi\left(\Delta^{n} \backslash F\right)
$$

which concludes the proof of the lemma.
The above lemma tells us in particular that $\phi\left(\Delta^{n}\right) \subseteq_{\phi\left(\mathbf{x}^{*}\right)}[0,1]^{n}$. We now apply Corollary 3.15 with $\mathbf{X}=\phi\left(\Delta^{n}\right), \widehat{\mathbf{X}}=[0,1]^{n}$ and weight functions $w=\widehat{w}=1$ on $\mathbf{X}, \widehat{\mathbf{X}}$, respectively. This yields a polynomial upper estimator $h$ of $g$ on $[0,1]^{n}$ having:

$$
\operatorname{Error}\left(g ; \phi\left(\Delta^{n}\right)\right)_{r} \leq 2 \operatorname{Error}\left(h ;[0,1]^{n}\right)_{r}=O\left(1 / r^{2}\right)
$$

for $r \in \mathbb{N}$ large enough, using Theorem 3.17 for the right most equality. It remains to apply Lemma 3.2 to obtain:

$$
\operatorname{Error}\left(f ; \Delta^{n}\right)_{r}=\operatorname{Error}\left(g ; \phi\left(\Delta^{n}\right)\right)_{r}=O\left(1 / r^{2}\right)
$$

which concludes the proof of Theorem 3.29.

### 3.7. Discussion

We have shown that the measure-based upper bounds $\mathrm{ub}(f, \mathbf{X}, \mu)_{r}$ converge to the global minimum $f_{\min }$ of $f$ on $\mathbf{X}$ at a rate in $O\left(1 / r^{2}\right)$, for a class of special convex bodies $\mathbf{X}$, w.r.t. natural references measures $\mu$. We reiterate that this rate is best-possible in general. In light of the results of this chapter, the main open question is whether the convergence rate in $O\left(1 / r^{2}\right)$ can be extended to all convex bodies.

In particular, it is interesting to determine the exact rate of convergence for polytopes. We could so far only deal with hypercubes and simplices. The main tool we used was the 'local similarity' of the simplex with the hypercube. For a general polytope $\mathbf{X}$, if the minimum is attained at a point lying in the interior of $\mathbf{X}$ or of one of its facets, then we can still apply the 'local similarity' tool (and deduce the $O\left(1 / r^{2}\right)$ rate). However, at other points (like its vertices) $\mathbf{X}$ is in general not locally similar to the hypercube, so another proof technique seems needed. A possible strategy could be splitting $\mathbf{X}$ into
simplices and using the known convergence rate for the simplex containing a global minimizer; however, a difficulty there is keeping track of the distribution of mass of an optimal sum-of-squares on the other simplices.

As we shall see in the next chapter, it is at least possible to show a rate in $O\left(\log ^{2}(r) / r^{2}\right)$ for all convex bodies (in fact, for all compact semialgebraic sets with dense interior). This rate is thus only a log-factor away from the rates shown in this chapter.

## CHAPTER 4

## Convergence analysis for measure-based bounds II

> Everything is more complicated than you think. You only see a tenth of what is true.

From Synecdoche, New York
This chapter is based on my joint works [SL20, SL21a] with Monique Laurent.

Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a compact set, and let $f \in \mathbb{R}[\mathbf{x}]$ be a polynomial of degree $d$ to be minimized over $\mathbf{X}$. Recall from Chapter 2 the measure-based upper bound on the global minimum $f_{\min }$ of $f$ :

$$
\begin{equation*}
\operatorname{ub}(f, \mathbf{X})_{r}:=\inf _{q \in \Sigma[\mathbf{x}]_{2 r}}\left\{\int_{\mathbf{X}} f(\mathbf{x}) q(\mathbf{x}) d \mathbf{x}: \int_{\mathbf{X}} q(\mathbf{x}) d \mathbf{x}=1\right\} \tag{4.1}
\end{equation*}
$$

Recall also the push-forward bound:

$$
\begin{equation*}
\mathrm{ub}(f, \mathbf{X})_{r}^{\mathrm{pf}}:=\inf _{u \in \Sigma[x]_{2 r}}\left\{\int_{\mathbf{X}} f(\mathbf{x}) u(f(\mathbf{x})) d \mathbf{x}: \int_{\mathbf{X}} u(f(\mathbf{x})) d \mathbf{x}=1\right\} \tag{4.2}
\end{equation*}
$$

which is obtained from (4.1) by restricting the minimization to sums of squares $q$ of the form $q=u \circ f$ with $u \in \Sigma[x]$. It therefore satisfies:

$$
\begin{equation*}
\mathrm{ub}(f, \mathbf{X})_{r}^{\mathrm{pf}} \geq \mathrm{ub}(f, \mathbf{X})_{d r} \geq f_{\min } \tag{4.3}
\end{equation*}
$$

Consider the following geometric assumption on the set $\mathbf{X}$.
Assumption 4.1. There exist positive constants $\varepsilon_{\mathbf{X}}, \eta_{\mathbf{X}}>0$ and $N \geq n$, such that, for all $\mathbf{x} \in \mathbf{X}$ and $0<\delta \leq \varepsilon_{\mathbf{X}}$, we have:

$$
\begin{equation*}
\operatorname{vol}\left(\mathbf{X} \cap B_{\delta}^{n}(\mathbf{x})\right) \geq \eta_{\mathbf{X}} \delta^{N} \operatorname{vol}\left(B^{n}\right) \tag{4.4}
\end{equation*}
$$

Here, $B_{\delta}^{n}(\mathbf{x})$ is the Euclidean ball centered at $\mathbf{x}$ with radius $\delta$ and $B^{n}=B_{1}^{n}(0)$.
A slightly stronger version of Assumption 4.1 (requiring $N=n$ ) was introduced in [dKLS17], where it was used to give the first error analysis in $O(1 / \sqrt{r})$ for the bounds $\mathrm{ub}(f, \mathbf{X})_{r}$. The condition of [dKLS17] is satisfied, e.g., when $\mathbf{X}$ is a convex body, or more generally when $\mathbf{X}$ satisfies an interior cone condition, or when $\mathbf{X}$ is star-shaped with respect to a ball (see also [dKLS17] for a more complete discussion). The weaker condition of Assumption 4.1 is satisfied additionally by compact semialgebraic sets that have a
dense interior, which permits in particular that $\mathbf{X}$ has certain types of cusps. We discuss Assumption 4.1 in more detail in Section 4.4 below.

Outline. In this chapter, we show a convergence rate in $O\left(\log ^{2} r / r^{2}\right)$ for the measure-based hierarchy $\operatorname{ub}(f, \mathbf{X})_{r}$ when applied to optimization over $\mathbf{X}$ satisfying this assumption. In fact, we show that this rate holds already for the (weaker) push-forward bound $\mathrm{ub}(f, \mathbf{X})_{r}^{\mathrm{pf}}$. This rate is only a log-factor away from the best-possible rate in $O\left(1 / r^{2}\right)$, see Section 2.3.

Theorem 4.2. Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a compact set satisfying Assumption 4.1 and let $f \in \mathbb{R}[\mathbf{x}]$ be a polynomial. Then we have that:

$$
\mathrm{ub}(f, \mathbf{X})_{r}^{\mathrm{pf}}-f_{\min }=O\left(\log ^{2} r / r^{2}\right)
$$

As a direct consequence, we also have $\mathrm{ub}(f, \mathbf{X})_{r}-f_{\min }=O\left(\log ^{2} r / r^{2}\right)$.
Theorem 4.2 improves upon the earlier results of [dKLS17, dKL18] in three ways. First, it applies to a (much) broader class of compact sets X. Second, it shows a better convergence rate in $O\left(\log ^{2} r / r^{2}\right)$, as opposed to $O(1 / \sqrt{r})$ and $O(1 / r)$, respectively. Finally, it applies not only to the (regular) measurebased bounds $\mathrm{ub}(f, \mathbf{X})_{r}$, but also to the more economical push-forward bounds $\mathrm{ub}(f, \mathbf{X})_{r}^{\mathrm{pf}}$.

The idea of our proof is to exhibit for each $r \in \mathbb{N}$ an explicit sum-of-squares density on $\mathbf{X}$ of the form $u \circ f, u \in \Sigma[x]_{2 r}$ for which $\int_{\mathbf{X}} f(\mathbf{x}) u(f(\mathbf{x})) d \mathbf{x}$ is small. That is, to construct a feasible solution to (4.2) with suitable objective value. This method of proof is in the same spirit as the one of the earlier works [dKLS17, dKL18], see also Chapter 2. Our construction differs from the one in these works in two ways. First, it makes use of so-called needle polynomials to approximate the Dirac function on $[-1,1]$ or $[0,1]$. This yields a better approximation than the ones of [dKLS17, dKL18], which are based on truncated Taylor expansions of a Gaussian function. Second, it makes use of the push-forward bounds to reduce the analysis to a univariate setting, which greatly simplifies the proof.

As a small additional result, we show in Section 4.3 that there exists a class of polynomials $f$ on the interval $\mathbf{X}=[-1,1]$ for which the regular measure-based bounds converge to $f_{\text {min }}$ much much faster than the (weaker) push-forward bounds. This result contrasts the (somewhat surprising) fact that the general worst-case convergence rate for these two types of bounds is quite similar; namely within a logarithmic factor of $O\left(1 / r^{2}\right)$.

### 4.1. Needle polynomials

In this section, we cover some preliminaries needed to prove our main result; in particular we introduce the needle polynomials central to our construction and derive some of their technical properties.

We begin by recalling some basic properties of the Chebyshev polynomials, see also Chapter 1. The Chebyshev polynomials $\mathcal{C}_{r} \in \mathbb{R}[x]_{r}$ may be defined by the following explicit expression:

$$
\mathcal{C}_{r}(x)= \begin{cases}\cos (r \arccos x) & \text { for }|x| \leq 1  \tag{4.5}\\ \frac{1}{2}\left(t+\sqrt{x^{2}-1}\right)^{r}+\frac{1}{2}\left(x-\sqrt{x^{2}-1}\right)^{r} & \text { for }|x| \geq 1\end{cases}
$$

From this definition, it can be seen that $\left|\mathcal{C}_{r}(x)\right| \leq 1$ on the interval $[-1,1]$, and that $\mathcal{C}_{r}(x)$ is nonnegative and monotone nondecreasing on $[1, \infty)$. The Chebyshev polynomials form an orthogonal basis of $\mathbb{R}[x]$ with respect to the Chebyshev measure (with weight function $\left(1-x^{2}\right)^{-1 / 2}$ ) on $[-1,1]$ and they are used extensively in approximation theory. For instance, they are the polynomials attaining equality in the Markov brother's inequality on $[-1,1]$, recalled below.

Lemma 4.3 (Markov Brothers' Inequality; see, e.g., [Sha04]). Let $p \in \mathbb{R}[x]$ be a univariate polynomial of degree at most $r$. Then, for any scalars $a<b$, we have:

$$
\max _{x \in[a, b]}\left|p^{\prime}(x)\right| \leq \frac{2 r^{2}}{b-a} \cdot \max _{x \in[a, b]}|p(x)|
$$

Kroó and Swetits [KS92] use the Chebyshev polynomials to construct the so-called (univariate) needle polynomials.

Definition 4.4. For $r \in \mathbb{N}, h \in(0,1)$, we define the needle polynomial $\nu_{r}^{h} \in \mathbb{R}[x]_{4 r}$ by

$$
\nu_{r}^{h}(x)=\frac{\mathcal{C}_{r}^{2}\left(1+h^{2}-x^{2}\right)}{\mathcal{C}_{r}^{2}\left(1+h^{2}\right)}
$$

Additionally, we define the $\frac{1}{2}$-needle polynomial $\widehat{\nu}_{r}^{h} \in \mathbb{R}[x]_{4 r}$ by

$$
\widehat{\nu}_{r}^{h}(x)=\mathcal{C}_{2 r}^{2}\left(\frac{2+h-2 x}{2-h}\right) \cdot \mathcal{C}_{2 r}^{-2}\left(\frac{2+h}{2-h}\right)
$$

By construction, the needle polynomials $\nu_{r}^{h}$ and $\widehat{\nu}_{r}^{h}$ are squares and have degree $4 r$. They approximate well the Dirac delta function at 0 on $[-1,1]$ and $[0,1]$, respectively. In [Sen90], a construction similar to the needles presented here is used to obtain the best polynomial approximation of the Dirac delta in terms of the Hausdorff distance. In our proof of Theorem 4.2 below, we will only need the $\frac{1}{2}$-needle polynomials. For completeness, however, we will cover both variants here. As we discuss briefly at the end of this Chapter, the (regular) needle polynomials were actually used to analyse the measure-based hierarchy in [SL20], but this analysis has since been made obsolete by the results presented in this chapter.

The needle polynomials satisfy the following bounds (see Figure 4.1 and Figure 4.2 for an illustration).


Figure 4.1. The needle polynomials $\nu_{4}^{h}$ (orange), $\nu_{6}^{h}$ (blue) for $h=1 / 5$.


Figure 4.2. The $\frac{1}{2}$-needle polynomials $\widehat{\nu}_{4}^{h^{2}}$ (orange), $\widehat{\nu}_{6}^{h^{2}}$ (blue) for $h=1 / 5$.

Theorem 4.5 (cf. [KS92, KL12, Kro15]). For any $r \in \mathbb{N}$ and $h \in(0,1)$, the following properties hold for the polynomials $\nu_{r}^{h}$ and $\widehat{\nu}_{r}^{h}$ :

$$
\begin{align*}
\nu_{r}^{h}(0) & =1, & &  \tag{4.6}\\
0 \leq \nu_{r}^{h}(x) & \leq 1 & & \text { for } x \in[-1,1],  \tag{4.7}\\
\nu_{r}^{h}(x) & \leq 4 e^{-\frac{1}{2} r h} & & \text { for } x \in[-1,1] \text { with }|x| \geq h,  \tag{4.8}\\
\widehat{\nu}_{r}^{h}(0) & =1, & &  \tag{4.9}\\
0 \leq \widehat{\nu}_{r}^{h}(x) & \leq 1 & & \text { for } x \in[0,1],  \tag{4.10}\\
\widehat{\nu}_{r}^{h}(x) & \leq 4 e^{-\frac{1}{2} r \sqrt{h}} & & \text { for } x \in[0,1] \text { with } x \geq h . \tag{4.11}
\end{align*}
$$

As this result plays a central role in our treatment we give a short proof, following the argument given in [LP19]. We need the following lemma.

Lemma 4.6. For any $r \in \mathbb{N}, x \in[0,1)$, we have:

$$
\mathcal{C}_{r}(1+x) \geq \frac{1}{2} e^{r \sqrt{x} \log (1+\sqrt{2})} \geq \frac{1}{2} e^{\frac{1}{4} r \sqrt{x}} .
$$

Proof. Using the explicit expression (4.5) for $\mathcal{C}_{r}$, we have:

$$
\begin{aligned}
2 \mathcal{C}_{r}(1+x) & \geq\left(1+x+\sqrt{(1+x)^{2}-1}\right)^{r}=\left(1+x+\sqrt{2 x+x^{2}}\right)^{r} \\
& \geq(1+\sqrt{2 x})^{r}=e^{r \log (1+\sqrt{2} \cdot \sqrt{x})} .
\end{aligned}
$$

By concavity of the logarithm, we have:

$$
\begin{aligned}
\log (1+\sqrt{2} \sqrt{x}) & =\log (\sqrt{x} \cdot(1+\sqrt{2})+(1-\sqrt{x}) \cdot 1) \\
& \geq \sqrt{x} \cdot \log (1+\sqrt{2})+(1-\sqrt{x}) \log (1) \\
& =\sqrt{x} \cdot \log (1+\sqrt{2}) \geq \frac{1}{4} \sqrt{x},
\end{aligned}
$$

and so, using the above lower bound on $\mathcal{C}_{r}(1+x)$, we obtain:

$$
\mathcal{C}_{r}(1+x) \geq \frac{1}{2} e^{r \sqrt{x} \log (1+\sqrt{2})} \geq \frac{1}{2} e^{\frac{1}{4} r \sqrt{x}} .
$$

Proof of Theorem 4.5. Properties (4.6), (4.9) are clear. We first check (4.7)-(4.8). If $|x| \leq h$ then $1+h^{2} \geq 1+h^{2}-x^{2} \geq 1$, giving $\nu_{r}^{h}(x) \leq \nu_{r}^{h}(0)=$ 1 by monotonicity of $\mathcal{C}_{r}(x)$ on $[1, \infty)$. Assume now $h \leq|x| \leq 1$. Then $\mathcal{C}_{r}^{2}\left(1+h^{2}-t^{2}\right) \leq 1$ as $1+h^{2}-x^{2} \in[-1,1]$, and $\mathcal{C}_{r}^{2}\left(1+h^{2}\right) \geq 1$ (again by monotonicity), which implies $\nu_{r}^{h}(x) \leq 1$. In addition, since $\mathcal{C}_{r}\left(1+h^{2}\right) \geq \frac{1}{2} e^{\frac{1}{4} r h}$ by Lemma 4.6, we obtain $\nu_{r}^{h}(x) \leq \mathcal{C}_{r}^{-2}\left(1+h^{2}\right) \leq 4 e^{-\frac{1}{2} r h}$.

We now check (4.10)-(4.11). If $x \in[0, h]$ then $\widehat{\nu}_{r}^{h}(x) \leq \widehat{\nu}_{r}^{h}(0)=1$ follows by monotonicity of $\mathcal{C}_{2 r}(x)$ on $[1, \infty)$. Assume now $h \leq x \leq 1$. Then,
$\frac{2+h-2 x}{2-h} \in[-1,1]$ and thus $\mathcal{C}_{2 r}^{2}\left(\frac{2+h-2 x}{2-h}\right) \leq 1$. On the other hand, we have $\mathcal{C}_{2 r}^{2}\left(\frac{2+h}{2-h}\right) \geq 1$, which gives $\widehat{\nu}_{r}^{h}(x) \leq 1$. In addition, as $\frac{2+h}{2-h} \geq 1+h \geq 1$, using again monotonicity of $\mathcal{C}_{2 r}$ and Lemma 4.6, we get $\mathcal{C}_{2 r}^{2}\left(\frac{2+h}{2-h}\right) \geq \mathcal{C}_{2 r}^{2}(1+h) \geq$ $\frac{1}{4} e^{\frac{1}{2} r \sqrt{h}}$, which implies (4.11).

The following lemma gives a simple lower estimator on $[0,1]$ for a nonnegative polynomial $p$ of given degree with $p(0)=1$. This lower estimator allows us to lower bound the value of the $\frac{1}{2}$-needle polynomials on small intervals $[0, h], h>0$. Such a lower bound will be useful in the proof of Theorem 4.2 below.

Lemma 4.7. Let $p \in \mathbb{R}[x]_{r}$ be a polynomial, which is nonnegative over $\mathbb{R}_{\geq 0}$ and satisfies $p(0)=1, p(x) \leq 1$ for all $x \in[0,1]$. Let $\Lambda_{r}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ be defined by:

$$
\Lambda_{r}(x)= \begin{cases}1-2 r^{2} x & \text { if } x \leq \frac{1}{2 r^{2}} \\ 0 & \text { otherwise }\end{cases}
$$

Then $\Lambda_{r}(x) \leq p(x)$ for all $x \in \mathbb{R}_{\geq 0}$.
Proof. Suppose not. Then there exists $s \in \mathbb{R}_{\geq 0}$ such that $\Lambda_{r}(s)>p(s)$. As $p \geq 0$ on $\mathbb{R}_{\geq 0}, p(0)=1$ and $\Lambda_{r}(x)=0$ for $x \geq \frac{1}{2 r^{2}}$, we have $0<s<\frac{1}{2 r^{2}}$. We find that $p(s)-p(0)<\Lambda_{r}(s)-1=-2 r^{2} s$. Now, by the mean value theorem, there exists an element $z \in(0, s)$ such that $p^{\prime}(z)=\frac{p(s)-p(0)}{s}<$ $\frac{-2 r^{2} s}{s}=-2 r^{2}$. But this is in contradiction with Lemma 4.3, which implies that $\max _{x \in[0,1]}\left|p^{\prime}(x)\right| \leq 2 r^{2}$.

Corollary 4.8. Let $h \in(0,1)$, and let $\nu_{r}^{h}, \widehat{\nu}_{r}^{h}$ as above. Then $\Lambda_{4 r}(x) \leq$ $\nu_{r}^{h}(x)=\nu_{r}^{h}(-x)$ and $\Lambda_{4 r}(x) \leq \widehat{\nu}_{r}^{h}(x)$ for all $x \in[0,1]$. In particular, we thus have that:

$$
\widehat{\nu}_{r}^{h}(x) \geq 1-32 r^{2} x \geq \frac{1}{2} \quad \text { for all } x \in\left[0, \frac{1}{64 r^{2}}\right]
$$

### 4.2. Proof of the main result

We show the following restatement of Theorem 4.2.
Theorem 4.9. Assume $\mathbf{X}$ is connected compact and satisfies the above geometric condition (4.4). Then there exists a constant $C$ (depending only on $n$, the Lipschitz constant of $f$ and $\mathbf{X}$ ) such that:

$$
\mathrm{ub}(f, \mathbf{X})_{r}^{\mathrm{pf}}-f_{\min } \leq C \frac{\log ^{2} r}{r^{2}}\left(f_{\max }-f_{\min }\right) \quad \text { for all large } r .
$$

The rest of this section is devoted to the proof of Theorem 4.9. We will make the following assumptions in order to simplify notation in our arguments. Let $\mathbf{x}^{*}$ be a global minimizer of $f$ in $\mathbf{X}$. After applying a suitable translation (replacing $\mathbf{X}$ by $\mathbf{X}-\mathbf{x}^{*}$ and the polynomial $f$ by the polynomial $\mathbf{x} \mapsto f\left(\mathbf{x}-\mathbf{x}^{*}\right)$ ),
we may assume that $\mathbf{x}^{*}=0$, that is, we may assume that the global minimum of $f$ over $\mathbf{X}$ is attained at the origin. Furthermore, it suffices to work with the rescaled polynomial:

$$
F(x):=\frac{f(\mathbf{x})-f_{\min }}{f_{\max }-f_{\min }}
$$

which satisfies $F(\mathbf{X})=[0,1]$, with $F_{\min }=0$ and $F_{\max }=1$. Indeed, one can easily check that:

$$
\mathrm{ub}(f, \mathbf{X})_{r}^{\mathrm{pf}}-f_{\min } \leq\left(f_{\max }-f_{\min }\right) \mathrm{ub}(F, \mathbf{X})_{r}^{\mathrm{pf}}
$$

For clarity, we will denote by $\mu$ the Lebesgue measure on $\mathbb{R}^{n}$. Recall that the push-forward measure $\mu_{F}$ is defined by:

$$
\begin{equation*}
\mu_{F}(B)=\mu\left(F^{-1}(B)\right) \quad(B \subseteq \mathbb{R} \text { Borel }) \tag{4.12}
\end{equation*}
$$

Because of the scaling, the support of the $\mu_{F}$ is equal to $[0,1]$, and so:

$$
\begin{align*}
\mathrm{ub}(F, \mathbf{X})_{r}^{\mathrm{pf}} & =\inf _{s \in \Sigma[x]_{2 r}}\left\{\int_{0}^{1} x s(x) d \mu_{F}(x): \int_{0}^{1} s(x) d \mu_{F}(x)=1\right\} \\
& =\inf _{s \in \Sigma[x]_{2 r}}\left\{\int_{\mathbf{X}} F(\mathbf{x}) s(F(\mathbf{x})) d \mu(\mathbf{x}): \int_{\mathbf{X}} s(F(\mathbf{x})) d \mu(\mathbf{x})=1\right\} \tag{4.13}
\end{align*}
$$

In order to analyze the bound $\mathrm{ub}(F, \mathbf{X})_{r}^{\mathrm{pf}}$, we construct a univariate sum-ofsquares polynomial $s$ which approximates well the Dirac delta centered at the origin on the interval $[0,1]$, making use of the $\frac{1}{2}$-needle polynomials introduced above. Indeed, we consider the sum-of-squares polynomial $s(x):=C \widehat{\nu}_{r}^{h}(x)$, where $h \in(0,1)$ will be chosen later, and $C$ is chosen so that $s$ is a density on $[0,1]$ with respect to the measure $\mu_{F}$. That is:

$$
C=\left(\int_{\mathbf{X}} \widehat{\nu}_{r}^{h}(F(\mathbf{x})) d \mu(\mathbf{x})\right)^{-1}
$$

Therefore, $s$ is a feasible solution to (4.13), and so we obtain:

$$
\mathrm{ub}(F, \mathbf{X})_{r}^{\mathrm{pf}} \leq \int_{\mathbf{X}} F(\mathbf{x}) s(F(\mathbf{x})) d \mu(\mathbf{x})=\frac{\int_{\mathbf{X}} F(\mathbf{x}) \widehat{\nu}_{r}^{h}(F(\mathbf{x})) d \mu(\mathbf{x})}{\int_{\mathbf{X}} \widehat{\nu}_{r}^{h}(F(\mathbf{x})) d \mu(\mathbf{x})}
$$

Our goal is thus to show that:

$$
\begin{equation*}
\text { ratio }:=\frac{\int_{\mathbf{X}} F(\mathbf{x}) \widehat{\nu}_{r}^{h}(F(\mathbf{x})) d \mu(\mathbf{x})}{\int_{\mathbf{X}} \widehat{\nu}_{r}^{h}(F(\mathbf{x})) d \mu(\mathbf{x})}=O\left(\frac{\log ^{2} r}{r^{2}}\right) \tag{4.14}
\end{equation*}
$$

Define the set

$$
\mathbf{X}_{h}=\{\mathbf{x} \in \mathbf{X}: F(\mathbf{x}) \leq h\}
$$

We first work out the numerator of (4.14), which we split into two terms, depending whether we integrate on $\mathbf{X}_{h}$ or on its complement:

$$
\begin{aligned}
\int_{\mathbf{X}} F(\mathbf{x}) \widehat{\nu}_{r}^{h}(F(\mathbf{x})) d \mu(\mathbf{x}) & =\int_{\mathbf{X}_{h}} F(\mathbf{x}) \widehat{\nu}_{r}^{h}(F(\mathbf{x})) d \mu(\mathbf{x})+\int_{\mathbf{X} \backslash \mathbf{x}_{h}} F(\mathbf{x}) \widehat{\nu}_{r}^{h}(F(\mathbf{x})) d \mu(\mathbf{x}) \\
& \leq h \int_{\mathbf{X}_{h}} \widehat{\nu}_{r}^{h}(F(\mathbf{x})) d \mu(\mathbf{x})+\int_{\mathbf{X} \backslash \mathbf{X}_{h}} \widehat{\nu}_{r}^{h}(F(\mathbf{x})) d \mu(\mathbf{x})
\end{aligned}
$$

Here we have upper bounded $F(\mathbf{x})$ by $h$ on $\mathbf{X}_{h}$ and by 1 on $\mathbf{X} \backslash \mathbf{X}_{h}$. On the other hand, we can lower bound the denominator in (4.14) as follows:

$$
\int_{\mathbf{X}} \widehat{\nu}_{r}^{h}(F(\mathbf{x})) d \mu(\mathbf{x}) \geq \int_{\mathbf{X}_{h}} \widehat{\nu}_{r}^{h}(F(\mathbf{x})) d \mu(\mathbf{x})
$$

Combining the above two inequalities on the numerator and denominator we get:

$$
\text { ratio } \leq h+\frac{\int_{\mathbf{X} \backslash \mathbf{X}_{h}} \widehat{\nu}_{r}^{h}(F(\mathbf{x})) d \mu(\mathbf{x})}{\int_{\mathbf{X}_{h}} \widehat{\nu}_{r}^{h}(F(\mathbf{x})) d \mu(\mathbf{x})}
$$

Thus we only need to upper bound the second term above. We first work on the numerator. For any $x \in \mathbf{X} \backslash \mathbf{X}_{h}$ we have $F(\mathbf{x})>h$ and thus, using Theorem 4.5, we get $\widehat{\nu}_{r}^{h}(F(\mathbf{x})) \leq 4 e^{-\frac{1}{2} r \sqrt{h}}$. This implies that:

$$
\int_{\mathbf{X} \backslash \mathbf{X}_{h}} \widehat{\nu}_{r}^{h}(F(\mathbf{x})) d \mu(\mathbf{x}) \leq 4 e^{-\frac{1}{2} r \sqrt{h}} \mu(\mathbf{X})
$$

Next, we bound the denominator. Corollary 4.8 tells us that:

$$
\widehat{\nu}_{r}^{h}(x) \geq 1-32 r^{2} x \geq \frac{1}{2} \quad \text { for all } x \in\left[0, \frac{1}{64 r^{2}}\right]
$$

Set $\rho=\frac{1}{64 r^{2}}$. We will later choose $h \geq \rho$, so that $\mathbf{X}_{h} \supseteq \mathbf{X}_{\rho}:=\{\mathbf{x} \in \mathbf{X}$ : $F(\mathbf{x}) \leq \rho\}$ and $\widehat{\nu}_{r}^{h}(F(\mathbf{x})) \geq \frac{1}{2}$ for all $\mathbf{x} \in \mathbf{X}_{\rho}$. As $\mathbf{X}$ is compact, there exists a Lipschitz constant $C_{F}>0$ such that:

$$
F(\mathbf{x}) \leq C_{F}\|\mathbf{x}\| \quad \text { for all } \mathbf{x} \in \mathbf{X}
$$

Note that $\mathbf{X} \cap B_{\rho / C_{F}}^{n} \subseteq \mathbf{X}_{\rho}$. By the geometric assumption (4.4), we have:

$$
\mu\left(\mathbf{X} \cap B_{\rho / C_{F}}^{n}\right) \geq \eta_{\mathbf{X}}\left(\frac{\rho}{C_{F}}\right)^{N} \mu\left(B^{n}\right)
$$

for all $r$ large enough such that $\rho / C_{F} \leq \varepsilon_{\mathbf{X}}$. We can then lower bound the denominator as follows:

$$
\begin{aligned}
\int_{\mathbf{X}_{h}} \widehat{\nu}_{r}^{h}(F(\mathbf{x})) d \mu(\mathbf{x}) & \geq \int_{\mathbf{X}_{\rho}} \widehat{\nu}_{r}^{h}(F(\mathbf{x})) d \mu(\mathbf{x}) \geq \frac{1}{2} \mu\left(\mathbf{X}_{\rho}\right) \\
& \geq \frac{1}{2} \mu\left(\mathbf{X} \cap B_{\rho / C_{F}}^{n}\right) \geq \frac{1}{2} \eta_{\mathbf{X}}\left(\frac{\rho}{C_{F}}\right)^{N} \cdot \mu\left(B^{n}\right)
\end{aligned}
$$

Combining the above inequalities, we obtain:

$$
\text { ratio } \leq h+\frac{e^{-\frac{1}{2} r \sqrt{h}}}{\rho^{N}} \cdot \frac{8 \cdot \mu(\mathbf{X})\left(C_{F}\right)^{N}}{\eta_{\mathbf{X}} \mu\left(B^{n}\right)}
$$

If we now select $h=\left(4(N+1) \frac{\log r}{r}\right)^{2}$, we have $h \geq \rho$ and a straightforward computation shows that:

$$
\text { ratio }=O\left(\frac{\log ^{2} r}{r^{2}}\right)
$$

Here, the constant in the big O depends on $n, N, C_{F}, \eta_{\mathbf{X}}$ and $\mu(\mathbf{X})$. This concludes the proof of Theorem 4.9.

### 4.3. Separation for a special class of polynomials

In this section we consider in more detail the behaviour of the bounds $\mathrm{ub}(f, \mathbf{X})_{r}$ and $\mathrm{ub}(f, \mathbf{X})_{r}^{\mathrm{pf}}$ for the class of polynomials $f(x)=x^{2 k}$ (with $k \geq 1$ integer) on the interval $\mathbf{X}=[-1,1]$. Then $f([-1,1])=[0,1]$ and, by applying (4.3) to the polynomial $f(x)=x^{2 k}$, we have the following inequality:

$$
0 \leq \mathrm{ub}(f, \mathbf{X})_{2 r k} \leq \mathrm{ub}(f, \mathbf{X})_{r}^{\mathrm{pf}} \quad \text { for any } r \geq 1
$$

Note that for any $i \leq 2 k-1$, the $i$ th derivative of $f$ vanishes at its global minimizer 0 on $[-1,1]$. As we discuss a bit more at the end of this chapter, we may thus use $\left[\mathbf{S L 2 0}\right.$, Theorem 14] to find that $\mathrm{ub}(f, \mathbf{X})_{2 r k}=O\left(\log ^{2 k} r / r^{2 k}\right)$. On the other hand, the convergence rate in $O\left(\log ^{2} r / r^{2}\right)$ for $u b(f, \mathbf{X})_{r}^{\text {pf }}$ shown in Theorem 4.2 is optimal up to the log-factor. Indeed, we will show here a lower bound on $\operatorname{ub}(f, \mathbf{X})_{r}^{\mathrm{pf}}$ in $\Omega\left(1 / r^{2}\right)$.

ThEOREM 4.10. Let $\mathbf{X}=[-1,1]$ and let $f(x)=x^{2 k}$ for $k \geq 1$ integer. Then we have $\mathrm{ub}(f, \mathbf{X})_{r}^{\mathrm{pf}}=\Omega\left(1 / r^{2}\right)$.

For $k \in \mathbb{N}$, let $\mu_{k}:=\mu_{f}$ denote the push-forward measure (cf. (4.12)) of the Lebesgue measure on $[-1,1]$ by the function $f(x)=x^{2 k}$, and let $\left\{p_{k, i}(x): i \in \mathbb{N}\right\} \subseteq \mathbb{R}[x]$ denote the family of orthogonal polynomials that provide an orthonormal basis for $\mathbb{R}[x]$ w.r.t. the inner product $\langle\cdot, \cdot\rangle_{\mu_{k}}$ (see Chapter 1). Then, as shown in [dKL20b] and as explained in Chapter 2, the parameter $\mathrm{ub}(f, \mathbf{X})_{r}^{\mathrm{pf}}$ is equal to the smallest root of the polynomial $p_{k, r+1}(x)$. As it turns out, the push-forward measure $\mu_{k}$ here is of Jacobi type. Hence, we have information about the corresponding orthogonal polynomials $p_{k, i}$, whose extremal roots are well understood. Let us recall from Chapter 1 the classical Jacobi polynomials.

Lemma 4.11. Let $a, b>-1$. Consider the weight function $w_{a, b}(x)=$ $(1-x)^{a}(1+x)^{b}$ on the interval $[-1,1]$ and let $\left\{\mathcal{J}_{k}^{(a, b)}(x): i \in \mathbb{N}\right\}$ be the corresponding family of orthogonal polynomials. Then $\mathcal{J}_{i}^{(a, b)}$ is the degree $i$ Jacobi polynomial (with parameters $a, b$ ), and its smallest root $\xi_{i}^{a, b}$ satisfies:

$$
\begin{equation*}
\xi_{i}^{a, b}=-1+\Theta\left(1 / i^{2}\right) \tag{4.15}
\end{equation*}
$$

Lemma 4.12. For any integrable function $g$ on $[-1,1]$ we have the identity:

$$
\int_{-1}^{1} g\left(x^{2 k}\right) d x=\frac{1}{k} \int_{0}^{1} g(x) x^{-1+1 / 2 k} d x
$$

Hence, the push-forward measure $\mu_{k}$ is given by $d \mu_{k}(x):=\frac{1}{k} x^{-1+\frac{1}{2 k}} d x$ for $x \in[0,1]$.

Proof. It suffices to show the first claim, which follows by making a change of variables $t=x^{2 k}$ so that we get

$$
\int_{-1}^{1} g\left(x^{2 k}\right) d x=2 \int_{0}^{1} g\left(x^{2 k}\right) d x=2 \int_{0}^{1} g(t) \frac{t^{-1+\frac{1}{2 k}}}{2 k} d t=\frac{1}{k} \int_{0}^{1} g(t) t^{-1+\frac{1}{2 k}} d t
$$

Proof of Theorem 4.10. By applying the change of variables $x=2 t-$ 1, we see that the Jacobi type measure $(1-x)^{a}(1+x)^{b} d x$ on $[-1,1]$ corresponds to the measure $2^{a+b}(1-t)^{a} t^{b} d t$ on $[0,1]$ and that (up to scaling) the orthogonal polynomials for the latter measure on $[0,1]$ are given by $t \mapsto p_{i}^{a, b}(2 t-1)$ for $i \in \mathbb{N}$.

If we set $a=0$ and $b=-1+1 / 2 k$, then the measure obtained in this way on $[0,1]$ is precisely the push-forward measure $\mu_{k}$ (see Lemma 4.12). Hence, we can conclude that (up to scaling) the orthogonal polynomials $p_{k, i}$ for $\mu_{k}$ on $[0,1]$ are given by $p_{k, i}(t)=\mathcal{J}_{i}^{(a, b)}(2 t-1)$ for each $i \in \mathbb{N}$. Therefore, the smallest root of $p_{k, r+1}(t)$ is equal to $\left(\xi_{r+1}^{a, b}+1\right) / 2=\Theta\left(1 / r^{2}\right)$ by (4.15). In particular, we can conclude that $\mathrm{ub}(f,[-1,1])_{r}^{\mathrm{pf}}=\Omega\left(1 / r^{2}\right)$ for any $k \geq 1$.

### 4.4. On the geometric assumption

As mentioned above, the condition (4.4) is a weaker version of a condition introduced in [dKLS17]. There, the authors demand that there exist constants $\eta_{\mathbf{X}}, \varepsilon_{\mathbf{X}}$ such that

$$
\begin{equation*}
\operatorname{vol}\left(\mathbf{X} \cap B_{\delta}^{n}(\mathbf{x})\right) \geq \eta_{\mathbf{X}} \delta^{n} \operatorname{vol}\left(B^{n}\right) \quad \forall \mathbf{x} \in \mathbf{X}, \forall 0<\delta \leq \varepsilon_{\mathbf{X}} \tag{4.16}
\end{equation*}
$$

The difference is that the power of $\delta$ in (4.16) is fixed to be the dimension $n$ of $\mathbf{X}$, whereas it is allowed to be an arbitrary $N \geq n$ in (4.4).

Condition (4.4) is satisfied by a significantly larger class of sets $\mathbf{X}$ than (4.16). In particular, as we will observe below, sets satisfying (4.4) may have polynomial cusps, whereas sets satisfying (4.16) may not have any cusps at all.

Example 4.13. Consider the set $\mathbf{X}=\left\{\mathbf{x} \in \mathbb{R}^{2}: 0 \leq \mathbf{x}_{1} \leq 1,0 \leq \mathbf{x}_{2} \leq \mathbf{x}_{1}^{2}\right\}$ (see Figure 4.3). This set $\mathbf{X}$ satisfies (4.4) (with $N=3$ ), but it does not satisfy (4.16). Indeed, for the point $0 \in \mathbf{X}$ we have

$$
\operatorname{vol}\left(\mathbf{X} \cap B_{\delta}^{2}(0)\right) \leq \int_{0}^{\delta} t^{2} d t=\frac{1}{3} \delta^{3}
$$

and conclude (4.16) cannot be satisfied at $\mathbf{x}=0$. Note that the point 0 is indeed a polynomial cusp of the set $\mathbf{X}$.

Example 4.14. Consider the set $\mathbf{X}=\left\{\mathbf{x} \in \mathbb{R}^{2}: 0 \leq \mathbf{x}_{1} \leq 1,0 \leq \mathbf{x}_{2} \leq\right.$ $\left.\exp \left(-1 / \mathbf{x}_{1}\right)\right\}$ (see Figure 4.3). This set $\mathbf{X}$ does not satisfy (4.4) (and, as a consequence, does not satisfy (4.16)). Indeed, for the point $0 \in \mathbf{X}$ we have

$$
\operatorname{vol}\left(\mathbf{X} \cap B_{\delta}^{2}(0)\right) \leq \int_{0}^{\delta} \exp (-1 / t) d t \leq \delta \exp (-1 / \delta)
$$

Now note that for any $N, \eta>0$ fixed, we have:

$$
\lim _{\delta \rightarrow 0} \frac{\eta \delta^{N}}{\delta \exp (-1 / \delta)}=\infty
$$

and so (4.4) can not be satisfied at $\mathbf{x}=0$. Note that the point 0 is an exponential cusp of $\mathbf{X}$.

It turns out that compact semialgebraic sets which have a dense interior (aka being fat) satisfy Assumption 4.1, as is shown essentially in [WP86].

Definition 4.15. A set $\mathbf{X} \subseteq \mathbb{R}^{n}$ is called fat if $\mathbf{X} \subseteq \overline{\operatorname{int}(\mathbf{X})}$, i.e., the interior of $\mathbf{X}$ is dense in $\mathbf{X}$.

Theorem 4.16 ([WP86], Theorem 6.4, see also Remark 6.5). Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a compact, fat semialgebraic ${ }^{1}$ set. Then there exist constants $\eta>0, N \geq 1$ and a positive integer $d \in \mathbb{N}$ such that one may find a polynomial $h_{\mathbf{x}}$ of degree $d$ for each $\mathbf{x} \in \mathbf{X}$ satisfying:

$$
\begin{align*}
& h_{\mathbf{x}}(0)=\mathbf{x} \\
& h_{\mathbf{x}}(t) \in \mathbf{X} \text { for } t \in[0,1], \text { and } \\
& B_{\eta t^{N}}^{n}\left(h_{\mathbf{x}}(t)\right) \subseteq \mathbf{X} \text { for } t \in[0,1] \tag{4.17}
\end{align*}
$$

Furthermore, the polynomials $h_{\mathbf{x}}$ may be chosen such that $\left\|\mathbf{x}-h_{\mathbf{x}}(t)\right\| \leq t$ for all $\mathbf{x} \in \mathbf{X}, t \in[0,1]$.

Corollary 4.17. Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a compact, fat semialgebraic set. Then $\mathbf{X}$ satisfies Assumption 4.1.

Proof. For $\mathbf{x} \in \mathbf{X}$, let $\eta, N$ and $h_{\mathbf{x}}$ be as in Theorem 4.16. We may assume that $h_{t}:=h_{\mathbf{x}}(t) \in B_{t}^{n}(\mathbf{x})$ for all $t \in[0,1]$. For clarity, we write $B(\mathbf{y}, a):=B_{a}^{n}(\mathbf{y})$ in the rest of the proof.

Using the triangle inequality and (4.17) we find that

$$
\operatorname{vol} B\left(h_{t}, \eta t^{N}\right) \leq \operatorname{vol}\left(B\left(\mathbf{x}, t+\eta t^{N}\right) \cap \mathbf{X}\right) \leq \operatorname{vol}(B(\mathbf{x},(1+\eta) t) \cap \mathbf{X})
$$

[^0]for all $t \in[0,1]$, noting that $t^{N} \leq t$ in this case. But now substituting $\delta=$ $(1+\eta) t$ yields:
$\operatorname{vol}(B(\mathbf{x}, \delta) \cap \mathbf{X}) \geq \operatorname{vol} B\left(h_{t}, \eta \delta^{N}(1+\eta)^{-N}\right)=\left(\frac{\eta}{(1+\eta)^{N}}\right)^{n} \cdot \delta^{N n} \operatorname{vol} B(\mathbf{x}, 1)$,
showing (4.4) holds for $0<\delta \leq \varepsilon_{\mathbf{X}}:=(1+\eta)$ and $\eta_{\mathbf{X}}=\eta^{n}(1+\eta)^{-N n}$.


Figure 4.3. The set $\mathbf{X}=\left\{\mathbf{x} \in \mathbb{R}^{2}: 0 \leq \mathbf{x}_{1} \leq 1,0 \leq \mathbf{x}_{2} \leq \mathbf{x}_{1}^{2}\right\}$ (left) and $\mathbf{X}=\left\{\mathbf{x} \in \mathbb{R}^{2}: 0 \leq \mathbf{x}_{1} \leq 1,0 \leq \mathbf{x}_{2} \leq \exp \left(-1 / \mathbf{x}_{1}\right)\right\}$ (right).

### 4.5. Discussion

We have shown a convergence rate in $O\left(\log ^{2} r / r^{2}\right)$ for the approximations $\mathrm{ub}(f, \mathbf{X})_{r}^{\text {pf }}$ of the minimum of a polynomial $f$ over a compact set $\mathbf{X}$ satisfying the minor geometric assumption (4.4). This includes in particular fat semialgebraic sets. As a direct consequence this rate also holds for the regular measure-based bounds $\operatorname{ub}(f, \mathbf{X})_{r}$. Furthermore, we have shown that this analysis is near-optimal, in the sense that the asymptotic behaviour of the error range $\mathrm{ub}(f, \mathbf{X})_{r}^{\mathrm{pf}}-f_{\text {min }}$ is in $O\left(\log ^{2} r / r^{2}\right)$ in general and in $\Omega\left(1 / r^{2}\right)$ for an infinite class of polynomials.

In fact, a rate in $O\left(\log ^{2} r / r^{2}\right)$ for the bounds $\operatorname{ub}(f, \mathbf{X})_{r}$ is established directly in our work [SL20]. The argument there makes use of both the needle and $\frac{1}{2}$-needle polynomials. It is significantly more complicated than the proof of Theorem 4.9 above, as it relies more intricately on the geometric properties of the set $\mathbf{X}$. Furthermore, the result applies less generally than Theorem 4.9;
namely only to convex bodies. For these reasons, we have not included it in this thesis.

One advantage of the (proof of) the result in [SL20], however, is that it allows quite easily to show an improved convergence rate in $O\left(\log ^{k} r / r^{k}\right)$ of the bounds $\mathrm{ub}(f, \mathbf{X})_{r}$ when the first $k$ derivatives of $f$ vanish at its global minimizer. Using this fact, we showed in Section 4.3 that although the worst-case guarantees on the convergence of the regular measure-based bounds $\mathrm{ub}(f, \mathbf{X})_{r}$ and push-forward bounds $\mathrm{ub}(f, \mathbf{X})_{r}^{\mathrm{pf}}$ are very similar, a large separation may exist for certain polynomials (e.g., when $f(x)=x^{2 k}, k \geq 2$ ).

The main question left open is whether the log-factor in our main result can be avoided. This factor arises from our analysis technique, and in particular from our use of the needle polynomials to approximate the Dirac function on $[0,1]$. Recall from Chapter 3 that a rate in $O\left(1 / r^{2}\right)$ may be established for the bounds $\operatorname{ub}(f, \mathbf{X}, \mu)_{r}$ in several (fundamental) special cases. To obtain such rates, one ultimately relies on understanding the behaviour of certain orthogonal polynomials on the interval $[-1,1]$ w.r.t. the Chebyshev measure (cf. Chapter 2). In the push-forward setting, the relevant orthogonal polynomials are much more poorly understood. Therefore, it seems hard to establish a rate in $O\left(1 / r^{2}\right)$ for the bounds $\operatorname{ub}(f, \mathbf{X}, \mu)_{r}^{\mathrm{pf}}$, even when $\mathbf{X}$ is a well-structured set.

A second question is whether the upper bounds converge significantly more slowly on sets $\mathbf{X}$ which do not satisfy the geometric assumption (4.4). We suspect that this might be the case, particularly when $\mathbf{X}$ has exponential cusps (see Figure 4.3).

Acknowledgments. We wish to thank Edouard Pauwels for bringing the needle polynomials to our attention.

## CHAPTER 5

## Computational aspects of measure-based bounds

> Whenever a man can get hold of numbers, they are invaluable: if correct, they assist in informing his own mind, but they are still more useful in deluding the minds of others.

Charles Babbage

This chapter is partly based on my joint works [SL20, SL21a] with Monique Laurent.

In this chapter, we discuss some computational aspects of the measurebased upper bounds $\mathrm{ub}(f)_{r}$ and $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$ for the minimization of a polynomial $f$ over a compact (semialgebraic) set X. In Section 5.1, we outline potential challenges in computing the values of these bounds, and offer some suggestions to address them. In Section 5.2, we discuss the problem of obtaining approximate minimizers $\widetilde{\mathbf{x}} \approx \mathbf{x}^{*} \in \mathbf{X}$ of $f$ based on feasible solutions (i.e., sum-ofsquares densities) to the programs defining $\mathrm{ub}(f)_{r}$ and $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$. Finally, in Section 5.3, we present some numerical examples that illustrate the practical behaviour of these bounds and some of the results of Chapters 3 and 4 .

We only introduce a few (minor) new ideas in these sections. Their main purpose is rather to highlight some aspects of the measure-based bounds which are not very well explored in the literature, and offer potentially interesting new directions for future research.

### 5.1. Computing the measure-based bounds

Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a compact set and let $f \in \mathbb{R}[\mathbf{x}]$ be a polynomial of degree d. We consider the optimization problem:

$$
\begin{equation*}
f_{\min }:=\min _{\mathbf{x} \in \mathbf{X}} f(\mathbf{x}) \tag{5.1}
\end{equation*}
$$

Let $\mu$ be a positive Borel measure supported on $\mathbf{X}$. Recall the definition of Lasserre's measure-based hierarchies of upper bounds on $f_{\min }$ :

$$
\begin{align*}
\mathrm{ub}(f, \mathbf{X}, \mu)_{r} & =\inf _{q \in \Sigma[\mathbf{x}]_{2 r}}\left\{\int_{\mathbf{X}} f(\mathbf{x}) q(\mathbf{x}) d \mathbf{x}: \int_{\mathbf{X}} q(\mathbf{x}) d \mathbf{x}=1\right\}  \tag{5.2}\\
\mathrm{ub}(f, \mathbf{X}, \mu)_{r}^{\mathrm{pf}} & =\inf _{u \in \Sigma[x]_{2 r}}\left\{\int_{\mathbf{X}} f(\mathbf{x}) u(f(\mathbf{x})) d \mathbf{x}: \int_{\mathbf{X}} u(f(\mathbf{x})) d \mathbf{x}=1\right\} \tag{5.3}
\end{align*}
$$

For convenience, we will often omit the dependence of these bounds on $\mathbf{X}$ and $\mu$ in the notation; writing simply $\mathrm{ub}(f)_{r}$ and $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$. A feasible solution $u \in \Sigma[x]_{2 r}$ to (5.3) corresponds to a feasible solution $q(\mathbf{x})=u(f(\mathbf{x}))$ to (5.2). That is, for any $r \in \mathbb{N}$, we have:

$$
\begin{equation*}
\mathrm{ub}(f)_{r}^{\mathrm{pf}} \leq \mathrm{ub}(f)_{r d} \tag{5.4}
\end{equation*}
$$

As we have seen in Section 2.2, the programs (5.2) and (5.3) may both be reduced to an eigenvalue optimization problem. Namely, we have:

$$
\begin{align*}
\mathrm{ub}(f)_{r} & =\lambda_{\min }\left(M_{f, r}(\mu), M_{1, r}(\mu)\right)  \tag{5.5}\\
\mathrm{ub}(f)_{r}^{\mathrm{pf}} & =\lambda_{\min }\left(M_{x, r}\left(\mu_{f}\right), M_{1, r}\left(\mu_{f}\right)\right) \tag{5.6}
\end{align*}
$$

Here, we make use of the (truncated) moment matrices for the measure $\mu$ and for the push-forward measure $\mu_{f}(\mathbf{x})$ given by $\mu_{f}(A)=\mu\left(f^{-1}(A)\right)$. For a polynomial $g \in \mathbb{R}[\mathbf{x}]$ and an integer $k$, they are defined as:

$$
\begin{align*}
\left(M_{g, r}(\mu)\right)_{\alpha, \beta} & =\int_{\mathbf{X}} g(\mathbf{x}) \mathbf{x}^{\alpha} \mathbf{x}^{\beta} d \mu(\mathbf{x}) & & (|\alpha|,|\beta| \leq r),(5.7) \\
\left(M_{x^{k}, r}\left(\mu_{f}\right)\right)_{i, j} & =\int_{f(\mathbf{X})} x^{i+j+k} d \mu_{f}(x)=\int_{\mathbf{X}} f(\mathbf{x})^{i+j+k} d \mu(\mathbf{x}) & & (i, j \leq r)
\end{align*}
$$

The formulations (5.5) and (5.6) (together with the equations (5.7) and (5.8)) reveal the main advantage of the push-forward bounds $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$ : Their computation involves matrices of size $r+1$, thus much smaller than the matrices of size $\binom{n+r}{r}$ involved in the computation of the regular measure-based bounds $\mathrm{ub}(f)_{r}$.
5.1.1. Computing moments. A major downside of the upper bounds $\mathrm{ub}(f)_{r}$ and $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$ over the more well-known lower bounds introduced in Chapter 2 is that their computation requires explicit knowledge of the moment matrices (5.7) and (5.8), respectively. From a practical point of view, this excludes many sets $\mathbf{X}$. Indeed, it is already hard in general to estimate the volume of a semialgebraic set [Las09a].

In certain special cases, on the other hand, closed form expressions of the moments $\int_{\mathbf{X}} \mathbf{x}^{\alpha} d \mu(\mathbf{x})$ are available. This includes the binary cube, the hypersphere, the unit ball, the box $[-1,1]^{n}$ and the standard simplex, see [dKL19]. Such expressions allow one to compute the entries of the moment matrices (5.7), (5.8) after writing $f(\mathbf{x})=\sum_{|\alpha| \leq d} f_{\alpha} \mathbf{x}^{\alpha}$ in the monomial basis and taking linear combinations.

For the regular bounds $\mathrm{ub}(f)_{r}$ this is straightforward, yet still computationally intensive as the matrices in (5.5) are of large size $\binom{n+r}{r}$. For the push-forward bounds $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$, only $O(r)$ different moments have to be computed. However, they are now of the form:

$$
\begin{equation*}
\int_{\mathbf{X}} f(\mathbf{x})^{k} d \mu(\mathbf{x}) \quad(k \leq 2 r) \tag{5.9}
\end{equation*}
$$

This poses a problem, as computing the $k$-th power $f(\mathbf{x})^{k}$ of $f$ (and expressing it in the monomial basis) is not a trivial task. Indeed, the polynomial $f(\mathbf{x})^{k}$ may have exponentially many terms. Naive computation of (5.9) therefore comes at the risk of losing any computational advantage over the regular (asymptotically stronger) bounds $\mathrm{ub}(f)_{r}$. This motivates the following question.

Question 5.1. Suppose we have access to the moments $\int_{\mathbf{X}} \mathbf{x}^{\alpha} d \mu(\mathbf{x})$ for certain $\mathbf{X} \subseteq \mathbb{R}^{n}$ and $\mu$. Given a polynomial $f \in \mathbb{R}[\mathbf{x}]$ and a number $k \in \mathbb{N}$, what is the most efficient way to (approximately) compute the integral:

$$
\int_{\mathbf{X}} f(\mathbf{x})^{k} d \mu(\mathbf{x}) ?
$$

5.1.2. Symmetry reduction. The role of symmetry and sparsity in the computation of the lower bounds $\operatorname{lb}(f, \mathcal{Q}(\mathbf{X}))_{r}$ (and its variants) is well explored in the literature. For the upper bounds, on the other hand, little is known.

We make here a small observation which could potentially be exploited in this setting. Suppose $G \subseteq O(n)$ is a compact group acting on $\mathbb{R}^{n}$ in the usual way. We say that $\mathbf{X} \subseteq \mathbb{R}^{n}$ is invariant under $G$ if $\pi(\mathbf{X})=\mathbf{X}$ for all $\pi \in G$. Similarly, we say a Borel measure $\mu$ on $G$ is invariant if $\mu(\pi(A))=\mu(A)$ for all $A \subseteq \mathbf{X}$ measurable. Finally, a polynomial $f \in \mathbb{R}[\mathbf{x}]$ is invariant if $f(\mathbf{x})=f(\pi(\mathbf{x}))$ for all $\mathbf{x} \in \mathbb{R}^{n}$ and $\pi \in G$.

Proposition 5.2. Let $G \subseteq O(n)$ compact. Assume that $\mathbf{X}, \mu$ and $f$ are all $G$-invariant. Then there exists an optimum solution $q \in \Sigma[\mathbf{x}]_{2 r}$ to the formulation (5.2) of $\mathrm{ub}(f, \mathbf{X}, \mu)_{r}$ which is $G$-invariant.

Proof. Let $\widetilde{q}$ be any optimum solution to (5.2). Let $\omega$ be the uniform probability measure on $G$, and consider the $G$-invariant density $q \in \Sigma[\mathbf{x}]_{2 r}$ given by:

$$
q(\mathbf{x})=\int_{G} \widetilde{q}(\pi(\mathbf{x})) d \omega(\pi) .
$$

Using the invariance of $\mathbf{X}, \mu$ and $f$, we find that:

$$
\int_{\mathbf{X}} f(\mathbf{x}) q(\mathbf{x}) d \mu(\mathbf{x})=\int_{G} \int_{\mathbf{X}} f(\mathbf{x}) \widetilde{q}(\pi(\mathbf{x})) d \mu(\mathbf{x}) d \omega(\pi)=\int_{\mathbf{X}} f(\mathbf{x}) \widetilde{q}(\mathbf{x}) d \mu(\mathbf{x}) .
$$

Therefore, $q$ is also an optimum solution to (5.2), as desired.
5.1.3. Parallelization. Finally, we wish to mention that the computation of the upper bounds is particularly suited to parallelization. Solving the eigenvalue formulations (5.5) and (5.6) requires a) computing the entries of the appropriate moment matrices and b) solving the resulting (generalized) eigenvalue problem. Both tasks can be performed in parallel after a suitable subdivision of the rows and/or columns of the involved matrices, assigning a block to each computational node. Indeed, one may iteratively compute eigenvalues using only matrix-vector multiplications. These matrix-vector multiplications are straightforwardly parallelizable.

In some very preliminary experiments, this approach leads to reasonable speedups for the bounds $\mathrm{ub}(f)_{r}$. For the push-forward bounds $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$, a naive parallel implementation does not seem to offer much improvement. As relatively few different moments $\int_{\mathbf{X}} f(\mathbf{x})^{k} d \mu(\mathbf{x})$ are involved there, one should probably focus instead on computing those integrals in parallel, see also Question 5.1 above.

### 5.2. Extracting minimizers

In this section we discuss a method for extracting a feasible solution $\widetilde{\mathbf{x}} \in \mathbf{X}$ to the minimization problem (5.1) from an optimum density $q_{r} \in \Sigma[\mathbf{x}]_{2 r}$ to the relaxation (5.2). The idea behind this method is already mentioned (in a slightly different context) in the work [dKLLS17]. In principle, we would like such solutions to satisfy the following properties:
(1) $f(\widetilde{\mathbf{x}}) \approx \mathrm{ub}(f)_{r}$;
(2) $\widetilde{\mathbf{x}} \approx \mathrm{x}^{*}$, meaning that $\left\|\widetilde{\mathbf{x}}-\mathrm{x}^{*}\right\|$ is small for some minimizer $\mathrm{x}^{*} \in \mathbf{X}$ of $f$;
(3) $\widetilde{\mathbf{x}} \in \mathbf{X}$, meaning that $\widetilde{\mathbf{x}}$ is a feasible solution to (5.1).

For simplicity, we assume throughout that we are in a setting where $\lim _{r \rightarrow \infty} \mathrm{ub}(f)_{r}=f_{\min }$, i.e., where the measure-based bounds converge to the optimum value of (5.1). We note that the optimum solution to (5.2) (and thus the density $q_{r}$ ) need not be unique. One should therefore interpret the results and statements below as being true independently of the choice of optimum solution.
5.2.1. A feasible point. For $r \in \mathbb{N}$, consider the point $\widetilde{\mathbf{x}}=\mathbf{x}^{(r)} \in \mathbb{R}^{n}$, defined in terms of an optimum density $q_{r} \in \Sigma[\mathbf{x}]_{2 r}$ as:

$$
\mathbf{x}_{i}^{(r)}:=\int_{\mathbf{X}} \mathbf{x}_{i} q_{r}(\mathbf{x}) d \mu(\mathbf{x}) \quad(1 \leq i \leq n)
$$

An immediate advantage of this approach is that $\mathbf{x}^{(r)}$ may easily be computed as long as the moments of $\mu$ are known. A second advantage is that $\mathbf{x}^{(r)}$ is a feasible solution to (5.1) as long as $\mathbf{X}$ is convex.

Proposition 5.3 ([dKLLS17]). If $\mathbf{X}$ is convex, then $\mathbf{x}^{(r)} \in \mathbf{X}$ for all $r \in \mathbb{N}$.

Finally, if the polynomial $f$ is also assumed to be convex on $\mathbf{X}$, the value $f\left(\mathbf{x}^{(r)}\right)$ of $f$ at $\mathbf{x}^{(r)}$ is at most equal to the upper bound $\mathrm{ub}(f)_{r}$. This follows readily after applying Jensen's inequality.

Proposition 5.4 ([dKLLS17]). Assume that $\mathbf{X}$ is convex and that $f$ is convex on $\mathbf{X}$. Then for each $r \in \mathbb{N}$, we have:

$$
f\left(\mathbf{x}^{(r)}\right) \leq \mathrm{ub}(f)_{r} .
$$

A consequence of Proposition 5.4 is that $\mathbf{x}^{(r)}$ converges to the set of minimizers of $f$.

Corollary 5.5. Assume that $\mathbf{X} \subseteq \mathbb{R}^{n}$ is convex and that $f$ is convex on $\mathbf{X}$. Write $\mathbf{X}^{*}=\left\{\mathbf{x} \in \mathbf{X}: f(\mathbf{x})=f_{\min }\right\}$ for the set of minimizers of $f$ on $\mathbf{X}$. Then we have:

$$
\lim _{r \rightarrow \infty} d_{\infty}\left(\mathbf{x}^{(r)}, \mathbf{X}^{*}\right)=0 .
$$

Here, $d_{\infty}\left(\mathbf{x}^{(r)}, \mathbf{X}^{*}\right):=\min _{\mathbf{x}^{*} \in \mathbf{X}^{*}}\left\|\mathbf{x}^{(r)}-\mathbf{x}^{*}\right\|_{\infty}$.
Proof. As both $\mathbf{X}$ and $f$ are convex, the set $\mathbf{X}^{*}$ is convex as well. Furthermore, $\mathbf{X}^{*} \subseteq \mathbf{X}$ is closed and thus compact (as $\mathbf{X}$ is compact). Now suppose that $\lim _{r \rightarrow \infty} d_{\infty}\left(\mathbf{x}^{(r)}, \mathbf{X}^{*}\right) \neq 0$. Then there exists an $\eta>0$ and a subsequence $\left(r_{i}\right)_{i \in \mathbb{N}}$ such that $d_{\infty}\left(\mathbf{x}^{\left(r_{i}\right)}, \mathbf{X}^{*}\right) \geq \eta$ for all $i \in \mathbb{N}$. Let $\mathbf{X}_{\eta}^{*}:=\{\mathbf{x} \in \mathbf{X}$ : $\left.d_{\infty}\left(\mathbf{x}, \mathbf{X}^{*}\right) \geq \eta\right\}$. Then $\mathbf{X}_{\eta}^{*}$ is a compact subset of $\mathbf{X}$ which does not intersect $\mathbf{X}^{*}$, and so:

$$
\min _{\mathbf{x} \in \mathbf{X}_{\eta}^{*}} f(\mathbf{x})>f_{\text {min }} .
$$

We may conclude that $\lim \inf _{r \rightarrow \infty} f\left(\mathbf{x}^{(r)}\right)>f_{\text {min }}$, which contradicts Proposition 5.4 (recalling that we assume that $\left.\lim _{r \rightarrow \infty} \mathrm{ub}(f)_{r}=f_{\text {min }}\right)$.

The assumption that $f$ is convex on $\mathbf{X}$ is rather prohibitive. In the rest of this section, we therefore explore what happens when we drop this assumption.
5.2.2. A negative result. We begin with a negative result showing that, in general, we cannot hope that $\mathbf{x}^{(r)}$ approximates a minimizer $\mathbf{x}^{*}$ of $f$ if we drop the convexity assumption on $f$. For this purpose, consider the interval $\mathbf{X}=[-1,1]$, equipped with the Lebesgue measure and set $f(x)=1-x^{2}$. Then the minimum $f_{\min }=0$ of $f$ on $\mathbf{X}$ is attained at $x^{*} \in\{-1,1\}$.

Lemma 5.6. Let $r \in \mathbb{N}$. There exists an optimum solution $q_{r} \in \Sigma[x]_{2 r}$ to the program (5.2) which is an even function, i.e., satisfying $q_{r}(x)=q_{r}(-x)$ for $x \in \mathbb{R}$.

Proof. Let $\widetilde{q}_{r} \in \Sigma[x]_{2 r}$ be any optimum solution to (5.2). Consider the polynomial $q_{r} \in \mathbb{R}[x]$ given by:

$$
q_{r}(x)=\frac{\widetilde{q}_{r}(x)+\widetilde{q}_{r}(-x)}{2}
$$

Clearly, $q_{r} \in \Sigma[x]_{2 r}$ is an even function. Furthermore, using the fact that $f(x)=1-x^{2}$ is even, we have:

$$
\int_{-1}^{1} f(x) q_{r}(x) d x=\int_{-1}^{1} f(x) \widetilde{q}_{r}(x) d x=\operatorname{ub}(f)_{r}
$$

Thus, $q_{r}$ is an optimum solution to (5.1), as desired.
Now suppose that we select our optimum density $q_{r}$ for each $r$ as in Lemma 5.6. Then, since $q_{r}$ is even, the candidate solution $\mathbf{x}^{(r)}$ is given for each $r$ by:

$$
\mathbf{x}^{(r)}=\int_{-1}^{1} x q_{r}(x) d x=0
$$

We thus obtain no information on the minimizers $\{-1,1\}$ of $f$ in this case.
5.2.3. A positive result. As the following proposition shows, when $f$ has a unique minimizer $\mathbf{x}^{*}$ on $\mathbf{X}$, asymptotic convergence of $\mathbf{x}^{(r)}$ to $\mathbf{x}^{*}$ is guaranteed. This may be seen as a generalization of Corollary 5.5.

Proposition 5.7. If $\mathbf{X}$ is compact and $f$ has a unique minimizer $\mathbf{x}^{*} \in \mathbf{X}$, then we have:

$$
\lim _{r \rightarrow \infty} \mathbf{x}^{(r)}=\mathbf{x}^{*}
$$

We recall that $\mathbf{x}^{(r)}$ is defined in terms of an optimum density $q_{r} \in \Sigma[\mathbf{x}]_{2 r}$ in (5.2) by $\mathbf{x}_{i}^{(r)}=\int_{\mathbf{X}} \mathbf{x}_{i} q_{r}(\mathbf{x}) d \mu(\mathbf{x}), 1 \leq i \leq n$.

Lemma 5.8. For $\mathbf{x} \in \mathbb{R}^{n}$ and $\eta \in \mathbb{R}$, let $D(\mathbf{x}, \eta):=\left\{\mathbf{y} \in \mathbb{R}^{n}:\|\mathbf{x}-\mathbf{y}\|_{\infty}<\eta\right\}$. Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be compact and assume that $f$ has unique minimizer $\mathbf{x}^{*}$ on $\mathbf{X}$. Then for any $\eta>0$, the optimum densities $q_{r}$ in (5.2) satisfy:

$$
\lim _{r \rightarrow \infty} \int_{\mathbf{X} \backslash D\left(\mathbf{x}^{*}, \eta\right)} q_{r}(\mathbf{x}) d \mu(\mathbf{x})=0 .
$$

Proof. Suppose not. Then there exists a subsequence $\left(r_{i}\right)_{i \in \mathbb{N}}$ and an $\varepsilon>0$ so that:

$$
\int_{\mathbf{X} \backslash D\left(\mathbf{x}^{*}, \eta\right)} q_{r_{i}}(\mathbf{x}) d \mu(\mathbf{x})>\varepsilon
$$

for all $i \in \mathbb{N}$. By compactness of $\mathbf{X}$ and uniqueness of the minimizer $\mathbf{x}^{*}$, we have:

$$
\min _{\mathbf{x} \in \mathbf{X} \backslash D\left(\mathbf{x}^{*}, \eta\right)} f(\mathbf{x})>f_{\text {min }} .
$$

But this implies that:

$$
\begin{aligned}
\mathrm{ub}(f)_{r_{i}} & =\int_{\mathbf{X}} q_{r_{i}}(\mathbf{x}) f(\mathbf{x}) d \mu(\mathbf{x}) \\
& =\int_{D\left(\mathbf{x}^{*}, \eta\right)} q_{r_{i}}(\mathbf{x}) f(\mathbf{x})+\int_{\mathbf{X} \backslash D\left(\mathbf{x}^{*}, \eta\right)} q_{r_{i}}(\mathbf{x}) f(\mathbf{x}) \\
& >(1-\varepsilon) f_{\min }+\varepsilon \cdot \min _{\mathbf{x} \in \mathbf{X} \backslash D\left(\mathbf{x}^{*}, \eta\right)} f(\mathbf{x}) \\
& =f_{\min }+\varepsilon \cdot\left(\min _{\mathbf{x} \in \mathbf{X} \backslash D\left(\mathbf{x}^{*}, \eta\right)} f(\mathbf{x})-f_{\min }\right)
\end{aligned}
$$

for all $i \in \mathbb{N}$, contradicting the fact that $\lim _{r \rightarrow \infty} \mathrm{ub}(f)_{r}=f_{\text {min }}$.
Proof of Proposition 5.7. Let $\varepsilon>0$ and fix an $i \in[n]$. As $\mathbf{X}$ is compact, there exists $\rho>0$ such that $\left|\mathbf{x}_{i}-\mathbf{x}_{i}^{*}\right|<\rho$ for all $\mathbf{x} \in \mathbf{X}$. For $r \in \mathbb{N}$, let $q_{r} \in \Sigma[\mathbf{x}]_{2 r}$ be an optimum density in (5.2). Then we have:

$$
\begin{aligned}
& \lim _{r \rightarrow \infty}\left|\mathbf{x}_{i}^{(r)}-\mathbf{x}_{i}^{*}\right|= \lim _{r \rightarrow \infty}\left|\int_{\mathbf{X}}\left(\mathbf{x}_{i}-\mathbf{x}_{i}^{*}\right) q_{r}(\mathbf{x}) d \mu(\mathbf{x})\right| \\
& \leq \lim _{r \rightarrow \infty}\left|\int_{D\left(\mathbf{x}^{*}, \varepsilon\right)}\left(\mathbf{x}_{i}-\mathbf{x}_{i}^{*}\right) q_{r}(\mathbf{x}) d \mu(\mathbf{x})\right| \\
&+\left|\int_{\mathbf{X} \backslash D\left(\mathbf{x}^{*}, \varepsilon\right)}\left(\mathbf{x}_{i}-\mathbf{x}_{i}^{*}\right) q_{r}(\mathbf{x}) d \mu(\mathbf{x})\right| \\
& \leq \varepsilon+\rho \lim _{r \rightarrow \infty}\left|\int_{\mathbf{X} \backslash D\left(\mathbf{x}^{*}, \varepsilon\right)}\left(\mathbf{x}_{i}-\mathbf{x}_{i}^{*}\right) q_{r}(\mathbf{x}) d \mu(\mathbf{x})\right|=\varepsilon
\end{aligned}
$$

making use of Lemma 5.8 (with $\eta=\varepsilon$ ) for the last equality. We have thus shown that $\lim _{r \rightarrow \infty} \mathbf{x}^{(r)}=\mathbf{x}^{*}$.
5.2.4. A quantitative result. We may bound the rate of convergence of $\mathbf{x}^{(r)}$ to $\mathbf{x}^{*}$ in terms of the convergence rate of $\mathrm{ub}(f)_{r}$ to $f_{\text {min }}$. This rate will depend on the local behaviour of $f$ near $\mathbf{x}^{*}$.

Proposition 5.9. Assume that $\mathbf{X}$ is compact and that $f$ has a unique minimizer $\mathbf{x}^{*} \in \mathbf{X}$. Assume further that there exist $c>0$ and $k \in \mathbb{N}$ such that:

$$
f(\mathbf{x}) \geq c\left\|\mathbf{x}-\mathbf{x}^{*}\right\|^{k}+f\left(\mathbf{x}^{*}\right) \quad(\mathbf{x} \in \mathbf{X})
$$

Then we have:

$$
\left\|\mathbf{x}^{(r)}-\mathbf{x}^{*}\right\|_{\infty} \leq 2\left(\frac{\operatorname{diam}_{\infty}(\mathbf{X})}{c} \cdot\left(\operatorname{ub}(f)_{r}-f_{\min }\right)\right)^{\frac{1}{k+1}}
$$

Here, $\operatorname{diam}_{\infty}(\mathbf{X}):=\max _{\mathbf{x}, \mathbf{y} \in \mathbf{X}}\|\mathbf{x}-\mathbf{y}\|_{\infty}<\infty$.
Lemma 5.10 (See also Lemma 3.2 in [SL20]). Suppose the conditions of Proposition 5.9 are met. Then, for any $\varepsilon>0$, we have:

$$
\int_{\mathbf{X} \backslash D\left(\mathbf{x}^{*}, \varepsilon\right)} q_{r}(\mathbf{x}) d \mu(\mathbf{x}) \leq \frac{\mathrm{ub}(f)_{r}-f_{\min }}{c \varepsilon^{k}} .
$$

Proof. By assumption, we have $f(\mathbf{x}) \geq c \varepsilon^{k}+f_{\min }$ for all $\mathbf{x} \notin D\left(\mathbf{x}^{*}, \varepsilon\right)$. Therefore, we find that:

$$
\operatorname{ub}(f)_{r}-f_{\min }=\int_{\mathbf{X}}\left(f(\mathbf{x})-f_{\min }\right) q_{r}(\mathbf{x}) d \mu(\mathbf{x}) \geq c \varepsilon^{k} \int_{\mathbf{X} \backslash D\left(\mathbf{x}^{*}, \varepsilon\right)} q_{r}(\mathbf{x}) d \mu(\mathbf{x}) .
$$

Proof of Proposition 5.9. Let $\varepsilon>0$ and fix $i \in[n]$. We have that:

$$
\begin{aligned}
\left|\mathbf{x}_{i}^{(r)}-\mathbf{x}_{i}^{*}\right| & =\left|\int_{\mathbf{X}}\left(\mathbf{x}_{i}-\mathbf{x}_{i}^{*}\right) q_{r}(\mathbf{x}) d \mu(\mathbf{x})\right| \\
& \leq\left|\int_{D\left(\mathbf{x}^{*}, \varepsilon\right)}\left(\mathbf{x}_{i}-\mathbf{x}_{i}^{*}\right) q_{r}(\mathbf{x}) d \mu(\mathbf{x})\right|+\left|\int_{\mathbf{X} \backslash D\left(\mathbf{x}^{*}, \varepsilon\right)}\left(\mathbf{x}_{i}-\mathbf{x}_{i}^{*}\right) q_{r}(\mathbf{x}) d \mu(\mathbf{x})\right| \\
& \leq \varepsilon+\operatorname{diam}_{\infty}(\mathbf{X}) \int_{\mathbf{X} \backslash D\left(\mathbf{x}^{*}, \varepsilon\right)} q_{r}(\mathbf{x}) d \mu(\mathbf{x}) \\
& \leq \varepsilon+\operatorname{diam}_{\infty}(\mathbf{X}) \frac{\mathrm{ub}(f)_{r}-f_{\min }}{c \varepsilon^{k}}
\end{aligned}
$$

making use of Lemma 5.10 for the last inequality. Now set:

$$
\varepsilon=\left(\frac{\operatorname{diam}_{\infty}(\mathbf{X})}{c}\left(\operatorname{ub}(f)_{r}-f_{\text {min }}\right)\right)^{1 /(k+1)}
$$

to finish the proof.
We note that the rate we obtain in Proposition 5.9 for the convergence of $\mathbf{x}^{(r)}$ to $\mathbf{x}^{*}$ is likely far from best-possible.
5.2.5. Sampling from the optimum density. One may also obtain feasible points $\widetilde{\mathbf{x}} \in \mathbf{X}$ by sampling $\widetilde{\mathbf{x}}$ according to an optimum density $q_{r} \in \Sigma[\mathbf{x}]_{2 r}$ coming from the relaxation (5.2). This idea is explored in some detail in [dKLS17, dKLLS17]. The main advantage of this approach is that such points $\widetilde{\mathbf{x}}$ satisfy $\mathbb{E}[\widetilde{\mathbf{x}}] \leq \operatorname{ub}(f)_{r}$ (without the need of any convexity assumptions). Indeed, this is by definition of the program (5.2). Furthermore, in certain cases, one may sample relatively efficiently using the method of conditional distributions, see [dKLS17] for details. Therefore, one may obtain a good feasible point $\widetilde{\mathbf{x}}$ with high probability after generating several samples.

### 5.3. Numerical examples

In this section, we illustrate the practical behaviour of the bounds $\mathrm{ub}(f)_{r}$ and $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$ using some numerical examples. Following earlier works [dKLS17, dKL18, dKLLS17], we mostly consider the test functions listed in Table 5.1, which are well-known in optimization. We compute the bounds using the eigenvalue reformulations, and solve the resulting eigenvalue problems using the linear algebra module of the SciPy package $\left[\mathbf{V G O}^{+} \mathbf{2 0}\right]$.

| Name | Formula | $f_{\text {min }}$ |
| :--- | :--- | :--- |
| Booth | $f_{\mathrm{bo}}(\mathbf{x})=\left(10 \mathbf{x}_{1}+20 \mathbf{x}_{2}-7\right)^{2}+\left(20 \mathbf{x}_{1}+10 \mathbf{x}_{2}-5\right)^{2}$ | $f_{\mathrm{bo}}\left(\frac{1}{10}, \frac{3}{10}\right)=0$ |
| Matyas | $f_{\mathrm{ma}}(\mathbf{x})=26\left(\mathbf{x}_{1}^{2}+\mathbf{x}_{2}^{2}\right)-48 \mathbf{x}_{1} \mathbf{x}_{2}$ | $f_{\mathrm{ma}}(0,0)=0$ |
| Camel | $f_{\mathrm{ca}}(\mathbf{x})=50 \mathbf{x}_{1}^{2}-\frac{2625}{4} \mathbf{x}_{1}^{4}+\frac{15625}{6} \mathbf{x}_{1}^{6}+25 \mathbf{x}_{1} \mathbf{x}_{2}+25 \mathbf{x}_{2}^{2}$ | $f_{\mathrm{ca}}(0,0)=0$ |
| Motzkin | $f_{\mathrm{mo}}(\mathbf{x})=64 \mathbf{x}_{1}^{4} \mathbf{x}_{2}^{2}+64 \mathbf{x}_{1}^{2} \mathbf{x}_{2}^{4}-48 \mathbf{x}_{1}^{2} \mathbf{x}_{2}^{2}+1$ | $f_{\mathrm{mo}}\left( \pm \frac{1}{2}, \pm \frac{1}{2}\right)=0$ |

TABLE 5.1. Polynomial test functions. In each case, $f_{\text {min }}$ is the global minimum of $f$ on $[-1,1]^{2}$.

### 5.3.1. Comparison of $\mathrm{ub}(f)_{r}$ and $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$ for polynomial test func-

 tions. First, we compare the bounds $\mathrm{ub}(f)_{r}$ and $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$ directly for the test functions $f \in\left\{f_{\mathrm{bo}}, f_{\mathrm{ma}}, f_{\mathrm{ca}}, f_{\mathrm{mo}}\right\}$ on the unit box $[-1,1]^{2}$ and the unit ball $B^{2}$ (w.r.t. the Lebesgue measure). Recall from (5.4) that $\mathrm{ub}(f)_{r d} \leq \mathrm{ub}(f)_{r}^{\mathrm{pf}}$ for $d=\operatorname{deg}(f)$, i.e., that the regular bound $\operatorname{ub}(f)_{r}$ is (asymptotically) stronger than the push-forward bound $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$.For $1 \leq r \leq 20$, we compute the values of the fraction:

$$
\operatorname{ratio}(f)_{r}:=\frac{\mathrm{ub}(f)_{r}^{\mathrm{pf}}-f_{\min }}{\mathrm{ub}(f)_{r}-f_{\min }}
$$

So, values of ratio $(f)_{r}$ smaller than 1 indicate good performance of the bounds $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$ in comparison to $\mathrm{ub}(f)_{r}$. The results can be found in Figure 5.3. Remarkably, it appears that the performance of the bound $u b(f)_{r}^{\mathrm{pf}}$ is comparable to (or better than) the performance of $\mathrm{ub}(f)_{r}$ in each instance, except for the Camel function. Additionally, we note that the performance of $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$ for the Motzkin polynomial is comparatively much better on the unit ball than on the unit box. Figure 5.1 shows a plot of the Camel function, as well as the sum-of-squares densities corresponding to $\mathrm{ub}(f)_{6}$ and $\mathrm{ub}(f)_{6}^{\mathrm{pf}}$ on the unit box.

Note that while the density corresponding to $u b(f)_{6}$ resembles the Dirac delta function centered at the global minimizer $(0,0)$ of the Camel function, the density corresponding to $\mathrm{ub}(f)_{6}^{\mathrm{pf}}$ instead mirrors the Camel function itself. This is not suprising, as the densities considered in the program (5.3) defining $\mathrm{ub}(f)_{r}^{\text {pf }}$ are of the form $q(\mathbf{x})=u\left(f_{\text {ca }}(\mathbf{x})\right)$.
5.3.2. Comparison of $\mathrm{ub}(f)_{r}$ and $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$ for a special class of polynomials. Next, we consider the polynomials $f(x)=x^{2 k}$ for $k \geq 1$ on the interval $[-1,1]$, which were treated in Section 4.3. Recall that this class of polynomials was used to show a large separation between the bounds $\mathrm{ub}(f)_{r}$ and $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$; namely we showed that for these polynomials, we have:

$$
\operatorname{ratio}(f)_{r}:=\frac{\mathrm{ub}(f)_{r}^{\mathrm{pf}}-f_{\min }}{\mathrm{ub}(f)_{r}-f_{\min }}=\Omega\left(r^{2 k-3}\right)
$$

In Figure 5.4, the values of $\operatorname{ratio}(f)_{r}$ are shown for $1 \leq r \leq 20$ and $1 \leq k \leq 5$. It can be seen that the performance of $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$ is comparable to the performance of $\mathrm{ub}(f)_{r}$ for $k=1$ (indeed, in this case we have $\left.\mathrm{ub}(f)_{r}^{\mathrm{pf}}=\mathrm{ub}(f)_{2 r}\right)$, but it is much worse for $k>1$, which matches our earlier findings in Section 4.3. In Figure 5.2, the optimal sum-of-squares densities $\sigma$ (corresponding to $\left.\mathrm{ub}(f)_{r}\right)$ and $\sigma_{\mathrm{pf}}$ (corresponding to $\left.\mathrm{ub}(f)_{r}^{\mathrm{pf}}\right)$ are depicted for $k=1,3,5$ and $r=6$. Note that while the density $\sigma$ changes very little as we increase $k$, the density $\sigma_{\text {pf }}$ grows increasingly 'flat' around the minimizer 0 of $f$ (mirroring the behavior of $f$ itself). As such, the density $\sigma_{\mathrm{pf}}$ is a comparatively much worse approximation of the Dirac delta function centered at 0 than $\sigma$. Note also that in this instance $\mathrm{ub}(f)_{r}=\mathrm{ub}(f)_{r+1}$ for even $r$, explaining the 'zig-zagging' behaviour of the ratio ratio $(f)_{r}$.
Comparison of $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$ and $\mathrm{ub}(f)_{r}$ for random instances of maximum cut. Finally, we consider some polynomial maximization problems on $[-1,1]^{n}$ coming from small instances of MaxCut. An instance of MaxCut with vertex set $[n]$ and edge weights $w_{i j} \geq 0$ can be written as:

$$
\begin{equation*}
\text { opt }:=\max _{\mathbf{x} \in[-1,1]^{n}} f(\mathbf{x}), \text { where } f(\mathbf{x}):=\frac{1}{4} \sum_{i, j \in[n]} w_{i j}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)^{2} \tag{5.10}
\end{equation*}
$$

Note that while $f$ is usually maximized over the discrete cube $\{-1,1\}^{n}$, the formulation (5.10) is equivalent as $f$ is convex.

Following [Las11], we create our instances by setting $w_{i j}=0$ with probability $p$, and sampling $w_{i j}$ uniformly from $[0,1]$ otherwise. In Table 5.2 , we list values of $\operatorname{ub}(f)_{r}^{\mathrm{pf}}$ and $\mathrm{ub}(f)_{r}$ for a few such random instances with $p=1 / 2$ and $n=8$. In each case, $\mathrm{ub}(f)_{r}^{\text {pf }}$ provides a better bound than $\mathrm{ub}(f)_{r}$. In Table 5.3, we list the average over 50 randomly generated instances of the ratios:

$$
\text { Error }=\frac{\mathrm{opt}-\mathrm{ub}(f)_{r}}{\mathrm{opt}} \quad \text { and } \quad \text { Error }_{\mathrm{pf}}=\frac{\mathrm{opt}-\mathrm{ub}(f)_{r}^{\mathrm{pf}}}{\mathrm{opt}}
$$

for $r \leq 4$ and $p \in\{1 / 4,1 / 2,3 / 4\}$. Although it seems ub $(f)_{r}^{\text {pf }}$ is more sensitive to changes in the density of the instances, we find again that it provides a better bound in general than $\operatorname{ub}(f)_{r}$.
5.3.3. Comparison of $\operatorname{ub}(f, \mathbf{X}, \mu)_{r}$ for different sets $\mathbf{X}$ and measures $\mu$. Finally, we compare the behaviour of the error $\operatorname{Error}(f ; \mathbf{X}, \mu)_{r}$ for the test functions of Table 5.1 on different sets $\mathbf{X}$; namely the hypercube, the unit ball, and a regular octagon in $\mathbb{R}^{2}$. On the unit ball and the regular octagon, we consider the Lebesgue measure. On the hypercube, we consider both the Lebesgue measure and the Chebyshev measure. In each case, we compute the Lasserre bounds of order $r$ in the range $1 \leq r \leq 20$, corresponding to sos-densities of degree up to 40 . For the hypercube, simplex and unit

|  |  | $r=1$ | $r=2$ | $r=3$ | $r=4$ | $r=5$ | $r=6$ | opt |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{Ex} 1$ | $\mathrm{ub}(f)_{r}$ | 1.58 | 2.06 | 2.45 | 2.82 | 3.16 | 3.46 |  |
|  | $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$ | 1.98 | 2.65 | 3.20 | 3.67 | 4.06 | 4.38 |  |
| $\operatorname{Ex} 2$ | $\mathrm{ub}(f)_{r}$ | 2.20 | 2.77 | 3.27 | 3.73 | 4.16 | 4.54 | $\mathbf{8 . 0 7}$ |
|  | $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$ | 2.61 | 3.41 | 4.11 | 4.72 | 5.25 | 5.71 |  |
| $\operatorname{Ex} 3$ | $\mathrm{ub}(f)_{r}$ | 2.03 | 2.56 | 3.02 | 3.43 | 3.81 | 4.14 | $\mathbf{7 . 2 4}$ |
|  | $\mathrm{ub}(f)_{r}^{\text {pf }}$ | 2.46 | 3.19 | 3.81 | 4.34 | 4.79 | 5.15 |  |
| $\operatorname{Ex} 4$ | $\mathrm{ub}(f)_{r}$ | 1.59 | 2.05 | 2.44 | 2.81 | 3.13 | 3.42 | $\mathbf{5 . 8 0}$ |
|  | $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$ | 1.98 | 2.62 | 3.15 | 3.60 | 3.97 | 4.28 |  |

Table 5.2. Values of $\mathrm{ub}(f)_{r}$ and $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$ for randomly generated instances of MaxCut ( $n=8, p=1 / 2$ ).

|  |  | $r=1$ | $r=2$ | $r=3$ | $r=4$ |
| :--- | :--- | :---: | :---: | :---: | :---: |
| $p=1 / 4$ | Error $^{2}$ | 0.72 | 0.65 | 0.59 | 0.53 |
|  | Error $_{\mathrm{pf}}$ | 0.66 | 0.57 | 0.48 | 0.40 |
| $p=1 / 2$ | Error | 0.73 | 0.65 | 0.59 | 0.53 |
|  | Error $_{\mathrm{pf}}$ | 0.68 | 0.56 | 0.47 | 0.39 |
| $p=3 / 4$ | Error | 0.73 | 0.64 | 0.57 | 0.49 |
|  | Error $_{\mathrm{pf}}$ | 0.65 | 0.53 | 0.43 | 0.35 |

Table 5.3. Average performance of the bounds $\mathrm{ub}(f)_{r}$ and $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$ for random instances of MaxCut $(n=8)$.
ball, closed form expressions for these moments are known (see, e.g., Table 1 in [dKL19]). For the octagon, they can be computed by triangulation.
5.3.4. The linear case. We consider first the case of a linear polynomial $f(\mathbf{x})=f_{\mathrm{li}}(\mathbf{x})=\mathbf{x}_{1}$ on $\mathbf{X}=[-1,1]^{2}$, equipped with the Lebesgue measure. Figure 5.5 shows the values of the parameters $\operatorname{Error}\left(f_{\mathrm{li}} ; \mathbf{X}\right)_{r}$ and $\operatorname{Error}\left(f_{\mathrm{li}} ; \mathbf{X}\right)_{r} \cdot r^{2}$. In accordance with Theorem 3.17 (and 3.16(ii)), it appears indeed that $\operatorname{Error}\left(f_{\mathrm{l}} ; \mathbf{X}\right)_{r}=O\left(1 / r^{2}\right)$, as suggested by the fact that the parameter $\operatorname{Error}\left(f_{\mathrm{li}} ; \mathbf{X}\right)_{r} \cdot r^{2}$ approaches a constant value as $r$ grows.

The unit ball. Next, we consider the unit ball $B^{2}$, again equipped with the Lebesgue measure. Figure 5.6 shows the values of the ratio:

$$
\begin{equation*}
\operatorname{Error}\left(f_{*} ; B^{2}\right)_{r} / \operatorname{Error}\left(f_{*} ;[-1,1]^{2}\right)_{r} \tag{5.11}
\end{equation*}
$$



Figure 5.1. The Camel function (left) and its sum-of-squares densities corresponding to $\mathrm{ub}(f)_{6}$ (middle) and $\mathrm{ub}(f)_{6}^{\mathrm{pf}}$ (right) on the unit box.


Figure 5.2. The functions $f(x)=x^{2 k}$ and their sum-ofsquares densities corresponding to $\mathrm{ub}(f)_{6}$ and $\mathrm{ub}(f)_{6}^{\mathrm{pf}}$ on the interval $[-1,1]$ for $k=1$ (left), $k=3$ (middle) and $k=5$ (right).
for $* \in\{\mathrm{li}, \mathrm{qu}, \mathrm{bo}, \mathrm{ma}, \mathrm{ca}, \mathrm{mo}\}$. Here, $f_{\mathrm{qu}} \in \mathbb{R}[\mathbf{x}]$ is the quadratic polynomial:

$$
f_{\mathrm{qu}}(\mathrm{x})=\mathrm{x}_{1}+\mathrm{x}_{2}^{2} .
$$

In each case, the ratio (5.11) appears to tend to a constant value, suggesting that the error $\operatorname{Error}\left(f_{*} ; \mathbf{X}\right)_{r}$ has similar asymptotic behaviour for $\mathbf{X}=[-1,1]^{2}$ and $\mathbf{X}=B^{2}$. This matches the result of Theorem 3.19 both in the case of a minimizer on the boundary ( $* \in\{\mathrm{li}, \mathrm{qu}\}$ ) and in the case of a minimizer in the interior ( $* \in\{\mathrm{bo}, \mathrm{ma}, \mathrm{ca}, \mathrm{mo}\}$ ).
5.3.5. A regular octagon. Consider now a regular octagon:

$$
\begin{equation*}
\text { Oct }=\operatorname{conv}\left\{( \pm 1,0),(0, \pm 1),\left( \pm \frac{1}{2} \sqrt{2}, \pm \frac{1}{2} \sqrt{2}\right)\right\} \subseteq[-1,1]^{2} \tag{5.12}
\end{equation*}
$$

equipped with the Lebesgue measure. This is an example of a convex body that is not ball-like (see Definition 3.22). Note that as a result, the strongest theoretical guarantee we have shown for the convergence rate of the Lasserre bounds on Oct is in $O\left(\log ^{2} r / r^{2}\right)$ (see Theorem 4.2). Figure 5.7 shows the


Figure 5.3. Comparison of the bounds $\mathrm{ub}(f)_{r}$ and $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$ for the four functions in Table 5.1, computed on the unit box (left) and unit ball (right).


Figure 5.4. Comparison of the bounds $\mathrm{ub}(f)_{r}$ and $\mathrm{ub}(f)_{r}^{\mathrm{pf}}$ for functions of the form $f(x)=x^{2 k}$ on the interval $[-1,1]$.
values of the ratio:

$$
\begin{equation*}
\operatorname{Error}\left(f_{*} ; \text { Oct }\right)_{r} / \operatorname{Error}\left(f_{*} ;[-1,1]^{2}\right)_{r} \tag{5.13}
\end{equation*}
$$

for $* \in\{\mathrm{li}, \mathrm{qu}, \mathrm{bo}, \mathrm{ma}, \mathrm{ca}, \mathrm{mo}\}$. As for the unit ball, the ratio (5.13) seemingly tends to a constant value for each of the test polynomials. This indicates a similar asymptotic behaviour of the error $\operatorname{Error}\left(f_{*} ; \mathbf{X}\right)_{r}$ for $\mathbf{X}=[-1,1]^{2}$ and $\mathbf{X}=$ Oct, and suggests that the convergence rate guaranteed by Theorem 4.2 might not be tight in this instance.
5.3.6. The Chebyshev measure. Finally, we consider the Chebyshev measure $d \mu(\mathbf{x})=\left(1-\mathbf{x}_{1}^{2}\right)^{-1 / 2}\left(1-\mathbf{x}_{2}^{2}\right)^{-1 / 2} d \mathbf{x}$ on $[-1,1]^{2}$, which we compare


Figure 5.5. The error of the upper bounds $\operatorname{ub}(f)_{r}$ for $f(\mathbf{x})=\mathrm{x}_{1}$ computed on $[-1,1]^{2}$ w.r.t. the Lebesgue measure.
to the Lebesgue measure. Figure 5.8 shows the values of the fraction:

$$
\begin{equation*}
\operatorname{Error}\left(f_{*} ;[-1,1]^{2}, \mu\right)_{r} / \operatorname{Error}\left(f_{*} ;[-1,1]^{2}\right)_{r} \tag{5.14}
\end{equation*}
$$

for $* \in\{\mathrm{li}, \mathrm{qu}, \mathrm{bo}, \mathrm{ma}, \mathrm{ca}, \mathrm{mo}\}$. Again, we observe that the fraction (5.14) appears to tend to a constant value in each case, matching the result of Theorem 3.17.
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Figure 5.6. Comparison of the errors of the upper bounds $\mathrm{ub}(f)_{r}$ for the functions in Table 5.1 computed on $[-1,1]^{2}$ and the unit ball $B^{2}$ w.r.t. the Lebesgue measure.


Figure 5.7. Comparison of the errors of the upper bounds $\mathrm{ub}(f)_{r}$ for the functions in Table 5.1 computed on $[-1,1]^{2}$ and the regular octagon Oct (see (5.12)) w.r.t. the Lebesgue measure.


Figure 5.8. Comparison of the errors of the upper bounds $\mathrm{ub}(f)_{r}$ for the functions in Table 5.1 computed on $[-1,1]^{2}$ w.r.t. the Lebesgue and Chebyshev measures.

## Part 2

## Polynomial kernels and sum-of-squares hierarchies

## CHAPTER 6

## The polynomial kernel method

## One of these days, I'm gonna get organezized.

From Taxi Driver
This chapter is based in part on my work [Slo22].

Let $f$ be a polynomial of degree $d$. We consider the polynomial optimization problem:

$$
f_{\min }:=\min _{\mathbf{x} \in \mathbf{X}} f(\mathbf{x})
$$

where $\mathbf{X} \subseteq \mathbb{R}^{n}$ is a compact semialgebraic set, defined by polynomials $g_{1}, \ldots, g_{m} \in$ $\mathbb{R}[\mathbf{x}]$ as:

$$
\mathbf{X}=\left\{\mathbf{x} \in \mathbb{R}^{n}: g_{j}(\mathbf{x}) \geq 0 \quad(1 \leq j \leq m)\right\}
$$

Recall from Chapter 2 that the cone $\mathcal{P}_{+}(\mathbf{X})$ of nonnegative polynomials on $\mathbf{X}$ may be approximated by the quadratic module $\mathcal{Q}(\mathbf{X})$ and the preordering $\mathcal{T}(\mathbf{X})$ of $\mathbf{X}$ :

$$
\begin{array}{ll}
\mathcal{Q}(\mathbf{X}):=\left\{\sum_{j=0}^{m} \sigma_{j} g_{j}: \sigma_{j} \in \Sigma[\mathbf{x}]\right\} & \left(\text { where } g_{0}:=1\right) \\
\mathcal{T}(\mathbf{X}):=\left\{\sum_{J \subseteq[m]} \sigma_{J} g_{J}: \sigma_{J} \in \Sigma[\mathbf{x}]\right\} & \left(\text { where } g_{J}:=\prod_{j \in J} g_{j}\right)
\end{array}
$$

By considering degree-restricted versions of the quadratic module and preordering, we obtain corresponding hierarchies of lower bounds on the global minimum $f_{\text {min }}$ of $f$ on $\mathbf{X}$ :

$$
\begin{align*}
\operatorname{lb}(f, \mathcal{Q}(\mathbf{X}))_{r} & :=\sup \left\{\lambda \in \mathbb{R}: f-\lambda \in \mathcal{Q}(\mathbf{X})_{2 r}\right\}  \tag{6.1}\\
\operatorname{lb}(f, \mathcal{T}(\mathbf{X}))_{r} & :=\sup \left\{\lambda \in \mathbb{R}: f-\lambda \in \mathcal{T}(\mathbf{X})_{2 r}\right\} \tag{6.2}
\end{align*}
$$

as well as upper bounds:

$$
\begin{align*}
\mathrm{ub}(f, \mathbf{X}, \mu)_{r} & :=\inf _{q \in \Sigma[\mathbf{x}]_{2 r}}\left\{\int_{\mathbf{X}} f(\mathbf{x}) q(\mathbf{x}) d \mu(\mathbf{x}): \int_{\mathbf{X}} q(\mathbf{x}) d \mu(\mathbf{x})=1\right\}  \tag{6.3}\\
\mathrm{ub}(f, \mathcal{Q}(\mathbf{X}), \mu)_{r} & :=\inf _{q \in \mathcal{Q}(\mathbf{X})_{2 r}}\left\{\int_{\mathbf{X}} f(\mathbf{x}) q(\mathbf{x}) d \mu(\mathbf{x}): \int_{\mathbf{X}} q(\mathbf{x}) d \mu(\mathbf{x})=1\right\}  \tag{6.4}\\
\mathrm{ub}(f, \mathcal{T}(\mathbf{X}), \mu)_{r} & :=\inf _{q \in \mathcal{T}(\mathbf{X})_{2 r}}\left\{\int_{\mathbf{X}} f(\mathbf{x}) q(\mathbf{x}) d \mu(\mathbf{x}): \int_{\mathbf{X}} q(\mathbf{x}) d \mu(\mathbf{x})=1\right\} \tag{6.5}
\end{align*}
$$

Outline. In this chapter, we present a unified approach to establish convergence rates for the lower bounds on certain structured sets X. Namely, we show a connection between the behaviour of the lower bounds defined in (6.1), (6.2), the upper bounds defined in (6.3), (6.4), (6.5), and the ChristoffelDarboux kernel introduced in Chapter 1. As we explain in Section 6.1, this connection relies on an application of the polynomial kernel method, employing a perturbed version of the Christoffel-Darboux kernel. Following this approach, we are able to show strong convergence results in upcoming chapters for the lower bounds on the binary cube $\{0,1\}^{n}$ (Chapter 7 ), the unit ball and the standard simplex (Chapter 8 ), and the unit box $[-1,1]^{n}$ (Chapter 9).

The Christoffel-Darboux kernel has recently seen increased interest in the context of (polynomial) optimization [dCGHL21, LP19, MPW ${ }^{+}$21, PPL21]. Of particular relevance is the recent work of Lasserre [Las21], where a link is established between this kernel and the hierarchy of lower bounds (6.1) (although this link is entirely different from the one we present below).

Essentially as a side result of our proof technique, we also obtain convergence rates for the corresponding hierarchies of upper bounds in these settings. Indeed, as we explain in Section 6.2, our approach actually makes this rather elementary. As we will see, however, the obtained rates mostly do not improve upon existing results. The exception is the binary cube (see Chapter 7).

Finally, our approach allows us to nicely present some known and new connections between the sum-of-squares hierarchies and bounds for polynomial optimization problems based on cubature rules. This is the topic of Section 6.3.

### 6.1. The polynomial kernel method

Here, we present the technique we use to prove the main results of Chapter 7, Chapter 8 and Chapter 9. It is inspired by the strategy used to prove convergence results for the lower bounds (6.1) on the hypersphere in [FF21].

Let $f \in \mathbb{R}[\mathbf{x}]$ be a polynomial of degree $d \in \mathbb{N}$. Assume for simplicity that we are interested in analyzing the Putinar-type bound $\operatorname{lb}(f, \mathcal{Q}(\mathbf{X}))_{r}$ for the minimization of $f$ over a semialgebraic set $\mathbf{X}$. We then wish to show for each $r \in \mathbb{N}$ that:

$$
f-f_{\min }+\varepsilon \in \mathcal{Q}(\mathbf{X})_{2 r}
$$

for some small $\varepsilon=\varepsilon(r)>0$. Up to translation and scaling, we may assume that $f_{\text {min }}=0$ and that $\|f\|_{\mathbf{X}}:=\max _{\mathbf{x} \in \mathbf{X}}|f(x)|=1$. Recall from Chapter 1
that $\mathcal{P}(\mathbf{X})$ denotes the space of polynomials on $\mathbf{X}$. Suppose that we are able to construct an (invertible) linear operator $\mathbf{K}: \mathcal{P}(\mathbf{X})_{d} \rightarrow \mathcal{P}(\mathbf{X})_{d}$ which satisfies the following three properties:

$$
\begin{align*}
& \mathbf{K}(1)=1  \tag{P1}\\
& \mathbf{K} p \in \mathcal{Q}(\mathbf{X})_{2 r} \quad \text { for all } p \in \mathcal{P}_{+}(\mathbf{X})_{d}  \tag{P2}\\
& \max _{\mathbf{x} \in \mathbf{X}}\left|\mathbf{K}^{-1} f(\mathbf{x})-f(\mathbf{x})\right| \leq \varepsilon \tag{P3}
\end{align*}
$$

We claim that we then have $f+\varepsilon \in \mathcal{Q}(\mathbf{X})_{2 r}$. Indeed, since $f$ is nonnegative on $\mathbf{X}$ by assumption, we know that $f(\mathbf{x})+\varepsilon \geq \varepsilon$ for $\mathbf{x} \in \mathbf{X}$. By properties (P1) and (P3), it follows that $\mathbf{K}^{-1}(f+\varepsilon) \in \mathcal{P}_{+}(\mathbf{X})$. Using property (P2), we may thus conclude that:

$$
f+\varepsilon=\mathbf{K}\left(\mathbf{K}^{-1}(f+\varepsilon)\right) \in \mathcal{Q}(\mathbf{X})_{2 r}
$$

meaning that $f_{\text {min }}-\operatorname{lb}(f, \mathcal{Q}(\mathbf{X}))_{r} \leq \varepsilon$.
We may thus establish convergence rates for the Putinar-type bounds (6.1) by showing the existence (for each $r \in \mathbb{N}$ ) of an operator $\mathbf{K}$ which satisfies (P1), (P2) and (P3) with $\varepsilon=\varepsilon(r)$ small. We summarize this observation in the following Lemma for future reference.

Lemma 6.1. Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a compact semialgebraic set and let $f$ be a polynomial on $\mathbf{X}$ of degree d. Suppose that there exists a nonsingular linear operator $\mathbf{K}: \mathcal{P}(\mathbf{X})_{d} \rightarrow \mathcal{P}(\mathbf{X})_{d}$ which satisfies the properties ( P 1 ), ( P 2 ) and (P3) for certain $\varepsilon \geq 0$. Then $f_{\min }-\operatorname{lb}(f, \mathcal{Q}(\mathbf{X}))_{r} \leq \varepsilon$.

Note that by replacing the quadratic module $\mathcal{Q}(\mathbf{X})$ by the preordering $\mathcal{T}(\mathbf{X})$ in the above, we may use the exact same technique to establish convergence rates for the Schmüdgen-type bounds (6.2). For clarity, we will use the quadratic module throughout this chapter, but all results carry over immediately.
6.1.1. Constructing a linear operator. In light of Lemma 6.1 above, we wish to construct linear operators that satisfy (P1), (P2) and (P3). For this purpose, we apply the polynomial kernel method. Let us recall the setup for kernel operators from Chapter 1.

Let $\mathrm{K}: \mathbf{X} \times \mathbf{X} \rightarrow \mathbb{R}$ be a polynomial kernel on $\mathbf{X}$, meaning that $\mathrm{K}(\mathbf{x}, \mathbf{y})$ is a polynomial in the variables $\mathbf{x}, \mathbf{y}$. After choosing a finite, Borel measure $\mu$ supported on $\mathbf{X}$, we have an inner product $\langle\cdot, \cdot\rangle_{\mu}$ on the space $\mathcal{P}(\mathbf{X})$ of polynomials on $\mathbf{X}$ given by:

$$
\langle p, q\rangle_{\mu}:=\int_{\mathbf{X}} p(\mathbf{x}) q(\mathbf{x}) d \mu(\mathbf{x}) \quad(p, q \in \mathcal{P}(\mathbf{X}))
$$

Using this inner product, we may associate a linear operator $\mathbf{K}: \mathcal{P}(\mathbf{X}) \rightarrow \mathcal{P}(\mathbf{X})$ to K by setting:

$$
\begin{equation*}
\mathbf{K} p(\mathbf{x}):=\langle\mathrm{K}(\mathbf{x}, \cdot), p\rangle_{\mu}=\int_{\mathbf{X}} \mathrm{K}(\mathbf{x}, \mathbf{y}) p(\mathbf{y}) d \mu(\mathbf{y}) \quad(p \in \mathbb{R}[\mathbf{x}]) \tag{6.6}
\end{equation*}
$$

It turns out the operator $\mathbf{K}$ associated to a kernel K via (6.6) satisfies (P2) if the polynomial $\mathbf{x} \mapsto \mathrm{K}(\mathbf{x}, \mathbf{y})$ lies in $\mathcal{Q}(\mathbf{X})_{2 r}$ for all fixed $\mathbf{y} \in \mathbf{X}$.

Lemma 6.2. Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a compact semialgebraic set, and let $\mu$ be a finite measure supported on $\mathbf{X}$. Let $Q \subseteq \mathbb{R}[\mathbf{x}]$ be a convex cone, and suppose that $\mathrm{K}: \mathbf{X} \times \mathbf{X} \rightarrow \mathbb{R}$ is a polynomial kernel for which $\mathrm{K}(\cdot, \mathbf{y}) \in Q$ for each $\mathbf{y} \in \mathbf{X}$ fixed. Then if $p \in \mathbb{R}[\mathbf{x}]$ is nonnegative on $\mathbf{X}$, we have $\mathbf{K} p \in Q$. That is, when selecting $Q=\mathcal{Q}(\mathbf{X})_{2 r}$, the operator $\mathbf{K}$ associated to K satisfies (P2).

Proof. Let $\left\{\left(\mathbf{y}_{i}, w_{i}\right): 1 \leq i \leq N\right\} \subseteq \mathbf{X} \times \mathbb{R}_{>0}$ be a cubature rule (see also Section 6.3 below) for the integration of polynomials of degree up to $\operatorname{deg}(p)+\operatorname{deg}(\mathrm{K})$ over $\mathbf{X}$ w.r.t. the measure $\mu$, whose existence is guaranteed by Tchakaloff's Theorem [Tch57] (see also [dKL19]). Then by definition, we have:

$$
\mathbf{K} p(\mathbf{x})=\int_{\mathbf{X}} \mathrm{K}(\mathbf{x}, \mathbf{y}) p(\mathbf{y}) d \mu(\mathbf{y})=\sum_{i=1}^{N} \mathrm{~K}\left(\mathbf{x}, \mathbf{y}_{i}\right) w_{i} p\left(\mathbf{y}_{i}\right) \quad(\mathbf{x} \in \mathbf{X})
$$

As $w_{i} p\left(\mathbf{y}_{i}\right) \geq 0$ and $\mathrm{K}\left(\cdot, \mathbf{y}_{i}\right) \in Q$ for all $1 \leq i \leq N$, this shows that $\mathbf{K} p \in Q$.
Recall the Christoffel-Darboux kernel $\mathrm{CD}_{2 r}$ of degree $2 r$, which is defined in Chapter 1 in terms of a (graded) orthornormal basis $\left\{P_{\alpha}: \alpha \in \mathbb{N}^{n}\right\}$ for $\mathcal{P}(\mathbf{X})$ w.r.t. $\langle\cdot, \cdot\rangle_{\mu}$ as:

$$
\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y}):=\sum_{|\alpha| \leq 2 r} P_{\alpha}(\mathbf{x}) P_{\alpha}(\mathbf{y})
$$

The operator $\mathbf{C D}_{2 r}$ associated to $\mathrm{CD}_{2 r}$ via (6.6) reproduces the space of polynomials of degree up to $2 r$, i.e., it satisfies:

$$
\mathbf{C D}_{2 r} p(\mathbf{x})=p(\mathbf{x}) \quad\left(\mathbf{x} \in \mathbf{X}, \quad p \in \mathbb{R}[\mathbf{x}]_{2 r}\right)
$$

In other words, it is diagonal w.r.t. the basis $\left\{P_{\alpha}\right\}$, and its eigenvalues are all equal to 1. The idea now is to choose our kernel K by perturbing the Christoffel-Darboux kernel, that is, to consider a kernel of the form:

$$
\begin{equation*}
\mathrm{K}(\mathbf{x}, \mathbf{y})=\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y} ; \lambda):=\sum_{|\alpha| \leq 2 r} \lambda_{\alpha} P_{\alpha}(\mathbf{x}) P_{\alpha}(\mathbf{y}) \quad\left(\lambda_{\alpha} \in \mathbb{R}\right) \tag{6.7}
\end{equation*}
$$

whose associated operator $\mathbf{K}$ has eigenvalues equal to the coefficients $\lambda_{\alpha}$. It then remains to select these coefficients in such a way that the properties (P1), (P2) and (P3) are all satisfied.
6.1.2. Choosing the coefficients. Consider a kernel $\mathrm{K}(\mathbf{x}, \mathbf{y})=$ $\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y} ; \lambda)$, together with its associated operator $\mathbf{K}$. As we have:

$$
\mathbf{K}(1)=\lambda_{0}
$$

it is clear that $\mathbf{K}$ satisfies (P1) if and only if $\lambda_{0}=1$. As we explain now, (P3) is satisfied when the coefficients $\lambda_{\alpha},|\alpha| \leq d$ are sufficiently close to 1 . Recall that we consider in (P3) a polynomial $f$ on $\mathbf{X}$ of degree $d$, whose supnorm $\|f\|_{\mathbf{X}}$ over $\mathbf{X}$ is at most 1 by assumption, and that we wish to bound
$\left\|\mathbf{K}^{-1} f-f\right\|_{\mathbf{X}}$. As the polynomials $\left\{P_{\alpha}:|\alpha| \leq d\right\}$ form a basis of $\mathcal{P}(\mathbf{X})_{d}$, we may write:

$$
f(\mathbf{x})=\sum_{|\alpha| \leq d} f_{\alpha}(\mathbf{x})
$$

where $f_{\alpha} \in \operatorname{span}\left\{P_{\alpha}\right\}$. Assuming that $\lambda_{0}=1$ and $\lambda_{\alpha} \neq 0$ for $|\alpha| \leq d$, we then have $\mathbf{K}^{-1} f=\sum_{k=0}^{d}\left(1-1 / \lambda_{\alpha}\right) f_{\alpha}$ and so:

$$
\begin{equation*}
\left\|\mathbf{K}^{-1} f-f\right\|_{\mathbf{x}}=\left\|\sum_{|\alpha| \leq d}\left(1-1 / \lambda_{\alpha}\right) f_{\alpha}\right\| \mathbf{x} \leq \max _{|\alpha| \leq d}\left\|f_{\alpha}\right\|_{\mathbf{x}} \cdot \sum_{|\alpha| \leq d}\left|1-1 / \lambda_{\alpha}\right| \tag{6.8}
\end{equation*}
$$

In light of (6.8) and Lemma 6.2, we thus want to find coefficients $\lambda=\left(\lambda_{\alpha}\right){ }_{|\alpha| \leq 2 r}$ such that:
(1) $\lambda_{0}=1$ and $\lambda_{\alpha} \approx 1$ for all $|\alpha| \leq d$;
(2) $x \mapsto \mathrm{~K}(\mathbf{x}, \mathbf{y})=\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y} ; \lambda) \in \mathcal{Q}(\mathbf{X})_{2 r}$ for all $\mathbf{y} \in \mathbf{X}$.

How one might find $\lambda$ simultaneously satisfying these both conditions depends on the structure of $\mathbf{X}$. Roughly speaking, one may distinguish three cases: a) the binary cube and unit sphere; b) the unit ball and the standard simplex; and c) the unit box $[-1,1]^{n}$. These cases are discussed in detail in their respective chapters. Here, we sketch the main ideas.

The binary cube and unit sphere. On the binary cube and the unit sphere, the Christoffel-Darboux kernel may be written in a particularly simple form using addition formulas for Krawtchouk and Gegenbauer polynomials, respectively. Let us use the unit sphere to illustrate. As we saw already in Chapter 1, the Christoffel-Darboux kernel there is of the form:

$$
\begin{equation*}
\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y})=\sum_{k=0}^{2 r} \mathcal{G}_{k}^{\left(\frac{n-3}{2}\right)}(\mathbf{x} \cdot \mathbf{y}) \tag{6.9}
\end{equation*}
$$

Therefore, we should define our kernel K by:

$$
\mathrm{K}(\mathbf{x}, \mathbf{y})=\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y} ; \lambda)=\sum_{k=0}^{2 r} \lambda_{k} \mathcal{G}_{k}^{\left(\frac{n-3}{2}\right)}(\mathbf{x} \cdot \mathbf{y})
$$

Note that with respect to (6.7), we write here $\lambda_{|\alpha|}=\lambda_{\alpha}=\lambda_{\beta}$ whenever $|\alpha|=|\beta|$. It is not hard to see that $\mathrm{K}(\cdot, \mathbf{y}) \in \mathcal{Q}(\mathbf{X})_{2 r}$ when the univariate polynomial:

$$
q(x):=\sum_{k=0}^{2 r} \lambda_{k} \mathcal{G}_{k}^{\left(\frac{n-3}{2}\right)}(x)
$$

is a sum of squares of degree $2 r$. It thus remains to find a such a univariate $q \in \Sigma[x]_{r}$ for which $\lambda_{0}=1$ and $\lambda_{k} \approx 1$ for all $0 \leq k \leq d$. This is precisely what Fang and Fawzi do in [FF21], and what we will do (in the context of the binary cube) in Chapter 7. As we explain in more detail there, the problem of finding an optimal $q$ in fact reduces to analyzing a univariate instance of the upper bounds (6.3). This reduction relies on the fact that the Gegenbauer
polynomials form an orthogonal basis for $\mathbb{R}[x]$, and the coefficients $\lambda_{k}$ are thus given (up to scaling) by:

$$
\lambda_{k} \propto \int_{-1}^{1} \mathcal{G}_{k}^{\left(\frac{n-3}{2}\right)}(x) q(x)\left(1-x^{2}\right)^{\frac{n-3}{2}} d x .
$$

(Note in particular that the condition $\lambda_{0}=1$ means that $q$ is a density!). As we have seen in Chapter 2 and Chapter 3, the upper bounds may be analyzed in the univariate case by considering the roots of the respective orthogonal polynomials. As these roots are well-understood for Gegenbauer and Krawtchouk polynomials, this yields the convergence rate $O\left(1 / r^{2}\right)$ for the lower bounds $\operatorname{lb}\left(f, \mathcal{Q}\left(S^{n-1}\right)\right)_{r}$ in $[\mathbf{F F} 21]$, and the convergence rate of Theorem 7.1 for $\operatorname{lb}\left(f, \mathcal{Q}\left(\{0,1\}^{n}\right)\right)_{r}$, respectively.

The unit ball and the standard simplex. For the unit ball $B^{n}$ and the standard simplex $\Delta^{n}$, expressions of the Christoffel-Darboux kernel as nice as (6.9) are not available. Fortunately, we can make use there of alternative expressions (8.17), (8.19) due to Xu [ $\mathbf{X u 9 9 , ~ X u 9 8 ] . ~ T h e s e ~ e x p r e s s i o n s ~ a r e ~}$ more complicated than (6.9), but they retain a key property; namely they allow $\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y} ; \lambda)$ to be written as the composition of a (relatively simple) multivariate polynomial with a univariate polynomial $q$ of degree $2 r$. The coefficients $\lambda$ are then again related to the decomposition of $q$ into the basis of Gegenbauer polynomials. Although it will be slightly more involved to show this, it turns out again that $\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y} ; \lambda)$ lies in $\mathcal{Q}\left(B^{n}\right)_{2 r}\left(\right.$ resp. $\left.\mathcal{T}\left(\Delta^{n}\right)_{2 r}\right)$ if $q$ is a sum of squares of degree $2 r$. From there, the rest of the analysis is very similar to the case of the unit sphere. In Chapter 8, this yields convergence rates in $O\left(1 / r^{2}\right)$ for the lower bounds $\operatorname{lb}\left(f, \mathcal{Q}\left(B^{n}\right)\right)_{r}$ and $\operatorname{lb}\left(f, \mathcal{T}\left(\Delta^{n}\right)\right)_{r}$.

The unit box $[-1,1]^{n}$. Finally, we treat the unit box $[-1,1]^{n}$ in Chapter 9 . Our strategy there is a bit different. Namely, we make use of the so-called Jackson kernel $\mathrm{K}_{2 r}^{\mathrm{jac}}$ on the interval $[-1,1]$. This kernel is equal to the perturbed Christoffel-Darboux kernel $\mathrm{CD}_{2 r}(x, y ; \lambda)$ on $[-1,1]$ with respect to the Chebyshev measure $\mu$ for a certain choice of coefficients $\lambda$. These coefficients are known to tend to 1 at a rate in $O\left(1 / r^{2}\right)$. As mentioned in Chapter 2, this fact was already exploited in [dKHL17] to obtain convergence rates for the upper bounds $\operatorname{ub}\left(f, \mathcal{T}\left([-1,1]^{n}\right), \mu\right)_{r}$. Furthermore, it is known that $\mathrm{K}_{2 r}^{\mathrm{jac}}(x, y) \geq 0$ for all $x, y \in[-1,1]$, which immediately implies that $\mathrm{K}_{2 r}^{\mathrm{jac}}(\cdot, y)$ has a representation in $\mathcal{T}([-1,1])_{2 r}$ (see Section 9.2). As we will see in Chapter 9 , in order to move from the univariate to the multivariate case, one should then consider the kernel:

$$
\mathrm{K}_{2 r}^{\mathrm{jac}}(\mathbf{x}, \mathbf{y}):=\prod_{i=1}^{n} \mathrm{~K}_{2 r}^{\mathrm{jac}}\left(\mathbf{x}_{i}, \mathbf{y}_{i}\right) .
$$

6.1.3. The harmonic constant. We have so far conveniently ignored the constants $\left\|f_{\alpha}\right\|_{\mathbf{X}}$ that occur in (6.8). Using only the equivalence of norms
on finite-dimensional vector spaces, one may say immediately that there exists a constant (depending on $n$ and $d$ ) so that $\left\|f_{\alpha}\right\|_{\mathbf{X}} \leq c\|f\|_{\mathbf{X}}$ for all polynomials $f$ of degree $d$. In the special cases we consider, however, one can say more. We will go into this in quite some detail in upcoming chapters. Roughly speaking, one may show for the unit sphere and the binary cube that these constants may be bounded independently of the dimension $n$, see [FF21] and Section 7.4, respectively. For the unit ball, the standard simplex and the box $[-1,1]^{n}$, the constants may be shown to depend polynomially on $n$ (for fixed $d$ ) and polynomially on $d$ (for fixed $n$ ), see Section 8.3.1 and Section 9.3, respectively. As we discuss later, it is an open question whether a bound independent of the dimension may be shown in these cases as well.

### 6.2. Analysis of the hierarchies of upper bounds

In this section, we explain how to use the polynomial kernel method developed in this chapter to obtain convergence results for the upper bounds (6.4), (6.5). As we have seen in Chapter 4, one method of analyzing the behaviour of the upper bounds (employed, e.g., in [dKHL17, dKL10, dKL18, dKLS17, SL20]) is to exhibit an explicit probability density $\sigma \in \mathbb{R}[\mathbf{x}]$ on $(\mathbf{X}, \mu)$ which lies in the appropriate cone, and for which the difference:

$$
\int_{\mathbf{X}} f(\mathbf{x}) \sigma(\mathbf{x}) d \mu(\mathbf{x})-f_{\min }
$$

can be bounded from above. We exhibit such a $\sigma$ here based on the perturbed Christoffel-Darboux kernels (6.7) constructed in Section 6.1.

Write $\mathrm{K}(\mathbf{x}, \mathbf{y})=\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y} ; \lambda)$ for such a kernel. Assume that the associated operator $\mathbf{K}$ satisfies (P1) and that:

$$
\begin{equation*}
\max _{\mathbf{x} \in \mathbf{X}}|\mathbf{K} f(\mathbf{x})-f(\mathbf{x})| \leq \varepsilon \tag{6.10}
\end{equation*}
$$

for some $\varepsilon>0$. The difference with (P3) is that we consider there the inverse kernel operator $\mathbf{K}^{-1}$. As we explained though, we establish (P3) by showing that the eigenvalues $\lambda$ of $\mathbf{K}$ are sufficiently close to 1 , in which case (6.10) also holds. For details, see Section 7.2.

Assume finally that $\mathrm{K}(\cdot, \mathbf{y}) \in \mathcal{Q}(\mathbf{X})_{2 r}$ for all $\mathbf{y} \in \mathbf{X}$ (which we recall is the condition we use to show that $\mathbf{K}$ satisfies (P2) in Lemma 6.2 above). Let $\mathbf{x}^{*} \in \mathbf{X}$ be a global minimizer of $f$ over $\mathbf{X}$, and consider the polynomial $\sigma$ given by:

$$
\sigma(\mathbf{x})=K\left(\mathbf{x}, \mathbf{x}^{*}\right) \quad(\mathbf{x} \in \mathbf{X})
$$

By assumption, $\sigma \in \mathcal{Q}(\mathbf{X})_{2 r}$. As $\mathbf{K}$ satisfies (P1), we have:

$$
\int_{\mathbf{X}} \sigma(\mathbf{x}) d \mu(\mathbf{x})=\mathbf{K}(1)=1
$$

meaning that $\sigma$ is a probability density on $\mathbf{X}$ w.r.t. $\mu$. The polynomial $\sigma$ is thus a feasible solution to (6.4). Furthermore, by (6.10) we have:

$$
\int_{\mathbf{X}} f(\mathbf{x}) \sigma(\mathbf{x}) d \mu(\mathbf{x})-f_{\min }=\mathbf{K} f\left(\mathbf{x}^{*}\right)-f\left(\mathbf{x}^{*}\right) \leq \varepsilon
$$

We may thus conclude that $\mathrm{ub}(f, \mathcal{Q}(\mathbf{X}), \mu)_{r} \leq \varepsilon$. By replacing $\mathcal{Q}(\mathbf{X})$ by $\mathcal{T}(\mathbf{X})$ in the above, the same argument works for $\mathrm{ub}(f, \mathcal{T}(\mathbf{X}), \mu)_{r}$.

The upshot is that whenever we apply the polynomial kernel method in future chapters to obtain convergence rates for the hierarchies of lower bounds, we more or less automatically obtain rates for the corresponding upper bounds as well. As we have mentioned, these rates are usually not better than the ones yielded by a direct analysis.

### 6.3. Sum-of-squares hierarchies and cubature rules

To close this chapter, we present some connections between sum-of-squares hierarchies and cubature rules. Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a compact set equipped with a measure $\mu$. Let $r \in \mathbb{N}$. We say that:

$$
\begin{equation*}
\mathcal{W}:=\left\{\left(\mathbf{x}_{j}, w_{j}\right): 1 \leq j \leq N\right\} \subseteq \mathbf{X} \times \mathbb{R} \tag{6.11}
\end{equation*}
$$

is a cubature rule for $(\mathbf{X}, \mu)$ of power $r$ and size $N$ if:

$$
\int_{\mathbf{X}} p(\mathbf{x}) d \mu(\mathbf{x})=\sum_{i=1}^{N} w_{j} p\left(\mathbf{x}_{j}\right)
$$

for all polynomials $p \in \mathcal{P}(\mathbf{X})$ of degree $r$. We say that $\mathcal{W}$ is positive when $w_{j}>0$ for all $1 \leq j \leq N$.
6.3.1. An upper bound. Let us move back to the context of minimizing a polynomial $f$ of degree $d$ over $\mathbf{X}$. Given a cubature rule $\mathcal{W}$ for $(\mathbf{X}, \mu)$ as in (6.11), one may naturally define an upper bound on the global minimum $f_{\text {min }}$ of $f$ by setting:

$$
\operatorname{ub}(f, \mathbf{X}, \mathcal{W})_{\text {cub }}:=\min _{1 \leq j \leq N} f\left(\mathbf{x}_{j}\right) \geq f_{\min }
$$

Indeed, we have simply sampled the feasible region $\mathbf{X}$. The point is that when $\mathcal{W}$ is positive and has power at least $2 r+d$, the resulting bound $\mathrm{ub}(f, \mathbf{X}, \mathcal{W})_{\text {cub }}$ is at least as good as the measure-based upper bound $u b(f, \mathbf{X}, \mu)_{r}$. This fact was first pointed out in [MPSV20]. It was used by de Klerk and Laurent [dKL19] to show tightness of their analysis in [dKL20b] of the measurebased bounds on $[-1,1]^{n}$. Some further implications can be found in $[\mathbf{d K L} 19]$ as well. It can be proven as follows. Let $\sigma^{*} \in \Sigma[\mathbf{x}]_{r}$ be an optimum solution to the program (6.3) defining $\mathrm{ub}(f, \mathbf{X}, \mu)_{r}$, meaning $\sigma^{*}$ is a density and

$$
\int_{\mathbf{X}} f(\mathbf{x}) \sigma^{*}(\mathbf{x}) d \mu(\mathbf{x})=\mathrm{ub}(f, \mathbf{X}, \mu)_{r}
$$

Using the definition of a cubature rule, the fact that $\operatorname{deg}\left(\sigma^{*}\right)=2 r$ and the fact that $w_{j}>0$, we see that:

$$
\begin{aligned}
\mathrm{ub}(f, \mathbf{X}, \mu)_{r} & =\int_{\mathbf{X}} f(\mathbf{x}) \sigma^{*}(\mathbf{x}) d \mu(\mathbf{x})=\sum_{i=1}^{N} w_{j} f\left(\mathbf{x}_{j}\right) \sigma^{*}\left(\mathbf{x}_{j}\right) \\
& \geq \min _{1 \leq j \leq N} f\left(\mathbf{x}_{j}\right) \cdot \sum_{i=1}^{N} w_{j} \sigma^{*}\left(\mathbf{x}_{j}\right)=\mathrm{ub}(f, \mathbf{X}, \mathcal{W})_{\mathrm{cub}}
\end{aligned}
$$

A similar argument works for the bounds $\mathrm{ub}(f, \mathcal{Q}(\mathbf{X}), \mu)_{r}, \mathrm{ub}(f, \mathcal{T}(\mathbf{X}), \mu)_{r}$ and the push-forward bound $\mathrm{ub}(f, \mathbf{X}, \mu)_{r}$.

Optimizing over gridsets. Having seen that optimizing over the points of a cubature rule on $\mathbf{X}$ yields a good upper bound on $f_{\min }$, it is natural to ask what happens when we optimize instead over a simpler subset of $\mathbf{X}$, and indeed, this question has been considered in the literature. For example, optimizing over the mesh $G_{r}=\{i / r: 0 \leq i \leq r\}^{n} \subseteq[0,1]^{n}, r \in \mathbb{N}$ yields an upper bound which is within $O\left(1 / r^{2}\right)$ of the true minimum of a polynomial $f$ on $[0,1]^{n}$, see [dKLLS17]. An analogous statement holds on the simplex, see [dKLVS17]. These upper bounds thus have the same asymptotic error in $r$ as Lasserre's measure-based upper bounds. Importantly, though, we should note that for fixed $r \in \mathbb{N}$, the set $G_{r}$ (used for the hypercube) is of exponential size $(r+1)^{n}$, whereas the measure-based bounds may be computed in polynomial time.
6.3.2. A lower bound. One may also use cubature rules to define lower bounds on $f_{\min }$. As we will see now, though, this is a bit more involved. We begin with a slight reinterpretation of the polynomial kernel method above. Let K be a polynomial kernel on $\mathbf{X}$ whose associated operator $\mathbf{K}$ satisfies properties (P1) and (P2). Consider the parameter:

$$
\begin{equation*}
\operatorname{lb}(f, \mathbf{X}, \mathrm{~K})_{\mathrm{harm}}:=\min _{\mathbf{x} \in \mathbf{X}} \mathbf{K}^{-1} f(\mathbf{x}) . \tag{6.12}
\end{equation*}
$$

As the notation suggests, this parameter is a lower bound on $f_{\min }$. In fact, it is a lower bound on $\operatorname{lb}(f, \mathcal{Q}(\mathbf{X}))_{r}$. Indeed, the function

$$
\mathbf{K}^{-1} f-\mathrm{lb}(f, \mathbf{X}, \mathrm{~K})_{\text {harm }}
$$

is nonnegative on $\mathbf{X}$ by definition. By (P1) and (P2), we thus have:

$$
f-\mathrm{lb}(f, \mathbf{X}, \mathrm{~K})_{\mathrm{harm}}=\mathbf{K}\left(\mathbf{K}^{-1} f-\operatorname{lb}(f, \mathbf{X}, \mathrm{~K})_{\mathrm{harm}}\right) \in \mathcal{Q}(\mathbf{X})_{2 r},
$$

showing that (cf. (6.1)):

$$
\begin{equation*}
\mathrm{lb}(f, \mathbf{X}, \mathrm{~K})_{\mathrm{harm}} \leq \mathrm{lb}(f, \mathcal{Q}(\mathbf{X}))_{r} \leq f_{\min } . \tag{6.13}
\end{equation*}
$$

This gives us the following (informal) reinterpretation of Lemma 6.1 (which we find rather clarifying).

REMARK 6.3. Let $\varepsilon>0$, and suppose that we are able to find a kernel K on $\mathbf{X}$ which satisfies (P1), (P2) and for which:

$$
\begin{equation*}
f_{\min }-\operatorname{lb}(f, \mathbf{X}, \mathrm{~K})_{\mathrm{harm}} \leq \varepsilon \tag{6.14}
\end{equation*}
$$

Then $f_{\text {min }}-\operatorname{lb}(f, \mathcal{Q}(\mathbf{X}))_{r} \leq \varepsilon$.
In light of this remark, all that remains to analyze $\operatorname{lb}(f, \mathcal{Q}(\mathbf{X}))_{r}$ is thus to construct kernels K for which $f_{\min }-\operatorname{lb}(f, \mathbf{X}, \mathrm{~K})_{\text {harm }}$ is small, which is precisely what we will do in upcoming chapters.

From a practical point of view, the problem with the bound $\operatorname{lb}(f, \mathbf{X}, \mathrm{~K})_{\text {harm }}$ is that it is not clear how one may compute it. Indeed, even if one is able to evaluate the function $\mathbf{K}^{-1} f(\mathbf{x})$ for all $\mathbf{x} \in \mathbf{X}$, one still has to determine the minimum (6.12). We can address this problem using a cubature rule; which is an idea due essentially to Christancho and Velasco [CV22] (who consider specifically the case $\left.\mathbf{X}=S^{n-1}\right)$. Let $\mathcal{W}=\left\{\left(\mathbf{x}_{j}, w_{j}\right): 1 \leq j \leq N\right\}$ again be a positive cubature rule for $(\mathbf{X}, \mu)$ of power $2 r+d$. Consider the parameter:

$$
\operatorname{lb}(f, \mathbf{X}, \mathrm{~K}, \mathcal{W})_{\mathrm{cub}}:=\min _{1 \leq j \leq N} \mathbf{K}^{-1} f\left(\mathbf{x}_{j}\right)
$$

which may be computed by evaluating $\mathbf{K}^{-1} f(\mathbf{x})$ at only $N$ points $\mathbf{x} \in \mathbf{X}$. Again, as our notation suggests, this parameter is a lower bound on $f_{\min }$. More precisely, we have:

$$
\begin{equation*}
\mathrm{lb}(f, \mathbf{X}, \mathrm{~K})_{\mathrm{harm}} \leq \mathrm{lb}(f, \mathbf{X}, \mathrm{~K}, \mathcal{W})_{\mathrm{cub}} \leq \mathrm{lb}(f, \mathcal{Q}(\mathbf{X}))_{r} \leq f_{\min } \tag{6.15}
\end{equation*}
$$

The first inequality is by definition. The second inequality follows in a way similar to (6.13) (the attentive reader may also recognize the argument from the proof of Lemma 6.2): Note that $\mathbf{K}^{-1} f\left(\mathbf{x}_{j}\right)-\operatorname{lb}(f, \mathbf{X}, \mathrm{~K}, \mathcal{W})_{\text {cub }} \geq 0$ for all $1 \leq j \leq N$ by definition. Assuming that $\mathrm{K}(\cdot, \mathbf{y}) \in \mathcal{Q}(\mathbf{X})_{2 r}$ for all $\mathbf{y} \in \mathbf{X}$, it follows that:

$$
\begin{aligned}
f(\mathbf{x})-\operatorname{lb}(f, \mathbf{X}, \mathrm{~K}, \mathcal{W})_{\mathrm{cub}} & =\mathbf{K K}^{-1}\left(f(\mathbf{x})-\operatorname{lb}(f, \mathbf{X}, \mathrm{~K}, \mathcal{W})_{\mathrm{cub}}\right) \\
& =\int_{\mathbf{X}} \mathrm{K}(\mathbf{x}, \mathbf{y})\left(\mathbf{K}^{-1} f(\mathbf{y})-\operatorname{lb}(f, \mathbf{X}, \mathrm{~K}, \mathcal{W})_{\mathrm{cub}}\right) d \mu(\mathbf{y}) \\
& =\sum_{j=1}^{N} \mathrm{~K}\left(\mathbf{x}, \mathbf{x}_{j}\right) w_{j}\left(\mathbf{K}^{-1} f\left(\mathbf{x}_{j}\right)-\operatorname{lb}(f, \mathbf{X}, \mathrm{~K}, \mathcal{W})_{\mathrm{cub}}\right)
\end{aligned}
$$

which shows that $f(\mathbf{x})-\operatorname{lb}(f, \mathbf{X}, \mathrm{~K}, \mathcal{W})_{\text {cub }}$ lies in $\mathcal{Q}(\mathbf{X})_{2 r}$, and thus that:

$$
\operatorname{lb}(f, \mathbf{X}, \mathrm{~K}, \mathcal{W})_{\mathrm{cub}} \leq \operatorname{lb}(f, \mathcal{Q}(\mathbf{X}))_{r}
$$

In upcoming chapters and in the work [FF21] on $S^{n-1}$, convergence rates for the sum-of-squares bounds $\operatorname{lb}(f, \mathcal{Q}(\mathbf{X}))_{r}$ are always shown by constructing kernels $\mathrm{K}_{r}$ in $\mathcal{Q}(\mathbf{X})_{2 r}$ of increasing degree $r$ for which the (weaker) bounds $\mathrm{lb}\left(f, \mathbf{X}, \mathrm{~K}_{r}\right)_{\text {harm }}$ are close to $f_{\text {min }}$. By (6.15), this immediately implies convergence rates for the bounds $\operatorname{lb}\left(f, \mathbf{X}, \mathrm{~K}_{r}, \mathcal{W}\right)_{\text {cub }}$ as well.

The hypersphere. Consider the special case of minimization of a polynomial $f$ over the unit sphere $S^{n-1}$. In [FF21], the authors construct kernels $\mathrm{K}_{r}$ in $\mathcal{Q}\left(S^{n-1}\right)_{2 r}$ that satisfy (6.14) with $\varepsilon=O\left(1 / r^{2}\right)$, thereby showing that the bounds $\operatorname{lb}\left(f, \mathcal{Q}\left(S^{n-1}\right)\right)_{r}$ converge to $f_{\text {min }}$ at a rate in $O\left(1 / r^{2}\right)$. By (6.15), this directly implies the same convergence rate for the cubature based bounds $\mathrm{lb}\left(f, S^{n-1}, \mathrm{~K}_{r}, \mathcal{W}\right)_{\text {cub }}$. In light of this fact, it would be interesting to actually compute these bounds. There are two potential obstacles in doing so. First, one needs to be able to evaluate $\mathbf{K}_{r}^{-1} f(\mathbf{x})$ for $\mathbf{x} \in \mathbf{X}$. Second, one needs a (preferably small) positive cubature rule $\mathcal{W}$ of power $2 r+\operatorname{deg}(f)$ for $S^{n-1}$ (w.r.t. the uniform measure). As the kernels $\mathrm{K}_{r}$ are of the form (6.7), the first obstacle can be overcome using the formula (6.9). In [CV22], the authors overcome the second obstacle in part by using numerically stable cubature rules of size $N \approx r^{n}$. Fixing $n$, this results in an alternative hierarchy of tractable lower bounds on $f_{\min }$ which may be computed without the need to solve any semidefinite programs.

### 6.4. Discussion

We have presented a unified approach to prove convergence rates for the lower bounds based on kernel operators, and the Christoffel-Darboux kernel in particular. In upcoming chapters, we specialize our method to particular sets $\mathbf{X}$, which include the binary cube, the unit ball, the standard simplex and the box $[-1,1]^{n}$.

Connecting different hierarchies. Our method also reveals some connections between upper and lower bounds using sums of squares and bounds using cubature rules, which we have presented in Section 6.2 and Section 6.3. They may be summarized as follows. Let $\mathbf{X}$ be a compact semialgebraic set equipped with a measure $\mu$. Suppose we have a kernel K on $\mathbf{X}$ in $\mathcal{Q}(\mathbf{X})_{2 r}$ and assume that its associated operator $\mathbf{K}$ satisfies $\mathbf{K}(1)=1$. Furthermore, let $\mathcal{W}=\left\{\left(\mathbf{x}_{j}, w_{j}\right): 1 \leq j \leq N\right\}$ be a positive cubature rule for $(\mathbf{X}, \mu)$ of power $2 r+\operatorname{deg}(f)$. Then we have:

$$
\begin{array}{cccc}
\operatorname{lb}(f, \mathbf{X}, \mathrm{~K})_{\mathrm{harm}} \leq \operatorname{lb}(f, \mathbf{X}, \mathrm{~K}, \mathcal{W})_{\mathrm{cub}} \leq \operatorname{lb}(f, \mathcal{Q}(\mathbf{X}))_{r} \leq f_{\min } \leq \operatorname{ub}(f, \mathbf{X}, \mathcal{W})_{\mathrm{cub}} \leq \mathrm{ub}(f, \mathbf{X})_{r} \leq & \mathbf{K} f\left(\mathbf{x}^{*}\right) \\
{ }_{\|} & \text {॥ } \\
\min _{\mathbf{x} \in \mathbf{X}} \mathbf{K}^{-1} f(\mathbf{x}) & \min _{1 \leq j \leq N} \mathbf{K}^{-1} f\left(\mathbf{x}_{j}\right) & f\left(\mathbf{x}^{*}\right) & \min _{1 \leq j \leq N} f\left(\mathbf{x}_{j}\right)
\end{array}
$$

Possible extensions. In Part 1 of this thesis, we saw that one can show (near) tight convergence rates for the measure-based upper bounds in a very general setting. Obtaining such general results for the lower bounds using our method of proof seems difficult; so far it can only be applied to highly structured sets $\mathbf{X}$, where the Christoffel-Darboux kernel admits a nice expression. It is an important open question whether one may adapt our method to settings with less structure.

In regards to the lower bounds based on cubature rules discussed in Section 6.3, it should in principle be possible to perform explicit computations on some of the sets we consider in future chapters. In order to do so, one would have to adapt the ideas used in [CV22] for the hypersphere $S^{n}$. Most importantly, one would need to find good cubature rules for these sets.

Acknowledgments. We thank Monique Laurent and Mauricio Velasco for fruitful discussions on the presentation of the material and the connection to cubature rules.

## CHAPTER 7

## Application: The binary cube

I have completely forgotten the symbolic
calculus.

Emily Noether

This chapter is based on my joint work [SL21b] with Monique Laurent.
We consider the problem of minimizing a polynomial $f \in \mathbb{R}[\mathbf{x}]$ of degree $d \leq n$ over the $n$-dimensional binary hypercube $\mathbb{B}^{n}=\{0,1\}^{n}$, i.e., of computing:

$$
\begin{equation*}
f_{\min }:=\min _{\mathbf{x} \in \mathbb{B}^{n}} f(\mathbf{x}) \tag{7.1}
\end{equation*}
$$

This optimization problem is NP-hard in general. Indeed, as is well-known, one can model an instance of MAX-CUT on the complete graph $K_{n}$ with edge weights $w=\left(w_{i j}\right)$ as a problem of the form (7.1) by setting:

$$
f(\mathbf{x})=-\sum_{1 \leq i<j \leq n} w_{i j}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)^{2}
$$

As another example one can compute the stability number $\alpha(G)$ of a graph $G=(V, E)$ via the program

$$
\alpha(G)=\max _{\mathbf{x} \in \mathbb{B}|V|} \sum_{i \in V} \mathbf{x}_{i}-\sum_{\{i, j\} \in E} \mathbf{x}_{i} \mathbf{x}_{j}
$$

One may replace the binary cube $\mathbb{B}^{n}=\{0,1\}^{n}$ by the discrete cube $\{ \pm 1\}^{n}$, in which case maximizing a quadratic polynomial $\mathbf{x}^{\top} A \mathbf{x}$ has many other applications, e.g., to MAX-CUT [GW95], to the cut norm [AN04], or to correlation clustering $[\mathbf{B B C 0 4}]$. Approximation algorithms are known depending on the structure of the matrix $A$ (see [AN04, CW04, GW95]), but the problem is known to be NP-hard to approximate within any factor less than $13 / 11$ [ $\left.\mathrm{ABH}^{+} 05\right]$.

Sum-of-squares hierarchies on the binary cube. The binary cube is a semialgebraic set, with description:

$$
\mathbb{B}^{n}=\left\{\mathbf{x}_{i}^{2}-\mathbf{x}_{i}=0: 1 \leq i \leq n\right\}
$$

The space $\mathcal{P}\left(\mathbb{B}^{n}\right)$ of polynomials on $\{0,1\}^{n}$ is given by $\mathbb{R}[\mathbf{x}] / \mathcal{I}$, where $\mathcal{I}$ is the ideal generated by the polynomials $\mathbf{x}_{1}-\mathrm{x}_{1}^{2}, \ldots, \mathrm{x}_{n}-\mathrm{x}_{n}^{2}$. Alternatively, we have:

$$
\mathcal{P}\left(\mathbb{B}^{n}\right)=\operatorname{span}\left\{\mathbf{x}^{\alpha}: \alpha \in\{0,1\}^{n}\right\} .
$$

Lower bounds. The quadratic module $\mathcal{Q}\left(\mathbb{B}^{n}\right)$ and preordering $\mathcal{T}\left(\mathbb{B}^{n}\right)$ in this case are rather special; namely, we have:

$$
\mathcal{Q}\left(\mathbb{B}^{n}\right)=\mathcal{T}\left(\mathbb{B}^{n}\right)=\left\{p \in \mathbb{R}[\mathbf{x}]: p \text { is a sum of squares on } \mathbb{B}^{n}\right\} .
$$

Here, ' $p$ is a sum of squares on $\mathbb{B}^{n}$ ' means that there exists a sum of squares $q \in \Sigma[\mathbf{x}]$ such that $p(\mathbf{x})=q(\mathbf{x})$ for all $\mathbf{x} \in \mathbb{B}^{n}$; or alternatively that $p-q$ lies in the ideal $\mathcal{I}$. The lower bounds $\operatorname{lb}\left(f, \mathcal{Q}\left(\mathbb{B}^{n}\right)\right)_{r}$ and $\operatorname{lb}\left(f, \mathcal{T}\left(\mathbb{B}^{n}\right)\right)_{r}$ on $f_{\text {min }}$ are therefore equal, and given by:

$$
\sup _{\lambda \in \mathbb{R}}\left\{f-\lambda \text { is a sum-of-squares of degree at most } 2 r \text { on } \mathbb{B}^{n}\right\} .
$$

For simplicity, we will write $\mathrm{lb}(f)_{r}$ for these bounds throughout this chapter.
Another peculiarity of this setting is that the bounds $\operatorname{lb}(f)_{r}$ have finite convergence: $\operatorname{lb}(f)_{r}=f_{\min }$ for $r \geq n$ [Las01, Lau03a]. In fact, it has been shown in [STKI17] that the bound $\operatorname{lb}(f)_{r}$ is exact already for $2 r \geq n+d-1$. That is:

$$
\begin{equation*}
\operatorname{lb}(f)_{r}=f_{\min } \text { for } r \geq \frac{n+d-1}{2} . \tag{7.2}
\end{equation*}
$$

In addition, it is shown in [STKI17] that the bound $\operatorname{lb}(f)_{r}$ is exact for $2 r \geq n+d-2$ when the polynomial $f$ has only monomials of even degree. This extends an earlier result of [FSP16] shown for quadratic forms $(d=2)$, which applies in particular to the case of max-cut. Furthermore, this result is tight for maX-CUT, since one needs to go up to order $2 r \geq n$ in order to reach finite convergence (in the cardinality case when all edge weights are 1) [Lau03b]. Similarly, the result (7.2) is tight when $d$ is even and $n$ is odd [KLM16].

Upper bounds. Let $\mu$ be the uniform probability measure on $\mathbb{B}^{n}$. In addition to the lower bound $\operatorname{lb}(f)_{r}$, we also consider the measure-based upper bound $\operatorname{ub}\left(f, \mathbb{B}^{n}, \mu\right)_{r}$ on $f_{\min }$, which we recall is defined as follows:

$$
\begin{equation*}
\operatorname{ub}(f, \mathbf{X}, \mu)_{r}:=\inf _{s \in \Sigma[\mathbf{x}]_{2 r}}\left\{\int_{\mathbb{B}^{n}} f(\mathbf{x}) \cdot s(\mathbf{x}) d \mu(\mathbf{x}): \int_{\mathbb{B}^{n}} s(\mathbf{x}) d \mu(\mathbf{x})=1\right\} . \tag{7.3}
\end{equation*}
$$

Throughout this chapter, we shall simply write $\mathrm{ub}(f)_{r}$ for this bound. The bound $\mathrm{ub}(f)_{r}$ also converges to $f_{\min }$ in finitely many steps [Las11]; in fact it is not difficult to see that it is exact at order $r=n$ and that this is tight (see Section 7.3).

Outline. The main contribution of this chapter is an analysis of the quality of the bounds $\operatorname{lb}(f)_{r}$ for parameters $r, n \in \mathbb{N}$ with $2 r<n+d-1$, i.e., for which the bounds are not exact. The following is our main result, which expresses the error of the bound $\operatorname{lb}(f)_{r}$ in terms of the roots of Krawtchouk polynomials, which we recall from Chapter 1 are classical univariate orthogonal polynomials with respect to a discrete measure on the set $\{0,1, \ldots, n\}$ (see also Section 7.1 below).

THEOREM 7.1. Fix $d \leq n$ and let $f \in \mathbb{R}[\mathbf{x}]$ be a polynomial of degree $d$. For $r, n \in \mathbb{N}$, let $\xi_{r}^{n}$ be the least root of the degree $r$ Krawtchouk polynomial (7.11) with parameter $n$. Then, if $(r+1) / n \leq 1 / 2$ and $d(d+1) \cdot \xi_{r+1}^{n} / n \leq 1 / 2$, we have:

$$
\begin{equation*}
\frac{f_{\min }-\operatorname{lb}(f)_{r}}{\|f\|_{\infty}} \leq 2 C_{d} \cdot \xi_{r+1}^{n} / n \tag{7.4}
\end{equation*}
$$

Here $C_{d}>0$ is an absolute constant depending only on $d$ and we set $\|f\|_{\infty}:=$ $\max _{\mathbf{x} \in \mathbb{B}^{n}}|f(\mathbf{x})|$.

The extremal roots of Krawtchouk polynomials are well-studied in the literature. The following result of Levenshtein $[\mathbf{L e v} 98]$ shows their asymptotic behaviour.

Theorem $7.2([\mathbf{L e v} 98]$, Section 5). For $t \in[0,1 / 2]$, define the function

$$
\begin{equation*}
\varphi(t)=1 / 2-\sqrt{t(1-t)} \tag{7.5}
\end{equation*}
$$

Then the least root $\xi_{r}^{n}$ of the degree $r$ Krawtchouk polynomial with parameter $n$ satisfies

$$
\begin{equation*}
\xi_{r}^{n} / n \leq \varphi(r / n)+c \cdot(r / n)^{-1 / 6} \cdot n^{-2 / 3} \tag{7.6}
\end{equation*}
$$

for some universal constant $c>0$.
Applying (7.6) to (7.4), we find that the relative error of the bound $\operatorname{lb}(f)_{r}$ in the regime $r \approx t \cdot n$ behaves as the function $\varphi(t)=1 / 2-\sqrt{t(1-t)}$, up to a term in $O\left(1 / n^{2 / 3}\right)$, which vanishes as $n$ tends to $\infty$. As an illustration, Figure 7.1 in Section 7.5 shows the function $\varphi(t)$.

As we explain below, we will use the polynomial kernel method of Chapter 6 to prove Theorem 7.1. As we saw in Section 6.2, we can show the following analog of Theorem 7.1 for the upper bounds $u b(f)_{r}$ as a side result. To our knowledge this is the first analysis of the upper bounds on $\mathbb{B}^{n}$.

Theorem 7.3. Fix $d \leq n$ and let $f \in \mathbb{R}[\mathbf{x}]$ be a polynomial of degree $d$. Then, for any $r, n \in \mathbb{N}$ with $(r+1) / n \leq 1 / 2$, we have:

$$
\frac{\operatorname{ub}(f)_{r}-f_{\min }}{\|f\|_{\infty}} \leq C_{d} \cdot \xi_{r+1}^{n} / n
$$

where $C_{d}>0$ is the constant mentioned in Theorem 7.1.

Note that the above analysis of $u b(f)_{r}$ does not require any condition on the size of $\xi_{r+1}^{n}$ as was necessary for the analysis of $\mathrm{lb}(f)_{r}$ in Theorem 7.1. Indeed, as will become clear later, the condition put on $\xi_{r+1}^{n}$ follows from a technical argument (see Lemma 7.13), which is not required in the proof of Theorem 7.3.

Asymptotic analysis for both hierarchies. The results above show that the relative error of both hierarchies is bounded asymptotically by the function $\varphi(t)$ from (7.5) in the regime $r \approx t \cdot n$. This is summarized in the following corollary, which can be seen as an asymptotic version of Theorem 7.1 and Theorem 7.3.

Corollary 7.4. Fix $d \leq n$ and for $n, r \in \mathbb{N}$ write

$$
\begin{aligned}
& E_{(r)}(n):=\sup _{f \in \mathbb{R}[\mathbf{x}]_{d}}\left\{f_{\min }-\operatorname{lb}(f)_{r}:\|f\|_{\infty}=1\right\}, \\
& E^{(r)}(n):=\sup _{f \in \mathbb{R}[\mathbf{x}]_{d}}\left\{\operatorname{ub}(f)_{r}-f_{\min }:\|f\|_{\infty}=1\right\} .
\end{aligned}
$$

Let $C_{d}$ be the constant of Theorem 7.1 and let $\varphi(t)$ be the function from (7.5). Then, for any $t \in[0,1 / 2]$, we have:

$$
\lim _{r / n \rightarrow t} E^{(r)}(n) \leq C_{d} \cdot \varphi(t)
$$

and, if $d(d+1) \cdot \varphi(t) \leq 1 / 2$, we also have:

$$
\lim _{r / n \rightarrow t} E_{(r)}(n) \leq 2 \cdot C_{d} \cdot \varphi(t) .
$$

Here, the limit notation $r / n \rightarrow t$ means that the claimed convergence holds for all sequences $\left(n_{j}\right)_{j}$ and $\left(r_{j}\right)_{j}$ of integers such that $\lim _{j \rightarrow \infty} n_{j}=\infty$ and $\lim _{j \rightarrow \infty} r_{j} / n_{j}=t$.

We close with some remarks. First, note that $\varphi(1 / 2)=0$. Hence Corollary 7.4 tells us that the relative error of both hierarchies tends to 0 as $r / n \rightarrow 1 / 2$. We thus 'asymptotically' recover the exactness result (7.2) of [STKI17].

Our results in Theorems 7.1 and 7.3 and Corollary 7.4 extend directly to the case of polynomial optimization over the discrete cube $\{ \pm 1\}^{n}$ instead of the binary cube $\mathbb{B}^{n}=\{0,1\}^{n}$, as can easily be seen by applying a change of variables $x \in\{0,1\} \mapsto 2 x-1 \in\{ \pm 1\}$. In addition, as we show in Appendix 7.5 , our results extend to the case of polynomial optimization over the $q$-ary cube $\{0,1, \ldots, q-1\}^{n}$ for $q>2$.

Overview of the proof. As mentioned, we follow the proof strategy of Chapter 6 . For convenience, we sketch here the specialization of this method to the setting of the binry cube. Let $f \in \mathbb{R}[\mathbf{x}]_{d}$ be the polynomial with degree $d$ for which we wish to analyze the bounds $\mathrm{lb}(f)_{r}$ and $\mathrm{ub}(f)_{r}$. After rescaling, and up to a change of coordinates, we may assume w.l.o.g. that $f$ attains its minimum over $\mathbb{B}^{n}$ at $0 \in \mathbb{B}^{n}$ and that $f_{\min }=0$ and $f_{\max }=1$. So we
have $\|f\|_{\infty}:=\max _{\mathbf{x} \in \mathbb{B}^{n}}|f(\mathbf{x})|=1$. To simplify notation, we will make these assumptions throughout this chapter.

Let $\mu$ be the uniform probability measure on $\mathbb{B}^{n}$. A kernel $\mathrm{K}: \mathbb{B}^{n} \times \mathbb{B}^{n} \rightarrow \mathbb{R}$ induces a linear operator $\mathbf{K}$ on the space of polynomials $\mathcal{P}\left(\mathbb{B}^{n}\right)$ by:

$$
\mathbf{K} p(\mathbf{x}):=\int_{\mathbb{B}^{n}} p(\mathbf{y}) K(\mathbf{x}, \mathbf{y}) d \mu(\mathbf{y})=\frac{1}{2^{n}} \sum_{\mathbf{y} \in \mathbb{B}^{n}} p(\mathbf{y}) \mathrm{K}(\mathbf{x}, \mathbf{y})
$$

Recall from Chapter 6 that in order to analyze the lower bounds $\operatorname{lb}(f)_{r}$, it suffices to construct a kernel K whose associated operator $\mathbf{K}$ is invertible and satisfies:

$$
\begin{align*}
& \mathbf{K}(1)=1  \tag{P1}\\
& \mathbf{K} p \in \mathcal{Q}\left(\mathbb{B}^{n}\right)_{2 r} \quad \text { for all } p \in \mathcal{P}_{+}\left(\mathbb{B}^{n}\right)_{d}  \tag{P2}\\
& \max _{\mathbf{x} \in \mathbb{B}^{n}}\left|\mathbf{K}^{-1} f(\mathbf{x})-f(\mathbf{x})\right| \leq \varepsilon \tag{P3}
\end{align*}
$$

Lemma 7.5 (Specialization of Lemma 6.1). Let K be a kernel whose associated operator satisfies (P1), (P2) and (P3). Then we have $f_{\min }-\operatorname{lb}(f)_{r} \leq \varepsilon$.

Proof. Writing $\tilde{f}(\mathbf{x})=f(\mathbf{x})+\varepsilon$, we have:

$$
\left\|\mathbf{K}^{-1} \tilde{f}-\tilde{f}\right\|_{\infty}=\left\|\mathbf{K}^{-1} f-f\right\|_{\infty} \leq \varepsilon\|f\|_{\infty}=\varepsilon
$$

where we use the fact that $\mathbf{K}(1)=1=\mathbf{K}^{-1}(1)$ for the first equality and (P3) for the inequality. We then see that $\mathbf{K}^{-1} \tilde{f}(\mathbf{x}) \geq \tilde{f}(\mathbf{x})-\varepsilon=f(\mathbf{x}) \geq f_{\min }=0$ on $\mathbb{B}^{n}$, and so (P2) implies that:

$$
f(\mathbf{x})+\varepsilon=\mathbf{K K}^{-1}(f+\varepsilon) \in \mathcal{Q}\left(\mathbb{B}^{n}\right)
$$

or in other words that $f_{\min }-\operatorname{lb}(f)_{r} \leq \varepsilon$.
As we see below, the key feature of this setting is that the ChristoffelDarboux kernel $\mathrm{CD}_{2 r}$ is given by:

$$
\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y})=\sum_{k=0}^{2 r} \mathcal{K}_{k}^{(n)}(d(\mathbf{x}, \mathbf{y})) \quad\left(\mathbf{x}, \mathbf{y} \in \mathbb{B}^{n}\right)
$$

where $\mathcal{K}_{k}^{(n)}$ is the Krawtchouk polynomial of degree $k$, and $d(\mathbf{x}, \mathbf{y})=\|\mathbf{x}-\mathbf{y}\|_{1}$ denotes the Hamming distance between $\mathbf{x}$ and $\mathbf{y}$. The idea is then to consider a kernel K on $\mathbb{B}^{n}$ of the form:

$$
K(\mathbf{x}, \mathbf{y})=u^{2}(d(\mathbf{x}, \mathbf{y}))
$$

where $u \in \mathbb{R}[x]_{r}$ is a univariate polynomial of degree at most $r$. This kernel clearly lies in $\mathcal{Q}\left(\mathbb{B}^{n}\right)_{2 r}$ for fixed $\mathbf{y} \in \mathbb{B}^{n}$. By Lemma 6.2 , this implies that its associated operator K satisfies (P2). Furthermore, if we write $u^{2}(x)=$
$\sum_{k=0}^{2 r} \lambda_{k} \mathcal{K}_{k}^{(n)}(x)$ in the basis of Krawtchouk polynomials, we then have:

$$
\mathrm{K}(\mathbf{x}, \mathbf{y})=u^{2}(d(\mathbf{x}, \mathbf{y}))=\sum_{k=0}^{2 r} \lambda_{k} \mathcal{K}_{k}^{(n)}(d(\mathbf{x}, \mathbf{y}))=\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y} ; \lambda)
$$

where $\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y} ; \lambda)$ is the perturbed Christoffel-Darboux kernel (6.7). The eigenvalues of $\mathbf{K}$ are thus equal to $\lambda_{0}, \lambda_{1}, \ldots, \lambda_{2 r}$. As we have seen in Chapter $6, \mathbf{K}$ therefore satisfies (P1) if $\lambda_{0}=1$, and (P3) if $\lambda_{k} \approx 1$ for $1 \leq k \leq d$ (we make this precise in Section 7.2).

Interestingly, the problem of finding a polynomial $u$ for which the coefficients $\lambda_{k}$ satisfy these properties reduces to analyzing the quality of the measure-based upper bounds in a particular univariate setting. In order to perform this analysis and conclude the proof of Theorem 7.1, we make use of the connection between the upper bounds and roots of orthogonal polynomials (in this case the Krawtchouk polynomials) mentioned first in Chapter 2.

Organization. The rest of the chapter is structured as follows. We review the necessary background on Fourier analysis on the binary cube in Section 7.1. Then, in Section 7.2, we give a proof of Theorem 7.1. In Section 7.3, we discuss how to generalize the proofs of Section 7.2 to obtain Theorem 7.3. In Section 7.4, we give the proof of a technical lemma needed in the proof of Theorem 7.1. Finally, we we indicate in Section 7.5 how our arguments extend to the case of polynomial optimization over the $q$-ary hypercube $\{0,1, \ldots, q-1\}^{n}$ for $q>2$.

### 7.1. Preliminaries

In this section, we cover some standard Fourier analysis on the binary cube, most of which can also be found in Chapter 1 . We also prove some small statements on Krawtchouk polynomials that we will need later.
7.1.1. Notations. For $n \in \mathbb{N}$, we write $\mathbb{B}^{n}=\{0,1\}^{n}$ for the binary hypercube of dimension $n$. We let $\mu$ denote the uniform probability measure on $\mathbb{B}^{n}$, given by $\mu=\frac{1}{2^{n}} \sum_{\mathbf{x} \in \mathbb{B}^{n}} \delta_{\mathbf{x}}$, where $\delta_{\mathbf{x}}$ is the Dirac measure at $\mathbf{x}$. Further, we write $|\mathbf{x}|=\sum_{i} \mathbf{x}_{i}=\left|\left\{i \in[n]: \mathbf{x}_{i}=1\right\}\right|$ for the Hamming weight of $\mathbf{x} \in \mathbb{B}^{n}$, and $d(\mathbf{x}, \mathbf{y})=\left|\left\{i \in[n]: \mathbf{x}_{i} \neq \mathbf{y}_{i}\right\}\right|$ for the Hamming distance between $\mathbf{x}, \mathbf{y} \in \mathbb{B}^{n}$. We let $\operatorname{Sym}(n)$ denote the set of permutations of the set $[n]=\{1, \ldots, n\}$.

We consider polynomials $p: \mathbb{B}^{n} \rightarrow \mathbb{R}$ on $\mathbb{B}^{n}$. The space $\mathcal{P}\left(\mathbb{B}^{n}\right)$ of such polynomials is given by the quotient ring of $\mathbb{R}[\mathbf{x}]$ over the equivalence relation $p \sim q$ if $p(\mathbf{x})=q(\mathbf{x})$ on $\mathbb{B}^{n}$. In other words, $\mathcal{P}\left(\mathbb{B}^{n}\right)=\mathbb{R}[\mathbf{x}] / \mathcal{I}$, where $\mathcal{I}$ is the ideal generated by the polynomials $\mathbf{x}_{i}-\mathbf{x}_{i}^{2}$ for $i \in[n]$, which can also be seen as the vector space spanned by the (multilinear) polynomials $\prod_{i \in I} \mathbf{x}_{i}$ for $I \subseteq[n]$.

For $a \leq b \in \mathbb{N}$, we let $[a: b]$ denote the set of integers $a, a+1, \ldots, b$.
7.1.2. The character basis. Let $\langle\cdot, \cdot\rangle_{\mu}$ be the inner product on $\mathcal{P}\left(\mathbb{B}^{n}\right)$ given by:

$$
\langle p, q\rangle_{\mu}=\int_{\mathbb{B}^{n}} p(\mathbf{x}) q(\mathbf{x}) d \mu(\mathbf{x})=\frac{1}{2^{n}} \sum_{\mathbf{x} \in \mathbb{B}^{n}} p(\mathbf{x}) q(\mathbf{x})
$$

The space $\mathcal{P}\left(\mathbb{B}^{n}\right)$ has an orthonormal basis w.r.t. $\langle\cdot, \cdot\rangle_{\mu}$ given by the characters:

$$
\begin{equation*}
\chi_{a}(\mathbf{x}):=(-1)^{\mathbf{x} \cdot a}=\prod_{i: a_{i}=1}\left(1-2 \mathbf{x}_{i}\right) \quad\left(a \in \mathbb{B}^{n}\right) \tag{7.7}
\end{equation*}
$$

In other words, the set $\left\{\chi_{a}: a \in \mathbb{B}^{n}\right\}$ of all characters on $\mathbb{B}^{n}$ forms a basis for $\mathcal{P}\left(\mathbb{B}^{n}\right)$ and

$$
\begin{equation*}
\left\langle\chi_{a}, \chi_{b}\right\rangle_{\mu}=\frac{1}{2^{n}} \sum_{\mathbf{x} \in \mathbb{B}^{n}} \chi_{a}(\mathbf{x}) \chi_{b}(\mathbf{x})=\delta_{a, b} \quad \forall a, b \in \mathbb{B}^{n} \tag{7.8}
\end{equation*}
$$

Then any polynomial $p \in \mathcal{P}\left(\mathbb{B}^{n}\right)$ can be expressed in the basis of characters, known as its Fourier expansion:

$$
\begin{equation*}
p(\mathbf{x})=\sum_{a \in \mathbb{B}^{n}} \widehat{p}(a) \chi_{a}(\mathbf{x}) \quad \forall \mathbf{x} \in \mathbb{B}^{n} \tag{7.9}
\end{equation*}
$$

with Fourier coefficients $\widehat{p}(a):=\left\langle p, \chi_{a}\right\rangle_{\mu} \in \mathbb{R}$.
The group Aut $\left(\mathbb{B}^{n}\right)$ of automorphisms of $\mathbb{B}^{n}$ is generated by the coordinate permutations, of the form $\mathbf{x} \mapsto \sigma(\mathbf{x}):=\left(\mathbf{x}_{\sigma(1)}, \ldots, \mathbf{x}_{\sigma(n)}\right)$ for $\sigma \in \operatorname{Sym}(n)$, and the automorphisms corresponding to bit-flips, of the form $\mathbf{x} \in \mathbb{B}^{n} \mapsto \mathbf{x} \oplus a \in \mathbb{B}^{n}$ for $a \in \mathbb{B}^{n}$. If we set

$$
H_{k}:=\operatorname{span}\left\{\chi_{a}:|a|=k\right\} \quad(0 \leq k \leq n)
$$

then each $H_{k}$ is an irreducible, Aut $\left(\mathbb{B}^{n}\right)$-invariant subspace of $\mathcal{P}\left(\mathbb{B}^{n}\right)$ of dimension $\binom{n}{k}$. Using (7.9), we may then decompose $\mathcal{P}\left(\mathbb{B}^{n}\right)$ as the direct sum:

$$
\mathcal{P}\left(\mathbb{B}^{n}\right)=H_{0} \perp H_{1} \perp \cdots \perp H_{n}
$$

where the subspaces $H_{k}$ are pairwise orthogonal w.r.t. $\langle\cdot, \cdot\rangle_{\mu}$. In fact, we have that $\mathcal{P}\left(\mathbb{B}^{n}\right)_{d}=H_{0} \perp H_{1} \perp \cdots \perp H_{d}$ for all $d \leq n$, and we may thus write any $p \in \mathcal{P}\left(\mathbb{B}^{n}\right)_{d}$ (in a unique way) as

$$
p=p_{0}+p_{1}+\cdots+p_{d} \quad\left(p_{k} \in H_{k}\right)
$$

The polynomials $p_{k} \in H_{k}(k=0, \ldots, d)$ are known as the harmonic components of $p$ and the decomposition (7.1.2) as the harmonic decomposition of $p$. We will make extensive use of this decomposition throughout.

Let $\operatorname{St}(0) \subseteq \operatorname{Aut}\left(\mathbb{B}^{n}\right)$ be the set of automorphisms fixing $0 \in \mathbb{B}^{n}$, which consists of the coordinate permutations $\mathbf{x} \mapsto \sigma(\mathbf{x})=\left(\mathbf{x}_{\sigma(1)}, \ldots, \mathbf{x}_{\sigma(n)}\right)$ for $\sigma \in \operatorname{Sym}(n)$. The subspace of functions in $H_{k}$ that are invariant under $\operatorname{St}(0)$ is one-dimensional and it is spanned by the function

$$
\begin{equation*}
X_{k}(\mathbf{x}):=\sum_{|a|=k} \chi_{a}(\mathbf{x}) \tag{7.10}
\end{equation*}
$$

These functions $X_{k}$ are known as the zonal spherical functions with pole $0 \in \mathbb{B}^{n}$.
7.1.3. Krawtchouk polynomials. For $k \in \mathbb{N}$, the Krawtchouk polynomial of degree $k$ (and with parameter $n$ ) is the univariate polynomial in $x$ given by:

$$
\begin{equation*}
\mathcal{K}_{k}^{(n)}(x):=\sum_{i=0}^{k}(-1)^{i}\binom{x}{i}\binom{n-x}{k-i} . \tag{7.11}
\end{equation*}
$$

The Krawtchouk polynomials form an orthogonal basis for $\mathbb{R}[x]$ with respect to the inner product given by the following discrete probability measure on the set $[0: n]=\{0,1, \ldots, n\}$ :

$$
\omega:=\frac{1}{2^{n}} \sum_{t=0}^{n} w(x) \delta_{x}, \text { with } w(x):=\binom{n}{x} .
$$

Indeed, for all $k, k^{\prime} \in \mathbb{N}$ we have:

$$
\begin{equation*}
\left\langle\mathcal{K}_{k}^{(n)}, \mathcal{K}_{k^{\prime}}^{(n)}\right\rangle_{\omega}:=\frac{1}{2^{n}} \sum_{x=0}^{n} \mathcal{K}_{k}^{(n)}(x) \mathcal{K}_{k^{\prime}}^{(n)}(x) w(x)=\delta_{k, k^{\prime}}\binom{n}{k} . \tag{7.12}
\end{equation*}
$$

The following (well-known) lemma explains the connection between the Krawtchouk polynomials and the character basis on $\mathcal{P}\left(\mathbb{B}^{n}\right)$.

Lemma 7.6. Let $x \in[0: n]$ and choose $\mathbf{x}, \mathbf{y} \in \mathbb{B}^{n}$ so that $d(\mathbf{x}, \mathbf{y})=x$. Then for any $0 \leq k \leq n$ we have:

$$
\begin{equation*}
\mathcal{K}_{k}^{(n)}(x)=\sum_{|a|=k} \chi_{a}(\mathbf{x}) \chi_{a}(\mathbf{y}) . \tag{7.13}
\end{equation*}
$$

In particular, we have:

$$
\begin{equation*}
\mathcal{K}_{k}^{(n)}(x)=\sum_{|a|=k} \chi_{a}\left(1^{x} 0^{n-x}\right)=X_{k}\left(1^{x} 0^{n-x}\right), \tag{7.14}
\end{equation*}
$$

where $1^{x} 0^{n-x} \in \mathbb{B}^{n}$ is given by $\left(1^{x} 0^{n-x}\right)_{i}=1$ if $1 \leq i \leq x$ and $\left(1^{x} 0^{n-x}\right)_{i}=0$ if $x+1 \leq i \leq n$.

Proof. Noting that $\chi_{a}(\mathbf{x}) \chi_{a}(\mathbf{y})=\chi_{a}(\mathbf{x}+\mathbf{y})$ and $|\mathbf{x}+\mathbf{y}|=d(\mathbf{x}, \mathbf{y})=x$, we have:

$$
\begin{aligned}
\sum_{|a|=k} \chi_{a}(\mathbf{x}) \chi_{a}(\mathbf{y}) & =\sum_{i=0}^{k}(-1)^{i} \cdot \#\{|a|=k: a \cdot(\mathbf{x}+\mathbf{y})=i\} \\
& =\sum_{i=0}^{k}(-1)^{i}\binom{x}{i}\binom{n-x}{k-i}=\mathcal{K}_{k}^{(n)}(x)
\end{aligned}
$$

From this, we see that any polynomial $p \in \mathcal{P}\left(\mathbb{B}^{n}\right)_{d}$ that is invariant under the action of $\operatorname{St}(0)$ is of the form $\sum_{k=1}^{d} \lambda_{k} \mathcal{K}_{k}^{(n)}(|\mathbf{x}|)$ for some scalars $\lambda_{k}$, and thus $p(\mathbf{x})=u(|\mathbf{x}|)$ for some univariate polynomial $u \in \mathbb{R}[x]_{d}$.

It will sometimes be convenient to work with a different normalization of the Krawtchouk polynomials, given by:

$$
\begin{equation*}
\widehat{\mathcal{K}}_{k}^{n}(x):=\mathcal{K}_{k}^{(n)}(x) / \mathcal{K}_{k}^{(n)}(0) \quad(k \in \mathbb{N}) \tag{7.15}
\end{equation*}
$$

So $\widehat{\mathcal{K}}_{k}^{n}(0)=1$. Note that for any $k \in \mathbb{N}$, we have

$$
\left\|\mathcal{K}_{k}^{(n)}\right\|_{\omega}^{2}:=\left\langle\mathcal{K}_{k}^{(n)}, \mathcal{K}_{k}^{(n)}\right\rangle_{\omega}=\binom{n}{k}=\mathcal{K}_{k}^{(n)}(0)
$$

meaning that $\widehat{\mathcal{K}}_{k}^{n}(x)=\mathcal{K}_{k}^{(n)}(x) /\left\|\mathcal{K}_{k}^{(n)}\right\|_{\omega}^{2}$.
Finally we give a short proof of two basic facts on Krawtchouk polynomials that will be used below.

Lemma 7.7. We have:

$$
\widehat{\mathcal{K}}_{k}^{n}(x) \leq \widehat{\mathcal{K}}_{0}^{n}(x)=1
$$

for all $0 \leq k \leq n$ and $x \in[0: n]$.
Proof. Given $x \in[0: n]$ consider an element $\mathbf{x} \in \mathbb{B}^{n}$ with Hamming weight $x$, for instance the element $1^{x} 0^{n-x}$ from Lemma 7.6. By (7.14) we have

$$
\mathcal{K}_{k}^{(n)}(x)=\sum_{|a|=k} \chi_{a}(\mathbf{x}) \leq\binom{ n}{k}=\mathcal{K}_{k}^{(n)}(0)
$$

making use of the fact that $\left|\chi_{a}(\mathbf{x})\right|=1$ for all $a \in \mathbb{B}^{n}$.
Lemma 7.8. We have:

$$
\begin{align*}
\left|\widehat{\mathcal{K}}_{k}^{n}(x)-\widehat{\mathcal{K}}_{k}^{n}(x+1)\right| & \leq \frac{2 k}{n}, & & (x=0,1, \ldots, n-1)  \tag{7.16}\\
\left|\widehat{\mathcal{K}}_{k}^{n}(x)-1\right| & \leq \frac{2 k}{n} \cdot x & & (x=0,1, \ldots, n)
\end{align*}
$$

for all $0 \leq k \leq n$.
Proof. Let $x \in[0: n-1]$ and $0<k \leq d$. Consider the elements $1^{x} 0^{n-x}$ and $1^{x+1} 0^{n-x-1}$ of $\mathbb{B}^{n}$ from Lemma 7.6. We have:

$$
\begin{aligned}
\mid \mathcal{K}_{k}^{(n)}(x)-\mathcal{K}_{k}^{(n)}(x+1) & \stackrel{(7.14)}{=}\left|\sum_{|a|=k} \chi_{a}\left(1^{x} 0^{n-x}\right)-\chi_{a}\left(1^{x+1} 0^{n-x-1}\right)\right| \\
& \leq 2 \cdot \#\left\{a \in \mathbb{B}^{n}:|a|=k, a_{x+1}=1\right\}=2\binom{n-1}{k-1}
\end{aligned}
$$

where for the inequality we note that $\chi_{a}\left(1^{x} 0^{n-x}\right)=\chi_{a}\left(1^{x+1} 0^{n-x-1}\right)$ if $a_{x+1}=0$. As $\mathcal{K}_{k}^{(n)}(0)=\binom{n}{k}$, this implies that:

$$
\left|\widehat{\mathcal{K}}_{k}^{n}(x)-\widehat{\mathcal{K}}_{k}^{n}(x+1)\right| \leq 2\binom{n-1}{k-1} /\binom{n}{k}=\frac{2 k}{n}
$$

This shows the first inequality of (7.16). The second inequality follows using the triangle inequality, a telescope summation argument and the fact that $\widehat{\mathcal{K}}_{k}^{n}(0)=1$.
7.1.4. Invariant kernels and the Funk-Hecke formula. Given a univariate polynomial $u \in \mathbb{R}[x]$ of degree $r$ with $2 r \geq d$, consider the kernel $\mathrm{K}: \mathbb{B}^{n} \times \mathbb{B}^{n} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\mathrm{K}(\mathbf{x}, \mathbf{y}):=u^{2}(d(\mathbf{x}, \mathbf{y})) \tag{7.17}
\end{equation*}
$$

A kernel of the form (7.17) coincides with a polynomial of degree $2 \operatorname{deg}(u)$ in $\mathbf{x}$ on the binary cube $\mathbb{B}^{n}$, as $d(\mathbf{x}, \mathbf{y})=\sum_{i}\left(\mathbf{x}_{i}+\mathbf{y}_{i}-2 \mathbf{x}_{i} \mathbf{y}_{i}\right)$ for $\mathbf{x}, \mathbf{y} \in \mathbb{B}^{n}$. Furthermore, it is invariant under $\operatorname{Aut}\left(\mathbb{B}^{n}\right)$, in the sense that:

$$
\mathrm{K}(\mathbf{x}, \mathbf{y})=\mathrm{K}(\pi(\mathbf{x}), \pi(\mathbf{y})) \quad \forall \mathbf{x}, \mathbf{y} \in \mathbb{B}^{n}, \pi \in \operatorname{Aut}\left(\mathbb{B}^{n}\right)
$$

The kernel K acts as a linear operator $\mathbf{K}: \mathcal{P}\left(\mathbb{B}^{n}\right) \rightarrow \mathcal{P}\left(\mathbb{B}^{n}\right)$ by:

$$
\mathbf{K} p(\mathbf{x}):=\int_{\mathbb{B}^{n}} p(\mathbf{y}) K(\mathbf{x}, \mathbf{y}) d \mu(\mathbf{y})=\frac{1}{2^{n}} \sum_{\mathbf{y} \in \mathbb{B}^{n}} p(\mathbf{y}) K(\mathbf{x}, \mathbf{y})
$$

We may expand the polynomial $u^{2} \in \mathbb{R}[x]_{2 r}$ in the basis of Krawtchouk polynomials as:

$$
\begin{equation*}
u^{2}(x)=\sum_{k=0}^{2 r} \lambda_{k} \mathcal{K}_{k}^{(n)}(x) \quad\left(\lambda_{k} \in \mathbb{R}\right) \tag{7.18}
\end{equation*}
$$

As we show now, the eigenvalues of the operator $\mathbf{K}$ are given precisely by the coefficients $\lambda_{k}$ occurring in this expansion. This relation is analogous to the classical Funk-Hecke formula for spherical harmonics, see also Chapter 1.

THEOREM 7.9 (Funk-Hecke). Let $p \in \mathcal{P}\left(\mathbb{B}^{n}\right)_{d}$ with harmonic decomposition $p=p_{0}+p_{1}+\cdots+p_{d}$. Then we have:

$$
\begin{equation*}
\mathbf{K} p=\lambda_{0} p_{0}+\lambda_{1} p_{1}+\cdots+\lambda_{d} p_{d} \tag{7.19}
\end{equation*}
$$

Proof. It suffices to show that $\mathbf{K} \chi_{z}=\lambda_{|z|} \chi_{z}$ for all $z \in \mathbb{B}^{n}$. So we compute for $\mathbf{x} \in \mathbb{B}^{n}$ :

$$
\begin{aligned}
\mathbf{K} \chi_{z}(\mathbf{x})=\frac{1}{2^{n}} \sum_{\mathbf{y} \in \mathbb{B}^{n}} \chi_{z}(\mathbf{y}) u^{2}(d(\mathbf{x}, \mathbf{y})) & \stackrel{(7.18)}{=} \frac{1}{2^{n}} \sum_{\mathbf{y} \in \mathbb{B}^{n}} \chi_{z}(\mathbf{y}) \sum_{i=0}^{2 r} \lambda_{i} \mathcal{K}_{i}^{(n)}(d(\mathbf{x}, \mathbf{y})) \\
& \stackrel{(7.13)}{=} \sum_{i=0}^{2 r} \lambda_{i} \sum_{\mathbf{y} \in \mathbb{B}^{n}} \chi_{z}(\mathbf{y}) \sum_{|a|=i} \chi_{a}(\mathbf{x}) \chi_{a}(\mathbf{y}) \\
& =\sum_{i=0}^{2 r} \lambda_{i} \sum_{|a|=i}\left(\sum_{\mathbf{y} \in \mathbb{B}^{n}} \chi_{z}(\mathbf{y}) \chi_{a}(\mathbf{y})\right) \chi_{a}(\mathbf{x}) \\
& \stackrel{(7.8)}{=} \frac{1}{2^{n}} \sum_{i=0}^{2 r} \lambda_{i} \sum_{|a|=i} 2^{n} \delta_{z, a} \chi_{a}(\mathbf{x}) \\
& =\lambda_{|z|} \chi_{z}(\mathbf{x})
\end{aligned}
$$

Finally, we note that since the Krawtchouk polynomials form an orthogonal basis for $\mathbb{R}[x]$, we may express the coefficients $\lambda_{k}$ in the decomposition (7.18) of $u^{2}$ in the following way:

$$
\begin{equation*}
\lambda_{k}=\left\langle\mathcal{K}_{k}^{(n)}, u^{2}\right\rangle_{\omega} /\left\|\mathcal{K}_{k}^{(n)}\right\|_{\omega}^{2}=\left\langle\widehat{\mathcal{K}}_{k}^{n}, u^{2}\right\rangle_{\omega} . \tag{7.20}
\end{equation*}
$$

In addition, since in view of Lemma 7.7 we have $\widehat{\mathcal{K}}_{k}^{n}(x) \leq \widehat{\mathcal{K}}_{0}^{n}(x)$ for all $x \in$ [ $0: n$ ], it folllows that

$$
\begin{equation*}
\lambda_{k} \leq \lambda_{0} \quad \text { for } 0 \leq k \leq 2 r . \tag{7.21}
\end{equation*}
$$

### 7.2. Proof of main result

We consider a polynomial $f$ of degree $d \in \mathbb{N}$ to be minimized over $\mathbb{B}^{n}$, which we assume w.l.o.g. to satisfy $f_{\min }=f(0)=0$ and $\|f\|_{\infty}=1$. Let $u \in \mathbb{R}[x]$ be a univariate polynomial of degree $r$ (which we select later) with $2 r \geq d$. Recall that we decompose $u^{2}$ in the basis of Krawtchouck polynomials as:

$$
\begin{equation*}
u^{2}(x)=\sum_{k=0}^{2 r} \lambda_{k} \mathcal{K}_{k}^{(n)}(x) \quad\left(\lambda_{k} \in \mathbb{R}\right) \tag{7.22}
\end{equation*}
$$

Consider the kernel $\mathrm{K}(\mathbf{x}, \mathbf{y})=u^{2}(d(\mathbf{x}, \mathbf{y}))$ and its associated linear operator $\mathbf{K}$, which has eigenvalues $\lambda_{0}, \lambda_{1}, \ldots, \lambda_{2 r}$ by the Funk-Hecke formula (7.19). In order to prove Theorem 7.1, it suffices to show that $u$ may be chosen so that $\mathbf{K}$ satisfies (P1), (P2) and (P3).

Let us first note that the polynomial $\mathbf{x} \rightarrow \mathrm{K}(\mathbf{x}, \mathbf{y})$ lies in $\mathcal{Q}\left(\mathbb{B}^{n}\right)_{2 r}$ for each $\mathbf{y} \in \mathbb{B}^{n}$ by definition. Therefore, $\mathbf{K}$ always satisfies (P2).

Lemma 7.10 (Specialization of Lemma 6.2). Let K be a polynomial kernel on $\mathbb{B}^{n}$ and assume that $\mathrm{K}(\mathbf{x}, \mathbf{y})$ lies in $\mathcal{Q}\left(\mathbb{B}^{n}\right)_{2 r}$ for each $\mathbf{y} \in \mathbb{B}^{n}$. Then the associated operator $\mathbf{K}$ satisfies (P2).

Proof. Let $p \in \mathbb{R}[\mathbf{x}]$ be a polynomial, and assume that $p(\mathbf{x}) \geq 0$ for all $\mathbf{x} \in \mathbb{B}^{n}$. Then we have:

$$
\mathbf{K} p(\mathbf{x}):=\frac{1}{2^{n}} \sum_{\mathbf{y} \in \mathbb{B}^{n}} \underbrace{\mathrm{~K}(\mathbf{x}, \mathbf{y})}_{\in \mathcal{Q}\left(\mathbb{B}^{n}\right)} \underbrace{p(\mathbf{y})}_{\geq 0},
$$

which lies in the cone $\mathcal{Q}\left(\mathbb{B}^{n}\right)_{2 r}$.
Next, we note that $\mathbf{K}(1)=\lambda_{0}$, and so (P1) is satisfied precisely when $\lambda_{0}=1$. It remains to consider (P3). Recall that we are interested there in bounding the quantity:

$$
\max _{\mathbf{x} \in \mathbb{B}^{n}}\left|\mathbf{K}^{-1} f(\mathbf{x})-f(\mathbf{x})\right|
$$

Our approach consists of two parts. First, we relate this quantity to the coefficients $\lambda_{k}$ in the decomposition (7.22). Then, using this relation and the connection between Lasserre's upper bounds and extremal roots of orthogonal polynomials outlined in Section 2.2, we show that $u$ may be chosen such that the quantity is of the order $\xi_{r+1}^{n} / n$, where $\xi_{r+1}^{n}$ is the smallest root of the degree $r+1$ Krawtchouk polynomial (with parameter $n$ ).
7.2.1. Expressing (P3) in terms of the coefficients $\lambda_{k}$. We need the following technical lemma, which bounds the sup-norm $\left\|p_{k}\right\|_{\infty}$ of the harmonic components $p_{k}$ of a polynomial $p \in \mathcal{P}\left(\mathbb{B}^{n}\right)$ in terms of $\|p\|_{\infty}$, the sup-norm of $p$ itself. The key point is that this bound is independent of the dimension $n$. We delay the proof which is rather technical to Section 7.4.

LEmMA 7.11. There exists a constant $\gamma_{d}>0$, depending only on $d$, such that for any $p=p_{0}+p_{1}+\ldots+p_{d} \in \mathcal{P}\left(\mathbb{B}^{n}\right)_{d}$, we have:

$$
\left\|p_{k}\right\|_{\infty} \leq \gamma_{d}\|p\|_{\infty} \text { for all } 0 \leq k \leq d
$$

Corollary 7.12. Assume that $\lambda_{0}=1$ and $\lambda_{k} \neq 0$ for $1 \leq k \leq d$. Then we have:

$$
\begin{equation*}
\max _{\mathbf{x} \in \mathbb{B}^{n}}\left|\mathbf{K}^{-1} f(\mathbf{x})-f(\mathbf{x})\right| \leq \gamma_{d} \cdot \Lambda, \text { where } \Lambda:=\sum_{k=1}^{d}\left|\lambda_{k}^{-1}-1\right| \tag{7.23}
\end{equation*}
$$

Proof. By assumption, the operator $\mathbf{K}$ is invertible and, in view of FunkHecke formula (7.19), its inverse is given by: $\mathbf{K}^{-1} p=\sum_{i=0}^{d} \lambda_{i}^{-1} p_{k}$ for any
$p=p_{0}+p_{1}+\ldots+p_{d} \in \mathcal{P}\left(\mathbb{B}^{n}\right)_{d}$. For each $\mathbf{x} \in \mathbb{B}^{n}$, we therefore have:

$$
\begin{aligned}
\left|\mathbf{K}^{-1} f(\mathbf{x})-f(\mathbf{x})\right|=\left|\sum_{k=1}^{d}\left(\lambda_{i}^{-1}-1\right) f_{k}(\mathbf{x})\right| & \leq \sum_{k=1}^{d}\left|\lambda_{k}^{-1}-1\right|\left\|f_{k}\right\|_{\infty} \\
& \leq \sum_{k=1}^{d}\left|\lambda_{k}^{-1}-1\right| \cdot \gamma_{d}
\end{aligned}
$$

where we use Lemma 7.11 for the last inequality.
The expression $\Lambda$ in (7.23) is difficult to analyze. Therefore, following [FF21], we consider instead the simpler expression:

$$
\tilde{\Lambda}:=\sum_{k=1}^{d}\left(1-\lambda_{k}\right)=d-\sum_{k=1}^{d} \lambda_{k},
$$

which is linear in the $\lambda_{k}$. Under the assumption that $\lambda_{0}=1$, we have $\lambda_{k} \leq \lambda_{0}=1$ for all $k$ (recall relation (7.21)). Thus, $\Lambda$ and $\tilde{\Lambda}$ are both minimized when the $\lambda_{k}$ are close to 1 . The following lemma makes this precise.

Lemma 7.13. Assume that $\lambda_{0}=1$ and that $\tilde{\Lambda} \leq 1 / 2$. Then we have $\Lambda \leq 2 \tilde{\Lambda}$, and thus that:

$$
\max _{\mathbf{x} \in \mathbb{B}^{n}}\left|\mathbf{K}^{-1} f(\mathbf{x})-f(\mathbf{x})\right| \leq 2 \gamma_{d} \cdot \tilde{\Lambda}
$$

Proof. As we assume $\tilde{\Lambda} \leq 1 / 2$, we must have $1 / 2 \leq \lambda_{k} \leq 1$ for all $k$. Therefore, we may write:

$$
\Lambda=\sum_{k=1}^{d}\left|\lambda_{k}^{-1}-1\right|=\sum_{k=1}^{d}\left|\left(1-\lambda_{k}\right) / \lambda_{k}\right|=\sum_{k=1}^{d}\left(1-\lambda_{k}\right) / \lambda_{k} \leq 2 \sum_{k=1}^{d}\left(1-\lambda_{k}\right)=2 \tilde{\Lambda} .
$$

7.2.2. Optimizing the choice of the univariate polynomial $u$. In light of Lemma 7.13, and recalling (7.20), we wish to find a univariate polynomial $u \in \mathbb{R}[x]_{r}$ for which:

$$
\begin{aligned}
\lambda_{0} & =\left\langle 1, u^{2}\right\rangle_{\omega}=1, \text { and } \\
\tilde{\Lambda}=d-\sum_{k=1}^{d} \lambda_{k} & =d-\sum_{k=1}^{d}\left\langle\widehat{\mathcal{K}}_{k}^{n}, u^{2}\right\rangle_{\omega} \text { is small. }
\end{aligned}
$$

Unpacking the definition of $\langle\cdot, \cdot\rangle_{\omega}$, we thus need to solve the following optimization problem:

$$
\begin{align*}
& \inf _{u \in \mathbb{R}[x]_{r}}\left\{\int g(x) \cdot u^{2}(x) d \omega(x): \int u^{2}(x) d \omega(x)=1\right\} \\
& \text { where } g(x):=d-\sum_{k=1}^{d} \widehat{\mathcal{K}}_{k}^{n}(x) \tag{7.24}
\end{align*}
$$

(Indeed $\int g u^{2} d \omega=\left\langle g, u^{2}\right\rangle_{\omega}=\tilde{\Lambda}$ and $\int u^{2} d \omega=\left\langle 1, u^{2}\right\rangle_{\omega}$.) We recognize that this is exactly ${ }^{1}$ the program that defines the upper bound $\mathrm{ub}(g,[0: n], \omega)_{r}$ for the minimization of $g$ on $[0: n]$ ! Hence the optimal value of (7.24) is equal to $\mathrm{ub}(g)_{r}:=\mathrm{ub}(g,[0: n], \omega)_{r}$ and, using Lemma 7.13, we may conclude the following.

ThEOREM 7.14. Let $g$ be as in (7.24). Assume that $\mathrm{ub}(g)_{r} \leq 1 / 2$. Then there exists a polynomial $u \in \mathbb{R}[x]_{r}$ such that $\lambda_{0}=1$ and:

$$
\max _{\mathbf{x} \in \mathbb{B}^{n}}\left|\mathbf{K}^{-1} f(\mathbf{x})-f(\mathbf{x})\right| \leq 2 \gamma_{d} \cdot \mathrm{ub}(g)_{r}
$$

It remains, then, to analyze $\mathrm{ub}(g)_{r}$. For this purpose, we follow a technique outlined in Section 2.3. Note that $g_{\min }=g(0)=0$. We first show that $g$ can be upper bounded by its linear Taylor approximation at $x=0$.

Lemma 7.15. We have:

$$
g(x) \leq \widehat{g}(x):=d(d+1) \cdot(x / n) \quad \forall x \in[0: n]
$$

Furthermore, the minimum $\hat{g}_{\min }$ of $\hat{g}$ on $[0: n]$ clearly satisfies $\widehat{g}_{\min }=\widehat{g}(0)=$ $g(0)=g_{\text {min }}$.

Proof. Using (7.16), we find for each $k \leq n$ that:

$$
\widehat{\mathcal{K}}_{k}^{n}(x) \geq \widehat{\mathcal{K}}_{k}^{n}(0)-\frac{2 k}{n} \cdot x=1-\frac{2 k}{n} \cdot x \quad \forall x \in[0: n]
$$

Therefore, we have:

$$
g(x):=d-\sum_{k=1}^{d} \widehat{\mathcal{K}}_{k}^{n}(x) \leq \sum_{k=1}^{d} \frac{2 k}{n} \cdot x=d(d+1) \cdot(x / n) \quad \forall x \in[0: n]
$$

Lemma 7.16. We have:

$$
\mathrm{ub}(g)_{r} \leq d(d+1) \cdot\left(\xi_{r+1}^{n} / n\right)
$$

where $\xi_{r+1}^{n}$ is the smallest root of the Krawtchouk polynomial $\mathcal{K}_{r+1}^{(n)}$.
Proof. This follows immediately from Proposition 1.2, noting that the Krawtchouk polynomials are indeed orthogonal w.r.t. the measure $\omega$ on $[0: n]$ (cf. (7.12)).

Putting things together, we may prove our main result, Theorem 7.1.

[^1]Proof of Theorem 7.1. Assume that $r$ is large enough so that $d(d+1) \cdot\left(\xi_{r+1}^{n} / n\right) \leq 1 / 2$. By Lemma 7.16, we then have

$$
\mathrm{ub}(g)_{r} \leq d(d+1) \cdot\left(\xi_{r+1}^{n} / n\right) \leq 1 / 2
$$

We are thus able to choose a polynomial $u \in \mathbb{R}[x]_{r}$ whose associated operator $\mathbf{K}$ satisfies $\mathbf{K}(1)=1$ and

$$
\max _{\mathbf{x} \in \mathbb{B}^{n}}\left|\mathbf{K}^{-1} f(\mathbf{x})-f(\mathbf{x})\right| \leq 2 \gamma_{d} \cdot d(d+1) \cdot\left(\xi_{r+1}^{n} / n\right)
$$

That is, we may construct an operator $\mathbf{K}$ satisfying (P1), (P2) and (P3) with $\varepsilon=2 \gamma_{d} \cdot d(d+1) \cdot\left(\xi_{r+1}^{n} / n\right)$. We may use Lemma 7.5 to obtain Theorem 7.1 with constant $C_{d}:=\gamma_{d} \cdot d(d+1)$.

### 7.3. The upper bounds

We turn now to analyzing the hierarchy $\mathrm{ub}(f)_{r}$ of upper bounds defined in (7.3) for a polynomial $f \in \mathbb{R}[\mathbf{x}]_{d}$ on the binary cube, whose definition is repeated for convenience:

$$
\operatorname{ub}(f)_{r}:=\inf _{s \in \Sigma[\mathbf{x}]_{r}}\left\{\int_{\mathbb{B}^{n}} f(\mathbf{x}) \cdot s(\mathbf{x}) d \mu: \int_{\mathbb{B}^{n}} s(\mathbf{x}) d \mu=1\right\} \geq f_{\min }
$$

In principle, our analysis follows immediately from the proof of Theorem 7.1; see Section 6.2. For exposition, we provide here a more direct argument.

As before, we may assume w.l.o.g. that $f_{\min }=f(0)=0$ and that $f_{\max }=1$. To facilitate the analysis of the bounds $\operatorname{ub}(f)_{r}$, the idea is to restrict in (7.3) to polynomials $s(\mathbf{x})$ that are invariant under the action of $\operatorname{St}(0) \subseteq \operatorname{Aut}\left(\mathbb{B}^{n}\right)$, i.e., depending only on the Hamming weight $|\mathbf{x}|$. Such polynomials are of the form $s(\mathbf{x})=u(|\mathbf{x}|)$ for some univariate polynomial $u \in \mathbb{R}[x]$. Hence this leads to the following, weaker hierarchy, where we now optimize over univariate sums-of-squares:

$$
\operatorname{ub}(f)_{r}^{\operatorname{sym}}:=\inf _{u \in \Sigma[x]_{r}}\left\{\int_{\mathbb{B}^{n}} f(\mathbf{x}) \cdot u(|\mathbf{x}|) d \mu(\mathbf{x}): \int_{\mathbb{B}^{n}} u(|\mathbf{x}|) d \mu(\mathbf{x})=1\right\}
$$

By definition, we must have $\mathrm{ub}(f)_{r}^{\mathrm{sym}} \geq \mathrm{ub}(f)_{r} \geq f_{\text {min }}$, and so an analysis of $\mathrm{ub}(f)_{r}^{\text {sym }}$ extends immediately to $\mathrm{ub}(f)_{r}$.

The main advantage of working with the hierarchy $\mathrm{ub}(f)_{r}^{\text {sym }}$ is that we may now assume that $f$ is itself invariant under $\operatorname{St}(0)$, after replacing $f$ by its symmetrization:

$$
\frac{1}{|\operatorname{St}(0)|} \sum_{\sigma \in \operatorname{St}(0)} f(\sigma(\mathbf{x}))
$$

Indeed, for any $u \in \Sigma[x]_{2 r}$, we have that:

$$
\begin{aligned}
\int_{\mathbb{B}^{n}} f(\mathbf{x}) u(|\mathbf{x}|) d \mu(\mathbf{x}) & =\frac{1}{|\operatorname{St}(0)|} \sum_{\sigma \in \operatorname{St}(0)} \int_{\mathbb{B}^{n}} f(\sigma(\mathbf{x})) u(|\sigma(\mathbf{x})|) d \mu(\sigma(\mathbf{x})) \\
& =\int_{\mathbb{B}^{n}} \frac{1}{|\operatorname{St}(0)|} \sum_{\sigma \in \operatorname{St}(0)} f(\sigma(\mathbf{x})) u(|\mathbf{x}|) d \mu(\mathbf{x})
\end{aligned}
$$

So we now assume that $f$ is $\operatorname{St}(0)$-invariant, and thus we may write:

$$
f(\mathbf{x})=F(|\mathbf{x}|) \text { for some polynomial } F(x) \in \mathbb{R}[x]_{d}
$$

By the definitions of the measures $\mu$ on $\mathbb{B}^{n}$ and $\omega$ on $[0: n]$ we have the identities:

$$
\begin{aligned}
\int_{\mathbb{B}^{n}} u(|\mathbf{x}|) d \mu(\mathbf{x}) & =\int_{[0: n]} u(x) d \omega(x) \\
\int_{\mathbb{B}^{n}} F(|\mathbf{x}|) u(|\mathbf{x}|) d \mu(\mathbf{x}) & =\int_{[0: n]} F(x) u(x) d \omega(x) .
\end{aligned}
$$

Hence we get

$$
\begin{aligned}
\operatorname{ub}(f)_{r}^{\mathrm{sym}} & =\inf _{u \in \Sigma[x]_{2 r}}\left\{\int_{[0: n]} F(x) \cdot u(x) d \omega(x): \int_{[0: n]} u(x) d \omega(x)=1\right\} \\
& =\operatorname{ub}(F,[0: n], \omega)_{r}
\end{aligned}
$$

In other words, the behaviour of the symmetrized hierarchy $\mathrm{ub}(f)_{r}^{\text {sym }}$ over the binary cube w.r.t. the uniform measure $\mu$ is captured by the behaviour of the univariate hierarchy $\operatorname{ub}(F,[0: n], \omega)_{r}$ over $[0: n]$ w.r.t. the discrete measure $\omega$.

Now, we are in a position to make use again of the technique we employed at the end of Section 7.2. First we find a linear upper estimator $\widehat{F}$ for $F$ on $[0: n]$.

Lemma 7.17. We have

$$
F(x) \leq \widehat{F}(x):=d(d+1) \cdot \gamma_{d} \cdot x / n \quad \forall x \in[0: n]
$$

where $\gamma_{d}$ is the same constant as in Lemma 7.11.
Proof. Write $F(x)=\sum_{k=0}^{d} \lambda_{k} \widehat{\mathcal{K}}_{k}^{n}(x)$ for some scalars $\lambda_{k}$. By assumption, $F(0)=0$ and thus $\sum_{k=0}^{d} \lambda_{k}=0$. We now use an analogous argument as for Lemma 7.15:

$$
\begin{aligned}
F(x)=\sum_{k=0}^{d} \lambda_{k}\left(\widehat{\mathcal{K}}_{k}^{n}(x)-1\right) & \leq \sum_{k=0}^{d}\left|\lambda_{k}\right|\left|\widehat{\mathcal{K}}_{k}^{n}(x)-1\right| \stackrel{(7.16)}{\leq} \max _{k}\left|\lambda_{k}\right| \cdot x \cdot \sum_{k=0}^{d} \frac{2 k}{n} \\
& \leq \max _{k}\left|\lambda_{k}\right| \cdot x \cdot \frac{d(d+1)}{n}
\end{aligned}
$$

As $\|f\|_{\infty}=1$, using Lemma 7.11, we can conclude that:

$$
\left|\lambda_{k}\right|=\max _{x \in[0: n]}\left|\lambda_{k} \widehat{\mathcal{K}}_{k}^{n}(x)\right| \leq \gamma_{d}
$$

which gives the desired result.
In light of Lemma 7.16, we may now conclude that:

$$
\mathrm{ub}(F,[0: n], \omega)_{r} \leq d(d+1) \gamma_{d} \cdot \xi_{r+1}^{n} / n
$$

As $\mathrm{ub}(f)_{r} \leq \mathrm{ub}(f)_{r}^{\text {sym }}=\mathrm{ub}(F,[0: n], \omega)_{r}$, we have thus shown Theorem 7.3 with constant $C_{d}=d(d+1) \gamma_{d}$. Note that in comparison to Lemma 7.16, we only have the additional constant factor $\gamma_{d}$.
7.3.1. Exactness of the inner hierarchy. As is the case for the outer hierarchy, the inner hierarchy is exact when $r$ is large enough. Whereas the outer hierarchy, however, is exact for $r \geq(n+d-1) / 2$, the inner hierarchy is exact in general if and only if $r \geq n$. We give a short proof of this fact below, for reference.

Lemma 7.18. Let $f$ be a polynomial on $\mathbb{B}^{n}$. Then $\mathrm{ub}(f)_{r}=f_{\min }$ for all $r \geq n$.

Proof. We may assume w.l.o.g. that $f(0)=f_{\min }$. Consider the interpolation polynomial:

$$
s(\mathbf{x}):=\sqrt{2^{n}} \prod_{i=1}^{n}\left(1-\mathbf{x}_{i}\right) \in \mathbb{R}[\mathbf{x}]_{n}
$$

which satisfies $s^{2}(0)=2^{n}$ and $s^{2}(\mathbf{x})=0$ for all $0 \neq \mathbf{x} \in \mathbb{B}^{n}$. Clearly, we have:

$$
\int_{\mathbb{B}^{n}} f(\mathbf{x}) s^{2}(\mathbf{x}) d \mu(\mathbf{x})=f(0)=f_{\min } \text { and } \int_{\mathbb{B}^{n}} s^{2}(\mathbf{x}) d \mu(\mathbf{x})=1
$$

and so $\operatorname{ub}(f)_{n}=f_{\text {min }}$.
The next lemma shows that this result is tight, by giving an example of polynomial $f$ for which the bound $\operatorname{ub}(f)_{r}$ is exact only at order $r=n$.

LEMMA 7.19. Let $f(\mathbf{x})=|\mathbf{x}|=\mathbf{x}_{1}+\ldots+\mathbf{x}_{n}$. Then $\mathrm{ub}(f)_{r}-f_{\min }>0$ for all $r<n$.

Proof. Suppose not. That is, $\mathrm{ub}(f)_{r}=f_{\text {min }}=0$ for some $r \leq n-1$. As $f(\mathbf{x})>0=f_{\text {min }}$ for all $0 \neq \mathbf{x} \in \mathbb{B}^{n}$, this implies that there exists a polynomial $s \in \mathbb{R}[\mathbf{x}]_{r}$ such that $s^{2}$ is interpolating at 0 , i.e. such that $s^{2}(0)=1$ and $s^{2}(\mathbf{x})=0$ for all $0 \neq \mathbf{x} \in \mathbb{B}^{n}$. But then $s$ is itself interpolating at 0 and has degree $r<n$, a contradiction.

### 7.4. The harmonic constant

In this section we give a proof of Lemma 7.11, where we bound the supnorm $\left\|p_{k}\right\|_{\infty}$ of the harmonic components $p_{k}$ of a polynomial $p$ by $\gamma_{d}\|p\|_{\infty}$ for some constant $\gamma_{d}$ depending only on the degree $d$ of $p$. The following definitions will be convenient.

Definition 7.20. For $n \geq d \geq k \geq 0$ integers, we write:

$$
\begin{aligned}
\gamma\left(\mathbb{B}^{n}\right)_{d, k} & :=\sup \left\{\left\|p_{k}\right\|_{\infty}: p=p_{0}+p_{1}+\cdots+p_{d} \in \mathcal{P}\left(\mathbb{B}^{n}\right)_{d},\|p\|_{\infty} \leq 1\right\}, \text { and } \\
\gamma\left(\mathbb{B}^{n}\right)_{d} & :=\max _{0 \leq k \leq d} \gamma\left(\mathbb{B}^{n}\right)_{d, k}
\end{aligned}
$$

We are thus interested in finding a bound $\gamma_{d}$ depending only on $d$ such that:

$$
\gamma_{d} \geq \gamma\left(\mathbb{B}^{n}\right)_{d} \text { for all } n \in \mathbb{N}
$$

We will now show that in the computation of the parameter $\gamma\left(\mathbb{B}^{n}\right)_{d, k}$ we may restrict to feasible solutions $p$ having strong structural properties. First, we show that we may assume that the sup-norm of the harmonic component $p_{k}$ of $p$ is attained at $0 \in \mathbb{B}^{n}$.

Lemma 7.21. We have:

$$
\begin{equation*}
\gamma\left(\mathbb{B}^{n}\right)_{d, k}=\sup _{p \in \mathcal{P}\left(\mathbb{B}^{n}\right)_{d}}\left\{p_{k}(0):\|p\|_{\infty} \leq 1\right\} \tag{7.25}
\end{equation*}
$$

Proof. Let $p$ be a feasible solution for $\gamma\left(\mathbb{B}^{n}\right)_{d, k}$ and let $\mathbf{x} \in \mathbb{B}^{n}$ for which $p_{k}(\mathbf{x})=\left\|p_{k}\right\|_{\infty}$ (after possibly replacing $p$ by $\left.-p\right)$. Now choose $\sigma \in \operatorname{Aut}\left(\mathbb{B}^{n}\right)$ such that $\sigma(0)=\mathbf{x}$ and set $\widehat{p}=p \circ \sigma$. Clearly, $\widehat{p}$ is again a feasible solution for $\gamma\left(\mathbb{B}^{n}\right)_{d, k}$. Moreover, as $H_{k}$ is invariant under Aut $\left(\mathbb{B}^{n}\right)$, we have:

$$
\left\|\widehat{p}_{k}\right\|_{\infty}=\widehat{p}_{k}(0)=(p \circ \sigma)_{k}(0)=\left(p_{k} \circ \sigma\right)(0)=\left\|p_{k}\right\|_{\infty}
$$

which shows the lemma.
Next we show that we may in addition restrict to polynomials that are highly symmetric.

Lemma 7.22. In the program (7.25) we may restrict the optimization to polynomials of the form:

$$
p(\mathbf{x})=\sum_{i=0}^{d} \lambda_{i} \sum_{|a|=i} \chi_{a}(\mathbf{x})=\sum_{i=0}^{d} \lambda_{i} \mathcal{K}_{i}^{(n)}(|\mathbf{x}|) \quad \text { where } \lambda_{i} \in \mathbb{R}
$$

Proof. Let $p$ be a feasible solution to (7.25). Consider the following polynomial $\widehat{p}$ obtained as symmetrization of $p$ under action of $\operatorname{St}(0)$, the set of automorphism of $\mathbb{B}^{n}$ corresponding to the coordinate permutations:

$$
\widehat{p}(\mathbf{x})=\frac{1}{|\operatorname{St}(0)|} \sum_{\sigma \in \operatorname{St}(0)}(p \circ \sigma)(\mathbf{x})
$$

Then $\|\widehat{p}\|_{\infty} \leq 1$ and $\widehat{p}_{k}(0)=p_{k}(0)$, so $\widehat{p}$ is still feasible for (7.25) and has the same objective value as $p$. Furthermore, for each $i, \widehat{p}_{i}$ is invariant under $\operatorname{St}(0)$, which implies that $\widehat{p}_{i}(\mathbf{x})=\lambda_{i} X_{i}(\mathbf{x})=\lambda_{i} \sum_{|a|=i} \chi_{a}(\mathbf{x})=\lambda_{i} \mathcal{K}_{i}^{(n)}(|\mathbf{x}|)$ for some $\lambda_{i} \in \mathbb{R}($ see $(7.10))$.

A simple rescaling $\lambda_{i} \leftarrow \lambda_{i} \cdot\binom{n}{i}$ allows us to switch from $\mathcal{K}_{i}^{(n)}$ to $\widehat{\mathcal{K}}_{i}^{n}=\mathcal{K}_{i}^{(n)} /\binom{n}{i}$ and to obtain the following reformulation of $\gamma\left(\mathbb{B}^{n}\right)_{d, k}$ as a linear program.

Lemma 7.23. For any $n \geq d \geq k$ we have:

$$
\begin{align*}
\gamma\left(\mathbb{B}^{n}\right)_{d, k}=\max & \lambda_{k} \\
\text { s.t. } & -1 \leq \sum_{i=0}^{d} \lambda_{i} \widehat{\mathcal{K}}_{i}^{n}(t) \leq 1 \quad(t=0,1, \ldots, n) \tag{7.26}
\end{align*}
$$

7.4.1. Limit functions. The idea now is to prove a bound on $\gamma\left(\mathbb{B}^{n}\right)_{d, k}$ which holds for fixed $d$ and is independent of $n$. We will do this by considering 'the limit' of problem (7.26) as $n \rightarrow \infty$. For each $k \in \mathbb{N}$, we define the limit function:

$$
\widehat{\mathcal{K}}_{k}^{\infty}(t):=\lim _{n \rightarrow \infty} \widehat{\mathcal{K}}_{k}^{n}(n t)
$$

which, as shown in Lemma 7.25 below, is in fact a polynomial. We first present the polynomial $\widehat{\mathcal{K}}_{k}^{\infty}(t)$ for small $k$ as an illustration.

Example 7.24. We have:

$$
\begin{aligned}
\widehat{\mathcal{K}}_{0}^{n}(n t)=1 & \Longrightarrow \widehat{\mathcal{K}}_{0}^{\infty}(t)=1 \\
\widehat{\mathcal{K}}_{1}^{n}(n t)=-2 t+1 & \Longrightarrow \widehat{\mathcal{K}}_{1}^{\infty}(t)=-2 t+1 \\
\widehat{\mathcal{K}}_{2}^{n}(n t)=\frac{2 n^{2} t^{2}-2 n^{2} t+\binom{n}{2}}{\binom{n}{2}} & \Longrightarrow \widehat{\mathcal{K}}_{2}^{\infty}(t)=4 t^{2}-4 t+1=(1-2 t)^{2} .
\end{aligned}
$$

Lemma 7.25. We have: $\widehat{\mathcal{K}}_{k}^{\infty}(t)=(1-2 t)^{k}$ for all $k \in \mathbb{N}$.
Proof. The Krawtchouk polynomials satisfy the following three-term recurrence relation (see, e.g., [MS83]):

$$
(k+1) \mathcal{K}_{k+1}^{(n)}(t)=(n-2 t) \mathcal{K}_{k}^{(n)}(t)-(n-k+1) \mathcal{K}_{k-1}^{(n)}(t)
$$

for $1 \leq k \leq n-1$. By evaluating the polynomials at $n t$ we obtain:

$$
\begin{aligned}
& (k+1) \mathcal{K}_{k+1}^{(n)}(n t)=(n-2 n t) \mathcal{K}_{k}^{(n)}(n t)-(n-k+1) \mathcal{K}_{k-1}^{(n)}(n t), \\
\Longrightarrow \quad & (k+1)\binom{n}{k+1} \widehat{\mathcal{K}}_{k+1}^{n}(n t)=(n-2 n t)\binom{n}{k} \widehat{\mathcal{K}}_{k}^{n}(n t) \\
& -(n-k+1)\binom{n}{k-1} \widehat{\mathcal{K}}_{k-1}^{n}(n t), \\
\Longrightarrow \quad & \widehat{\mathcal{K}}_{k+1}^{n}(n t)=\frac{n(1-2 t)}{(n-k)} \cdot \widehat{\mathcal{K}}_{k}^{n}(n t)-\frac{k}{n-k} \cdot \widehat{\mathcal{K}}_{k-1}^{n}(n t), \\
\Longrightarrow \quad & \widehat{\mathcal{K}}_{k+1}^{\infty}(t)=(1-2 t) \widehat{\mathcal{K}}_{k}^{\infty}(t) .
\end{aligned}
$$

As $\widehat{\mathcal{K}}_{0}^{\infty}(t)=1$ and $\widehat{\mathcal{K}}_{1}^{\infty}(t)=1-2 t$ we can conclude that indeed $\widehat{\mathcal{K}}_{k}^{\infty}(t)=(1-2 t)^{k}$ for all $k \in \mathbb{N}$.

Next, we show that solutions to (7.26) remain feasible after increasing the dimension $n$.

Lemma 7.26. Let $\lambda=\left(\lambda_{0}, \lambda_{1}, \ldots, \lambda_{d}\right)$ be a feasible solution to (7.26) for a certain $n \in \mathbb{N}$. Then it is also feasible to (7.26) for $n+1$ (and thus for any $\left.n^{\prime} \geq n+1\right)$. Therefore, $\gamma\left(\mathbb{B}^{n+1}\right)_{d, k} \geq \gamma\left(\mathbb{B}^{n}\right)_{d, k}$ for all $n \geq d \geq k$ and thus $\gamma\left(\mathbb{B}^{n+1}\right)_{d} \geq \gamma\left(\mathbb{B}^{n}\right)_{d}$ for all $n \geq d$.

Proof. We may view $\mathbb{B}^{n}$ as a subset of $\mathbb{B}^{n+1}$ via the map $a \mapsto(a, 0)$, and analogously $\mathcal{P}\left(\mathbb{B}^{n}\right)$ as a subspace of $\mathcal{P}\left(\mathbb{B}^{n+1}\right)$ via $\chi_{a} \mapsto \chi_{(a, 0)}$. Now for $m, i \in \mathbb{N}$ we consider again the zonal spherical harmonic (7.10):

$$
X_{i}^{m}=\sum_{|a|=i, a \in \mathbb{B}^{m}} \chi_{a}
$$

Consider the set $\operatorname{St}(0) \subseteq \operatorname{Aut}\left(\mathbb{B}^{n+1}\right)$ of automorphisms fixing $0 \in \mathbb{B}^{n+1}$, i.e., the coordinate permutations arising from $\sigma \in \operatorname{Sym}(n+1)$. We will use the following identity:

$$
\begin{equation*}
\frac{1}{|\operatorname{St}(0)|} \sum_{\sigma \in \operatorname{St}(0)} \frac{X_{i}^{n}}{\binom{n}{i}} \circ \sigma=\frac{X_{i}^{n+1}}{\binom{n+1}{i}} \tag{7.27}
\end{equation*}
$$

To see that (7.27) holds note that its left hand side is equal to

$$
\frac{1}{(n+1)!\binom{n}{i}} \sum_{\sigma \in \operatorname{Sym}(n+1)} \sum_{a \in \mathbb{B}^{n},|a|=i} \chi_{(a, 0)} \circ \sigma=\frac{1}{(n+1)!\binom{n}{i}} \sum_{b \in \mathbb{B}^{n+1},|b|=i} N_{b} \chi_{b}
$$

where $N_{b}$ denotes the number of pairs $(\sigma, a)$ with $\sigma \in \operatorname{Sym}(n+1), a \in \mathbb{B}^{n}$, $|a|=i$ such that $b=\sigma(a, 0)$. As there are $\binom{n}{i}$ choices for $a$ and $i!(n+1-i)$ ! choices for $\sigma$ we have $N_{b}=\binom{n}{i} i!(n+1-i)!$ and thus (7.27) holds.

Assume $\lambda$ is a feasible solution of (7.26) for a given value of $n$. Then, in view of (7.13), this means

$$
\left|\sum_{i=0}^{d} \lambda_{i} \cdot \frac{X_{i}^{n}(\mathbf{x})}{\binom{n}{i}}\right| \leq 1 \quad \text { for all } x \in \mathbb{B}^{n}, \quad \text { and thus for all } \mathbf{x} \in \mathbb{B}^{n+1}
$$

Using (7.27) we obtain:

$$
\begin{aligned}
\left|\sum_{i=0}^{d} \lambda_{i} \frac{X_{i}^{n+1}(\mathbf{x})}{\binom{n+1}{i}}\right| & =\left|\sum_{i=0}^{d} \lambda_{i} \cdot \frac{1}{|\operatorname{St}(0)|} \sum_{\sigma \in \operatorname{St}(0)} \frac{X_{i}^{n}(\sigma(\mathbf{x}))}{\binom{n}{i}}\right| \\
& =\left|\left(\frac{1}{|\operatorname{St}(0)|} \sum_{\sigma \in \operatorname{St}(0)}\left(\sum_{i=0}^{d} \lambda_{i} \frac{X_{i}^{n}}{\binom{n}{i}}\right) \circ \sigma\right)(\mathbf{x})\right| \leq 1
\end{aligned}
$$

for all $\mathbf{x} \in \mathbb{B}^{n+1}$. Using (7.13) again, this shows that $\lambda$ is a feasible solution of program (7.26) for $n+1$.

Example 7.27. To illustrate the identity (7.27), we give a small example with $n=i=2$. Consider:

$$
X_{2}^{2}=\sum_{|a|=2, a \in \mathbb{B}^{2}} \chi_{a}=\chi_{11}
$$

The automorphisms in $\operatorname{St}(0) \subseteq \operatorname{Aut}\left(\mathbb{B}^{3}\right)$ fixing $0 \in \mathbb{B}^{3}$ are the permutations of $x_{1}, x_{2}, x_{3}$. So we get:

$$
\begin{aligned}
\frac{1}{|\operatorname{St}(0)|} \sum_{\sigma \in \operatorname{St}(0)} X_{2}^{2} \circ \sigma & =\frac{1}{6}\left(\chi_{110}+\chi_{101}+\chi_{110}+\chi_{011}+\chi_{101}+\chi_{011}\right) \\
& =\frac{2}{6}\left(\chi_{110}+\chi_{101}+\chi_{011}\right)=\frac{1}{3} X_{2}^{3}
\end{aligned}
$$

and indeed $\binom{2}{2} /\binom{3}{2}=1 / 3$.
Lemma 7.28. For $d \geq k \in \mathbb{N}$, define the program:

$$
\begin{align*}
\gamma_{d, k}:=\max & \lambda_{k} \\
\text { s.t. } & -1 \leq \sum_{i=0}^{d} \lambda_{i} \widehat{\mathcal{K}}_{i}^{\infty}(x) \leq 1 \quad(x \in[0,1]) \tag{7.28}
\end{align*}
$$

Then, for any $n \geq d$, we have: $\gamma\left(\mathbb{B}^{n}\right)_{d, k} \leq \gamma_{d, k}$.
Proof. Let $\lambda$ be a feasible solution to (7.26) for $(n, d, k)$. We show that $\lambda$ is feasible for (7.28). For this fix $t \in[0,1] \cap \mathbb{Q}$. Then there exists a sequence of integers $\left(n_{j}\right)_{j} \rightarrow \infty$ such that $n_{j} \geq n$ and $t n_{j} \in\left[0, n_{j}\right]$ is integer for each $j \in \mathbb{N}$. As $n_{j} \geq n$, we know from Lemma 7.26 that $\lambda$ is also a feasible solution of program (7.26) for $\left(n_{j}, d, k\right)$. Hence, since $n_{j} t \in\left[0: n_{j}\right]$ we obtain

$$
\left|\sum_{i=0}^{d} \lambda_{i} \widehat{\mathcal{K}}_{i}^{n_{j}}\left(n_{j} t\right)\right| \leq 1 \quad \forall j \in \mathbb{N}
$$

But this immediately gives:

$$
\begin{equation*}
\left|\sum_{i=0}^{d} \lambda_{i} \widehat{\mathcal{K}}_{i}^{\infty}(t)\right|=\lim _{j \rightarrow \infty}\left|\sum_{i=0}^{d} \lambda_{i} \widehat{\mathcal{K}}_{i}^{n_{j}}\left(n_{j} t\right)\right| \leq 1 \tag{7.29}
\end{equation*}
$$

As $[0,1] \cap \mathbb{Q}$ lies dense in $[0,1]$ (and the $\widehat{\mathcal{K}}_{i}^{\infty}$ 's are continuous) we may conclude that (7.29) holds for all $t \in[0,1]$. This shows that $\lambda$ is feasible for (7.28) and we thus have $\gamma\left(\mathbb{B}^{n}\right)_{d, k} \leq \gamma_{d, k}$, as desired.

It remains now to compute the optimum solution to the program (7.28). In light of Lemma 7.25, and after a change of variables, this program may be reformulated as:

$$
\begin{array}{ll}
\max & \left|\lambda_{k}\right| \\
\text { s.t. } & -1 \leq \sum_{i=0}^{d} \lambda_{i} x^{i} \leq 1 \quad(x \in[-1,1]) \tag{7.30}
\end{array}
$$

In other words, we are tasked with finding a polynomial $p(x)$ of degree $d$ satisfying $|p(\mathbf{x})| \leq 1$ for all $x \in[-1,1]$, whose $k$-th coefficient is as large as possible in absolute value. This is a classical extremal problem solved by V. Markov.

Theorem 7.29 (see, e.g., Theorem 7, pp. 53 in [Nat64]). For $m \in \mathbb{N}$, let $T_{m}(x)=\sum_{i=0}^{m} t_{m, i} x^{i}$ be the Chebyshev polynomial of degree $m$. Then the optimum solution $\lambda$ to (7.30) is given by:

$$
\sum_{i=0}^{d} \lambda_{i} x^{i}= \begin{cases}T_{d}(x) & \text { if } k \equiv d \quad \bmod 2 \\ T_{d-1}(x) & \text { if } k \not \equiv d \quad \bmod 2\end{cases}
$$

In particular, $\gamma_{d, k}$ is equal to $\left|t_{d, k}\right|$ (resp. $\left|t_{d-1, k}\right|$ ).
As the coefficients of the Chebyshev polynomials are known explicitely, Theorem 7.29 allows us to give exact values of the constant $\gamma_{d}$ appearing in our main results (see Table 7.1). Using the following identity:

$$
\sum_{i=0}^{d}\left|t_{d, i}\right|=\frac{1}{2}(1+\sqrt{2})^{d}+\frac{1}{2}(1-\sqrt{2})^{d} \leq(1+\sqrt{2})^{d}
$$

we are also able to concretely estimate:

$$
\gamma_{d} \leq \max _{k \leq d} \gamma_{d, k} \leq(1+\sqrt{2})^{d}
$$

### 7.5. The $q$-ary cube

In this section, we indicate how our results for the binary cube $\mathbb{B}^{n}$ may be extended to the $q$-ary cube $(\mathbb{Z} / q \mathbb{Z})^{n}=\{0,1, \ldots, q-1\}^{n}$ when $q>2$ is a fixed integer. Here $\mathbb{Z} / q \mathbb{Z}$ denotes the cyclic group of order $q$, so that $(\mathbb{Z} / q \mathbb{Z})^{n}=\mathbb{B}^{n}$ when $q=2$. The lower bound $\operatorname{lb}(f)_{r}$ for the minimum of a polynomial $f$ over $(\mathbb{Z} / q \mathbb{Z})^{n}$ is defined analogously to the case $q=2$; namely we set
$\operatorname{lb}(f)_{r}:=\sup _{\lambda \in \mathbb{R}}\left\{\lambda: f(\mathbf{x})-\lambda\right.$ is sos of degree at most $2 r$ on $\left.(\mathbb{Z} / q \mathbb{Z})^{n}\right\}$,
where the condition means that $f(\mathbf{x})-\lambda$ agrees with a sum of squares $s \in$ $\Sigma[\mathbf{x}]_{2 r}$ for all $x \in(\mathbb{Z} / q \mathbb{Z})^{n}$ or, alternatively, that $f-\lambda-s$ belongs to the ideal generated by the polynomials $\mathbf{x}_{i}\left(\mathbf{x}_{i}-1\right) \ldots\left(\mathbf{x}_{i}-q+1\right)$ for $i \in[n]$. Similarly, the upper bound $\operatorname{ub}(f)_{r}$ is defined as in (7.3) after equipping $(\mathbb{Z} / q \mathbb{Z})^{n}$ with the uniform measure $\mu$. The parameters $\operatorname{lb}(f)_{r}$ and $\mathrm{ub}(f)_{r}$ may again be computed by solving a semidefinite program of size polynomial in $n$ for fixed $r, q \in \mathbb{N}$, see [Lau07a].

As before $d(\mathbf{x}, \mathbf{y})$ denotes the Hamming distance and $|\mathbf{x}|$ denotes the Hamming weight (number of nonzero components). Note that, for $\mathbf{x}, \mathbf{y} \in(\mathbb{Z} / q \mathbb{Z})^{n}$, $d(\mathbf{x}, \mathbf{y})$ can again be expressed as a polynomial in $\mathbf{x}, \mathbf{y}$, with degree $q-1$ in each of $\mathbf{x}$ and $\mathbf{y}$.

We will prove Theorem 7.32 below, which can be seen as an analog of Corollary 7.4 for $(\mathbb{Z} / q \mathbb{Z})^{n}$. The general structure of the proof is identical to
that of the case $q=2$. We therefore only give generalizations of arguments as necessary. For reasons that will become clear later, it is most convenient to consider the sum-of-squares bound $\operatorname{lb}(f)_{r}$ on the minimum $f_{\min }$ of a polynomial $f$ with degree at most $(q-1) d$ over $(\mathbb{Z} / q \mathbb{Z})^{n}$, where $d \leq n$ is fixed.

### 7.5.1. Fourier analysis on $(\mathbb{Z} / q \mathbb{Z})^{n}$ and Krawtchouk polynomials.

 Consider the space$$
\mathcal{P}\left((\mathbb{Z} / q \mathbb{Z})^{n}\right):=\mathbb{C}[\mathbf{x}] /\left(\mathbf{x}_{i}\left(\mathbf{x}_{i}-1\right) \ldots\left(\mathbf{x}_{i}-q+1\right): i \in[n]\right)
$$

consisting of the polynomials on $(\mathbb{Z} / q \mathbb{Z})^{n}$ with complex coefficients. We equip $\mathcal{P}\left((\mathbb{Z} / q \mathbb{Z})^{n}\right)$ with its natural complex inner product:

$$
\langle f, g\rangle_{\mu}=\int_{(\mathbb{Z} / q \mathbb{Z})^{n}} f(\mathbf{x}) \overline{g(\mathbf{x})} d \mu(\mathbf{x})=\frac{1}{q^{n}} \sum_{\mathbf{x} \in(\mathbb{Z} / q \mathbb{Z})^{n}} f(\mathbf{x}) \overline{g(\mathbf{x})}
$$

where $\mu$ is the uniform measure on $(\mathbb{Z} / q \mathbb{Z})^{n}$. The space $\mathcal{P}\left((\mathbb{Z} / q \mathbb{Z})^{n}\right)$ has dimension $\left|(\mathbb{Z} / q \mathbb{Z})^{n}\right|=q^{n}$ over $\mathbb{C}$ and it is spanned by the polynomials of degree up to $(q-1) n$. The reason we now need to work with polynomials with complex coefficients is that the characters have complex coefficients when $q>2$.

Let $\psi=e^{2 \pi i / q}$ be a primitive $q$-th root of unity. For $a \in(\mathbb{Z} / q \mathbb{Z})^{n}$, the associated character $\chi_{a} \in \mathcal{P}\left((\mathbb{Z} / q \mathbb{Z})^{n}\right)$ is defined by:

$$
\chi_{a}(\mathbf{x})=\psi^{a \cdot \mathbf{x}} \quad\left(\mathbf{x} \in(\mathbb{Z} / q \mathbb{Z})^{n}\right)
$$

So (7.7) is indeed the special case of this definition when $q=2$. The set of all characters $\left\{\chi_{a}: a \in(\mathbb{Z} / q \mathbb{Z})^{n}\right\}$ forms an orthogonal basis for $\mathcal{P}\left((\mathbb{Z} / q \mathbb{Z})^{n}\right)$ w.r.t. the above inner product $\langle\cdot, \cdot\rangle_{\mu}$. A character $\chi_{a}$ can be written as a polynomial of degree $(q-1) \cdot|a|$ on $(\mathbb{Z} / q \mathbb{Z})^{n}$, i.e., we have $\chi_{a} \in \mathcal{P}\left((\mathbb{Z} / q \mathbb{Z})^{n}\right)_{(q-1)|a|}$ for all $a \in(\mathbb{Z} / q \mathbb{Z})^{n}$.

As before, we have the direct sum decomposition into pairwise orthogonal subspaces:

$$
\mathcal{P}\left((\mathbb{Z} / q \mathbb{Z})^{n}\right)=H_{0} \perp H_{1} \perp \cdots \perp H_{n}
$$

where $H_{i}$ is spanned by the set $\left\{\chi_{a}:|a|=i\right\}$ and $H_{i} \subseteq \mathbb{R}[\mathbf{x}]_{(q-1) i}$. The components $H_{i}$ are invariant and irreducible under the action of Aut $\left((\mathbb{Z} / q \mathbb{Z})^{n}\right)$, which is generated by the coordinate permutations and the action of $\operatorname{Sym}(q)$ on individual coordinates. Hence any $p \in \mathcal{P}\left((\mathbb{Z} / q \mathbb{Z})^{n}\right)$ of degree at most $(q-1) d$ can be (uniquely) decomposed as:

$$
p=p_{0}+p_{1}+\cdots+p_{d} \quad\left(p_{i} \in H_{i}\right)
$$

As before $\operatorname{St}(0) \subseteq \operatorname{Aut}\left((\mathbb{Z} / q \mathbb{Z})^{n}\right)$ denotes the stabilizer of $0 \in(\mathbb{Z} / q \mathbb{Z})^{n}$, which is generated by the coordinate permutations and the permutations in $\operatorname{Sym}(q)$ fixing 0 in $\{0,1, \ldots, q-1\}$ at any individual coordinate. We note for later reference that the subspace of $H_{i}$ invariant under action of $\operatorname{St}(0)$ is of dimension one, and is spanned by the zonal spherical function:

$$
\begin{equation*}
X_{i}=\sum_{|a|=i} \chi_{a} \in H_{i} \tag{7.31}
\end{equation*}
$$

The Krawtchouk polynomials introduced in Section 7.1 have the following generalization in the $q$-ary setting:

$$
\mathcal{K}_{k}^{(n)}(x)=\mathcal{K}_{k, q}^{(n)}(x):=\sum_{i=0}^{k}(-1)^{i}(q-1)^{k-i}\binom{x}{i}\binom{n-x}{k-i}
$$

Analogously to relation (7.12), the Krawtchouk polynomials $\mathcal{K}_{k}^{(n)}(0 \leq k \leq n)$ are pairwise orthogonal w.r.t. the discrete measure $\omega$ on $[0: n]$ given by:

$$
\omega(x)=\frac{1}{q^{n}} \sum_{x=0}^{n} w(x) \delta_{x}, \text { with } w(x):=(q-1)^{x}\binom{n}{x}
$$

To be precise, we have:

$$
\sum_{x=0}^{n} \mathcal{K}_{k}^{(n)}(x) \mathcal{K}_{k^{\prime}}^{(n)}(x)(q-1)^{x}\binom{n}{x}=\delta_{k, k^{\prime}}(q-1)^{k}\binom{n}{k}
$$

As $\mathcal{K}_{k}^{(n)}(0)=(q-1)^{k}\binom{n}{k}=\left\|\mathcal{K}_{k}^{(n)}\right\|_{\omega}^{2}$, we may normalize $\mathcal{K}_{k}^{(n)}$ by setting:

$$
\widehat{\mathcal{K}}_{k}^{n}(x):=\mathcal{K}_{k}^{(n)}(x) / \mathcal{K}_{k}^{(n)}(0)=\mathcal{K}_{k}^{(n)}(x) /\left\|\mathcal{K}_{k}^{(n)}\right\|_{\omega}^{2}
$$

so that $\widehat{\mathcal{K}}_{k}^{n}$ satisfies $\max _{x=0}^{n} \widehat{\mathcal{K}}_{k}^{n}(x)=\widehat{\mathcal{K}}_{k}^{n}(0)=1$ (cf. (7.15)).
We have the following connection (cf. (7.14)) between the characters and the Krawtchouk polynomials:

$$
\begin{equation*}
\sum_{a \in(\mathbb{Z} / q \mathbb{Z})^{n}:|a|=k} \chi_{a}(\mathbf{x})=\mathcal{K}_{k}^{(n)}(i) \quad \text { for } x \in(\mathbb{Z} / q \mathbb{Z})^{n} \text { with }|\mathbf{x}|=i \tag{7.32}
\end{equation*}
$$

Note that for all $a, \mathbf{x}, \mathbf{y} \in(\mathbb{Z} / q \mathbb{Z})^{n}$, we have:

$$
\chi_{a}^{-1}(\mathbf{x})=\overline{\chi_{a}(\mathbf{x})}=\chi_{a}(-\mathbf{x}), \quad \chi_{a}(\mathbf{x}) \chi_{a}(\mathbf{y})=\chi_{a}(\mathbf{x}+\mathbf{y})
$$

Hence, for any $\mathbf{x}, \mathbf{y} \in(\mathbb{Z} / q \mathbb{Z})^{n}$, we also have (cf. (7.13)):

$$
\sum_{a \in(\mathbb{Z} / q \mathbb{Z})^{n}:|a|=k} \chi_{a}(\mathbf{x}) \overline{\chi_{a}(\mathbf{y})}=\sum_{a \in(\mathbb{Z} / q \mathbb{Z})^{n}:|a|=k} \chi_{a}(\mathbf{x}-\mathbf{y})=\mathcal{K}_{k}^{(n)}(i)
$$

when $d(\mathbf{x}, \mathbf{y})=|\mathbf{x}-\mathbf{y}|=i$.
7.5.2. Invariant kernels. In analogy to the binary case $q=2$, for a degree $r$ univariate polynomial $u \in \mathbb{R}[x]_{r}$ we define the associated polynomial kernel $\mathrm{K}(\mathbf{x}, \mathbf{y}):=u^{2}(d(\mathbf{x}, \mathbf{y}))\left(x, \mathbf{y} \in(\mathbb{Z} / q \mathbb{Z})^{n}\right)$ and the associated kernel operator:

$$
\mathbf{K} p(\mathbf{x})=\int_{(\mathbb{Z} / q \mathbb{Z})^{n}} \overline{p(\mathbf{y})} \mathrm{K}(\mathbf{x}, \mathbf{y}) d \mu(\mathbf{y})=\frac{1}{q^{n}} \sum_{\mathbf{y} \in(\mathbb{Z} / q \mathbb{Z})^{n}} \overline{p(\mathbf{y})} \mathrm{K}(\mathbf{x}, \mathbf{y}) \quad\left(p \in \mathcal{P}\left((\mathbb{Z} / q \mathbb{Z})^{n}\right)\right)
$$

Note that $\mathrm{K}(\mathbf{x}, \mathbf{y})$ is a polynomial on $(\mathbb{Z} / q \mathbb{Z})^{n}$ with degree $2 r(q-1)$ in each of $\mathbf{x}$ and $\mathbf{y}$. Let us decompose the univariate polynomial $u(x)^{2}$ in the Krawtchouk
basis as

$$
u(x)^{2}=\sum_{i=0}^{2 r} \lambda_{i} \mathcal{K}_{i}^{(n)}(x)
$$

Then the kernel operator $\mathbf{K}$ acts as follows on characters: for $z \in(\mathbb{Z} / q \mathbb{Z})^{n}$,

$$
\mathbf{K} \chi_{z}=\lambda_{|z|} \chi_{z}
$$

which can be seen by retracing the proof of Theorem 7.9, and we obtain the Funk-Hecke formula (recall (7.19)): for any polynomial $p \in \mathcal{P}\left((\mathbb{Z} / q \mathbb{Z})^{n}\right)_{(q-1) d}$ with Harmonic decomposition $p=p_{0}+\ldots+p_{d}$,

$$
\mathbf{K} p=\lambda_{0} p_{0}+\cdots+\lambda_{d} p_{d}
$$

7.5.3. Performing the analysis. It remains to find a univariate polynomial $u \in \mathbb{R}[x]$ of degree $r$ with $u^{2}(x)=\sum_{i=0}^{2 r} \lambda_{i} \mathcal{K}_{i}^{(n)}(x)$ for which $\lambda_{0}=1$ and the other scalars $\lambda_{i}$ are close to 1 . As before (cf. (7.20)), we have:

$$
\lambda_{i}=\left\langle\mathcal{K}_{i}^{(n)}, u^{2}\right\rangle_{\omega} /\left\|\mathcal{K}_{i}^{(n)}\right\|_{\omega}^{2}=\left\langle\widehat{\mathcal{K}}_{i}^{n}, u^{2}\right\rangle_{\omega}
$$

So we would like to minimize $\sum_{i=1}^{2 r}\left(1-\lambda_{i}\right)$. We are therefore interested in the inner Lasserre hierarchy applied to the minimization of the function $g(x)=$ $d-\sum_{i=0}^{d} \widehat{\mathcal{K}}_{i}^{n}(x)$ on the set $[0: n]$ (equipped with the measure $\omega$ from (7.5.1)). We show first that this function $g$ again has a nice linear upper estimator.

Lemma 7.30. We have:

$$
\begin{align*}
\left|\widehat{\mathcal{K}}_{k}^{n}(x)-\widehat{\mathcal{K}}_{k}^{n}(x+1)\right| \leq \frac{2 k}{n}, & (x=0,1, \ldots, n-1) \\
\left|\widehat{\mathcal{K}}_{k}^{n}(x)-1\right| \leq \frac{2 k}{n} \cdot x & (x=0,1, \ldots, n) \tag{7.33}
\end{align*}
$$

for all $k \leq n$.
Proof. The proof is almost identical to that of Lemma 7.8. Let $x \in$ $[0: n-1]$ and $0<k \leq d$. Consider the elements $1^{x} 0^{n-x}, 1^{x+1} 0^{n-x-1} \in$ $(\mathbb{Z} / q \mathbb{Z})^{n}$ from Lemma 7.6. Then we have:

$$
\begin{aligned}
\left|\mathcal{K}_{k}^{(n)}(x)-\mathcal{K}_{k}^{(n)}(x+1)\right| & \stackrel{(7.32)}{=}\left|\sum_{|a|=k} \chi_{a}\left(1^{x} 0^{n-x}\right)-\chi_{a}\left(1^{x+1} 0^{n-x-1}\right)\right| \\
& \leq 2 \cdot \#\left\{a \in(\mathbb{Z} / q \mathbb{Z})^{n}:|a|=k, a_{x+1} \neq 0\right\} \\
& =2 \cdot(q-1)^{k} \cdot\binom{n-1}{k-1}
\end{aligned}
$$

where for the inequality we note that $\chi_{a}\left(1^{x} 0^{n-x}\right)=\chi_{a}\left(1^{x+1} 0^{n-x-1}\right)$ if $a_{x+1}=0$. As $\mathcal{K}_{k}^{(n)}(0)=(q-1)^{k}\binom{n}{k}$, this implies that:

$$
\left|\widehat{\mathcal{K}}_{k}^{n}(x)-\widehat{\mathcal{K}}_{k}^{n}(x+1)\right| \leq 2 \cdot\binom{n-1}{k-1} /\binom{n}{k}=\frac{2 k}{n}
$$

This shows the first inequality of (7.33). The second inequality follows using the triangle inequality, a telescope summation argument and the fact that $\widehat{\mathcal{K}}_{k}^{n}(0)=1$.

From Lemma 7.30 we obtain that the function $g(x)=d-\sum_{i=0}^{d} \widehat{\mathcal{K}}_{i}^{n}(x)$ admits the following linear upper estimator: $g(x) \leq d(d+1) \cdot(x / n)$ for $x \in$ $[0: n]$. Now the same arguments as used for the case $q=2$ enable us to conclude:

$$
\operatorname{ub}(f)_{(q-1) r}-f_{\min } \leq C_{d} \cdot \xi_{r+1, q}^{n} / n
$$

and, when $d(d+1) \xi_{r+1, q}^{n} / n \leq 1 / 2$,

$$
f_{\min }-\operatorname{lb}(f)_{(q-1) r} \leq 2 C_{d} \cdot \xi_{r+1, q}^{n} / n
$$

Here $C_{d}$ is a constant depending only on $d$ and $\xi_{r+1, q}^{n}$ is the least root of the Krawtchouk polynomial $\mathcal{K}_{r+1, q}^{(n)}$. Note that as the kernel $K(\mathbf{x}, \mathbf{y})=u^{2}(d(\mathbf{x}, \mathbf{y}))$ is of degree $2(q-1) r$ in $\mathbf{x}$ (and $\mathbf{y}$ ), we are only able to analyze the corresponding levels $(q-1) r$ of the hierarchies. We come back below to the question on how to show the existence of the above constant $C_{d}$.

But first we finish the analysis. Having shown analogs of Theorem 7.1 and Theorem 7.3 in this setting, it remains to state the following more general version of Theorem 7.2, giving information about the smallest roots of the $q$-ary Krawtchouk polynomials.

TheOrem 7.31 ([Lev98], Section 5). Fix $t \in\left[0, \frac{q-1}{q}\right]$. Then the smallest roots $\xi_{r, q}^{n}$ of the q-ary Krawtchouk polynomials $\mathcal{K}_{r, q}^{(n)}$ satisfy:

$$
\lim _{r / n \rightarrow t} \xi_{r, q}^{n} / n=\varphi_{q}(t):=\frac{q-1}{q}-\left(\frac{q-2}{q} \cdot t+\frac{2}{q} \sqrt{(q-1) t(1-t)}\right)
$$

Here the above limit means that, for any sequences $\left(n_{j}\right)_{j}$ and $\left(r_{j}\right)_{j}$ of integers such that $\lim _{j \rightarrow \infty} n_{j}=\infty$ and $\lim _{j \rightarrow \infty} r_{j} / n_{j}=t$, we have $\lim _{j \rightarrow \infty} \xi_{r_{j}, q}^{n_{j}} / n_{j}=$ $\varphi_{q}(t)$.

Note that for $q=2$ we have $\varphi_{q}(t)=\frac{1}{2}-\sqrt{t(1-t)}$, which is the function $\varphi(t)$ from (7.5). To avoid technical details we only quote in Theorem 7.31 the asymptotic analog of Theorem 7.2 (and not the exact bound on the root $\xi_{r, q}^{n}$ for any $n$ ). Therefore we have shown the following $q$-analog of Corollary 7.4.

Theorem 7.32. Fix $d \leq n$ and for $n, r \in \mathbb{N}$ write

$$
\begin{aligned}
& E_{(r)}(n):=\sup _{f \in \mathbb{R}[\mathbf{x}]_{(q-1) d}}\left\{f_{\min }-\operatorname{lb}(f)_{r}:\|f\|_{\infty}=1\right\} \\
& E^{(r)}(n):=\sup _{f \in \mathbb{R}[\mathbf{x}]_{(q-1) d}}\left\{\operatorname{ub}(f)_{r}-f_{\min }:\|f\|_{\infty}=1\right\}
\end{aligned}
$$

There exists a constant $C_{d}>0$ (depending also on q) such that, for any $t \in\left[0, \frac{q-1}{q}\right]$, we have:

$$
\lim _{r / n \rightarrow t} E^{((q-1) r)}(n) \leq C_{d} \cdot \varphi_{q}(t)
$$

and, if $d(d+1) \cdot \varphi_{q}(t) \leq 1 / 2$, then we also have:

$$
\lim _{r / n \rightarrow t} E_{((q-1) r)}(n) \leq 2 \cdot C_{d} \cdot \varphi_{q}(t) .
$$

Here $\varphi_{q}(t)$ is the function defined in (7.31). Recall that the limit notation $r / n \rightarrow t$ means that the claimed convergence holds for any sequences $\left(n_{j}\right)_{j}$ and $\left(r_{j}\right)_{j}$ of integers such that $\lim _{j \rightarrow \infty} n_{j}=\infty$ and $\lim _{j \rightarrow \infty} r_{j} / n_{j}=t$.

For reference, the function $\varphi_{q}(t)$ is shown for several values of $q$ in Figure 7.1.


Figure 7.1. The function $\varphi_{q}(t)$ for several values of $q$. Note that the case $q=2$ corresponds to the function $\varphi(t)$ of (7.5).
7.5.4. A generalization of Lemma 7.11. The arguments above omit a generalization of Lemma 7.11, which is instrumental to show the existence of the constant $C_{d}$ claimed above. In other words, we still need to show that if $p:(\mathbb{Z} / q \mathbb{Z})^{n} \rightarrow \mathbb{R}$ is a polynomial of degree $(q-1) d$ on $(\mathbb{Z} / q \mathbb{Z})^{n}$ with harmonic decomposition $p=p_{0}+\ldots+p_{d}$, there then exists a constant $\gamma_{d}>0$ (independent of $n$ ) such that:

$$
\left\|p_{i}\right\|_{\infty} \leq \gamma_{d}\|p\|_{\infty} \text { for all } 0 \leq i \leq d
$$

Then, as in the binary case, we may set $C_{d}=d(d+1) \gamma_{d}$. The proof given in Section 7.4 for the case $q=2$ applies almost directly to the general case, and we only generalize certain steps as required. So consider again the parameters: $\gamma\left((\mathbb{Z} / q \mathbb{Z})^{n}\right)_{d, k}:=\sup \left\{\left\|p_{k}\right\|_{\infty}: p=p_{0}+p_{1}+\cdots+p_{d} \in \mathbb{R}[\mathbf{x}]_{(q-1) d},\|p\|_{\infty} \leq 1\right\}$, $\gamma\left((\mathbb{Z} / q \mathbb{Z})^{n}\right)_{d}:=\max _{0 \leq k \leq d} \gamma\left((\mathbb{Z} / q \mathbb{Z})^{n}\right)_{d, k}$.

Lemmas 7.21 and 7.22 , which show that the optimum solution $p$ to $\gamma\left((\mathbb{Z} / q \mathbb{Z})^{n}\right)_{d, k}$ may be assumed to be invariant under $\operatorname{St}(0) \subseteq \operatorname{Aut}\left((\mathbb{Z} / q \mathbb{Z})^{n}\right)$, clearly apply to the case $q>2$ as well. That is to say, we may assume $p$ is of the form ${ }^{2}$ :

$$
p(\mathbf{x})=\sum_{i=0}^{d} \lambda_{i} X_{i}(\mathbf{x}) \quad\left(\lambda_{i} \in \mathbb{R}\right)
$$

where $X_{i}=\sum_{|a|=i} \chi_{a} \in H_{i}$ is the zonal spherical function of degree $(q-1) i$ (cf. (7.31) and (7.10)). Using (7.32), we obtain a reformulation of $\gamma\left((\mathbb{Z} / q \mathbb{Z})^{n}\right)_{d, k}$ as an LP (cf. (7.26)):

$$
\begin{aligned}
\gamma\left((\mathbb{Z} / q \mathbb{Z})^{n}\right)_{d, k}=\max & \lambda_{k} \\
& \text { s.t. }
\end{aligned} \quad-1 \leq \sum_{i=0}^{d} \lambda_{i} \widehat{\mathcal{K}}_{i, q}^{n}(x) \leq 1 \quad(x=0,1, \ldots, n) .
$$

For $k \in \mathbb{N}$, let $\widehat{\mathcal{K}}_{k}^{\infty}(x):=\lim _{n \rightarrow \infty} \widehat{\mathcal{K}}_{k}^{n}(n x)=\left(1-\frac{q}{q-1} x\right)^{k}$ and consider the program (cf. (7.28)):

$$
\begin{aligned}
\gamma_{d, k}:=\max & \lambda_{k} \\
& \text { s.t. } \\
& -1 \leq \sum_{i=0}^{d} \lambda_{i} \widehat{\mathcal{K}}_{i}^{\infty}(x) \leq 1 \quad(x \in[0,1])
\end{aligned}
$$

As before, we have $\gamma\left((\mathbb{Z} / q \mathbb{Z})^{n}\right)_{d, k} \leq \gamma_{d, k}$, noting that (the proofs of) Lemma 7.26 and Lemma 7.28 may be applied directly to the case $q>2$. From there, it suffices to show $\gamma_{d, k}<\infty$, which can be argued in an analogous way to the case $q=2$.

### 7.6. Discussion

Using the polynomial kernel method introduced in Chapter 6, we have shown a theoretical guarantee on the quality of the sum-of-squares hierarchy $\mathrm{lb}(f)_{r} \leq f_{\min }$ for approximating the minimum of a polynomial $f$ of degree $d$ over the binary cube $\mathbb{B}^{n}$. As far as we are aware, this is the first such analysis that applies to values of $r$ smaller than $(n+d) / 2$, i.e., when the hierarchy is not exact. Additionally as we explained in Section 6.2 , our guarantee may be extended to the measure-based hierarchy of bounds $\operatorname{ub}(f)_{r} \geq f_{\text {min }}$. Our result may therefore also be interpreted as bounding the range $u b(f)_{r}-\operatorname{lb}(f)_{r}$. Our analysis also applies to polynomial optimization over the cube $\{ \pm 1\}^{n}$ (by a simple change of variables) and over the $q$-ary cube.

[^2]Analysis for small values of $r$. A limitation of Theorem 7.1 is that the analysis of $\operatorname{lb}(f)_{r}$ applies only for choices of $d, r, n$ satisfying $d(d+1) \xi_{r+1}^{n} \leq 1 / 2$. One may partially avoid this limitation by proving a slightly sharper version of Lemma 7.13 , showing instead that $\Lambda \leq \tilde{\Lambda} /(1-\tilde{\Lambda})$, assuming now only that $\tilde{\Lambda} \leq 1$. Indeed, Lemma 7.13 is a special case of this result, assuming that $\tilde{\Lambda} \leq 1 / 2$ to obtain $\Lambda \leq 2 \tilde{\Lambda}$. Nevertheless, our methods exclude values of $r$ outside of the regime $r=\Omega(n)$.

The constant $\gamma_{d}$. The strength of our results depends in large part on the size of the constant $C_{d}$ appearing in Theorem 7.1 and Theorem 7.3, where we may set $C_{d}=d(d+1) \gamma_{d}$. Recall that $\gamma_{d}$ is defined in Lemma 7.11 as a constant for which $\left\|p_{k}\right\|_{\infty} \leq \gamma_{d}\|p\|_{\infty}$ for any polynomial $p=p_{0}+p_{1}+\ldots+p_{d}$ of degree $d$ and $k \leq d$ on $\mathbb{B}^{n}$, independently of the dimension $n$. In Section 7.4 we have shown the existence of such a constant. Furthermore, we have shown there that we may choose $\gamma_{d} \leq(1+\sqrt{2})^{d}$, and have given an explicit expression for the smallest possible value of $\gamma_{d}$ in terms of the coefficients of Chebyshev polynomials. Table 7.1 lists these values for small $d$.

| $d$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\gamma_{d}$ | 1 | 2 | 4 | 8 | 20 | 48 | 112 | 256 | 576 | 1280 |

Table 7.1. Values of the constant $\gamma_{d}$.

Computing extremal roots of Krawtchouk polynomials. Although Theorem 7.2 provides only an asymptotic bound on the least root $\xi_{r}^{n}$ of $\mathcal{K}_{r}^{(n)}$, it should be noted that $\xi_{r}^{n}$ can be computed explicitely for small values of $r, n$, thus allowing for a concrete estimate of the error of both Lasserre hierarchies via Theorem 7.1 and Theorem 7.3, respectively. Indeed, as we have seen, the root $\xi_{r+1}^{n}$ is equal to the smallest eigenvalue of the $(r+1) \times(r+1)$ matrix $J$ (aka Jacobi matrix), whose entries are given by $J_{i, j}=\left\langle x \widehat{\mathcal{K}}_{i}^{n}(x), \widehat{\mathcal{K}}_{j}^{n}(x)\right\rangle_{\omega}$ for $i, j \in\{0,1, \ldots, r\}$. See also [Sze75] for details.

Matrix-valued polynomials. The results of this chapter carry over to the setting of matrix-valued polynomials. Indeed, the proof technique we use may be applied there rather straightforwardly. This was already noted in [FF21] in the context of polynomial optimization on the hypersphere $S^{n-1}$. As matrixvalued polynomials fall outside the scope of this thesis, we refer the reader to our paper [SL21b] (on which this chapter is based) for details.

Acknowledgments. We wish to thank Sven Polak and Pepijn Roos Hoefgeest for several useful discussions.

## CHAPTER 8

## Application: The unit ball and standard simplex

Als je het opschrijft, staat het meteen op papier ook.

Gerard Reve
This chapter is based on my work [Slo22].
In this chapter, we apply the method of Chapter 6 to obtain convergence rates for sum-of-squares hierarchies on the unit ball $B^{n}$ and on the standard simplex $\Delta^{n}$. Let us briefly recall the setup. Let $f \in \mathbb{R}[\mathbf{x}]$ be a polynomial of degree $d$. We consider the polynomial optimization problem:

$$
f_{\min }:=\min _{\mathbf{x} \in \mathbf{X}} f(\mathbf{x})
$$

where $\mathbf{X}=B^{n}$ or $\mathbf{X}=\Delta^{n}$. The unit ball and the standard simplex are both semialgebraic sets, with description:

$$
\begin{aligned}
& B^{n}=\left\{\mathbf{x} \in \mathbb{R}^{n}: 1-\|\mathbf{x}\|^{2}=1-\sum_{i=1}^{n} \mathbf{x}_{i}^{2} \geq 0\right\} \\
& \Delta^{n}=\left\{\mathbf{x} \in \mathbb{R}^{n}: 1-\sum_{i=1}^{n} \mathbf{x}_{i} \geq 0, \mathbf{x}_{i} \geq 0 \quad(1 \leq i \leq n)\right\}
\end{aligned}
$$

We may thus define lower bounds $\operatorname{lb}(f, \mathcal{Q}(\mathbf{X}))_{r}, \operatorname{lb}(f, \mathcal{T}(\mathbf{X}))_{r}$ on the minimum $f_{\text {min }}$ using the (truncated) quadratic module $\mathcal{Q}(\mathbf{X})_{2 r}$ and preordering $\mathcal{T}(\mathbf{X})_{2 r}$, respectively. See Section 2.1 for the definitions. We note that since $B^{n}$ is defined using only a single inequality constraint, we have $\mathcal{Q}\left(B^{n}\right)_{2 r}=\mathcal{T}\left(B^{n}\right)_{2 r}$ for each $r \in \mathbb{N}$, and the Putinar- and Schmüdgen-type bounds for $B^{n}$ thus coincide:

$$
\operatorname{lb}\left(f, \mathcal{Q}\left(B^{n}\right)\right)_{r}=\operatorname{lb}\left(f, \mathcal{T}\left(B^{n}\right)\right)_{r}
$$

If $\mathbf{X}$ is equipped with a finite Borel measure $\mu$, we also have corresponding hierarchies of upper bounds on $f_{\min }$ (see Section 2.1 ), which are given by:

$$
\begin{align*}
\mathrm{ub}(f, \mathcal{Q}(\mathbf{X}), \mu)_{r} & =\inf _{q \in \mathcal{Q}(\mathbf{X})_{2 r}}\left\{\int_{\mathbf{X}} f(\mathbf{x}) q(\mathbf{x}) d \mu(\mathbf{x}): \int_{\mathbf{X}} q(\mathbf{x}) d \mu(\mathbf{x})=1\right\} \\
\mathrm{ub}(f, \mathcal{T}(\mathbf{X}), \mu)_{r} & =\inf _{q \in \mathcal{T}(\mathbf{X})_{2 r}}\left\{\int_{\mathbf{X}} f(\mathbf{x}) q(\mathbf{x}) d \mu(\mathbf{x}): \int_{\mathbf{X}} q(\mathbf{x}) d \mu(\mathbf{x})=1\right\} \tag{8.1}
\end{align*}
$$

Main results. The main contribution of this chapter is to show a convergence rate in $O\left(1 / r^{2}\right)$ of the lower bounds $\operatorname{lb}(f, \mathcal{T}(\mathbf{X}))_{r}$ to the global minimum $f_{\min }$ of a polynomial $f$ on the unit ball $\mathbf{X}=B^{n}$ or on the standard simplex $\mathbf{X}=\Delta^{n}$. These rates match the best-known rates for the hypersphere $S^{n-1}$ of [FF21], see also Table 2.1. For the unit ball, no (specialized) rates were known before. For the simplex, we improve upon the previously best known bound in $O(1 / r)$ due to Kirschner \& de Klerk [KdK21].

Theorem 8.1. Let $\mathbf{X}=B^{n}=\left\{\mathbf{x} \in \mathbb{R}^{n}:\|\mathbf{x}\|^{2} \leq 1\right\}$ be the $n$-dimensional unit ball and let $f \in \mathbb{R}[\mathbf{x}]$ be a polynomial of degree $d$. Then for any $r \geq 2 n d$, the lower bound $\operatorname{lb}(f, \mathcal{T}(\mathbf{X}))_{r}$ for the minimization of $f$ over $B^{n}$ satisfies:

$$
f_{\min }-\operatorname{lb}(f, \mathcal{T}(\mathbf{X}))_{r} \leq \frac{C_{B}(n, d)}{r^{2}} \cdot\left(f_{\max }-f_{\min }\right)
$$

Here, $C_{B}(n, d)$ is a constant depending only on $n, d$. This constant depends polynomially on $n$ (for fixed d) and polynomially ond (for fixed $n$ ). See relation (8.28) for details.

Theorem 8.2. Let $\mathbf{X}=\Delta^{n}=\left\{\mathbf{x} \in \mathbb{R}^{n}: 1-\sum_{i} \mathbf{x}_{i} \geq 0, \mathbf{x} \geq 0\right\}$ be the $n$ dimensional standard simplex and let $f \in \mathbb{R}[\mathbf{x}]$ be a polynomial of degree $d$. Then for any $r \geq 2 n d$, the lower bound $\operatorname{lb}(f, \mathcal{T}(\mathbf{X}))_{r}$ for the minimization of $f$ over $\Delta^{n}$ satisfies:

$$
f_{\min }-\operatorname{lb}(f, \mathcal{T}(\mathbf{X}))_{r} \leq \frac{C_{\Delta}(n, d)}{r^{2}} \cdot\left(f_{\max }-f_{\min }\right)
$$

Here, $C_{\Delta}(n, d)$ is a constant depending only on $n, d$. This constant depends polynomially on $n$ (for fixed d) and polynomially ond (for fixed $n$ ). See relation (8.29) for details.

As we have seen in Section 6.2, we may obtain a convergence rate in $O\left(1 / r^{2}\right)$ for the upper bounds $\mathrm{ub}\left(f, \mathcal{T}(\mathbf{X}), \mu_{\mathbf{X}}\right)_{r}$ on the unit ball and simplex essentially as a side result of our main proof technique. The reference measures $\mu_{B}$ and $\mu_{\Delta}$ are defined below in (8.16) and (8.18). However, the obtained rates do not improve meaningfully upon previous results. Indeed, we showed in Chapter 3 that even the weaker bounds $\operatorname{ub}(f, \mathbf{X})_{r}$ already converge to the global minimum at a rate in $O\left(1 / r^{2}\right)$ for these sets (although for different reference measures).

ThEOREM 8.3. Let $\mathbf{X}=B^{n}$ be the $n$-dimensional unit ball equipped with the measure $\mu_{B}$ defined in (8.16). Let $f \in \mathbb{R}[\mathbf{x}]$ be a polynomial of degree $d$. Then for any $r \geq d$, the upper bound $\operatorname{ub}(f, \mathcal{T}(\mathbf{X}), \mu)_{r}$ for the minimization of $f$ over $B^{n}$ satisfies:

$$
\mathrm{ub}(f, \mathcal{T}(\mathbf{X}), \mu)_{r}-f_{\min } \leq \frac{C_{B}(n, d)}{2 r^{2}} \cdot\left(f_{\max }-f_{\min }\right)
$$

Here, $C_{B}(n, d)$ is the constant of Theorem 8.1.

Theorem 8.4. Let $\mathbf{X}=\Delta^{n}$ be the $n$-dimensional standard simplex equipped with the measure $\mu_{\Delta}$ defined in (8.18). Let $f \in \mathbb{R}[\mathbf{x}]$ be a polynomial of degree $d$. Then for any $r \geq d$, the Lasserre-type upper bound $\mathrm{ub}(f, \mathcal{T}(\mathbf{X}), \mu)_{r}$ for the minimization of $f$ over $\Delta^{n}$ satisfies:

$$
\operatorname{ub}\left(f, \mathcal{T}(\mathbf{X}), \mu_{\Delta}\right)_{r}-f_{\min } \leq \frac{C_{\Delta}(n, d)}{2 r^{2}} \cdot\left(f_{\max }-f_{\min }\right)
$$

Here, $C_{\Delta}(n, d)$ is the constant of Theorem 8.2.
Outline of the proof. We outline how the polynomial kernel method of Chapter 6 specializes to this setting. Let $f \in \mathbb{R}[\mathbf{x}]$ be a polynomial of degree $d \in \mathbb{N}$. We wish to show that

$$
f-f_{\min }+\varepsilon \in \mathcal{T}(\mathbf{X})_{2 r}
$$

for some small $\varepsilon>0$. Up to translation and scaling, we may assume that $f_{\text {min }}=0$ and that $\|f\|_{\mathbf{X}}:=\max _{\mathbf{x} \in \mathbf{X}}|f(x)|=1$. Let $\varepsilon>0$. Recall that we wish to construct an (invertible) linear operator $\mathbf{K}: \mathbb{R}[\mathbf{x}]_{d} \rightarrow \mathbb{R}[\mathbf{x}]_{d}$ which satisfies the following three properties:

$$
\begin{align*}
& \mathbf{K}(1)=1  \tag{P1}\\
& \mathbf{K} p \in \mathcal{T}(\mathbf{X})_{2 r} \quad \text { for all } p \in \mathcal{P}_{+}(\mathbf{X})_{d}  \tag{P2}\\
& \max _{\mathbf{x} \in \mathbf{X}}\left|\mathbf{K}^{-1} f(\mathbf{x})-f(\mathbf{x})\right| \leq \varepsilon \tag{P3}
\end{align*}
$$

As we saw in Section 6.1, the existence of such an operator implies that $f+\varepsilon \in$ $\mathcal{T}(\mathbf{X})_{2 r}$. Indeed, since $f$ is nonnegative on $\mathbf{X}$ by assumption, we know that $f(\mathbf{x})+\varepsilon \geq \varepsilon$ for $\mathbf{x} \in \mathbf{X}$. By properties (P1) and (P3), it follows that $\mathbf{K}^{-1}(f+$ $\varepsilon) \in \mathcal{P}_{+}(\mathbf{X})$. Using property ( P 2 ), we may thus conclude that:

$$
f+\varepsilon=\mathbf{K}\left(\mathbf{K}^{-1}(f+\varepsilon)\right) \in \mathcal{T}(\mathbf{X})_{2 r}
$$

meaning that $f_{\text {min }}-\mathrm{lb}(f, \mathcal{T}(\mathbf{X}))_{r} \leq \varepsilon$.
The statements of Theorem 8.1 and Theorem 8.2 may thus be proven by showing the existence (for each $r \in \mathbb{N}$ large enough) of an operator $\mathbf{K}$ which satisfies (P1), (P2) and (P3) with $\varepsilon=O\left(1 / r^{2}\right)$. We summarize this observation in the following Lemma for future reference.

Lemma 8.5. Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a compact semialgebraic set and let $f$ be a polynomial on $\mathbf{X}$ of degree d. Suppose that there exists a nonsingular linear operator $\mathbf{K}: \mathbb{R}[\mathbf{x}]_{d} \rightarrow \mathbb{R}[\mathbf{x}]_{d}$ which satisfies the properties $(\mathrm{P} 1)$, ( P 2 ) and ( P 3 ) for certain $\varepsilon \geq 0$. Then $f_{\text {min }}-\operatorname{lb}(f, \mathcal{T}(\mathbf{X}))_{r} \leq \varepsilon$.

We use the polynomial kernel method to construct operators that satisfy (P1), (P2) and (P3) is: Let $\mathrm{K}: \mathbf{X} \times \mathbf{X} \rightarrow \mathbb{R}$ be a polynomial kernel on $\mathbf{X}$, meaning that $\mathrm{K}(\mathbf{x}, \mathbf{y})$ is a polynomial in the variables $\mathbf{x}, \mathbf{y}$. After choosing a measure $\mu$ supported on $\mathbf{X}$, we may associate a linear operator $\mathbf{K}: \mathbb{R}[\mathbf{x}] \rightarrow \mathbb{R}[\mathbf{x}]$
to K by setting:

$$
\begin{equation*}
\mathbf{K} p(\mathbf{x}):=\int_{\mathbf{X}} \mathbf{K}(\mathbf{x}, \mathbf{y}) p(\mathbf{y}) d \mu(\mathbf{y}) \quad(p \in \mathbb{R}[\mathbf{x}]) \tag{8.2}
\end{equation*}
$$

By Lemma 8.8 the operator $\mathbf{K}$ satisfies (P2) if the polynomial $\mathbf{x} \mapsto \mathrm{K}(\mathbf{x}, \mathbf{y})$ lies in $\mathcal{T}(\mathbf{X})_{2 r}$ for all fixed $\mathbf{y} \in \mathbf{X}$. Furthermore, (P1) and (P3) may be verified by analyzing the eigenvalues of $\mathbf{K}$; roughly speaking, $\mathbf{K}$ satisfies (P1), (P3) if its eigenvalues are sufficiently close to 1 .

It remains, then, to construct a suitable kernel K on X. For this purpose, we consider the (perturbed) Christoffel-Darboux kernel:

$$
\begin{equation*}
\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y} ; \lambda):=\sum_{k=0}^{2 r} \lambda_{k} \mathrm{CD}^{(k)}(\mathbf{x}, \mathbf{y}) \quad\left(\lambda_{k} \in \mathbb{R}, \quad 0 \leq k \leq 2 r\right) \tag{8.3}
\end{equation*}
$$

whose associated operator has eigenvalues equal to $\lambda_{0}, \ldots, \lambda_{2 r}$ (with multiplicity). See also (6.7). In Chapters 1 and 7 , we saw that this kernel is given on the binary cube $\{0,1\}^{n}$ by:

$$
\begin{equation*}
\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y} ; \lambda)=\sum_{k=0}^{2 r} \lambda_{k} \mathcal{K}_{k}^{(n)}\left(|\mathbf{x}-\mathbf{y}|_{1}\right) \tag{8.4}
\end{equation*}
$$

The idea there was to select a univariate polynomial $q \in \mathbb{R}[\mathbf{x}]_{r}$ of degree $r$ and consider the kernel:

$$
\mathrm{K}(\mathbf{x}, \mathbf{y})=q^{2}\left(|\mathbf{x}-\mathbf{y}|_{1}\right)
$$

which clearly lies in $\mathcal{Q}\left(\{0,1\}^{n}\right)$. Using the closed form expression (8.4), the eigenvalues of the operator $\mathbf{K}$ associated to K are given by the coefficients $\lambda_{k}$ in the expansion:

$$
q^{2}(x)=\sum_{k=0}^{2 r} \lambda_{k} \mathcal{K}_{k}^{(n)}\left(|\mathbf{x}-\mathbf{y}|_{1}\right)
$$

Therefore, the analysis could be concluded by finding a $q$ for which these coefficients are sufficiently close to 1 .

The closed form expression of the Christoffel-Darboux kernel on the binary cube follows from a classical summation formula for the Krawtchouk polynomials, see Section 1.1 and also Section 7.1. As we saw in Chapter 1, a similar summation formula is available for Gegenbauer polynomials, which yield a closed form of the Christoffel-Darboux kernel on the hypersphere $S^{n-1}$. Fang and Fawzi [FF21] in fact used this closed form to analyze the lower bounds on $S^{n-1}$.

In this chapter, we shall use different summation formulas for Gegenbauer polynomials due to $\mathrm{Xu}[\mathbf{X u 9 9 , ~ X u 9 8 ] , ~ w h i c h ~ y i e l d ~ c l o s e d ~ f o r m ~ e x p r e s s i o n s ~ o f ~}$ the Christoffel-Darboux kernel on the unit ball and on the standard simplex. These expressions are significantly more complicated than the ones for $\{0,1\}^{n}$ and $S^{n-1}$, but they are nonetheless very useful.

Organization. The rest of this chapter is organized as follows. In Section 8.1, we introduce some notations and cover the necessary preliminaries on orthogonal (Gegenbauer) polynomials. In Section 8.2, we present closed form expressions of the Christoffel-Darboux kernel and use them to obtain kernels whose associated operators satisfy (P2) and whose eigenvalues are given by the coefficients of a univariate sum of squares in an appropriate basis of orthogonal polynomials. In Section 8.3, we show how to choose this sum of squares so that (P1), (P3) are satisfied and finish the proof of Theorem 8.1 and Theorem 8.2. In Section 8.4, we extend our proof technique to the upper bounds to obtain Theorem 8.3 and Theorem 8.4.

### 8.1. Preliminaries

8.1.1. Notations. We write $\mathbb{R}[x]$ for the univariate polynomial ring, while reserving the bold-face notation $\mathbb{R}[\mathbf{x}]=\mathbb{R}\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right]$ to denote the ring of polynomials in $n$ variables. We denote $\|p\|_{\mathbf{X}}:=\max _{\mathbf{x} \in \mathbf{X}}|p(\mathbf{x})|$ for the supremum-norm of $p \in \mathbb{R}[\mathbf{x}]$ on $\mathbf{X}$. We call a univariate polynomial $p$ even if $p(x)=p(-x)$ for all $x \in \mathbb{R}$, and odd if $p(x)=-p(-x)$ for all $x \in \mathbb{R}$. Finally, we write $|\mathbf{x}|:=\sum_{i=1}^{n} \mathbf{x}_{i}$ for $\mathbf{x} \in \mathbb{R}_{\geq 0}^{n}$.
8.1.2. Gegenbauer polynomials. We recall some properties of the Gegenbauer polynomials (also known as ultraspherical polynomials), introduced in Chapter 1. For $n \geq 2$, let $w_{n}(x):=c_{n}\left(1-x^{2}\right)^{\frac{n-2}{2}}$, where $c_{n}>0$ is chosen so that:

$$
\int_{-1}^{1} w_{n}(x) d x=1
$$

The Gegenbauer polynomials $\left\{\mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}: k \in \mathbb{N}\right\}$ are defined as the set of orthogonal polynomials on $[-1,1]$ w.r.t. the weight function $w_{n}$. That is, the polynomial $\mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}$ is of exact degree $k$ for each $k \in \mathbb{N}$, and the following orthogonality relations hold:

$$
\begin{equation*}
\int_{-1}^{1} \mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(x) \mathcal{G}_{k^{\prime}}^{\left(\frac{n-2}{2}\right)}(x) w_{n}(x) d x=0 \quad\left(k \neq k^{\prime}\right) \tag{8.5}
\end{equation*}
$$

For notational convenience, we adopt the normalization in this chapter for which:

$$
\begin{equation*}
\mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(x)=\widetilde{\mathcal{G}}_{k}^{\left(\frac{n-2}{2}\right)}(1) \widetilde{\mathcal{G}}_{k}^{\left(\frac{n-2}{2}\right)}(x) \quad(x \in \mathbb{R}) \tag{8.6}
\end{equation*}
$$

where $\widetilde{\mathcal{G}}_{k}^{\left(\frac{n-2}{2}\right)}$ is the orthonormal Gegenbauer polynomial of degree $k$, i.e., satisfying:

$$
\int_{-1}^{1} \widetilde{\mathcal{G}}_{k}^{\left(\frac{n-2}{2}\right)}(x) \widetilde{\mathcal{G}}_{k^{\prime}}^{\left(\frac{n-2}{2}\right)}(x) w_{n}(x) d x=\delta_{k k^{\prime}} \quad\left(k, k^{\prime} \in \mathbb{N}\right)
$$

We have that $\max _{x \in[-1,1]}\left|\mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(x)\right|=\mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(1)$, and so it will also be convenient to write:

$$
\overline{\mathcal{G}}_{k}^{\left(\frac{n-2}{2}\right)}(x):=\frac{\mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(x)}{\mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(1)}=\frac{\widetilde{\mathcal{G}}_{k}^{\left(\frac{n-2}{2}\right)}(x)}{\widetilde{\mathcal{G}}_{k}^{\left(\frac{n-2}{2}\right)}(1)} \quad(x \in \mathbb{R})
$$

for the normalization of the Gegenbauer polynomials which satisfies:

$$
\max _{x \in[-1,1]}\left|\overline{\mathcal{G}}_{k}^{\left(\frac{n-2}{2}\right)}(x)\right|=\overline{\mathcal{G}}_{k}^{\left(\frac{n-2}{2}\right)}(1)=1 \quad(k \in \mathbb{N})
$$

The upshot is that for these choices of normalization, we have:

$$
\begin{equation*}
\int_{-1}^{1} \mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(x) \overline{\mathcal{G}}_{k^{\prime}}^{\left(\frac{n-2}{2}\right)}(x) w_{n}(x) d x=\int_{-1}^{1} \widetilde{\mathcal{G}}_{k}^{\left(\frac{n-2}{2}\right)}(x) \widetilde{\mathcal{G}}_{k^{\prime}}^{\left(\frac{n-2}{2}\right)}(x) w_{n}(x) d x=\delta_{k k^{\prime}} \tag{8.7}
\end{equation*}
$$

We will make use of the expansion:

$$
\begin{equation*}
q(x)=\sum_{k=0}^{d} \lambda_{k} \mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(x) \quad(x \in \mathbb{R}) \tag{8.8}
\end{equation*}
$$

of a univariate polynomial $q$ of degree $d$ in the basis of Gegenbauer polynomials. Using (8.7), the coefficients $\lambda_{k}$ in (8.8) are given by:

$$
\begin{equation*}
\lambda_{k}=\int_{-1}^{1} \overline{\mathcal{G}}_{k}^{\left(\frac{n-2}{2}\right)}(x) q(x) w_{n}(x) d x \quad(0 \leq k \leq d) \tag{8.9}
\end{equation*}
$$

Using (8.9) and the fact that $\overline{\mathcal{G}}_{k}^{\left(\frac{n-2}{2}\right)}(x) \leq \overline{\mathcal{G}}_{0}^{\left(\frac{n-2}{2}\right)}(x)=1$ for every $x \in[-1,1]$ and $k \in \mathbb{N}$, we find that:

$$
\begin{equation*}
\lambda_{k} \leq \lambda_{0} \quad(1 \leq k \leq d) \tag{8.10}
\end{equation*}
$$

whenever $q$ is nonnegative on $[-1,1]$. Furthermore, we note that if $q$ is an even polynomial of degree $2 d$, we may write:

$$
\begin{equation*}
q(x)=\sum_{k=0}^{d} \lambda_{2 k} \mathcal{G}_{2 k}^{\left(\frac{n-2}{2}\right)}(x) \quad(x \in \mathbb{R}) \tag{8.11}
\end{equation*}
$$

Indeed, as the odd degree Gegenbauer polynomials are odd functions, the integral (8.9) vanishes for odd $k$ in this case.

### 8.2. Construction of the linear operator

In this section, we explain how to construct a suitable linear operator $\mathbf{K}$. We recall briefly the setup of kernel operators. Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a compact set and let $\mu$ be a measure whose support is exactly $\mathbf{X}$. We may define an inner product $\langle\cdot, \cdot\rangle_{\mu}$ on the space $\mathcal{P}(\mathbf{X})$ of polynomials on $\mathbf{X}$ by setting:

$$
\langle p, q\rangle_{\mu}:=\int_{\mathbf{X}} p(\mathbf{x}) q(\mathbf{x}) d \mu(\mathbf{x}) \quad(p, q \in \mathcal{P}(\mathbf{X}))
$$

We write $\left\{P_{\alpha}: \alpha \in \mathbb{N}^{n}\right\}$ for an orthonormal basis of $\mathcal{P}(\mathbf{X})$ w.r.t. this inner product, ordered so that $P_{\alpha}$ is of exact degree $|\alpha|=\sum_{i=1}^{n} \alpha_{i}$ for all $\alpha \in \mathbb{N}^{n}$. The Christoffel-Darboux kernel $\mathrm{CD}_{r}: \mathbf{X} \times \mathbf{X} \rightarrow \mathbb{R}$ of degree $r \in \mathbb{N}$ for $(\mathbf{X}, \mu)$ is then defined as:

$$
\begin{equation*}
\mathrm{CD}_{r}(\mathbf{x}, \mathbf{y})=\sum_{\alpha \in \mathbb{N}_{r}^{n}} P_{\alpha}(\mathbf{x}) P_{\alpha}(\mathbf{y}) \quad(\mathbf{x}, \mathbf{y} \in \mathbf{X}) \tag{8.12}
\end{equation*}
$$

From the orthonormality of the $P_{\alpha}$, it follows that the operator $\mathbf{C D}_{r}$ associated to the Christoffel-Darboux kernel $\mathrm{CD}_{r}$ via (6.6) acts as the identity on $\mathcal{P}(\mathbf{X})_{r}$. That is, we have:

$$
\mathbf{C D}_{r} p(\mathbf{x})=\int_{\mathbf{X}} \mathrm{CD}_{r}(\mathbf{x}, \mathbf{y}) p(\mathbf{y}) d \mu(\mathbf{y})=p(\mathbf{x}) \quad\left(\mathbf{x} \in \mathbf{X}, p \in \mathcal{P}(\mathbf{X})_{r}\right)
$$

For $k \in \mathbb{N}$, we write $H_{k}:=\operatorname{span}\left\{P_{\alpha}:|\alpha|=k\right\}$ for the subspace of $\mathcal{P}(\mathbf{X})$ spanned by the $P_{\alpha}$ of exact degree $k$. Note that we may equivalently define $H_{k}$ as:

$$
H_{k}:=\left\{p \in \mathcal{P}(\mathbf{X})_{k}:\langle p, q\rangle_{\mu}=0 \text { for all } q \in \mathcal{P}(\mathbf{X})_{k-1}\right\}
$$

In particular, we see that $H_{k}$ does not depend on our choice of basis $\left\{P_{\alpha}\right\}$, but only on the measure $\mu$. In light of this fact, it is convenient to adopt the vector-notation:

$$
\mathbb{P}_{k}(\mathbf{x}):=\left(P_{\alpha}(\mathbf{x})\right)_{|\alpha|=k} \quad(k \in \mathbb{N})
$$

The kernel $\mathrm{CD}^{(k)}(\mathbf{x}, \mathbf{y}):=\mathbb{P}_{k}(\mathbf{x})^{\top} \mathbb{P}_{k}(\mathbf{y})$ does not depend on the choice of basis $\left\{P_{\alpha}\right\}$, and its associated operator reproduces the subspace $H_{k}$. That is, if we decompose a polynomial $p \in \mathcal{P}(\mathbf{X})$ as:

$$
\begin{equation*}
p(\mathbf{x})=\sum_{k=0}^{\operatorname{deg}(p)} p_{k}(\mathbf{x}) \quad\left(p_{k} \in H_{k}\right) \tag{8.13}
\end{equation*}
$$

we then have that:

$$
\begin{equation*}
\mathbf{C D}^{(k)} p(\mathbf{x})=\int_{\mathbf{X}} \mathbb{P}_{k}(\mathbf{x})^{\top} \mathbb{P}_{k}(\mathbf{y}) p(\mathbf{y}) d \mu(\mathbf{y})=p_{k}(\mathbf{x}) \quad(\mathbf{x} \in \mathbf{X}, k \in \mathbb{N}) \tag{8.14}
\end{equation*}
$$

After regrouping the terms in (8.12), we can express the Christoffel-Darboux kernel as:

$$
\begin{equation*}
\mathrm{CD}_{r}(\mathbf{x}, \mathbf{y})=\sum_{k=0}^{r} \mathrm{CD}^{(k)}(\mathbf{x}, \mathbf{y})=\sum_{k=0}^{r} \mathbb{P}_{k}(\mathbf{x})^{\top} \mathbb{P}_{k}(\mathbf{y}) \tag{8.15}
\end{equation*}
$$

As we have seen, a closed form expression for $\mathrm{CD}_{r}$ may be derived based on the regrouping (8.15) on the binary cube and the unit sphere. See relations (1.15) and (1.17). In these special cases, the term $\mathbb{P}_{k}(\mathbf{x})^{\top} \mathbb{P}_{k}(\mathbf{y})$ may be expressed by composing a univariate polynomial with a relatively simple multivariate polynomial.

As we see now, such expressions also exist for the unit ball and the simplex.
8.2.1. A closed form for the unit ball. Consider the unit ball $B^{n}:=$ $\left\{\mathbf{x} \in \mathbb{R}^{n}:\|\mathbf{x}\|^{2} \leq 1\right\} \subseteq \mathbb{R}^{n}$, which we equip with the $O(n)$-invariant probability measure $\mu_{B}$ given by:

$$
\begin{equation*}
d \mu_{B}(\mathbf{x})=c_{n}\left(1-\|\mathbf{x}\|^{2}\right)^{-\frac{1}{2}} d \mathbf{x} \quad\left(\mathbf{x} \in B^{n}\right) \tag{8.16}
\end{equation*}
$$

with $c_{n}>0$ a normalization constant. As $B^{n}$ is full-dimensional, we have $\mathcal{P}\left(B^{n}\right)=\mathbb{R}[\mathbf{x}]$. Xu derives the following closed form of the Christoffel-Darboux kernel on $B^{n}$.

Theorem 8.6 (Xu [Xu99], Theorem 3.1). Let $\left\{P_{\alpha}: \alpha \in \mathbb{N}\right\}$ be an orthonormal basis of $\mathcal{P}\left(B^{n}\right)$ w.r.t. $\mu_{B}$. Then the $P_{\alpha}$ satisfy the following summation formula in terms of the Gegenbauer polynomials ${ }^{1}$ (8.5):

$$
\begin{align*}
& \mathbb{P}_{k}(\mathbf{x})^{\top} \mathbb{P}_{k}(\mathbf{y})=\frac{1}{2} \cdot\left(\mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}\left(\mathbf{x} \cdot \mathbf{y}+\sqrt{1-\|\mathbf{x}\|^{2}} \sqrt{1-\|\mathbf{y}\|^{2}}\right)+\quad\left(\mathbf{x}, \mathbf{y} \in B^{n}\right)\right. \\
&\left.\mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}\left(\mathbf{x} \cdot \mathbf{y}-\sqrt{1-\|\mathbf{x}\|^{2}} \sqrt{1-\|\mathbf{y}\|^{2}}\right)\right) \tag{8.17}
\end{align*}
$$

Using (8.17), we have the following closed form of the Christoffel-Darboux kernel $\mathrm{CD}_{r}$ :

$$
\begin{aligned}
& \mathrm{CD}_{r}(\mathbf{x}, \mathbf{y})=\frac{1}{2} \sum_{k=0}^{r}( \mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}\left(\mathbf{x} \cdot \mathbf{y}+\sqrt{1-\|\mathbf{x}\|^{2}} \sqrt{1-\|\mathbf{y}\|^{2}}\right)+ \\
&\left.\mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}\left(\mathbf{x} \cdot \mathbf{y}-\sqrt{1-\|\mathbf{x}\|^{2}} \sqrt{1-\|\mathbf{y}\|^{2}}\right)\right)
\end{aligned}
$$

8.2.2. A closed form for the standard simplex. Consider the standard simplex:

$$
\Delta^{n}:=\left\{\mathbf{x} \in \mathbb{R}^{n}: \mathbf{x} \geq 0,1-|\mathbf{x}| \geq 0\right\} \subseteq \mathbb{R}^{n}
$$

We equip $\Delta^{n}$ with the probability measure $\mu_{\Delta}$ given by:

$$
\begin{equation*}
d \mu_{\Delta}(\mathbf{x})=c_{n} \mathbf{x}_{1}^{-1 / 2} \mathbf{x}_{2}^{-1 / 2} \ldots \mathbf{x}_{n}^{-1 / 2}(1-|\mathbf{x}|)^{-1 / 2} d \mathbf{x} \quad\left(\mathbf{x} \in \Delta^{n}\right) \tag{8.18}
\end{equation*}
$$

where $c_{n}>0$ is a normalization constant. As the simplex is full-dimensional, we have $\mathcal{P}\left(\Delta^{n}\right)=\mathbb{R}[\mathbf{x}]$. Xu derives the following closed form of the ChristoffelDarboux kernel.

Theorem 8.7 (Xu [Xu98], Corollary 2.4). Let $\left\{P_{\alpha}: \alpha \in \mathbb{N}\right\}$ be an orthonormal basis of $\mathcal{P}\left(\Delta^{n}\right)$ w.r.t. $\mu_{\Delta}$. Then the $P_{\alpha}$ satisfy the following summation formula in terms of the Gegenbauer polynomials (8.5):

$$
\begin{equation*}
\mathbb{P}_{k}(\mathbf{x})^{\top} \mathbb{P}_{k}(\mathbf{y})=\frac{1}{2^{n+1}} \sum_{t \in\{-1,1\}^{n+1}} \mathcal{G}_{2 k}^{\left(\frac{n-2}{2}\right)}\left(\sum_{i=1}^{n+1} \sqrt{\mathbf{x}_{i} \mathbf{y}_{i}} t_{i}\right) \quad\left(\mathbf{x}, \mathbf{y} \in \Delta^{n}\right) \tag{8.19}
\end{equation*}
$$

[^3]Here, we write $\mathbf{x}_{n+1}:=1-|\mathbf{x}|, \mathbf{y}_{n+1}:=1-|\mathbf{y}|$. Using (8.19), we have the following closed form of the Christoffel-Darboux kernel $\mathrm{CD}_{r}$ :

$$
\mathrm{CD}_{r}(\mathbf{x}, \mathbf{y})=\frac{1}{2^{n+1}} \sum_{k=0}^{r} \sum_{t \in\{-1,1\}^{n+1}} \mathcal{G}_{2 k}^{\left(\frac{n-2}{2}\right)}\left(\sum_{i=1}^{n+1} \sqrt{\mathbf{x}_{i} \mathbf{y}_{i}} t_{i}\right) \quad\left(\mathbf{x}, \mathbf{y} \in \Delta^{n}\right) .
$$

8.2.3. Sum-of-squares representations. Based on the closed forms of the Christoffel-Darboux kernel derived above, we may define kernels $\mathrm{K}(\mathbf{x}, \mathbf{y})$ for the unit ball and simplex whose associated operators satisfy property (P2). Recall from Lemma 6.2; that it suffices for (P2) to hold that $\mathbf{x} \mapsto \mathrm{K}(\mathbf{x}, \mathbf{y})$ lies $\mathcal{T}(\mathbf{X})_{2 r}$ for all $\mathbf{y} \in \mathbf{X}$ fixed.

Lemma 8.8 (Restatement of Lemma 6.2). Let $\mathbf{X} \subseteq \mathbb{R}^{n}$ be a compact semialgebraic set, and let $\mu$ be a finite measure supported on $\mathbf{X}$. Let $Q \subseteq \mathbb{R}[\mathbf{x}]$ be a convex cone, and suppose that $\mathrm{K}: \mathbf{X} \times \mathbf{X} \rightarrow \mathbb{R}$ is a polynomial kernel for which $\mathrm{K}(\cdot, \mathbf{y}) \in Q$ for each $\mathbf{y} \in \mathbf{X}$ fixed. Then if $p \in \mathbb{R}[\mathbf{x}]$ is nonnegative on $\mathbf{X}$, we have $\mathbf{K} p \in Q$. That is, when selecting $Q=\mathcal{T}(\mathbf{X})_{2 r}$, the operator $\mathbf{K}$ associated to K satisfies (P2).

In Chapter 7, it was very straightforward to see that the $\operatorname{kernel} \mathrm{K}(\mathbf{x}, \mathbf{y})=$ $q^{2}\left(|\mathbf{x}-\mathbf{y}|_{1}\right)$ lies in $\mathcal{Q}\left(\{0,1\}^{n}\right)_{2 r}$ for any polynomial $q \in \mathbb{R}[\mathbf{x}]$ of degree at most $r$. Turning now to the unit ball and simplex, the situation is slightly more complicated.

The unit ball. Let $q \in \Sigma[x]_{2 r}$ be a univariate sum of squares, with expansion $q(x)=\sum_{k=0}^{2 r} \lambda_{k} \mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(x)$ in the basis of Gegenbauer polynomials (8.8). In light of the closed form (8.17) of the Christoffel-Darboux kernel on the unit ball, we have:

$$
\begin{align*}
\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y} ; \lambda)= & \frac{1}{2}\left(q\left(\mathbf{x} \cdot \mathbf{y}+\sqrt{1-\|\mathbf{x}\|^{2}} \sqrt{1-\|\mathbf{y}\|^{2}}\right)+\quad\left(\mathbf{x}, \mathbf{y} \in B^{n}\right)\right. \\
& \left.q\left(\mathbf{x} \cdot \mathbf{y}-\sqrt{1-\|\mathbf{x}\|^{2}} \sqrt{1-\|\mathbf{y}\|^{2}}\right)\right) \tag{8.20}
\end{align*}
$$

Lemma 8.9. Let $q \in \Sigma[x]_{2 r}$ be a univariate sum of squares. Then the kernel $\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y} ; \lambda)$ in (8.20) satisfies $\mathrm{CD}_{2 r}(\cdot, \mathbf{y} ; \lambda) \in \mathcal{T}\left(B^{n}\right)_{2 r}$ for fixed $\mathbf{y} \in B^{n}$. As a result, its associated operator satisfies (P2) by Lemma 8.8.

The simplex. Let $q(x)=\sum_{k=0}^{4 r} \lambda_{k} \mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(x)$ again be a univariate sum of squares, now of degree $4 r$. Using (8.11), we have:

$$
\begin{equation*}
q_{\mathrm{even}}(x):=\frac{q(x)+q(-x)}{2}=\sum_{k=0}^{2 r} \lambda_{2 k} \mathcal{G}_{2 k}^{\left(\frac{n-2}{2}\right)}(x) \quad(x \in \mathbb{R}) . \tag{8.21}
\end{equation*}
$$

In light of the closed form (8.19) of the Christoffel-Darboux kernel on the simplex, we find:

$$
\begin{equation*}
\mathrm{CD}_{2 r}\left(\mathbf{x}, \mathbf{y} ; \lambda_{\mathrm{even}}\right)=\frac{1}{2^{n+1}} \sum_{t \in\{-1,1\}^{n+1}} q_{\mathrm{even}}\left(\sum_{i=1}^{n+1} \sqrt{\mathbf{x}_{i} \mathbf{y}_{i}} t_{i}\right) \quad\left(\mathbf{x}, \mathbf{y} \in \Delta^{n}\right) \tag{8.22}
\end{equation*}
$$

Here, $\lambda_{\text {even }}:=\left(\lambda_{2 k}\right)_{0 \leq k \leq 2 r}$ and $\mathbf{x}_{n+1}=1-|\mathbf{x}|, \mathbf{y}_{n+1}=1-|\mathbf{y}|$.

Lemma 8.10. Let $q \in \Sigma[x]_{4 r}$ be a univariate sum of squares of degree $4 r$, and let $q_{\text {even }}$ be as in (8.21). Then the kernel $\mathrm{CD}_{2 r}\left(\mathbf{x}, \mathbf{y} ; \lambda_{\text {even }}\right)$ in (8.22) satisfies $\mathrm{CD}_{2 r}\left(\cdot, \mathbf{y} ; \lambda_{\text {even }}\right) \in \mathcal{T}\left(\Delta^{n}\right)_{2 r}$ for fixed $\mathbf{y} \in \Delta^{n}$. As a result, its associated operator satisfies (P2) by Lemma 8.8.

For the proof of Lemma 8.9 and Lemma 8.10, we need the following lemma.

Lemma 8.11. Let $p \in \mathbb{R}[x]$ be a univariate polynomial of degree $r$. Let $\mathbf{u}, \mathbf{v}$ be formal variables. Then the polynomial $p(\mathbf{u}+\mathbf{v})^{2}+p(\mathbf{u}-\mathbf{v})^{2}$ admits a representation:

$$
p(\mathbf{u}+\mathbf{v})^{2}+p(\mathbf{u}-\mathbf{v})^{2}=\mathbf{v}^{2} h_{\text {odd }}\left(\mathbf{u}, \mathbf{v}^{2}\right)^{2}+h_{\mathrm{even}}\left(\mathbf{u}, \mathbf{v}^{2}\right)^{2}
$$

where $\mathbf{v} h_{\text {odd }}\left(\mathbf{u}, \mathbf{v}^{2}\right)$ and $h_{\text {even }}\left(\mathbf{u}, \mathbf{v}^{2}\right) \in \mathbb{R}[\mathbf{u}, \mathbf{v}]$ are polynomials of degree $r$.

Proof. For convenience, let $u \in \mathbb{R}[\mathbf{u}, \mathbf{v}]$ be given by $u(\mathbf{u}, \mathbf{v})=\mathbf{u}+\mathbf{v}$, so that:

$$
p(\mathbf{u}+\mathbf{v})^{2}+p(\mathbf{u}-\mathbf{v})^{2}=p(u(\mathbf{u}, \mathbf{v}))^{2}+p(u(\mathbf{u},-\mathbf{v}))^{2}=h(\mathbf{u}, \mathbf{v})^{2}+h(\mathbf{u},-\mathbf{v})^{2}
$$

where $h=p \circ u \in \mathbb{R}[\mathbf{u}, \mathbf{v}]_{r}$. If we expand $h$ in the monomial basis of $\mathbb{R}[\mathbf{u}, \mathbf{v}]$ as:

$$
h(\mathbf{u}, \mathbf{v})=\sum_{i+j \leq r} h_{i j} \mathbf{u}^{i} \mathbf{v}^{j} \quad\left(h_{i j} \in \mathbb{R}\right)
$$

we may perform the following computation (where all summations are taken over $i+j \leq r)$ :

$$
\begin{aligned}
h(\mathbf{u}, \mathbf{v})^{2}+ & h(\mathbf{u},-\mathbf{v})^{2} \\
= & \left(\sum_{i j} h_{i j} \mathbf{u}^{i} \mathbf{v}^{j}\right)^{2}+\left(\sum_{i j} h_{i j} \mathbf{u}^{i}(-\mathbf{v})^{j}\right)^{2} \\
= & \left(\sum_{j \text { odd }} h_{i j} \mathbf{u}^{i} \mathbf{v}^{j}+\sum_{j \text { even }} h_{i j} \mathbf{u}^{i} \mathbf{v}^{j}\right)^{2}+\left(\sum_{j \text { odd }} h_{i j} \mathbf{u}^{i}(-\mathbf{v})^{j}+\sum_{j \text { even }} h_{i j} \mathbf{u}^{i}(-\mathbf{v})^{j}\right)^{2} \\
= & \left(\sum_{j \text { odd }} h_{i j} \mathbf{u}^{i} \mathbf{v}^{j}+\sum_{j \text { even }} h_{i j} \mathbf{u}^{i} \mathbf{v}^{j}\right)^{2}+\left(-\sum_{j \text { odd }} h_{i j} \mathbf{u}^{i} \mathbf{v}^{j}+\sum_{j \text { even }} h_{i j} \mathbf{u}^{i} \mathbf{v}^{j}\right)^{2} \\
= & \left(\sum_{j \text { odd }} h_{i j} \mathbf{u}^{i} \mathbf{v}^{j}\right)^{2}+\left(\sum_{j \text { even }} h_{i j} \mathbf{u}^{i} \mathbf{v}^{j}\right)^{2}+2\left(\sum_{j \text { odd }} h_{i j} \mathbf{u}^{i} \mathbf{v}^{j}\right)\left(\sum_{j \text { even }} h_{i j} \mathbf{u}^{i} \mathbf{v}^{j}\right) \\
& +\left(\sum_{j \text { odd }} h_{i j} \mathbf{u}^{i} \mathbf{v}^{j}\right)^{2}+\left(\sum_{j \text { even }} h_{i j} \mathbf{u}^{i} \mathbf{v}^{j}\right)^{2}-2\left(\sum_{j \text { odd }} h_{i j} \mathbf{u}^{i} \mathbf{v}^{j}\right)\left(\sum_{j \text { even }} h_{i j} \mathbf{u}^{i} \mathbf{v}^{j}\right) \\
= & 2\left(\sum_{j \text { odd }} h_{i j} \mathbf{u}^{i} \mathbf{v}^{j}\right)^{2}+2\left(\sum_{j \text { even }} h_{i j} \mathbf{u}^{i} \mathbf{v}^{j}\right)^{2} \\
= & 2 \mathbf{v}^{2}\left(\sum_{j \text { odd }} h_{i j} \mathbf{u}^{i} \mathbf{v}^{j-1}\right)^{2}+2\left(\sum_{j \text { even }} h_{i j} \mathbf{u}^{i} \mathbf{v}^{j}\right)^{2} .
\end{aligned}
$$

But now we see that there exist $h_{\text {odd }}, h_{\text {even }} \in \mathbb{R}[\mathbf{u}, \mathbf{v}]$ of appropriate degree such that:
$p(\mathbf{u}+\mathbf{v})^{2}+p(\mathbf{u}-\mathbf{v})^{2}=h(\mathbf{u}, \mathbf{v})^{2}+h(\mathbf{u},-\mathbf{v})^{2}=\mathbf{v}^{2} h_{\text {odd }}\left(\mathbf{u}, \mathbf{v}^{2}\right)^{2}+h_{\text {even }}\left(\mathbf{u}, \mathbf{v}^{2}\right)^{2}$, as required.

Proof of Lemma 8.9. We may assume w.l.o.g. that $q=p^{2}$ is a square. For $\mathbf{x}, \mathbf{y} \in B^{n}$, write $\mathbf{u}=\mathbf{x} \cdot \mathbf{y}$ and $\mathbf{v}=\sqrt{1-\|\mathbf{x}\|^{2}} \sqrt{1-\|\mathbf{y}\|^{2}}$, so that:

$$
\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y} ; \lambda)=p(\mathbf{u}+\mathbf{v})^{2}+p(\mathbf{u}-\mathbf{v})^{2}
$$

By Lemma 8.11, there exist $h_{\text {odd }}, h_{\text {even }} \in \mathbb{R}[\mathbf{v}, \mathbf{u}]$ of appropriate degree so that:

$$
\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y} ; \lambda)=\mathbf{v}^{2} h_{\mathrm{odd}}\left(\mathbf{u}, \mathbf{v}^{2}\right)^{2}+h_{\mathrm{even}}\left(\mathbf{u}, \mathbf{v}^{2}\right)^{2}
$$

which lies in $\mathcal{T}\left(B^{n}\right)_{2 r}$ for $\mathbf{y} \in B^{n}$ as $\mathbf{u}=\mathbf{x} \cdot \mathbf{y}$ and $\mathbf{v}^{2}=\left(1-\|\mathbf{x}\|^{2}\right)\left(1-\|\mathbf{y}\|^{2}\right)$.

Proof of Lemma 8.10. Note first that $q_{\text {even }}(x)=\frac{1}{2}(q(x)+q(-x))$ is itself a sum of squares. In view of (8.22), it now suffices to show that for any square $p^{2}$ of degree $4 r$, the kernel:

$$
\mathrm{K}(\mathbf{x}, \mathbf{y}):=\sum_{t \in\{-1,1\}^{n+1}} p^{2}\left(\sum_{i=1}^{n+1} \sqrt{\mathbf{x}_{i} \mathbf{y}_{i}} t_{i}\right)
$$

lies in $\mathcal{T}\left(\Delta^{n}\right)_{2 r}$ for fixed $\mathbf{y} \in \Delta^{n}$ (recall that we write $\mathbf{x}_{n+1}=1-|\mathbf{x}|, \mathbf{y}_{n+1}=$ $1-|\mathbf{y}|)$. We prove this by successive application of Lemma 8.11. Set first
$\mathbf{u}_{(0)}=\sum_{i=1}^{n} \sqrt{\mathbf{x}_{i} \mathbf{y}_{i}} t_{i}$ and $\mathbf{v}_{(0)}=\sqrt{\mathbf{x}_{n+1} \mathbf{y}_{n+1}}$. Then Lemma 8.11 tell us that:

$$
\begin{aligned}
\mathrm{K}(\mathbf{x}, \mathbf{y}) & =\sum_{t \in\{-1,1\}^{n+1}} p^{2}\left(\mathbf{u}_{(0)}+\mathbf{v}_{(0)} t_{n+1}\right) \\
& =\sum_{t \in\{-1,1\}^{n}}\left(p^{2}\left(\mathbf{u}_{(0)}+\mathbf{v}_{(0)}\right)+p^{2}\left(\mathbf{u}_{(0)}-\mathbf{v}_{(0)}\right)\right) \\
& =\sum_{t \in\{-1,1\}^{n}}\left(\mathbf{v}_{(0)}^{2} h_{0}\left(\mathbf{u}_{(0)}, \mathbf{v}_{(0)}^{2}\right)^{2}+h_{1}\left(\mathbf{u}_{(0)}, \mathbf{v}_{(0)}^{2}\right)^{2}\right)
\end{aligned}
$$

for polynomials $h_{0}, h_{1}$ of appropriate degree. We may set $\mathbf{u}_{(1)}=\sum_{i=1}^{n-1} \sqrt{\mathbf{x}_{i} \mathbf{y}_{i}} t_{i}$ and $\mathbf{v}_{(1)}=\sqrt{\mathbf{x}_{n} \mathbf{y}_{n}}$ and proceed to find:

$$
\begin{aligned}
\mathrm{K}(\mathbf{x}, \mathbf{y})= & \sum_{t \in\{-1,1\}^{n}}\left(\mathbf{v}_{(0)}^{2} h_{0}\left(\mathbf{u}_{(0)}, \mathbf{v}_{(0)}^{2}\right)^{2}+h_{1}\left(\mathbf{u}_{(0)}, \mathbf{v}_{(0)}^{2}\right)^{2}\right) \\
= & \sum_{t \in\{-1,1\}^{n-1}}\left(\mathbf { v } _ { ( 0 ) } ^ { 2 } \left(h_{0}^{2}\left(\mathbf{u}_{(1)}+\mathbf{v}_{(1)}, \mathbf{v}_{(0)}^{2}\right)+h_{0}^{2}\left(\mathbf{u}_{(1)}-\mathbf{v}_{(1)}, \mathbf{v}_{(0)}^{2}\right)\right.\right. \\
& \left.+h_{1}^{2}\left(\mathbf{u}_{(1)}+\mathbf{v}_{(1)}, \mathbf{v}_{(0)}^{2}\right)+h_{1}^{2}\left(\mathbf{u}_{(1)}-\mathbf{v}_{(1)}, \mathbf{v}_{(0)}^{2}\right)\right) \\
= & \sum_{t \in\{-1,1\}^{n-1}}\left(\mathbf{v}_{(0)}^{2} \mathbf{v}_{(1)}^{2} h_{00}^{2}\left(\mathbf{u}_{(1)}, \mathbf{v}_{(1)}^{2}, \mathbf{v}_{(0)}^{2}\right)+\mathbf{v}_{(0)}^{2} h_{01}^{2}\left(\mathbf{u}_{(1)}, \mathbf{v}_{(1)}^{2}, \mathbf{v}_{(0)}^{2}\right)\right. \\
& \left.+\mathbf{v}_{(1)}^{2} h_{10}^{2}\left(\mathbf{u}_{(1)}, \mathbf{v}_{(1)}^{2}, \mathbf{v}_{(0)}^{2}\right)+h_{11}^{2}\left(\mathbf{u}_{(1)}, \mathbf{v}_{(1)}^{2}, \mathbf{v}_{(0)}^{2}\right)\right) .
\end{aligned}
$$

for polynomials $h_{00}, h_{01}, h_{10}, h_{11}$ of appropriate degree. After $n$ applications of this procedure, we find that:

$$
\begin{equation*}
\mathrm{K}(\mathbf{x}, \mathbf{y})=\sum_{a \in\{0,1\}^{n+1}} \prod_{i=0}^{n} \mathbf{v}_{(i)}^{2 a_{i}} \cdot h_{a}^{2}\left(\mathbf{v}_{(0)}^{2}, \ldots, \mathbf{v}_{(n)}^{2}\right) \tag{8.23}
\end{equation*}
$$

for polynomials $h_{a}$ of appropriate degree, where $\mathbf{v}_{(i)}^{2}=\mathbf{x}_{n+1-i} \mathbf{y}_{n+1-i}$ for $0 \leq$ $i \leq n$. As $\Delta^{n}=\left\{\mathbf{x} \in \mathbb{R}^{n}: \mathbf{x}_{i} \geq 0 \quad(1 \leq i \leq n+1)\right\}$, this means that $\mathrm{K}(\mathbf{x}, \mathbf{y}) \in \mathcal{T}\left(\Delta^{n}\right)_{2 r}$ for $\mathbf{y} \in \Delta^{n}$ fixed. Take note that while the summands in (8.23) are of degree $4 r$ in the variables $\mathbf{v}_{(1)}, \ldots, \mathbf{v}_{(n)}$, they indeed have degree $2 r$ in the variables $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$.

### 8.3. Analysis of the linear operator

For $\mathbf{X}=B^{n}, \Delta^{n}$ and $r \in \mathbb{N}$, let $\mathbf{K}=\mathbf{C D}_{2 r}(\lambda): \mathcal{P}(\mathbf{X})_{2 r} \rightarrow \mathcal{P}(\mathbf{X})_{2 r}$ be the operator associated to the perturbed Christoffel-Darboux kernel $\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y} ; \lambda)$ defined in (8.3). As we have shown in Lemma 8.9 and Lemma 8.10 above, the operator $\mathbf{K}$ satisfies (P2) for $Q=\mathcal{T}(\mathbf{X})_{2 r}$ if $\lambda=\left(\lambda_{k}\right)$ (resp. $\lambda_{\text {ev }}=\left(\lambda_{2 k}\right)$ ) is given by the coefficients of a univariate sum of squares $q \in \sigma[x]_{2 r}$ in the expansion $q(x)=\sum_{k=0}^{2 r} \lambda_{k} \mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(x)$ in the basis of Gegenbauer polynomials (8.8).

We now expand on the second claim made in Section 8; namely that (P3) may be expressed in terms of the difference between the $\lambda_{k}$ and 1 .

Let $q(x)=\sum_{k=0}^{2} r \lambda_{k} \mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(x)$ be a univariate sum of squares. In the above, we have shown that the operator $\mathbf{K}$ corresponding to the perturbed Christoffel-Darboux kernel (8.20) on the ball (resp., (8.22) on this simplex) satisfies (P2).

Recall from (8.14) that for any polynomial $p$ on $\mathbf{X}$ of degree $d$, we have $\mathbf{K} p=\sum_{k=0}^{d} \lambda_{k} p_{k}$, where $p=\sum_{k=0}^{d} p_{k}$ is the decomposition of (8.13). We see immediately that $\mathbf{K}$ satisfies (P1) if and only if $\lambda_{0}=1$ (i.e., when $\mathbf{K}(1)=$ $\lambda_{0}=1$ ). We now expand on the second claim made in Section 8 ; namely that (P3) may be shown for the operator $\mathbf{K}$ by analyzing the difference between the coefficients $\lambda_{k}$ and 1.

Recall that we consider in (P3) a polynomial $f$ on $\mathbf{X}$ of degree $d$, whose sup-norm $\|f\|_{\mathbf{X}}$ over $\mathbf{X}$ is at most 1 by assumption, and that we wish to bound $\left\|\mathbf{K}^{-1} f-f\right\|_{\mathbf{X}}$. Assuming that $\lambda_{0}=1$ and $\lambda_{k} \neq 0$ for $1 \leq k \leq d$, we have $\mathbf{K}^{-1} f=\sum_{k=0}^{d}\left(1-1 / \lambda_{k}\right) f_{k}$ and so:

$$
\left\|\mathbf{K}^{-1} f-f\right\|_{\mathbf{x}}=\left\|\sum_{k=1}^{d}\left(1-1 / \lambda_{k}\right) f_{k}\right\|_{\mathbf{X}} \leq \max _{1 \leq k \leq d}\left\|f_{k}\right\| \mathbf{X} \cdot \sum_{k=1}^{d}\left|1-1 / \lambda_{k}\right| .
$$

We have shown the following.
Lemma 8.12. Let $\mathbf{K}$ be the operator associated to the perturbed ChristoffelDarboux kernel $\mathrm{K}(\mathbf{x}, \mathbf{y}):=\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y} ; \lambda)$ defined in (8.3) of degree $2 r$ for certain $\lambda=\left(\lambda_{k}\right)_{0 \leq k \leq 2 r}$. Then $\mathbf{K}$ satisfies (P1) if $\lambda_{0}=1$, and it satisfies (P3) with:

$$
\begin{equation*}
\varepsilon=\max _{1 \leq k \leq d}\left\|f_{k}\right\|_{\mathbf{X}} \cdot \sum_{k=1}^{d}\left|1-1 / \lambda_{k}\right| . \tag{8.24}
\end{equation*}
$$

We now work to bound the quantity (8.24).
8.3.1. The harmonic constant. In light of the factor $\max _{1 \leq k \leq d}\left\|f_{k}\right\|_{\mathbf{X}}$ in (8.24), we define the parameter:

$$
\begin{equation*}
\gamma(\mathbf{X})_{d}:=\max _{p \in \mathbb{R}[\mathbf{x}]_{d}} \max _{0 \leq k \leq d} \frac{\left\|p_{k}\right\|_{\mathbf{x}}}{\|p\|_{\mathbf{X}}} . \tag{8.25}
\end{equation*}
$$

for any compact semialgebraic set $\mathbf{X}$ (equipped with a measure $\mu$ ). Recall that we already studied this parameter for $\mathbf{X}=\mathbb{B}^{n}$ in Chapter 7. Note that $\max _{1 \leq k \leq d}\left\|f_{k}\right\| \mathbf{x} \leq \gamma(\mathbf{X})_{d}$ by definition. Let us first remark that $\gamma(\mathbf{X})_{d}<\infty$. Indeed, this follows immediately from equivalence of norms on the finitedimensional vector space $\mathcal{P}(\mathbf{X})_{d}$. In particular, $\gamma\left(B^{n}\right)_{d}$ and $\gamma\left(\Delta^{n}\right)_{d}$ are finite constants depending only on $n$ and $d$.

For special cases of $\mathbf{X}$, more can be shown. For instance, when $\mathbf{X}$ is the hypersphere or binary cube, the constant $\gamma(\mathbf{X})_{d}$ may be bounded independently of the dimension $n$ [FF21, SL21b]. For the unit ball and simplex, we have the following.

Proposition 8.13. Let $\gamma\left(B^{n}\right)_{d}$ and $\gamma\left(\Delta^{n}\right)_{d}$ be the constants of (8.25) on the unit ball and simplex, respectively. Then $\gamma\left(B^{n}\right)_{d}$ and $\gamma\left(\Delta^{n}\right)_{d}$ depend polynomially on $n$ (when $d$ is fixed) and polynomially on $d$ (when $n$ is fixed).

Proof. Let $\mathbf{X}=B^{n}, \Delta^{n}$, equipped with the probability measure $\mu_{\mathbf{X}}=$ $\mu_{B}, \mu_{\Delta}$, respectively. Let $p \in \mathbb{R}[\mathbf{x}]_{d}$ be a polynomial of degree $d$ and assume that $\|p\|_{\mathbf{X}}=1$. For $k \leq d$, we know from (8.14) that:

$$
p_{k}(\mathbf{x})=\mathbf{C D}^{(k)} p(\mathbf{x})=\int_{\mathbf{X}} \mathrm{CD}^{(k)}(\mathbf{x}, \mathbf{y}) p(\mathbf{y}) d \mu_{\mathbf{X}}(\mathbf{y}) \quad(\mathbf{x} \in \mathbf{X})
$$

Using the fact that $\|p\|_{\mathbf{X}}=1$ and $\mu_{\mathbf{X}}$ is a probability measure, as well as the Cauchy-Schwarz inequality, we find for $\mathbf{x} \in \mathbf{X}$ that:

$$
\begin{aligned}
\left|p_{k}(\mathbf{x})\right|^{2} & =\left|\int_{\mathbf{X}} \mathrm{CD}^{(k)}(\mathbf{x}, \mathbf{y}) p(\mathbf{y}) d \mu_{\mathbf{X}}(\mathbf{y})\right|^{2} \\
& \leq \int_{\mathbf{X}} \mathrm{CD}^{(k)}(\mathbf{x}, \mathbf{y})^{2} d \mu_{\mathbf{X}}(\mathbf{y}) \cdot \int_{\mathbf{X}} p(\mathbf{y})^{2} d \mu_{\mathbf{X}}(\mathbf{y}) \\
& \leq \int_{\mathbf{X}} \mathrm{CD}^{(k)}(\mathbf{x}, \mathbf{y})^{2} d \mu_{\mathbf{X}}(\mathbf{y})
\end{aligned}
$$

Using (8.14) again, we have:

$$
\begin{equation*}
\int_{\mathbf{X}} \mathrm{CD}^{(k)}(\mathbf{x}, \mathbf{y})^{2} d \mu_{\mathbf{X}}(\mathbf{y})=\mathrm{CD}^{(k)}(\mathbf{x}, \mathbf{x}) \quad(\mathbf{x} \in \mathbf{X}) . \tag{8.26}
\end{equation*}
$$

It follows that:

$$
\gamma(\mathbf{X})_{d}^{2} \leq \max _{0 \leq k \leq d} \max _{\mathbf{x} \in \mathbf{X}} \mathrm{CD}^{(k)}(\mathbf{x}, \mathbf{x})
$$

The closed forms (8.17) and (8.19) of $\mathrm{CD}^{(k)}$ allow us to bound (8.26). On the ball, we have:

$$
\mathrm{CD}^{(k)}(\mathbf{x}, \mathbf{x})=\frac{1}{2} \cdot\left(\mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(1)+\mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}\left(2\|\mathbf{x}\|^{2}-1\right)\right) \quad\left(\mathbf{x} \in B^{n}\right)
$$

In particular, we have:

$$
\begin{aligned}
\gamma\left(B^{n}\right)_{d}^{2} & \leq \max _{0 \leq k \leq d}\left(\max _{\mathbf{x} \in B^{n}} \mathrm{CD}^{(k)}(\mathbf{x}, \mathbf{x})\right) \\
& \leq \max _{0 \leq k \leq d}\left(\max _{-1 \leq x \leq 1}\left|\mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(x)\right|\right)=\max _{0 \leq k \leq d} \mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(1) .
\end{aligned}
$$

On the simplex, we similarly have:

$$
\mathrm{CD}^{(k)}(\mathbf{x}, \mathbf{x})=\frac{1}{2^{n+1}} \sum_{t \in\{-1,1\}^{n+1}} \mathcal{G}_{2 k}^{\left(\frac{n-2}{2}\right)}\left(\sum_{i=1}^{n+1} \mathbf{x}_{i} t_{i}\right) \quad\left(\mathbf{x} \in \Delta^{n}\right)
$$

and so:

$$
\begin{aligned}
\gamma\left(\Delta^{n}\right)_{d}^{2} & \leq \max _{0 \leq k \leq d}\left(\max _{\mathbf{x} \in \Delta^{n}} \mathrm{CD}^{(k)}(\mathbf{x}, \mathbf{x})\right) \\
& \leq \max _{0 \leq k \leq d}\left(\max _{-1 \leq x \leq 1}\left|\mathcal{G}_{2 k}^{\left(\frac{n-2}{2}\right)}(x)\right|\right)=\max _{0 \leq k \leq d} \mathcal{G}_{2 k}^{\left(\frac{n-2}{2}\right)}(1)
\end{aligned}
$$

Finally, we note that (see, e.g., (2.9) in [Xu99]):

$$
\mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(1)=\left(1+\frac{2 k}{n-1}\right) \cdot\binom{k+n-2}{k} \quad(n, k \in \mathbb{N})
$$

We conclude that the constant $\gamma\left(B^{n}\right)_{d}$ satisfies:

$$
\gamma\left(B^{n}\right)_{d}^{2} \leq \max _{0 \leq k \leq d} \mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(1)=\max _{0 \leq k \leq d}\left(1+\frac{2 k}{n-1}\right) \cdot\binom{k+n-2}{k}
$$

The constant $\gamma\left(\Delta^{n}\right)_{d}$ similarly satisfies:

$$
\gamma\left(\Delta^{n}\right)_{d}^{2} \leq \max _{0 \leq k \leq d} \mathcal{G}_{2 k}^{\left(\frac{n-2}{2}\right)}(1)=\max _{0 \leq k \leq d}\left(1+\frac{4 k}{n-1}\right) \cdot\binom{2 k+n-2}{2 k}
$$

8.3.2. Selecting a univariate square. The final ingredient we need for the proof of our main theorems is the following result of Fang and Fawzi [FF21].

Lemma 8.14 ([FF21], Theorem 6). Let $n, d \in \mathbb{N}$. Then for every $r \geq$ $2(n+1) d$ there exists a univariate sum of squares $q(x)=\sum_{k=0}^{2 r} \lambda_{k} \mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(x)$ of degree $2 r$ with $\lambda_{0}=1$ and:

$$
\sum_{k=1}^{d}\left|1-1 / \lambda_{k}\right| \leq \frac{2(n+1)^{2} d^{2}}{r^{2}}
$$

We outline how to obtain this result here, following the strategy of [FF21]. It is quite similar to what happens in Section 7.2. We emphasize again a connection to the upper bounds in a univariate setting which was only implicitely present in [FF21]. We also state the intermediary result Lemma 8.16, which we need to prove Theorem 8.3 and Theorem 8.4 in Section 8.4. The first step of the argument is to linearize the quantity $\sum_{k=1}^{d}\left|1-1 / \lambda_{k}\right|$.

LEMMA 8.15. Let $n, d, r \in \mathbb{N}$ and let $q(x)=\sum_{k=0}^{2 r} \lambda_{k} \mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(x)$ be a sum of squares. Assuming that $\lambda_{0}=1$ and $\lambda_{k} \geq 1 / 2$ for $1 \leq k \leq d$ we have:

$$
\sum_{k=1}^{d}\left|1-1 / \lambda_{k}\right| \leq 2 \sum_{k=1}^{d}\left(1-\lambda_{k}\right)
$$

Proof. As $q$ is nonnegative on $[-1,1]$, we know that $\lambda_{k} \leq \lambda_{0}=1$ by (8.10). As $\lambda_{k} \geq 1 / 2$ for each $k$, we have:

$$
\sum_{k=1}^{d}\left|1-1 / \lambda_{k}\right|=\sum_{k=1}^{d} \frac{\left|1-\lambda_{k}\right|}{\lambda_{k}} \geq 2 \sum_{k=1}^{d}\left|1-\lambda_{k}\right|=2 \sum_{k=1}^{d}\left(1-\lambda_{k}\right) .
$$

It remains to choose a sum of squares $q$ minimizing $\sum_{k=1}^{d}\left(1-\lambda_{k}\right)$. This turns out to reduce to analyzing a univariate instance of the upper bounds (2.6).

Lemma 8.16. Let $n, d \in \mathbb{N}$. Then for every $r \geq d$ there exists a univariate sum of squares $q(x)=\sum_{k=0}^{2 r} \lambda_{k} \mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(x)$ of degree $2 r$ with $\lambda_{0}=1$ and:

$$
\sum_{k=1}^{d}\left(1-\lambda_{k}\right) \leq \frac{(n+1)^{2} d^{2}}{r^{2}}
$$

Proof. For a univariate sum of squares $q(x)=\sum_{k=0}^{2 r} \lambda_{k} \mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(x)$, the coefficients $\lambda_{k}$ are equal to (see relation (8.9)):

$$
\lambda_{k}=\int_{-1}^{1} \overline{\mathcal{G}}_{k}^{\left(\frac{n-2}{2}\right)}(x) q(x) w_{n}(x) d x \quad(0 \leq k \leq 2 r),
$$

where $\overline{\mathcal{G}}_{k}^{\left(\frac{n-2}{2}\right)}$ is the normalization of the Gegenbauer polynomial of degree $k$ satisfying $\max _{-1 \leq x \leq 1}\left|\mathcal{\mathcal { G }}_{k}^{\left(\frac{n-2}{2}\right)}(x)\right|=\overline{\mathcal{G}}_{k}^{\left(\frac{n-2}{2}\right)}(1)=1$. Let $h(x):=$ $d-\sum_{k=1}^{d} \overline{\mathcal{G}}_{k}^{\left(\frac{n-2}{2}\right)}(x)$. Note that:

$$
\int_{-1}^{1} h(x) q(x) w_{n}(x) d x=d-\sum_{k=1}^{d} \lambda_{k} .
$$

Selecting $q$ optimally is thus equivalent to solving the optimization problem:

$$
\begin{equation*}
\inf _{q \in \Sigma[x]_{2 r}}\left\{\int_{-1}^{1} h(x) q(x) w_{n}(x) d x: \int_{-1}^{1} q(x) w_{n}(x) d x=1\right\} \tag{8.27}
\end{equation*}
$$

We recognize the program (8.27) as the upper bound $\mathrm{ub}(h)_{r}$ of (2.6) on the $\operatorname{minimum} h_{\min }=h(1)=0$ on $[-1,1]$ w.r.t. the measure $d \mu(x)=w_{n}(x) d x$.

As we have mentioned several times, the behaviour of the upper bounds in this univariate setting is well-understood. It is known that for the linear polynomial $u(x)=x$, the bounds have error $u^{(r)}-u_{\text {min }}=\left(\xi_{r+1}+1\right)$, where $\xi_{r+1}$ is the smallest root of the Gegenbauer polynomial $\mathcal{G}_{r+1}^{\left(\frac{n-2}{(2)}\right.}$ of degree $r+1$ [dKL20b]. These roots satisfy $\left(\xi_{r+1}+1\right)=O\left(1 / r^{2}\right)$. The error $h^{(r)}-h_{\min }$ may then be bounded by considering the linear Taylor estimate of $h$ at 1 , which satisfies $h(1)+h^{\prime}(1) x \geq h(x)$ for all $x \in[-1,1]$. See [FF21] for details.
8.3.3. Proof of Theorem 8.1 and Theorem 8.2. We have now gathered all tools required to prove our main results. First, let $\mathbf{X}=B^{n}$ and let $f$ be a polynomial on $\mathbf{X}$ of degree $d$. Recall that we may assume w.l.o.g. that $f_{\text {min }}=0$ and that $\|f\|_{\mathbf{X}}=1$. We show how to construct an operator $\mathbf{K}$ satisfying the properties (P1), (P2) and (P3) for appropriate $\varepsilon>0$, whose existence will immediately imply Theorem 8.1 by Lemma 8.5. See also Figure 8.1.

For $r \geq 2(n+1) d$, we select a univariate sum of squares:

$$
q(x)=\sum_{k=0}^{2 r} \lambda_{k} \mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(x)
$$

as in Lemma 8.14, i.e., such that $\lambda_{0}=1$ and $\sum_{k=1}^{d}\left|1-1 / \lambda_{k}\right|$ is small. Consider the kernel $\mathrm{K}(\mathbf{x}, \mathbf{y}):=\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y} ; \lambda)$ of (8.20). By Lemma 8.9, we know that the operator $\mathbf{K}$ associated to K satisfies (P2). Furthermore, Lemma 8.12 tell us that $\mathbf{K}$ satisfies (P1) and that it satisfies (P3) with:

$$
\varepsilon=\max _{1 \leq k \leq d}\left\|f_{k}\right\|_{\mathbf{X}} \cdot \sum_{k=1}^{d}\left|1-1 / \lambda_{k}\right| \leq \gamma\left(B^{n}\right)_{d} \cdot \frac{2(n+1)^{2} d^{2}}{r^{2}}
$$

Here, we use (8.25) and Lemma 8.14 for the inequality. We may thus apply Lemma 8.5 to conclude the statement of Theorem 8.1 with constant:

$$
\begin{equation*}
C_{B}(n, d)=2(n+1)^{2} d^{2} \gamma\left(B^{n}\right)_{d} \tag{8.28}
\end{equation*}
$$

In light of Proposition 8.13, this constant has the promised polynomial dependence on $n$ (for fixed $d$ ) and on $d$ (for fixed $n$ ).

The proof of Theorem 8.2 for $\mathbf{X}=\Delta^{n}$ is nearly identical. The only difference is that we should now select a sum of squares $q(x)=\sum_{k=0}^{4 r} \lambda_{k} \mathcal{G}_{k}^{\left(\frac{n-2}{2}\right)}(x)$ of degree $4 r$ by applying Lemma 8.14 for $d \leftarrow 2 d, r \leftarrow 2 r$ and consider the kernel K defined in (8.22). The associated operator satisfies (P2) by Lemma 8.10. By Lemma 8.12, it satisfies (P1) and (P3) with:

$$
\varepsilon \leq \gamma\left(\Delta^{n}\right)_{d} \cdot \frac{2(n+1)^{2}(2 d)^{2}}{(2 r)^{2}}=\gamma\left(\Delta^{n}\right)_{d} \cdot \frac{2(n+1)^{2} d^{2}}{r^{2}}
$$

using (8.24), Lemma 8.14 and (8.21). We may apply Lemma 8.5 to conclude the statement of Theorem 8.2 with:

$$
\begin{equation*}
C_{\Delta}(n, d)=2(n+1)^{2} d^{2} \gamma\left(\Delta^{n}\right)_{d} \tag{8.29}
\end{equation*}
$$

which also has the required dependencies on $n$ and $d$ by Proposition 8.13.

### 8.4. The upper bounds

We apply the method of Section 6.2 to extend our results to the hierarchies of upper bounds $\operatorname{lb}(f, \mathcal{T}(\mathbf{X}))_{r}$ on the unit ball and the simplex. Recall that in


Figure 8.1. Overview of the construction of a a linear operator $\mathbf{K}: \mathbb{R}[\mathbf{x}]_{d} \rightarrow \mathbb{R}[\mathbf{x}]_{d}$ satisfying the properties (P1), (P2), (P3) of Section 8 for the unit ball. The construction for the standard simplex is analogous.
order to analyze these bounds, it is enough to exhibit an explicit probability density $\sigma \in \mathbb{R}[\mathbf{x}]$ on $(\mathbf{X}, \mu)$ which lies in $\mathcal{T}(\mathbf{X})_{2 r}$, and for which the difference:

$$
\int_{\mathbf{X}} f(\mathbf{x}) \sigma(\mathbf{x}) d \mu(\mathbf{x})-f_{\min }
$$

can be bounded from above. We exhibit such a $\sigma$ here for $\mathbf{X}=B^{n}, \mu=\mu_{B}$ based on the perturbed Christoffel-Darboux kernels constructed in Section 8.2.

Write $\mathrm{K}(\mathbf{x}, \mathbf{y})=\mathrm{CD}_{2 r}(\mathbf{x}, \mathbf{y} ; \lambda)$ for such a kernel, where $\lambda$ is chosen as in Lemma 8.16. Let $\mathbf{x}^{*} \in \mathbf{X}$ be a global minimizer of $f$ over $\mathbf{X}$, and consider the polynomial $\sigma$ given by:

$$
\sigma(\mathbf{x})=K\left(\mathbf{x}, \mathrm{x}^{*}\right) \quad(\mathrm{x} \in \mathbf{X}) .
$$

By Lemma 8.9, $\sigma \in \mathcal{T}(\mathbf{X})_{2 r}$. For any polynomial $p \in \mathbb{R}[\mathbf{x}]_{d}$, we have:

$$
\int_{\mathbf{X}} \sigma(\mathbf{x}) p(\mathbf{x}) d \mu(\mathbf{x})=\mathbf{K} p\left(\mathbf{x}^{*}\right)=\sum_{k=0}^{d} \lambda_{k} p_{k}\left(\mathbf{x}^{*}\right) \quad\left(p_{k} \in H_{k}\right)
$$

by definition. Therefore, as $\lambda_{0}=1, \sigma$ is a probability density on $\mathbf{X}$. The polynomial $\sigma$ is thus a feasible solution to the program (2.8) defining the
bound $\operatorname{lb}(f, \mathcal{T}(\mathbf{X}))_{r}$. Furthermore, we have:

$$
\begin{aligned}
\int_{\mathbf{X}} f(\mathbf{x}) \sigma(\mathbf{x}) d \mu(\mathbf{x})-f_{\min } & =\mathbf{K} f\left(\mathbf{x}^{*}\right)-f\left(\mathbf{x}^{*}\right) \leq \sum_{k=1}^{d}\left|\left(1-\lambda_{k}\right) f_{k}\left(\mathbf{x}^{*}\right)\right| \\
& \leq \gamma(\mathbf{X})_{d} \cdot \sum_{k=1}^{d}\left|1-\lambda_{k}\right| \leq \gamma(\mathbf{X})_{d} \cdot \frac{(n+1)^{2} d^{2}}{r^{2}}
\end{aligned}
$$

We find that $\operatorname{lb}(f, \mathcal{T}(\mathbf{X}))_{r}-f_{\min } \leq \gamma(\mathbf{X})_{d} \cdot(n+1)^{2} d^{2} / r^{2}$. Theorem 8.3 follows immediately. For $\mathbf{X}=\Delta^{n}$, an analogous construction yields Theorem 8.4.

### 8.5. Discussion

We have shown a convergence rate in $O\left(1 / r^{2}\right)$ for the Schmüdgen-type hierarchy of lower bounds $\operatorname{lb}(f, \mathcal{T}(\mathbf{X}))_{r}$ for the minimization of a polynomial $f$ over the unit ball or simplex. Our result matches the best known rates for the hypersphere [FF21] and the hypercube (see Chapter 9). As a side result, we show similar convergence rates for the upper bounds (8.1) on these sets as well (w.r.t. the measures $\mu_{B}$ and $\mu_{\Delta}$ ). We repeat that convergence rates in $O\left(1 / r^{2}\right)$ for the upper bounds on $B^{n}$ and $\Delta^{n}$ were already available (but w.r.t. different reference measures).

Putinar- vs. Schmüdgen-type certificates. In light of the recent result [BM21], there is no longer a (large) theoretical gap between the best known convergence rates for the Putinar- and Schmüdgen-type hierarchies (see also Chapter 2). On the other hand, specialized convergence result for the Putinar-type bound $\operatorname{lb}(f, \mathcal{Q}(\mathbf{X}))_{r}$ are so far available only in those cases where $\mathcal{Q}(\mathbf{X})_{2 r}=\mathcal{T}(\mathbf{X})_{2 r}$, i.e. where the Putinar- and Schmüdgen-type bounds coincide (which is the case on the binary hypercube, the hypersphere and the unit ball). It is an interesting open question whether specialized results for $\operatorname{lb}(f, \mathcal{Q}(\mathbf{X}))_{r}$ can be shown in non-trivial cases as well, for instance on the simplex and hypercube (see Chapter 9). It seems unclear whether the techniques of the present chapter may be applied to the Putinar-type bounds on the simplex. This would require an analog of Lemma 8.10 showing membership of the kernel in the quadratic module rather than the preordering. Such an analog seems difficult to prove using the representation (8.22), and no obvious other representation is available.

The harmonic constant. We have shown in Proposition 8.13 that $\gamma\left(B^{n}\right)_{d}$ and $\gamma\left(\Delta^{n}\right)_{d}$ depend polynomially on $n$ (for fixed $d$ ) and on $d$ (for fixed $n$ ). As we have seen, the corresponding constants $\gamma\left(S^{n-1}\right)_{d}$ and $\gamma\left(\{0,1\}^{n}\right)_{d}$ for the sphere and binary cube may actually be bounded independently of the dimension $n$ for fixed $d \in \mathbb{N}$. It is an interesting open question whether this is true for $\gamma\left(B^{n}\right)_{d}$ and $\gamma\left(\Delta^{n}\right)_{d}$ as well. In a forthcoming paper, we will study the
constants $\gamma(\mathbf{X})_{d}$ in more generality, focusing in particular on its asymptotic properties.

Acknowledgments. We wish to thank Monique Laurent for helpful suggestions on the presentation of the material, and Fernando Oliviera for fruitful discussions about kernels on the unit ball.

## CHAPTER 9

## Application: The unit box $[-1,1]^{n}$

> Intelligence is the ability of a living creature to perform pointless or unnatural acts.

Arkady Strugatsky, Roadside Picnic
This chapter is based on my joint work [LS21] with Monique Laurent.
Consider the problem of computing the global minimum:

$$
f_{\min }:=\min _{\mathbf{x} \in[-1,1]^{n}} f(\mathbf{x})
$$

of a polynomial $f$ of degree $d \in \mathbb{N}$ over the unit box $[-1,1]^{n} \subseteq \mathbb{R}^{n}$. The set $[-1,1]^{n}$ has the semialgebraic description:

$$
[-1,1]^{n}=\left\{\mathbf{x} \in \mathbb{R}^{n}: g_{i}(\mathbf{x}):=\left(1-\mathbf{x}_{i}^{2}\right) \geq 0 \quad \forall i \in[n]\right\}
$$

The (truncated) preordering $\mathcal{T}\left([-1,1]^{n}\right)_{r}$ is then defined as:

$$
\mathcal{T}\left([-1,1]^{n}\right)_{r}:=\left\{\sum_{J \subseteq[n]} \sigma_{J} g_{J}: \sigma_{J} \in \Sigma[\mathbf{x}], \operatorname{deg}\left(\sigma_{J} g_{J}\right) \leq r\right\} \quad\left(g_{J}:=\prod_{j \in J} g_{j}\right)
$$

The preordering satisfies $\mathcal{T}\left([-1,1]^{n}\right)_{r} \subseteq \mathcal{P}_{+}\left([-1,1]^{n}\right)$ for all $r \in \mathbb{N}$, where $\mathcal{P}_{+}\left([-1,1]^{n}\right)$ denotes the cone of polynomials nonnegative on $[-1,1]^{n}$. For ease of exposition, we depart slightly from our earlier notation in this chapter and define the Schmüdgen-type lower bounds on $f_{\min }$ as:

$$
\begin{equation*}
\operatorname{lb}\left(f, \mathcal{T}\left([-1,1]^{n}\right)\right)_{r}:=\sup \left\{\lambda \in \mathbb{R}: f-\lambda \in \mathcal{T}\left([-1,1]^{n}\right)_{r}\right\} \tag{9.1}
\end{equation*}
$$

(note that usually, we allow $f-\lambda \in \mathcal{T}\left([-1,1]^{n}\right)_{2 r}$ ). The reason for this small change is our later application of Theorem 9.8 below. As this is the only type of lower bound we consider in this chapter, we shall also write simply $\mathrm{lb}(f)_{r}=\operatorname{lb}\left(f, \mathcal{T}\left([-1,1]^{n}\right)\right)_{r}$. By definition, we have $f_{\min } \geq \mathrm{lb}(f)_{r+1} \geq \mathrm{lb}(f)_{r}$ for all $r \in \mathbb{N}$. Furthermore, we have $\lim _{r \rightarrow \infty} \operatorname{lb}(f)_{r}=f_{\text {min }}$, which follows directly from the following special case of Schmüdgen's Positivstellensatz.

Theorem 9.1 (Special case of Schmüdgen's Positivstellensatz [Sch91]). Let $f \in \mathcal{P}_{+}\left([-1,1]^{n}\right)$ be a polynomial. Then for any $\eta>0$ there exists an $r \in \mathbb{N}$ such that $f+\eta \in \mathcal{T}\left([-1,1]^{n}\right)_{r}$.

Outline. In this chapter, we show a bound on the convergence rate of the lower bounds $\operatorname{lb}(f)_{r}$ to the global minimum $f_{\min }$ of $f$ over $[-1,1]^{n}$ in $O\left(1 / r^{2}\right)$. Alternatively, our result can be interpreted as a bound on the degree $r$ in Schmüdgen's Positivstellensatz of the order $O(1 / \sqrt{\eta})$ of a positivity certificate for $f+\eta$ when $f \in \mathcal{P}_{+}\left([-1,1]^{n}\right)$.

ThEOREM 9.2. Let $f$ be a polynomial of degree $d \in \mathbb{N}$. Then there exists a constant $C(n, d)>0$, depending only on $n$ and $d$, such that:

$$
f_{\min }-\mathrm{lb}(f)_{(r+1) n} \leq \frac{C(n, d)}{r^{2}} \cdot\left(f_{\max }-f_{\min }\right) \quad \text { for all } r \geq \pi d \sqrt{2 n} .
$$

Furthermore, the constant $C(n, d)$ may be chosen such that it either depends polynomially on $n$ (for fixed d) or it depends polynomially on $d$ (for fixed $n$ ), see relation (9.13) for details.

Corollary 9.3. Let $f \in \mathcal{P}_{+}\left([-1,1]^{n}\right)$ with degree $d$. Then, for any $\eta>0$, we have:
$f+\eta \in \mathcal{T}\left([-1,1]^{n}\right)_{(r+1) n}$ for all $r \geq \max \left\{\pi d \sqrt{2 n}, \frac{1}{\sqrt{\eta}} \sqrt{C(n, d)\left(f_{\max }-f_{\min }\right)}\right\}$,
where $C(n, d)$ is the constant from Theorem 9.2. Hence we have $f+\eta \in$ $\mathcal{T}\left([-1,1]^{n}\right)_{r}$ for $r=O(1 / \sqrt{\eta})$.

Proof. Let $\eta>0$ and set $C_{f}:=C(n, d) \cdot\left(f_{\max }-f_{\min }\right)$. Pick an integer $r \geq \max \left\{\pi d \sqrt{2 n}, \sqrt{C_{f} / \eta}\right\}$. Then we have:

$$
f+\eta=\underbrace{f-\operatorname{lb}(f)_{(r+1) n}}_{\in \mathcal{T}\left([-1,1]^{n}\right)_{(r+1) n}}+(\underbrace{\operatorname{lb}(f)_{(r+1) n}-f_{\min }+\frac{C_{f}}{r^{2}}}_{\geq 0 \text { by Theorem } 9.2})+\underbrace{f_{\min }}_{\geq 0}+(\underbrace{\eta-\frac{C_{f}}{r^{2}}}_{\geq 0})
$$

which shows $f+\eta \in \mathcal{T}\left([-1,1]^{n}\right)_{(r+1) n}$.
Overview of the proof. Let $f \in \mathbb{R}[\mathbf{x}]$ be a polynomial of degree $d$. To simplify our arguments and notation, we will work with the scaled function:

$$
F:=\frac{f-f_{\min }}{f_{\max }-f_{\min }}
$$

for which $F_{\min }=0$ and $F_{\max }=1$. Since the inequality (9.2) is invariant under a positive scaling of $f$ and adding a constant, it indeed suffices to show the result for the function $F$. To prove Theorem 9.2 , we apply the method of Chapter 6. We outline the specialization of the method to this setting for convenience.

Let $\varepsilon>0$ and consider the polynomial $\tilde{F}:=F+\varepsilon$. Let $r \geq d$. Suppose that we are able to construct a (nonsingular) linear operator $\mathbf{K}_{r}: \mathbb{R}[\mathbf{x}]_{r} \rightarrow \mathbb{R}[\mathbf{x}]_{r}$
which has the following two properties:

$$
\begin{align*}
& \mathbf{K}_{r}(1)=1  \tag{P1}\\
& \mathbf{K}_{r} p \in \mathcal{T}\left([-1,1]^{n}\right)_{(r+1) n} \quad \text { for all } p \in \mathcal{P}_{+}\left([-1,1]^{n}\right)_{d}  \tag{P2}\\
& \left\|\mathbf{K}_{r}^{-1} \tilde{F}-\tilde{F}\right\|_{\infty}:=\max _{\mathbf{x} \in[-1,1]^{n}}\left|\mathbf{K}_{r}^{-1} \tilde{F}(\mathbf{x})-\tilde{F}(\mathbf{x})\right| \leq \varepsilon \tag{P3}
\end{align*}
$$

Then, by (P3), we have $\mathbf{K}_{r}^{-1} \tilde{F} \in \mathcal{P}_{+}\left([-1,1]^{n}\right)_{d}$. Indeed, as $F$ is nonnegative on $[-1,1]^{n}, \tilde{F}(\mathbf{x})=F(\mathbf{x})+\varepsilon$ is greater than or equal to $\varepsilon$ for all $\mathbf{x} \in[-1,1]^{n}$, and so (P3) tells us that after application of the operator $\mathbf{K}_{r}^{-1}$, the resulting polynomial $\mathbf{K}_{r}^{-1} \tilde{F}$ is nonnegative on $[-1,1]^{n}$. Using ( P 2 ), we may then conclude that $\tilde{F}=\mathbf{K}_{r}\left(\mathbf{K}_{r}^{-1} \tilde{F}\right) \in \mathcal{T}\left([-1,1]^{n}\right)_{(r+1) n}$. It follows that $F_{\min }-F_{((r+1) n)} \leq \varepsilon$ and thus $f_{\min }-\operatorname{lb}(f)_{(r+1) n} \leq \varepsilon \cdot\left(f_{\max }-f_{\min }\right)$. We collect this in the next lemma for future reference.

Lemma 9.4. Assume that for some $r \geq d$ and $\varepsilon>0$ there exists a nonsingular operator $\mathbf{K}_{r}: \mathbb{R}[\mathbf{x}]_{r} \rightarrow \mathbb{R}[\mathbf{x}]_{r}$ which satisfies the properties $(\mathrm{P} 2)$ and (P3). Then we have:

$$
f_{\min }-\operatorname{lb}(f)_{(r+1) n} \leq \varepsilon \cdot\left(f_{\max }-f_{\min }\right)
$$

In what follows, we will construct such an operator $\mathbf{K}_{r}$ for each $r \geq \pi d \sqrt{2 n}$ and the parameter $\varepsilon:=C(n, d) / r^{2}$, where the constant $C(n, d)$ will be specified later. Our main Theorem 9.2 then follows after applying Lemma 9.4.

We make use of the polynomial kernel method for our construction: after choosing a suitable kernel $\mathrm{K}_{r}: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$, we define the linear operator $\mathbf{K}_{r}: \mathbb{R}[\mathbf{x}]_{r} \rightarrow \mathbb{R}[\mathbf{x}]_{r}$ via the integral transform:

$$
\mathbf{K}_{r} p(\mathbf{x}):=\int_{[-1,1]^{n}} \mathrm{~K}_{r}(\mathbf{x}, \mathbf{y}) p(\mathbf{y}) d \mu(\mathbf{y}) \quad\left(p \in \mathbb{R}[\mathbf{x}]_{r}\right)
$$

Here, $\mu$ is the Chebyshev measure on $[-1,1]^{n}$ as defined in (9.2) below. A good choice for the kernel $\mathrm{K}_{r}$ is a multivariate version (see Section 9.2) of the well-known Jackson kernel $\mathrm{K}_{r}^{\mathrm{jac}}$ of degree $r$ (see Section 9.1.3). For this choice of kernel, the operator $\mathbf{K}_{r}$ naturally satisfies (P2) (see Section 9.2.1). Furthermore, it diagonalizes with respect to the basis of $\mathbb{R}[\mathbf{x}]$ given by the (multivariate) Chebyshev polynomials (see Section 9.1.2). Property (P3) can then be verified by analyzing the eigenvalues of $\mathbf{K}_{r}$, which are closely related to the expansion of $\mathrm{K}_{r}^{\mathrm{jac}}$ in the basis of (univariate) Chebyshev polynomials (see Section 9.3). We end this section by illustrating our method of proof with a small example.

EXAMPLE 9.5. Consider the polynomial $f(x)=1-x^{2}-x^{3}+x^{4}$, which is nonnegative on $[-1,1]$. For $r \in \mathbb{N}$, let $\mathbf{K}_{r}$ be the operator associated to the univariate Jackson kernel (9.6) of degree r, which satisfies (P2) (see Section 9.2.1). For $\eta=0.1$, we observe that applying $\mathbf{K}_{7}^{-1}$ to $f+\eta$ yields a nonnegative function on $[-1,1]$, whereas applying $\mathbf{K}_{5}^{-1}$ does not (see Figure 9.1). Applying


Figure 9.1. The polynomial $f(x)+\eta$ of Example 9.5 and its transformations under the inverse operators $\mathbf{K}_{5}^{-1}$ and $\mathbf{K}_{7}^{-1}$ associated to the Jackson kernels of degree 5 and 7.
the arguments of Section 9, we may thus conclude that $f+\eta \in \mathcal{T}\left([-1,1]^{n}\right)_{8}$, but not that $f+\eta \in \mathcal{T}\left([-1,1]^{n}\right)_{6}$.

### 9.1. Preliminaries

9.1.1. Notation. We write $\mathbb{R}[x]$ for the univariate polynomial ring, while reserving the bold-face notation $\mathbb{R}[\mathbf{x}]=\mathbb{R}\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right]$ to denote the ring of polynomials in $n$ variables. Similarly, $\Sigma[x] \subseteq \mathbb{R}[x]$ and $\Sigma[\mathbf{x}] \subseteq \mathbb{R}[\mathbf{x}]$ denote the sets of univariate and $n$-variate sum-of-squares polynomials, respectively, consisting of all polynomials of the form $p=p_{1}^{2}+p_{2}^{2}+\cdots+p_{m}^{2}$ for certain polynomials $p_{1}, \ldots, p_{m}$ and $m \in \mathbb{N}$. For a polynomial $p \in \mathbb{R}[\mathbf{x}]$, we write $p_{\min }, p_{\max }$ for its minimum and maximum over $[-1,1]^{n}$, respectively, and $\|p\|_{\infty}:=\sup _{\mathbf{x} \in[-1,1]^{n}}|p(\mathbf{x})|$ for its sup-norm on $[-1,1]^{n}$.
9.1.2. Chebyshev polynomials. We recall some properties of the Chebyshev polynomials, introduced in Chapter 1. Let $\mu$ be the normalized Chebyshev measure on $[-1,1]^{n}$, defined by:

$$
\begin{equation*}
d \mu(\mathbf{x})=\frac{d \mathbf{x}_{1}}{\pi \sqrt{1-\mathbf{x}_{1}^{2}}} \cdots \frac{d \mathbf{x}_{n}}{\pi \sqrt{1-\mathbf{x}_{n}^{2}}} \tag{9.2}
\end{equation*}
$$

Note that $\mu$ is a probability measure on $[-1,1]^{n}$, meaning that $\int_{[-1,1]^{n}} d \mu=1$. We write $\langle\cdot, \cdot\rangle_{\mu}$ for the corresponding inner product on $\mathbb{R}[\mathbf{x}]$, given by:

$$
\langle f, g\rangle_{\mu}:=\int_{[-1,1]^{n}} f(\mathbf{x}) g(\mathbf{x}) d \mu(\mathbf{x})
$$

For $k \in \mathbb{N}$, let $\mathcal{C}_{k}$ be the univariate Chebyshev polynomial of degree $k$, defined by:

$$
\mathcal{C}_{k}(\cos \theta):=\cos (k \theta) \quad(\theta \in \mathbb{R})
$$

Note that $\left|\mathcal{C}_{k}(x)\right| \leq 1$ for all $x \in[-1,1]$ and that $\mathcal{C}_{0}=1$. The Chebyshev polynomials satisfy the orthogonality relations:

$$
\left\langle\mathcal{C}_{a}, \mathcal{C}_{b}\right\rangle_{\mu}=\int_{-1}^{1} \mathcal{C}_{a}(x) \mathcal{C}_{b}(x) d \mu(x)= \begin{cases}0 & a \neq b  \tag{9.3}\\ 1 & a=b=0 \\ \frac{1}{2} & a=b \neq 0\end{cases}
$$

A univariate polynomial $p$ may therefore be expanded as:

$$
p=p_{0}+\sum_{k=1}^{\operatorname{deg}(p)} 2 p_{k} \mathcal{C}_{k}, \quad \text { where } p_{k}:=\left\langle\mathcal{C}_{k}, p\right\rangle_{\mu}
$$

For $\kappa \in \mathbb{N}^{n}$, we consider the multivariate Chebyshev polynomial $\mathcal{C}_{\kappa}$, defined by setting:

$$
\mathcal{C}_{\kappa}(\mathbf{x}):=\prod_{i=1}^{n} \mathcal{C}_{\kappa_{i}}\left(\mathbf{x}_{i}\right)
$$

The multivariate Chebyshev polynomials form a basis for $\mathbb{R}[\mathbf{x}]$ and satisfy the orthogonality relations:

$$
\left\langle\mathcal{C}_{\alpha}, \mathcal{C}_{\beta}\right\rangle_{\mu}=\int_{[-1,1]^{n}} \mathcal{C}_{\alpha}(\mathbf{x}) \mathcal{C}_{\beta}(\mathbf{x}) d \mu(\mathbf{x})= \begin{cases}0 & \alpha \neq \beta  \tag{9.4}\\ 1 & \alpha=\beta=0 \\ 2^{-w(\alpha)} & \alpha=\beta \neq 0\end{cases}
$$

Here, $w(\alpha):=\left|\left\{i \in[n]: \alpha_{i} \neq 0\right\}\right|$ denotes the Hamming weight of $\alpha \in \mathbb{N}^{n}$.
We use the notation $\mathbb{N}_{d}^{n} \subseteq \mathbb{N}^{n}$ to denote the set of $n$-tuples $\alpha \in \mathbb{N}^{n}$ with $|\alpha|=\sum_{i=1}^{n} \alpha_{i} \leq d$. As in the univariate case, we may expand any $n$-variate polynomial $p$ as:

$$
\begin{equation*}
p=\sum_{\kappa \in \mathbb{N}_{\operatorname{deg}(p)}^{n}} 2^{w(\kappa)} p_{\kappa} \mathcal{C}_{\kappa}, \quad \text { where } p_{\kappa}:=\left\langle\mathcal{C}_{\kappa}, p\right\rangle_{\mu} \tag{9.5}
\end{equation*}
$$

9.1.3. The Jackson kernel. For $r \in \mathbb{N}$ and for coefficients $\lambda_{k}^{(r)} \in \mathbb{R}$ to be specified below in (9.7), consider the kernel $\mathrm{K}_{r}^{\mathrm{jac}}: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ given by:

$$
\begin{equation*}
\mathrm{K}_{r}^{\mathrm{jac}}(x, y):=1+2 \sum_{k=1}^{r} \lambda_{k}^{(r)} \mathcal{C}_{k}(x) \mathcal{C}_{k}(y) \tag{9.6}
\end{equation*}
$$

Note that $\mathrm{K}_{r}^{\mathrm{jac}}(x, y)=\mathrm{CD}\left(x, y ; \lambda^{(r)}\right)$ thus equals the perturbed ChristoffelDarboux kernel for $[-1,1]$ w.r.t. the Chebyshev measure defined in (6.7). We associate a linear operator $\mathbf{K}_{r}^{\text {jac }}: \mathbb{R}[x]_{r} \rightarrow \mathbb{R}[x]_{r}$ to this kernel by setting:

$$
\mathbf{K}_{r}^{\mathrm{jac}} p(x):=\int_{-1}^{1} \mathrm{~K}_{r}^{\mathrm{jac}}(x, y) p(y) d \mu(y) \quad\left(p \in \mathbb{R}[x]_{r}\right)
$$

Using the orthogonality relations (9.3), and writing $\lambda_{0}^{r}:=1$, we see that:

$$
\mathbf{K}_{r}^{\mathrm{jac}} \mathcal{C}_{k}(x):=\int_{-1}^{1} \mathrm{~K}_{r}^{\mathrm{jac}}(x, y) \mathcal{C}_{k}(y) d \mu(y)=\lambda_{k}^{r} \mathcal{C}_{k}(x) \quad(0 \leq k \leq r) .
$$

In other words, $\mathbf{K}_{r}^{\mathrm{jac}}$ is a diagonal operator with respect to the Chebyshev basis of $\mathbb{R}[x]_{r}$, and its eigenvalues are given by $\lambda_{0}^{r}=1, \lambda_{1}^{(r)}, \ldots, \lambda_{r}^{(r)}$. In what follows, we set:

$$
\begin{equation*}
\lambda_{k}^{(r)}=\frac{1}{r+2}\left((r+2-k) \cos \left(k \theta_{r}\right)+\frac{\sin \left(k \theta_{r}\right)}{\sin \left(\theta_{r}\right)} \cos \left(\theta_{r}\right)\right) \quad(1 \leq k \leq r), \tag{9.7}
\end{equation*}
$$

with $\theta_{r}=\frac{\pi}{r+2}$. We then obtain the so-called Jackson kernel (see, e.g., [WWAF06]). The following properties of the Jackson kernel are crucial to our analysis.

Proposition 9.6. For every $d, r \in \mathbb{N}$ with $d \leq r$, we have:
(i) $\mathrm{K}_{r}^{\mathrm{jac}}(x, y) \geq 0$ for all $x, y \in[-1,1]$,
(ii) $1 \geq \lambda_{k}^{(r)}>0$ for all $0 \leq k \leq r$, and
(iii) $\left|1-\lambda_{k}^{(r)}\right|=1-\lambda_{k}^{(r)} \leq \frac{\pi^{2} d^{2}}{(r+2)^{2}}$ for all $0 \leq k \leq d$.

Proof. Nonnegativity of the Jackson kernel is a well-known fact, and is verified, e.g., in [dKHL17]. We check that the other properties (ii)-(iii) hold as well.

Second property (ii): Note that when $k \leq(r+2) / 2$, both terms of (9.7) are positive, and so certainly $\lambda_{k}^{(r)}>0$. So assume $(r+2) / 2<k \leq r$. Set $h=r+2-k$, so that $k \theta_{r}=\pi-h \theta_{r}, 2 \leq h<(r+2) / 2$, and

$$
\begin{equation*}
(r+2) \lambda_{k}^{(r)}=-h \cos \left(h \theta_{r}\right)+\frac{\sin \left(h \theta_{r}\right)}{\left(\sin \theta_{r}\right)} \cos \left(\theta_{r}\right) \tag{9.8}
\end{equation*}
$$

It remains to show that the RHS of (9.8) is positive for all $2 \leq h<(r+2) / 2$. Note that $1>\cos \left(\theta_{r}\right)>0, \sin \left(\theta_{r}\right) \geq 0$ and that $\sin \left(h \theta_{r}\right) \geq 0$ for all $2 \leq h<$ $(r+2) / 2$. We proceed by induction. For $h=2$, we compute:

$$
\begin{aligned}
-h \cos \left(h \theta_{r}\right)+\frac{\sin \left(h \theta_{r}\right)}{\sin \left(\theta_{r}\right)} \cos \left(\theta_{r}\right) & =-2\left(2 \cos ^{2}\left(\theta_{r}\right)-1\right)+2 \cos ^{2}\left(\theta_{r}\right) \\
& =-2 \cos ^{2}\left(\theta_{r}\right)+2>0
\end{aligned}
$$

which settles the base of induction. For $h \geq 2$, we compute:

$$
\begin{aligned}
&-(h+1) \cos \left((h+1) \theta_{r}\right)+\sin \left((h+1) \theta_{r}\right) \frac{\cos \left(\theta_{r}\right)}{\sin \left(\theta_{r}\right)} \\
&=-(h+1)\left(\cos \left(h \theta_{r}\right) \cos \left(\theta_{r}\right)-\sin \left(h \theta_{r}\right) \sin \left(\theta_{r}\right)\right) \\
&+\left(\sin \left(h \theta_{r}\right) \cos \left(\theta_{r}\right)+\cos \left(h \theta_{r}\right) \sin \left(\theta_{r}\right)\right) \frac{\cos \left(\theta_{r}\right)}{\sin \left(\theta_{r}\right)} \\
&=-h \cos \left(h \theta_{r}\right) \cos \left(\theta_{r}\right)+(h+1) \sin \left(h \theta_{r}\right) \sin \left(\theta_{r}\right)+\sin ^{\frac{\sin \left(h \theta_{r}\right)}{\sin \left(\theta_{r}\right)} \cos ^{2}\left(\theta_{r}\right)} \\
&= \underbrace{\cos \left(\theta_{r}\right)}_{>0} \underbrace{\left(-h \cos \left(h \theta_{r}\right)+\frac{\sin \left(h \theta_{r}\right)}{\sin \left(\theta_{r}\right)} \cos \left(\theta_{r}\right)\right)}_{\geq 0 \text { by the induction assumption }}+(h+1) \underbrace{\sin \left(h \theta_{r}\right) \sin \left(\theta_{r}\right)}_{\geq 0} \\
& \geq 0 .
\end{aligned}
$$

We conclude that $\lambda_{k}^{(r)}>0$ for all $k \in[r]$. To see that $\lambda_{k}^{(r)} \leq 1$, note that for all $k \in \mathbb{N}, \mathcal{C}_{k}(x) \leq 1$ for $-1 \leq x \leq 1$ and $\mathcal{C}_{k}(1)=1$. We can thus compute:

$$
\lambda_{k}^{(r)}=\lambda_{k}^{(r)} \mathcal{C}_{k}(1)=\int_{-1}^{1} \mathrm{~K}_{r}^{\mathrm{jac}}(1, y) \mathcal{C}_{k}(y) d \mu(y) \leq \int_{-1}^{1} \mathrm{~K}_{r}^{\mathrm{jac}}(1, y) d \mu(y)=\lambda_{0}^{(r)}=1
$$

making use of the nonnegativity of $\mathrm{K}_{r}^{\mathrm{jac}}(x, y)$ on $[-1,1]^{2}$ for the inequality.
Third property (iii): Using the expression of $\lambda_{r}^{k}$ in (9.7) we have

$$
1-\lambda_{r}^{k}=1-\frac{r+2-k}{r+2} \cos \left(k \theta_{r}\right)-\frac{1}{r+2} \frac{\sin \left(k \theta_{r}\right) \cos \left(\theta_{r}\right)}{\sin \left(\theta_{r}\right)}
$$

We now bound each trigonometric term using the fact that:

$$
\begin{equation*}
\cos (x) \geq 1-\frac{1}{2} x^{2}, \quad x-\frac{1}{6} x^{3} \leq \sin (x) \leq x \quad(x \in \mathbb{R}) \tag{9.9}
\end{equation*}
$$

When $k=1$ we immediately get:

$$
1-\lambda_{r}^{1}=1-\cos \left(\theta_{r}\right) \leq \frac{1}{2} \theta_{r}^{2}=\frac{\pi^{2}}{2(r+2)^{2}} \leq \frac{d^{2} \pi^{2}}{(r+2)^{2}}
$$

Assume now $2 \leq k \leq d$. Using (9.9) combined with $\cos \left(\theta_{r}\right), \sin \left(\theta_{r}\right), \sin \left(k \theta_{r}\right)>$ 0 we obtain:

$$
\frac{\sin \left(k \theta_{r}\right) \cos \left(\theta_{r}\right)}{\sin \left(\theta_{r}\right)} \geq\left(k \theta_{r}-\frac{1}{6} k^{3} \theta_{r}^{3}\right)\left(1-\frac{1}{2} \theta_{r}^{2}\right) \frac{1}{\theta_{r}} \geq k-\frac{k}{2} \theta_{r}^{2}\left(1+\frac{k^{2}}{3}\right)
$$

and thus:

$$
\begin{aligned}
1-\lambda_{r}^{k} & \leq 1-\frac{r+2-k}{r+2}\left(1-\frac{k^{2} \theta_{r}^{2}}{2}\right)-\frac{1}{r+2}\left(k-\frac{k}{2} \theta_{r}^{2}\left(1+\frac{k^{2}}{3}\right)\right) \\
& =\underbrace{\frac{r+2-k}{r+2}}_{\leq 1} \frac{k^{2} \theta_{r}^{2}}{2}+\underbrace{\frac{k}{2(r+2)}}_{\leq 1 / 2} \theta_{r}^{2} \underbrace{\left(1+\frac{k^{2}}{3}\right)}_{\leq \frac{2}{3} k^{2} \text { if } k \geq 2} \\
& \leq k^{2} \theta_{r}^{2} \leq \frac{d^{2} \pi^{2}}{(r+2)^{2}}
\end{aligned}
$$

This concludes the proof if $k \geq 2$.

### 9.2. Construction of the linear operator

As noted before, in order to prove Theorem 9.2 it suffices to construct a linear operator $\mathbf{K}_{r}: \mathbb{R}[\mathbf{x}]_{r} \rightarrow \mathbb{R}[\mathbf{x}]_{r}$ that is nonsingular and satisfies (P1), (P2) and (P3). For this purpose we define the multivariate Jackson kernel $\mathrm{K}_{r}^{\mathrm{jac}}: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ by setting:

$$
\mathrm{K}_{r}^{\mathrm{jac}}(\mathbf{x}, \mathbf{y}):=\prod_{i=1}^{n} \mathrm{~K}_{r}^{\mathrm{jac}}\left(x_{i}, y_{i}\right)
$$

where $\mathrm{K}_{r}^{\mathrm{jac}}$ is the (univariate) Jackson kernel from (9.6). Now let $\mathbf{K}_{r}$ be the corresponding kernel operator defined by:

$$
\mathbf{K}_{r} p(\mathbf{x})=\int_{\mathbf{y} \in[-1,1]^{n}} \mathrm{~K}_{r}^{\mathrm{jac}}(\mathbf{x}, \mathbf{y}) p(\mathbf{y}) d \mu(\mathbf{y}) \quad\left(p \in \mathbb{R}[\mathbf{x}]_{r}\right)
$$

The operator $\mathbf{K}_{r}$ is diagonal w.r.t. the (multivariate) Chebyshev basis, and its eigenvalues can be expressed in terms of the coefficients $\lambda_{k}^{(r)}$ of the Jackson kernel, as the following lemma shows.

Lemma 9.7. The operator $\mathbf{K}_{r}$ is diagonal w.r.t. the Chebyshev basis for $\mathbb{R}[\mathbf{x}]_{r}$, and its eigenvalues are given by:

$$
\lambda_{\kappa}^{(r)}:=\prod_{i=1}^{n} \lambda_{\kappa_{i}}^{(r)} \quad\left(\kappa \in \mathbb{N}_{r}^{n}\right)
$$

Proof. For $\kappa \in \mathbb{N}_{r}^{n}$, we see that:

$$
\begin{aligned}
\mathbf{K}_{r} \mathcal{C}_{\kappa}(\mathbf{x}) & =\int_{\mathbf{y} \in[-1,1]^{n}} \mathrm{~K}_{r}^{\mathrm{jac}}(\mathbf{x}, \mathbf{y}) \mathcal{C}_{\kappa}(\mathbf{y}) d \mu(\mathbf{y}) \\
& =\prod_{i=1}^{n}\left(\int_{y_{i} \in[-1,1]} \mathrm{K}_{r}^{\mathrm{jac}}\left(\mathbf{x}_{i}, \mathbf{y}_{i}\right) \mathcal{C}_{\kappa_{i}}\left(\mathbf{y}_{i}\right) d \mu\left(\mathbf{y}_{i}\right)\right) \\
& =\prod_{i=1}^{n} \lambda_{\kappa_{i}}^{(r)} \mathcal{C}_{\kappa_{i}}\left(\mathbf{x}_{i}\right)=\lambda_{\kappa}^{(r)} \mathcal{C}_{\kappa}(\mathbf{x})
\end{aligned}
$$

as required.

Note that $\mathrm{K}^{\mathrm{jac}}(\mathbf{x}, \mathbf{y})=\mathrm{CD}\left(\mathbf{x}, \mathbf{y} ; \lambda^{(r)}\right)$ is thus the perturbed Christoffel-Darboux kernel for $[-1.1]^{n}$ w.r.t. the Chebyshev measure defined in (6.7). It follows immediately from Proposition 9.6 (ii) that $\mathbf{K}_{r}$ has only nonzero eigenvalues and thus is non-singular. As $\lambda_{0}^{(r)}=1$, we also have $\mathbf{K}_{r}(1)=1$, meaning $\mathbf{K}_{r}$ satisfies (P1). We show that it further satisfies (P2) and (P3).
9.2.1. Verification of property (P2). Consider the following strengthening of Schmüdgen's Positivstellensatz in the univariate case.

Theorem 9.8 (Fekete, Markov-Lukácz (see [PR00])). Let p be a univariate polynomial of degree $r$, and assume that $p \geq 0$ on the interval $[-1,1]$. Then $p$ admits a representation of the form:

$$
\begin{equation*}
p(x)=\sigma_{0}(x)+\sigma_{1}(x)\left(1-x^{2}\right) \tag{9.10}
\end{equation*}
$$

where $\sigma_{0}, \sigma_{1} \in \Sigma[x]$ and $\sigma_{0}$ and $\sigma_{1} \cdot\left(1-x^{2}\right)$ are of degree at most $r+1$. In other words, in view of (9), we have $p \in \mathcal{T}([-1,1])_{r+1}$.

By Proposition 9.6(i), for any $y \in[-1,1]$, the polynomial $x \mapsto \mathrm{~K}_{r}^{\mathrm{jac}}(x, y)$ is nonnegative on $[-1,1]$ and therefore admits a representation of the form (9.10). This implies directly that the multivariate polynomial $\mathbf{x} \mapsto \mathrm{K}_{r}^{\mathrm{jac}}(\mathbf{x}, \mathbf{y})=$ $\prod_{i=1}^{n} \mathrm{~K}_{r}^{\mathrm{jac}}\left(\mathbf{x}_{i}, \mathbf{y}_{i}\right)$ belongs to $\mathcal{T}\left([-1,1]^{n}\right)_{(r+1) n}$ for all $\mathbf{y} \in[-1,1]^{n}$.

Lemma 9.9 (Specialization of Lemma 6.2). The operator $\mathbf{K}_{r}$ satisfies property (P2), that is, we have $\mathbf{K}_{r} p \in \mathcal{T}\left([-1,1]^{n}\right)_{(r+1) n}$ for all $p \in \mathcal{P}_{+}\left([-1,1]^{n}\right)$.

Proof. One way to see this is as follows. Let $p \in \mathcal{P}_{+}\left([-1,1]^{n}\right)$ and let $\left\{\mathbf{y}_{i}: i \in[N]\right\} \subseteq[-1,1]^{n}$ and $w_{i}>0(i \in[N])$ form a quadrature rule for integration of polynomials up to degree $r+\operatorname{deg}(p)$ over $[-1,1]^{n}$; that is, $\int_{[-1,1]^{n}} q(\mathbf{x}) d \mu(\mathbf{x})=\sum_{i=1}^{N} w_{i} q\left(\mathbf{y}_{i}\right)$ for any $q \in \mathbb{R}[\mathbf{x}]_{r+\operatorname{deg}(p)}$. Then, we have $\mathbf{K}_{r} p(\mathbf{x})=\sum_{i=1}^{N} \mathrm{~K}_{r}\left(\mathbf{x}, \mathbf{y}_{i}\right) p\left(\mathbf{y}_{i}\right) w_{i}$ with $p\left(\mathbf{y}_{i}\right) w_{i} \geq 0$ for all $i$, which shows that $\mathbf{K}_{r} p \in \mathcal{T}\left([-1,1]^{n}\right)_{(r+1) n}$.

### 9.3. Analysis of the linear operator

We may decompose the polynomial $\tilde{F}=F+\varepsilon$ into the multivariate Chebyshev basis (9.5):

$$
\tilde{F}=\varepsilon+\sum_{\kappa \in \mathbb{N}_{d}^{n}} 2^{w(\kappa)} F_{\kappa} \mathcal{C}_{\kappa}, \quad \text { where } F_{\kappa}=\left\langle F, T_{\kappa}\right\rangle_{\mu}
$$

By Lemma 9.7, we then have:

$$
\begin{align*}
\left\|\mathbf{K}_{r}^{-1} \tilde{F}-\tilde{F}\right\|_{\infty} & =\left\|\sum_{\kappa \in \mathbb{N}_{d}^{n}}\left(1 / \lambda_{\kappa}^{(r)}\right) 2^{w(\kappa)} F_{\kappa} \mathcal{C}_{\kappa}-2^{w(\kappa)} F_{\kappa} \mathcal{C}_{\kappa}\right\|_{\infty}  \tag{9.11}\\
& \leq \sum_{\kappa \in \mathbb{N}_{d}^{n}} 2^{w(\kappa)}\left|F_{\kappa} \| 1-1 / \lambda_{\kappa}^{(r)}\right|
\end{align*}
$$

making use of the fact that $\lambda_{0}=1$ and $\left|\mathcal{C}_{\kappa}(\mathbf{x})\right| \leq 1$ for all $\mathbf{x} \in[-1,1]^{n}$. It remains to analyze the expression at the right-hand side of (9.11). First, we bound the size of $\left|F_{\kappa}\right|$ for $\kappa \in \mathbb{N}^{n}$.

Lemma 9.10. We have $\left|F_{\kappa}\right|=\left|\left\langle F, \mathcal{C}_{\kappa}\right\rangle_{\mu}\right| \leq 2^{-w(\kappa) / 2}$ for all $\kappa \in \mathbb{N}^{n}$.
Proof. Since $\mu$ is a probability measure on $[-1,1]^{n}$, we have $\|F\|_{\mu} \leq$ $\|F\|_{\infty} \leq 1$. Using the Cauchy-Schwarz inequality and (9.4), we then find:

$$
\left\langle F, \mathcal{C}_{\kappa}\right\rangle_{\mu} \leq\left\|F_{\kappa}\right\|_{\mu}\left\|\mathcal{C}_{\kappa}\right\|_{\mu} \leq\left\|\mathcal{C}_{\kappa}\right\|_{\mu}=2^{-w(\kappa) / 2}
$$

To bound the parameter $\left|1-1 / \lambda_{\kappa}^{(r)}\right|$, we first prove a bound on $\left|1-\lambda_{\kappa}^{(r)}\right|$, which we obtain by applying Bernoulli's inequality.

Lemma 9.11 (Bernoulli's inequality). For any $x \in[0,1]$ and $t \geq 1$, we have:

$$
\begin{equation*}
1-(1-x)^{t} \leq t x \tag{9.12}
\end{equation*}
$$

Lemma 9.12. For any $\kappa \in \mathbb{N}_{d}^{n}$ and $r \geq \pi d$, we have:

$$
\left|1-\lambda_{\kappa}^{(r)}\right| \leq \frac{n \pi^{2} d^{2}}{r^{2}}
$$

Proof. By Proposition 9.6, we know that $0 \leq \gamma_{k}:=\left(1-\lambda_{k}^{(r)}\right) \leq \pi^{2} d^{2} / r^{2} \leq$ 1 for $0 \leq k \leq d$. Writing $\gamma:=\max _{0 \leq k \leq d} \gamma_{k}$, we compute:

$$
1-\lambda_{\kappa}^{(r)}=1-\prod_{i=1}^{n} \lambda_{\kappa_{i}}^{(r)}=1-\prod_{i=1}^{n}\left(1-\gamma_{\kappa_{i}}\right) \leq 1-(1-\gamma)^{n} \leq n \gamma \leq \frac{n \pi^{2} d^{2}}{r^{2}}
$$

making use of (9.12) for the second to last inequality.
Lemma 9.13. Assuming that $r \geq \pi d \sqrt{2 n}$, we have:

$$
\left|1-1 / \lambda_{\kappa}^{(r)}\right| \leq \frac{2 n \pi^{2} d^{2}}{r^{2}}
$$

Proof. Under the assumption, and using the previous lemma, we have $\left|1-\lambda_{\kappa}^{(r)}\right| \leq 1 / 2$, which implies that $\lambda_{\kappa}^{(r)} \geq 1 / 2$. We may then bound:

$$
\left|1-1 / \lambda_{\kappa}^{(r)}\right|=\left|\frac{1-\lambda_{\kappa}^{(r)}}{\lambda_{\kappa}^{(r)}}\right| \leq 2\left|1-\lambda_{\kappa}^{(r)}\right| \leq \frac{2 n \pi^{2} d^{2}}{r^{2}}
$$

Putting things together and using (9.11), Lemma 9.10 and Lemma 9.12 we find that:

$$
\begin{aligned}
\left\|\mathbf{K}_{r}^{-1} \tilde{F}-\tilde{F}\right\|_{\infty} & \leq \sum_{\kappa \in \mathbb{N}_{d}^{n}} 2^{w(\kappa)}\left|F_{\kappa} \| 1-1 / \lambda_{\kappa}^{(r)}\right| \\
& \leq \sum_{\kappa \in \mathbb{N}_{d}^{n}} 2^{w(\kappa) / 2} \cdot \frac{2 n \pi^{2} d^{2}}{r^{2}} \leq\left|\mathbb{N}_{d}^{n}\right| \cdot \max _{\kappa \in \mathbb{N}_{d}^{n}} 2^{w(\kappa) / 2} \cdot \frac{2 n \pi^{2} d^{2}}{r^{2}}
\end{aligned}
$$

Hence $\mathbf{K}_{r}$ satisfies (P3) with $\varepsilon=C(n, d) / r^{2}$, where:

$$
C(n, d):=\left|\mathbb{N}_{d}^{n}\right| \cdot \max _{\kappa \in \mathbb{N}_{d}^{n}} 2^{w(\kappa) / 2} \cdot 2 n \pi^{2} d^{2}
$$

In view of Lemma 9.4, we have thus proven Theorem 9.2. Finally, we can bound the constant $C(n, d)$ in two ways. On the one hand, we have:

$$
\left|\mathbb{N}_{d}^{n}\right|=\binom{n+d}{n}=\prod_{i=1}^{n} \frac{d+i}{i} \leq(d+1)^{n} \text { and } \max _{\kappa \in \mathbb{N}_{d}^{n}} w(\kappa) \leq n
$$

resulting in a polynomial dependence of $C(n, d)$ on $d$ for fixed $n$. On the other hand, we have:

$$
\left|\mathbb{N}_{d}^{n}\right|=\binom{n+d}{d} \leq(n+1)^{d} \text { and } \max _{\kappa \in \mathbb{N}_{d}^{n}} w(\kappa) \leq d
$$

resulting in a polynomial dependence of $C(n, d)$ on $n$ for fixed $d$. Namely, we have:

$$
\begin{equation*}
C(n, d) \leq 2 \pi^{2} d^{2} n 2^{n / 2}(d+1)^{n} \text { and } C(n, d) \leq 2 \pi^{2} d^{2} n 2^{d / 2}(n+1)^{d} \tag{9.13}
\end{equation*}
$$

### 9.4. Discussion

We have shown that the error of the degree $r+1$ Lasserre-type bound (9.1) for the minimization of a polynomial over the hypercube $[-1,1]^{n}$ is of the order $O\left(1 / r^{2}\right)$ when using a sum-of-squares decomposition in the truncated preordering. Alternatively, if $f$ is a polynomial nonnegative on $[-1,1]^{n}$ and $\eta>0$, our result may be interpreted as showing a bound in $O(1 / \sqrt{\eta})$ on the degree of a Schmüdgen-type certificate of positivity for $f+\eta$. The dependence on the dimension $n$ and the degree $d$ of $f$ in the constants of our result is both polynomial in $n$ (for fixed $d$ ), and polynomial in $d$ (for fixed $n$ ).

Earlier results. A convergence rate in $O(1 / r)$ for the lower bounds $\mathrm{lb}(f)_{r}$ was already known in the literature [dKL10]. This rate holds in fact for a weaker hierarchy of bounds obtained by restricting in (9.1) to decompositions of the polynomial $f-\lambda$ involving factors $\sigma_{J}$ that are nonnegative scalars (instead of sums of squares), also known as Handelman-type decompositions (thus replacing the preordering $\mathcal{T}\left([-1,1]^{n}\right)_{r}$ by its subset $H_{r}$ of polynomials having a Handelman-type decomposition). The analysis in [dKL10] relies on employing the Bernstein operator $\mathbf{B}_{r}$, which has the property of mapping a polynomial nonnegative over the hypercube to a polynomial in the set $H_{r n} \subseteq$ $\mathcal{T}\left([-1,1]^{n}\right)_{r n}$.

An application of our main result. As we discussed in Section 2.3, Baldi \& Mourrain [BM21] have recently improved the previously bestknown convergence rate of [NS07] for the Putinar-type bounds on a general Archimedean semialgebraic set $\mathbf{X}$. Roughly speaking, their method of proof relies on embedding $\mathbf{X}$ in a box $[-R, R]^{n}$ of large enough size $R>0$, and then
relating positivity certificates on $\mathbf{X}$ to those on $[-R, R]^{n}$. Our present result on $[-1,1]^{n}$ then allows them to conclude their analysis. Their argument relies on the fact the constant $C(n, d)$ in Theorem 9.2 may be chosen to depend polynomially on the degree $d$ of $f$. Such a dependence was not shown in the earlier work [dKL10].

The harmonic constant. A question left open in this work is whether it is possible to show Theorem 9.2 with a constant $C(d)$ that only depends on the degree $d$ of $f$, and not on the number of variables $n$ (cf. (9.13)). This question is motivated by the fact that for the analysis of the analogous hierarchies for the unit sphere in [FF21] and for the boolean hypercube in Chapter 7 the existence of such a constant (depending only on $d$ ) was in fact shown.

Improving upon the Jackson kernel. We choose to use the (multivariate) Jackson kernel in this chapter mostly because its relevant properties are well-understood and it is thus easy to analyze. In principle, there could be other kernels that would yield better convergence guarantees. In particular, it would be nice to have kernels that lie in the quadratic module $\mathcal{Q}\left([-1,1]^{n}\right)_{r}$ (instead of the preordering), thereby allowing an analysis of the Putinar-type bounds. In their recent work [KdK22], the authors show how to construct non-negative kernels numerically whose associated operators converge to the identity quickly. Their results could potentially be used to analyze the lower bounds. However, one would probably first have to find analytical expressions for their kernels (after which it might be possible to show membership in the preordering or quadratic module).

The upper bounds. As we explain in Section 6.2, our method of proof in this chapter would in principle allow us to obtain convergence rates for the upper bounds $\operatorname{ub}\left(f, \mathcal{T}\left([-1,1]^{n}\right), \mu\right)_{r}$ as well. In fact, this is precisely what Hess, de Klerk and Laurent do in [dKHL17]. There, they implicitely use the polynomial kernel method, and the Jackson kernel in particular, to obtain a convergence rate in $O\left(1 / r^{2}\right)$ for these bounds.
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## Part 3

## Independent sets in geometric hypergraphs

# A recursive theta number for geometric hypergraphs 

It seems all paths lead to $\vartheta!$
Michel Goemans
This chapter is based on my joint works [CSdOFSV21, CSdOFSV22] with Fernando de Oliveira, Davi Silva and Frank Vallentin.

Let $G=(V, E)$ be a (finite) graph. A subset $S \subseteq V$ is called a stable (or independent) set if no two vertices $v, w \in S$ are adjacent, i.e., if $\{v, w\} \notin E$ for all $v, w \in S$. The stability number (or independence number) $\alpha(G)$ of $G$ is equal to the largest cardinality of a stable set in $G$. Computing the stability number of a graph is a classical NP-hard problem $[\operatorname{Kar} 72]$.

The celebrated Lovász theta number $\vartheta(G)$ of $G$ satisfies $\alpha(G) \leq \vartheta(G) \leq$ $\chi(\bar{G})$, where $\alpha(G)$ is the independence number of $G$ and $\chi(\bar{G})$ is the chromatic number of the complement of $G$. That is, the edges of $\bar{G}$ are the non-edges of $G$ and vice versa. Crucially, the theta number can be computed efficiently using semidefinite programming.

Originally, Lovász [Lov79] introduced $\vartheta$ to determine the Shannon capacity of the 5 -cycle. The theta number turned out to be a versatile tool in optimization, with applications in combinatorics and geometry. It is related to spectral bounds like Hoffman's bound, as noted by Lovász in his paper (cf. Bachoc, DeCorte, Oliveira, and Vallentin [BDdOFV14]), and also to Delsarte's linear programming bound in coding theory, as observed independently by McEliece, Rodemich, and Rumsey [MRR78] and Schrijver [Sch79].

One way to define $\vartheta(G)$ is to consider the following formulation of $\alpha(G)$ as an integer program:

$$
\begin{equation*}
\alpha(G)=\max _{\mathbf{x} \in\{0,1\}^{V}}\left\{\sum_{i \in V} \mathbf{x}_{i}: \mathbf{x}_{i} \mathbf{x}_{j}=0 \quad \forall\{i, j\} \in E\right\} \tag{10.1}
\end{equation*}
$$

The feasible solutions of (10.1) are precisely the incidence vectors $\mathbf{x}_{S}$ of stable sets $S \subseteq V$, defined by $\left(\mathbf{x}_{S}\right)_{i}=1$ if $i \in S$ and 0 otherwise. For such a feasible solution $\mathbf{x}_{S}$, the positive semidefinite matrix $X=\mathbf{x}_{S} \mathbf{x}_{S}^{\top} /|S|$ satisfies $X_{i j}=0$ for $\{i, j\} \in E$ and $\operatorname{Tr}(X)=1$. Furthermore, if $J$ is the all-ones matrix, we
have $\langle X, J\rangle:=\operatorname{Tr}(X J)=\sum_{i, j \in V} X_{i j}=|S|$. Therefore, we get:

$$
\alpha(G) \leq \vartheta(G):=\max _{X \succeq 0}\left\{\langle X, J\rangle: \operatorname{Tr}(X)=1, X_{i j}=0 \quad \forall\{i, j\} \in E\right\} .
$$

Bachoc, Nebe, Oliveira, and Vallentin [BNdOFV09] extended $\vartheta$ to infinite geometric graphs on compact metric spaces. They also showed that this extension leads to the classical linear programming bound for spherical codes of Delsarte, Goethals, and Seidel [DGS77]; the linear programming bound of Cohn and Elkies for the sphere-packing density [CE03] can also be seen as an appropriate extension of $\vartheta$ [dLdOFV14, dOFV19]. These many applications illustrate the power of the Lovász theta number as a unifying concept in optimization; Goemans [Goe97] even remarked that "it seems all paths lead to $\vartheta!$ !.

Outline. In this chapter, we show how a recursive variant of $\vartheta$ can be used to find explicit upper bounds for the independence ratio of certain geometric hypergraphs on the sphere and on the Euclidean space; this will lead to new bounds for a problem in Euclidean Ramsey theory. As we discuss at the end of the chapter, our recursive $\vartheta$-number may also be applied to geometric graphs on the binary cube $\{0,1\}^{n}$. Analysis of the resulting upper bounds, however, is more difficult in that setting.

### 10.1. Overview of the construction

Let us begin by giving a high-level overview of the construction of our recursive theta number. Let $G=(V, E)$ be a (finite) graph. For $k \geq 2$, we say a subset $S \subseteq V$ contains a $k$-clique if there are $k$ vertices $v_{1}, \ldots, v_{k} \in S$ such that $\left\{v_{i}, v_{j}\right\}$ is an edge for all distinct $i, j \in[k]$. That is, the complete graph $K_{k}$ is a subgraph of the induced graph $G[S]$. One may then consider the parameter:

$$
\alpha(G, k):=\max _{S \subseteq V}\{|S|: S \text { contains no } k \text {-clique }\} .
$$

Note that for $k=2$, we simply have the independence number $\alpha(G, 2)=\alpha(G)$, and that $\alpha(G, 1)=0$ by definition. The parameter $\alpha(G, k)$ can also be seen as the independence number of the (regular) hypergraph with vertex set $V$ whose hyperedges are the $k$-cliques of $G$.

The key observation is the following. Suppose $S \subseteq V$ contains no $k$-clique, and let $v \in S$. Write $N_{G}(v)=\{w \in V:\{v, w\} \in E\}$ for the neighboorhood of $v$ in $G$. Then the intersection $S \cap N_{G}(v)$ cannot contain a ( $k-1$ )-clique. Indeed, the union of such a clique with $v$ would form a $k$-clique in $S$. Therefore, the incidence vector $\mathbf{x}_{S}$ of $S$ satisfies:

$$
\begin{equation*}
\left(\mathbf{x}_{S}\right)_{v} \cdot \sum_{i \in N_{G}(v)}\left(\mathbf{x}_{S}\right)_{i} \leq \alpha\left(G\left[N_{G}(v)\right], k-1\right) \quad(v \in V) . \tag{10.2}
\end{equation*}
$$

The constraints (10.2) allow us to formulate a semidefinite upper bound on $\alpha(G, k)$ in terms of the parameters $\alpha\left(G\left[N_{G}(v)\right], k-1\right)$, which takes a similar form to $\vartheta$. The issue is that these parameters are not known to us. Note however, that we may replace the RHS of (10.2) by any upper bound on $\alpha\left(G\left[N_{G}(v)\right], k-1\right)$. For instance, we could replace it by the upper bound arising from the inequalities (10.2) for $\alpha\left(G\left[N_{G}(v)\right], k-1\right)$ itself (thus in terms of parameters of the form $\alpha(\cdot, k-2)$ ). After recursively applying this procedure $k-2$ times, we end up with a bound in terms of parameters of the form $\alpha(\cdot, 2)=\alpha(\cdot)$, which we may upper bound using the (regular) theta number! This finally leads to a semidefinite upper bound on $\alpha(G, k)$. If $k \in \mathbb{N}$ is fixed, this bound may be computed in polynomial time, see [CSdOFSV22].

The approach outlined above may be formulated entirely in the language of (regular) hypergraphs. Furthermore, it can then be shown that some of the fundamental geometrical properties of the feasible region of the program defining the classical theta number are preserved for our recursive bound. This is the main subject of the work [CSdOFSV22], which we do not cover fully in this thesis. Rather, we focus here on an application of the idea presented above to geometric graphs, particularly on the hypersphere and on the Euclidean space. As we shall see below, the symmetry exhibited by these graphs allows us to formulate our recursive $\vartheta$ number in a very elegant way, permitting us to find analytical expressions for the resulting upper bounds.

### 10.2. Main results

10.2.1. The unit sphere. We call a set $\left\{\mathbf{x}^{(1)}, \ldots, \mathbf{x}^{(k)}\right\}$ of $k \geq 2$ points in the $(n-1)$-dimensional unit sphere $S^{n-1}=\left\{\mathbf{x} \in \mathbb{R}^{n}:\|\mathbf{x}\|=1\right\}$ a $(k, t)$-simplex if $\mathbf{x}^{(i)} \cdot \mathbf{x}^{(j)}=t$ for all $i \neq j$. Note that a $(k, t)$-simplex has dimension $k-1$. There is a $(k, t)$-simplex in $S^{n-1}$ for every $k \leq n$ and $t \in[-1 /(k-1), 1)$.

Fix $n \geq k \geq 2$ and $t \in[-1 /(k-1), 1)$. A set of points in $S^{n-1}$ avoids $(k, t)$-simplices if no $k$ points in the set form a $(k, t)$-simplex. We are interested in the parameter

$$
\alpha\left(S^{n-1}, k, t\right)=\sup _{I \subseteq S^{n-1}}\{\omega(I): I \text { is measurable and avoids }(k, t) \text {-simplices }\},
$$

where $\omega$ is the surface measure on the sphere normalized so the total measure is 1 . This is the independence ratio of the hypergraph whose vertex set is $S^{n-1}$ and whose edges are all unit $(k, t)$-simplices.

In Section 10.3 we will define the parameter $\vartheta\left(S^{n-1}, k, t\right)$ recursively as the optimal value of the problem

$$
\begin{aligned}
& \sup \int_{S^{n-1}} \int_{S^{n-1}} f(\mathbf{x} \cdot \mathbf{y}) d \omega(\mathbf{y}) d \omega(\mathbf{x}) \\
& f(1)=1, \\
& f(t) \leq \vartheta\left(S^{n-2}, k-1, t /(1+t)\right) \text {, } \\
& f \in C([-1,1]) \text { is a function of positive type for } S^{n-1}
\end{aligned}
$$

for $k \geq 3$ (see Section 10.3 for the definition of functions of positive type). The base of the recursion is $k=2: \vartheta\left(S^{n-1}, 2, t\right)$ is the optimal value of the problem above when " $f(t) \leq \vartheta\left(S^{n-2}, k-1, t /(1+t)\right.$ )" is replaced by " $f(t)=0$ ".

From Theorem 10.3 below it follows that $\vartheta\left(S^{n-1}, k, t\right) \geq \alpha\left(S^{n-1}, k, t\right)$. Using extremal properties of Gegenbauer polynomials, an explicit formula can be computed for this bound, as shown in Theorem 10.5.
10.2.2. The Euclidean space. Transferring these concepts from the compact unit sphere to the non-compact Euclidean space requires a bit of care; this is done in Section 10.4.

A unit $k$-simplex in $\mathbb{R}^{n}$ is a set $\left\{\mathbf{x}^{(1)}, \ldots, \mathbf{x}^{(k)}\right\}$ of $k \leq n+1$ points such that $\left\|\mathbf{x}^{(i)}-\mathbf{x}^{(j)}\right\|=1$ for all $i \neq j$. As before, note that the dimension of a unit $k$-simplex is $k-1$. A set of points in $\mathbb{R}^{n}$ avoids unit $k$-simplices if no $k$ points in the set form a unit $k$-simplex. We are interested in the parameter

$$
\alpha\left(\mathbb{R}^{n}, k\right)=\sup \left\{\bar{\delta}(I): I \subseteq \mathbb{R}^{n} \text { is measurable and avoids unit } k \text {-simplices }\right\}
$$

where $\bar{\delta}(X)$ is the upper density of $X \subseteq \mathbb{R}^{n}$, that is,

$$
\bar{\delta}(X)=\limsup _{T \rightarrow \infty} \frac{\operatorname{vol}\left(X \cap[-T, T]^{n}\right)}{\operatorname{vol}[-T, T]^{n}}
$$

Again, this parameter has an interpretation in terms of the independence ratio of a hypergraph on the Euclidean space and again we can bound the independence ratio from above by an appropriately defined parameter $\vartheta\left(\mathbb{R}^{n}, k\right)$. Theorem 10.7 below gives an explicit expression for $\vartheta\left(\mathbb{R}^{n}, k\right)$ in terms of Bessel functions and Gegenbauer (ultraspherical) polynomials.

The key point is that the maximum density $\alpha\left(\mathbb{R}^{n}, k\right)$ of unit $k$-simplices in $\mathbb{R}^{n}$ is related to the maximum density $\alpha\left(S^{n-1}, k-1,1 / 2\right)$ of $(k-1,1 / 2)$ simplices in the hypersphere. This is made precise in Theorem 10.3 below.
10.2.3. Euclidean Ramsey theory. The central question of Euclidean Ramsey theory is: given a finite configuration $P$ of points in $\mathbb{R}^{n}$ and an integer $r \geq 1$, does every $r$-coloring of $\mathbb{R}^{n}$ contain a monochromatic congruent copy of $P$ ?

The simplest point configurations are unit $k$-simplices, which are known to have the exponential Ramsey property: the minimum number $\chi\left(\mathbb{R}^{n}, k\right)$ of colors needed to color the points of $\mathbb{R}^{n}$ in such a way that there are no monochromatic unit $k$-simplices grows exponentially in $n$. This was first proved by Frankl and Wilson [FW81] for $k=2$ and by Frankl and Rödl [FR87] for $k>2$. Results in this area are usually proved by the linear algebra method; see also Sagdeev [Sag18a].

Recently, Naslund [Nas20] used the slice-rank method from the work of Croot, Lev, and Pach [CLP17] and Ellenberg and Gijswijt [EG17] on the
cap-set problem ${ }^{1}$ to prove that

$$
\chi\left(\mathbb{R}^{n}, 3\right) \geq(1.01466+o(1))^{n}
$$

This is the best lower bound known at the moment.
For simplices of higher dimension there are also explicit lower bounds. Currently, the best such bound was obtained by Sagdeev [Sag18b] using a quantitative version of the Frankl-Rödl theorem:

$$
\chi\left(\mathbb{R}^{n}, k\right) \geq\left(1+\frac{1}{2^{2^{k+3}}}+o(1)\right)^{n}
$$

Denote by $H(n, k)$ the unit-distance hypergraph, namely the $k$-uniform hypergraph whose vertex set is $\mathbb{R}^{n}$ and whose edges are all unit $k$-simplices. The parameter $\chi\left(\mathbb{R}^{n}, k\right)$ is the chromatic number of this hypergraph. A theorem of de Bruijn and Erdős [dBE51] shows that computing $\chi\left(\mathbb{R}^{n}, k\right)$ is a combinatorial problem: the chromatic number of $H(n, k)$ is the maximum chromatic number of any finite subgraph of $H(n, k)$.

The combinatorial nature of the chromatic number makes it hard to use analytical tools in its study. This led Falconer [Fal81], in the case $k=2$, to introduce the measurable counterpart of $\chi\left(\mathbb{R}^{n}, k\right)$, denoted by $\chi_{\mathrm{m}}\left(\mathbb{R}^{n}, k\right)$, by requiring the color classes to be Lebesgue-measurable sets. Of course, $\chi_{\mathrm{m}}\left(\mathbb{R}^{n}, k\right) \geq \chi\left(\mathbb{R}^{n}, k\right)$, but it is not known whether the two numbers differ.

The restriction to measurable color classes is natural and allows us to use the analytical tools developed in this chapter. Since

$$
\alpha\left(\mathbb{R}^{n}, k\right) \chi_{\mathrm{m}}\left(\mathbb{R}^{n}, k\right) \geq 1
$$

any upper bound for $\alpha\left(\mathbb{R}^{n}, k\right)$ gives a lower bound for $\chi_{\mathrm{m}}\left(\mathbb{R}^{n}, k\right)$, hence

$$
\chi_{\mathrm{m}}\left(\mathbb{R}^{n}, k\right) \geq\left\lceil 1 / \vartheta\left(\mathbb{R}^{n}, k\right)\right\rceil
$$

In Section 10.5 we analyze the upper bounds $\vartheta\left(S^{n-1}, k, t\right)$ for simplexavoiding sets on the sphere and $\vartheta\left(\mathbb{R}^{n}, k\right)$ for simplex-avoiding sets on the Euclidean space by using properties of Gegenbauer (ultraspherical) polynomials, obtaining the following theorem.

Theorem 10.1. If $k \geq 2$, then:
(i) for every $t \in(0,1)$, there is a constant $c=c(k, t) \in(0,1)$ such that $\vartheta\left(S^{n-1}, k, t\right) \leq(c+o(1))^{n}$;
(ii) there is a constant $c=c(k) \in(0,1)$ such that $\vartheta\left(\mathbb{R}^{n}, k\right) \leq(c+o(1))^{n}$.

From this theorem we get an exponential lower bound for $\chi_{\mathrm{m}}\left(\mathbb{R}^{n}, k\right)$. Rigorous estimates of the constant $c$ then yield significantly better lower bounds for $\chi_{\mathrm{m}}\left(\mathbb{R}^{n}, k\right)$ than those coming from $\chi\left(\mathbb{R}^{n}, k\right)$.

[^4]Indeed, in the case $k=3$ we obtain (see Section 10.5.1)

$$
\alpha\left(\mathbb{R}^{n}, 3\right) \leq(0.95622+o(1))^{n}
$$

and so

$$
\chi_{\mathrm{m}}\left(\mathbb{R}^{n}, 3\right) \geq(1.04578+o(1))^{n}
$$

We also obtain the rougher estimate

$$
\alpha\left(\mathbb{R}^{n}, k\right) \leq\left(1-\frac{1}{9(k-1)^{2}}+o(1)\right)^{n}
$$

valid for all $k \geq 3$, which immediately implies

$$
\chi_{\mathrm{m}}\left(\mathbb{R}^{n}, k\right) \geq\left(1+\frac{1}{9(k-1)^{2}}+o(1)\right)^{n}
$$

Though our lower bounds for $\chi_{\mathrm{m}}\left(\mathbb{R}^{n}, k\right)$ do not necessarily hold for $\chi\left(\mathbb{R}^{n}, k\right)$, they do imply some structure for general colorings. If a coloring of $H(n, k)$ uses fewer than $1 / \alpha\left(\mathbb{R}^{n}, k\right)$ colors, then the closure of one of the color classes is a measurable set with density greater than $\alpha\left(\mathbb{R}^{n}, k\right)$, and so it contains a unit $k$-simplex. This means that in such a coloring there are monochromatic $k$-point configurations arbitrarily close to unit $k$-simplices.
10.2.4. Notation and preliminaries. We will denote the Euclidean inner product between $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n}$ by $\mathbf{x} \cdot \mathbf{y}$. The surface measure on the sphere is denoted by $\omega$ and is always normalized so the total measure is 1 .

We always normalize the (left-invariant) Haar measure on a compact group so the total measure is 1 . $\mathrm{By} \mathrm{O}(n)$ we denote the group of $n \times n$ orthogonal matrices. If $X \subseteq S^{n-1}$ is any measurable set and if $\mu$ is the Haar measure on $\mathrm{O}(n)$, then for every $e \in S^{n-1}$ we have

$$
\mu(\{T \in \mathrm{O}(n): T e \in X\})=\omega(X)
$$

We will need the following technical lemma, which will be applied to the sphere and the torus. For a proof, see Lemma 5.5 in DeCorte, Oliveira, and Vallentin [DdOFV20].

Lemma 10.2. Let $V$ be a metric space and $\Gamma$ be a compact group that acts transitively on $V$; let $\nu$ be a finite Borel measure on $V$ that is positive on open sets. Denote by $\mu$ the Haar measure on $\Gamma$. If the metric on $V$ and the measure $\nu$ are $\Gamma$-invariant and if $f \in L^{2}(V ; \nu)$, then the function $\mathrm{K}: V \times V \rightarrow$ $\mathbb{R}$ such that

$$
\mathrm{K}(\mathbf{x}, \mathbf{y})=\int_{\Gamma} f(\sigma \mathbf{x}) f(\sigma \mathbf{y}) d \mu(\sigma)
$$

is continuous.

### 10.3. Simplex-avoiding sets on the sphere

We call a continuous kernel $\mathrm{K}: S^{n-1} \times S^{n-1} \rightarrow \mathbb{R}$ positive if for every finite set $U \subseteq S^{n-1}$ the matrix $(K(\mathbf{x}, \mathbf{y}))_{\mathbf{x}, \mathbf{y} \in U}$ is positive semidefinite. A continuous function $f:[-1,1] \rightarrow \mathbb{R}$ is of positive type for $S^{n-1}$ if the kernel $\mathrm{K} \in$ $C\left(S^{n-1} \times S^{n-1}\right)$ given by $K(\mathbf{x}, \mathbf{y})=f(\mathbf{x} \cdot \mathbf{y})$ is positive.

Fix $n \geq k \geq 3$ and $t \in[-1 /(k-1), 1)$. For any $\gamma \geq 0$, consider the optimization problem

$$
\begin{align*}
& \sup \int_{S^{n-1}} \int_{S^{n-1}} f(\mathbf{x} \cdot \mathbf{y}) d \omega(\mathbf{y}) d \omega(\mathbf{x}) \\
& \quad f(1)=1  \tag{10.3}\\
& \quad f(t) \leq \gamma \\
& \quad f \in C([-1,1]) \text { is a function of positive type for } S^{n-1}
\end{align*}
$$

The following theorem is the main technical result required to derive our recursive theta number for $S^{n-1}$ in Theorem 10.4 below.

TheOrem 10.3. Fix $n \geq k \geq 3, t \in[-1 /(k-1)$, 1$)$. If $\gamma \geq \alpha\left(S^{n-2}, k-\right.$ $1, t /(1+t))$, then the optimal value of (10.3) is an upper bound for $\alpha\left(S^{n-1}, k, t\right)$.

Proof. Let $I \subseteq S^{n-1}$ be a measurable set that avoids $(k, t)$-simplices and assume $\omega(I)>0$. Consider the kernel K : $S^{n-1} \times S^{n-1} \rightarrow \mathbb{R}$ such that

$$
\mathrm{K}(\mathbf{x}, \mathbf{y})=\int_{\mathrm{O}(n)} \chi_{I}(T \mathbf{x}) \chi_{I}(T \mathbf{y}) d \mu(T)
$$

where $\chi_{I}$ is the characteristic function of $I$ and where $\mu$ is the Haar measure on $\mathrm{O}(n)$.

By taking $V=S^{n-1}$ and $\Gamma=\mathrm{O}(n)$ in Lemma 10.2 , we see that K is continuous. By construction, K is also positive and invariant, that is, $\mathrm{K}(T \mathbf{x}, T \mathbf{y})=$ $\mathrm{K}(\mathbf{x}, \mathbf{y})$ for all $T \in \mathrm{O}(n)$ and $\mathbf{x}, \mathbf{y} \in S^{n-1}$. Such kernels are of the form $\mathrm{K}(\mathbf{x}, \mathbf{y})=g(\mathbf{x} \cdot \mathbf{y})$, where $g \in C([-1,1])$ is of positive type for $S^{n-1}$. Note that

$$
\mathrm{K}(\mathbf{x}, \mathbf{x})=\int_{\mathrm{O}(n)} \chi_{I}(T \mathbf{x}) d \mu(T)=\omega(I)
$$

so $g(1)=\omega(I)>0$.
Set $f=g / g(1)$. Immediately we have that $f$ is continuous and of positive type and that $f(1)=1$; moreover

$$
\int_{S^{n-1}} \int_{S^{n-1}} f(\mathbf{x} \cdot \mathbf{y}) d \omega(\mathbf{y}) d \omega(\mathbf{x})=\omega(I)
$$

Hence, if we show that $f(t) \leq \gamma$, the theorem will follow.
If $\mathbf{x} \in S^{n-1}$ is a point in a $(k, t)$-simplex, all other points in the simplex lie in the link $U_{\mathbf{x}, t}=\left\{\mathbf{y} \in S^{n-1}: \mathbf{y} \cdot \mathbf{x}=t\right\}$. Note that $U_{\mathbf{x}, t}$ is an $(n-2)$ dimensional sphere with radius $\left(1-t^{2}\right)^{1 / 2}$ (see also Figure 10.1); let $\nu$ be the surface measure on $U_{\mathbf{x}, t}$ normalized so the total measure is 1 .

If $T \in \mathrm{O}(n)$ is any orthogonal matrix, then $T I$ avoids $(k, t)$-simplices. Hence if $\mathbf{x} \in T I$, then $T I \cap U_{\mathbf{x}, t}$ cannot contain $k-1$ points with pairwise


Figure 10.1. The $\operatorname{link} U_{\mathbf{x}, t}=\left\{\mathbf{y} \in S^{n-1}: \mathbf{y} \cdot \mathbf{x}=t\right\}$. Note that $\cos \theta=t$, implying that $U_{\mathbf{x}, t}$ has radius $\sin \theta=$ $\sqrt{1-\cos ^{2} \theta}=\sqrt{1-t^{2}}$.
inner product $t$, and so $\nu\left(T I \cap U_{\mathbf{x}, t}\right) \leq \alpha\left(S^{n-2}, k-1, t /(1+t)\right) \leq \gamma$. Indeed, the natural bijection between $U_{\mathbf{x}, t}$ and $S^{n-2}$ maps pairs of points with inner product $t$ to pairs of points with inner product $t /(1+t)$, and so $T I \cap U_{\mathbf{x}, t}$ is mapped to a subset of $S^{n-2}$ avoiding $(k-1, t /(1+t))$-simplices.

Now fix $\mathbf{x} \in S^{n-1}$ and note that $g(t)=K(\mathbf{x}, \mathbf{y})$ for any $\mathbf{y} \in U_{\mathbf{x}, t}$. An averaging argument now shows that:

$$
\begin{aligned}
g(t)=\int_{U_{\mathbf{x}, t}} \mathrm{~K}(\mathbf{x}, \mathbf{y}) d \nu(\mathbf{y}) & =\int_{U_{\mathbf{x}, t}} \int_{\mathrm{O}(n)} \chi_{I}(T \mathbf{x}) \chi_{I}(T \mathbf{y}) d \mu(T) d \nu(\mathbf{y}) \\
& =\int_{\mathrm{O}(n)} \chi_{I}(T \mathbf{x}) \int_{U_{\mathbf{x}, t}} \chi_{I}(T \mathbf{y}) d \nu(\mathbf{y}) d \mu(T) \\
& \leq \gamma \omega(I)
\end{aligned}
$$

whence $f(t)=g(t) / \omega(I) \leq \gamma$, and we are done.
One obvious choice for $\gamma$ in Problem (10.3) is the bound given by the same problem for $(k-1, t /(1+t))$-simplices. The base for the recursion is $k=2$ : then we need an upper bound for the measure of a set of points on the sphere that avoids pairs of points with a fixed inner product. Such a bound was given by Bachoc, Nebe, Oliveira, and Vallentin [BNdOFV09] and looks very similar to (10.3). They show that, for $n \geq 2$ and $t \in[-1,1$ ), the optimal value of the following optimization problem is an upper bound for $\alpha\left(S^{n-1}, 2, t\right)$ :

$$
\begin{aligned}
& \sup \int_{S^{n-1}} \int_{S^{n-1}} f(\mathbf{x} \cdot \mathbf{y}) d \omega(\mathbf{y}) d \omega(\mathbf{x}) \\
& \quad f(1)=1 \\
& \quad f(t)=0 \\
& \quad f \in C([-1,1]) \text { is a function of positive type for } S^{n-1} .
\end{aligned}
$$

Combining this with Theorem 10.3 yields the following.

THEOREM 10.4. Let $\vartheta\left(S^{n-1}, 2, t\right)$ denote the optimal value of the optimization problem above, so $\vartheta\left(S^{n-1}, 2, t\right) \geq \alpha\left(S^{n-1}, 2, t\right)$. For $k \geq 3$ and $t \in$ $[-1 /(k-1), 1)$, let $\vartheta\left(S^{n-1}, k, t\right)$ be the optimal value of Problem $(10.3)$ when $\gamma=$ $\vartheta\left(S^{n-2}, k-1, t /(1+t)\right)$. We then have

$$
\vartheta\left(S^{n-1}, k, t\right) \geq \alpha\left(S^{n-1}, k, t\right)
$$

There is actually a simple analytical expression for $\vartheta\left(S^{n-1}, k, t\right)$, as we see now. For $n \geq 2$ and $j \geq 0$, let $\overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}$ denote the Gegenbauer polynomials with parameter $\alpha=(n-3) / 2$ and degree $j$, normalized so $\overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}(1)=1$, see Chapter 1.

In Theorem 6.2 of Bachoc, Nebe, Oliveira, and Vallentin [BNdOFV09] it is shown that for every $t \in[-1,1)$ there is some $j \geq 0$ such that $\overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}(t)<0$. Theorem 8.21.8 in the book by Szegő [Sze75] implies that, for every $t \in$ $(-1,1)$,

$$
\lim _{j \rightarrow \infty} \overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}(t)=0
$$

Hence, for every $t \in(-1,1)$ we can define

$$
\begin{equation*}
M_{n}(t)=\min \left\{\overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}(t): j \geq 0\right\} \tag{10.4}
\end{equation*}
$$

and we see that $M_{n}(t)<0$. With this we have [BNdOFV09, Theorem 6.2]

$$
\vartheta\left(S^{n-1}, 2, t\right)=\frac{-M_{n}(t)}{1-M_{n}(t)}
$$

The expression for $\vartheta\left(S^{n-1}, k, t\right)$ is very similar, but requires some work to derive.

Theorem 10.5. If $n \geq k \geq 3$ and if $t \in[-1 /(k-1), 1)$, then

$$
\begin{equation*}
\vartheta\left(S^{n-1}, k, t\right)=\frac{\vartheta\left(S^{n-2}, k-1, t /(1+t)\right)-M_{n}(t)}{1-M_{n}(t)} \tag{10.5}
\end{equation*}
$$

The proof requires the following characterization of functions of positive type (see the beginning of Section 10.3 above) due to Schoenberg [Sch42]. A function $f:[-1,1] \rightarrow \mathbb{R}$ is continuous and of positive type for $S^{n-1}$ if and only if there are nonnegative numbers $f_{0}, f_{1}, \ldots$ such that $\sum_{j=0}^{\infty} f_{j}<\infty$ and

$$
f(t)=\sum_{j=0}^{\infty} f_{j} \overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}(t)
$$

with uniform convergence in $[-1,1]$. Compare to the summation formula (1.15).
Proof of Theorem 10.5. Using the orthogonality of Gegenbauer polynomials (see also (1.15)), we see that for any $i \neq j$ :

$$
\int_{S^{n-1}} \int_{S^{n-1}} \overline{\mathcal{G}}_{i}^{\left(\frac{n-3}{2}\right)}(\mathbf{x} \cdot \mathbf{y}) \overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}(\mathbf{x} \cdot \mathbf{y}) d \omega(\mathbf{y}) d \omega(\mathbf{x})=0
$$

As $\overline{\mathcal{G}}_{0}^{\left(\frac{n-3}{2}\right)}=1$, this implies in particular that, if $j \geq 1$, we have:

$$
\int_{S^{n-1}} \int_{S^{n-1}} \overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}(\mathbf{x} \cdot \mathbf{y}) d \omega(\mathbf{y}) d \omega(\mathbf{x})=0
$$

We may use this and Schoenberg's characterization of positive type functions to rewrite (10.3) with $\gamma=\vartheta\left(S^{n-2}, k-1, t /(1+t)\right)$, obtaining the equivalent problem:

$$
\begin{aligned}
& \sup f_{0} \\
& \quad \sum_{j=0}^{\infty} f_{j}=1 \\
& \quad \sum_{j=0}^{\infty} f_{j} \overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}(t) \leq \vartheta\left(S^{n-2}, k-1, t /(1+t)\right), \\
& \quad f_{j} \geq 0 \text { for all } j \geq 0 .
\end{aligned}
$$

It remains to solve this problem. Note that

$$
\sum_{j=0}^{\infty} f_{j} \overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}(t)
$$

is a convex combination of the numbers $\overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}(t)$. We want to keep this convex combination below $\vartheta\left(S^{n-2}, k-1, t /(1+t)\right)$ while maximizing $f_{0}$. The best way to do so is to concentrate all the weight of the combination on $f_{0}$ and $f_{j^{*}}$, where $j^{*}$ is such that $\overline{\mathcal{G}}_{j^{*}}^{\left(\frac{n-3}{2}\right)}(t)$ is the most negative number appearing in the convex combination, meaning $\overline{\mathcal{G}}_{j^{*}}^{\left(\frac{n-3}{2}\right)}(t)=M_{n}(t)$.

That is, we may assume that the only nonzero variables in an optimum solution are $f_{0}$ and $f_{j^{*}}$. It thus remains to maximize $f_{0}$ under the conditions that $f_{0}+f_{j^{*}}=1$, and:

$$
f_{0}+f_{j^{*}} \overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}(t)=f_{0}+f_{j^{*}} M_{n}(t) \leq \vartheta\left(S^{n-2}, k-1, t /(1+t)\right),
$$

which precisely yields the optimal value in the statement of the theorem.
The expression for $\vartheta\left(S^{n-1}, k, 0\right)$ is particularly simple. Indeed, for $n \geq 2$ it follows from the recurrence relation for the Jacobi polynomials that $M_{n}(0)=$ $\overline{\mathcal{G}}_{2}^{\left(\frac{n-3}{2}\right)}(0)=-1 /(n-1)$, whence

$$
\vartheta\left(S^{n-1}, k, 0\right)=(k-1) / n .
$$

Figure 10.2 shows the behavior of $\vartheta\left(S^{n-1}, 3, t\right)$ for a few values of $n$ as $t$ changes. Plots for $k>3$ are very similar.

### 10.4. Simplex-avoiding sets in Euclidean space

An optimization problem similar to (10.3) provides an upper bound for $\alpha\left(\mathbb{R}^{n}, k\right)$. To introduce it, we need some definitions and facts from harmonic analysis on $\mathbb{R}^{n}$; for background, see e.g. the book by Reed and Simon $[\mathbf{R S 7 5}]$.


Figure 10.2. Plots of $\vartheta\left(S^{n-1}, 3, t\right)$ for $t \in[-0.5,1]$ and $n=3$ (left) and 5 (right).

A continuous function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is of positive type if for every finite set $U \subseteq \mathbb{R}^{n}$ the matrix $(f(\mathbf{x}-\mathbf{y}))_{\mathbf{x}, \mathbf{y} \in U}$ is positive semidefinite. Such a function $f$ has a well-defined mean value

$$
M(f)=\lim _{T \rightarrow \infty} \frac{1}{\operatorname{vol}[-T, T]^{n}} \int_{[-T, T]^{n}} f(\mathbf{x}) d \mathbf{x}
$$

We say that a function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is radial if $f(\mathbf{x})$ depends only on $\|\mathbf{x}\|$. In this case, for $t \geq 0$ we denote by $f(t)$ the common value of $f$ for vectors of norm $t$.

Fix $n \geq 2$ and $k \geq 3$ such that $k \leq n+1$. For every $\gamma \geq 0$, consider the optimization problem

$$
\begin{align*}
\sup & M(f) \\
& f(0)=1 \\
& f(1) \leq \gamma \tag{10.6}
\end{align*}
$$

$f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is continuous, radial, and of positive type.
We have the analogue of Theorem 10.3:
THEOREM 10.6. Fix $n \geq 2$ and $k \geq 3$ such that $k \leq n+1$. If $\gamma \geq$ $\alpha\left(S^{n-1}, k-1,1 / 2\right)$, then the optimal value of (10.6) is an upper bound for $\alpha\left(\mathbb{R}^{n}, k\right)$.

We need a few facts about periodic sets and functions. A set $X \subseteq \mathbb{R}^{n}$ is periodic if it is invariant under some lattice $\Lambda$, that is, if $X+v=X$ for all $v \in \Lambda$. Similarly, a function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is periodic if there is a lattice $\Lambda$ such that $f(\mathbf{x}+v)=f(\mathbf{x})$ for all $v \in \Lambda$. We say that $\Lambda$ is a periodicity lattice of $X$ or $f$. A periodic function $f$ with periodicity lattice $\Lambda$ can be seen as a function on the torus $\mathbb{R}^{n} / \Lambda$; its mean value is

$$
\frac{1}{\operatorname{vol}\left(\mathbb{R}^{n} / \Lambda\right)} \int_{\mathbb{R}^{n} / \Lambda} f(\mathbf{x}) d \mathbf{x}
$$

Proof of Theorem 10.6. Let $I \subseteq \mathbb{R}^{n}$ be a measurable set of positive upper density avoiding unit $k$-simplices. The first step is to see that we can assume that $I$ is periodic. Indeed, fix $R>1 / 2$. Erase a border of width $1 / 2$ around $I \cap[-R, R]^{n}$ and paste the resulting set periodically in such a way that there is an empty gap of width 1 between any two pasted copies. The resulting periodic set still avoids unit $k$-simplices and is measurable. Its upper density is

$$
\frac{\operatorname{vol}\left(I \cap[-R+1 / 2, R-1 / 2]^{n}\right)}{\operatorname{vol}[-R, R]^{n}}
$$

by taking $R$ large enough, we can make this density as close as we want to the upper density of $I$.

Assume then that $I$ is periodic, so its characteristic function $\chi_{I}$ is also periodic; let $\Lambda$ be a periodicity lattice of $I$. Set

$$
g(\mathbf{x})=\frac{1}{\operatorname{vol}\left(\mathbb{R}^{n} / \Lambda\right)} \int_{\mathbb{R}^{n} / \Lambda} \chi_{I}(\mathbf{y}) \chi_{I}(\mathbf{x}+\mathbf{y}) d \mathbf{y}
$$

Lemma 10.2 with $V=\Gamma=\mathbb{R}^{n} / \Lambda$ applied to $\chi_{I}$ implies that $g$ is continuous. Direct verification yields that $g$ is of positive type, $g(0)=\bar{\delta}(I)$, and $M(g)=$ $\bar{\delta}(I)^{2}$.

Now set

$$
f(\mathbf{x})=\bar{\delta}(I)^{-1} \int_{\mathrm{O}(n)} g(T \mathbf{x}) d \mu(T)
$$

where $\mu$ is the Haar measure on $\mathrm{O}(n)$. Note that $f$ is continuous, radial, and of positive type. Moreover, $f(0)=1$ and $M(f)=\bar{\delta}(I)$. If we show that $f(1) \leq \gamma$, then $f$ is a feasible solution of (10.6) with $M(f)=\bar{\delta}(I)$, and so the theorem will follow.

To see that $f(1) \leq \gamma$, note that if $\mathbf{x}$ is a point of a unit $k$-simplex in $\mathbb{R}^{n}$, then all the other points in the simplex lie on the unit sphere $\mathbf{x}+S^{n-1}$ centered at $\mathbf{x}$. Hence if $\mathbf{x} \in I$, then $I \cap\left(\mathbf{x}+S^{n-1}\right)$ is a measurable subset of $\mathbf{x}+S^{n-1}$ that avoids $(k-1,1 / 2)$-simplices, and so the measure of $I \cap\left(\mathbf{x}+S^{n-1}\right)$ as a subset of the unit sphere is at most $\alpha\left(S^{n-1}, k-1,1 / 2\right)$. Hence if $\xi \in \mathbb{R}^{n}$ is any unit vector, then

$$
\begin{aligned}
f(1) & =\bar{\delta}(I)^{-1} \int_{\mathrm{O}(n)} g(T \xi) d \mu(T) \\
& =\bar{\delta}(I)^{-1} \int_{\mathrm{O}(n)} \frac{1}{\operatorname{vol}\left(\mathbb{R}^{n} / \Lambda\right)} \int_{\mathbb{R}^{n} / \Lambda} \chi_{I}(\mathbf{x}) \chi_{I}(T \xi+\mathbf{x}) d \mathbf{x} d \mu(T) \\
& =\bar{\delta}(I)^{-1} \frac{1}{\operatorname{vol}\left(\mathbb{R}^{n} / \Lambda\right)} \int_{\mathbb{R}^{n} / \Lambda} \chi_{I}(\mathbf{x}) \int_{\mathrm{O}(n)} \chi_{I}(T \xi+\mathbf{x}) d \mu(T) d \mathbf{x} \\
& \leq \alpha\left(S^{n-1}, k-1,1 / 2\right) \leq \gamma
\end{aligned}
$$

as we wanted.

Denote by $\vartheta\left(\mathbb{R}^{n}, k\right)$ the optimal value of (10.6) when setting $\gamma=$ $\vartheta\left(S^{n-1}, k-1,1 / 2\right)$. Then $\vartheta\left(\mathbb{R}^{n}, k\right) \geq \alpha\left(\mathbb{R}^{n}, k\right)$.

An expression akin to the one for $\vartheta\left(S^{n-1}, k, t\right)$ can be derived for $\vartheta\left(\mathbb{R}^{n}, k\right)$. For $n \geq 2$ and $u \geq 0$, let

$$
\Omega_{n}(u)=\Gamma(n / 2)(2 / u)^{(n-2) / 2} J_{(n-2) / 2}(u),
$$

where $J_{\alpha}$ is the Bessel function of the first kind with parameter $\alpha$. Let $m_{n}$ be the global minimum of $\Omega_{n}$, which is a negative number (cf. Oliveira and Vallentin [dOFV10]). The following theorem is the analogue of Theorem 10.5.

Theorem 10.7. For $n \geq 2$ we have

$$
\vartheta\left(\mathbb{R}^{n}, k\right)=\frac{\vartheta\left(S^{n-1}, k-1,1 / 2\right)-m_{n}}{1-m_{n}} .
$$

The proof uses again a theorem of Schoenberg [Sch38], that this time characterizes radial and continuous functions of positive type on $\mathbb{R}^{n}$ : these are the functions $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
f(\mathbf{x})=\int_{0}^{\infty} \Omega_{n}(z\|\mathbf{x}\|) d \nu(z) \tag{10.7}
\end{equation*}
$$

for some finite Borel measure $\nu$.
Proof. If $f$ is given as in (10.7), then $M(f)=\nu(\{0\})$ (see e.g. Section 6.2 in DeCorte, Oliveira, and Vallentin [DdOFV20]). Using Schoenberg's theorem, we can rewrite (10.6) (with $\gamma=\vartheta\left(S^{n-1}, k-1,1 / 2\right)$ ) equivalently as:

$$
\begin{aligned}
& \sup \\
& \nu(\{0\}) \\
& \nu([0, \infty))=1, \\
& \quad \int_{0}^{\infty} \Omega_{n}(z) d \nu(z) \leq \vartheta\left(S^{n-1}, k-1,1 / 2\right), \\
& \quad \nu \text { is a Borel measure. }
\end{aligned}
$$

We are now in the same situation as in the proof of Theorem 10.5. If $z^{*}$ is such that $m_{n}=\Omega_{n}\left(z^{*}\right)$, then the optimal $\nu$ is supported at 0 and $z^{*}$. Solving the resulting system yields the theorem.

Table 10.1 contains some values for $\vartheta\left(\mathbb{R}^{n}, k\right)$.

### 10.5. Exponential density decay

In this section we analyze the asymptotic behavior of $\vartheta\left(S^{n-1}, k, t\right)$ and $\vartheta\left(\mathbb{R}^{n}, k\right)$ as functions of $n$, proving Theorem 10.1.

The main step in our analysis is to understand the asymptotic behavior of

$$
M_{n}(t)=\min \left\{\overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}(t): j \geq 0\right\},
$$

as defined in (10.4). For $t \in[-1,0)$ we have $M_{n}(t) \leq \overline{\mathcal{G}}_{1}^{(n-3)}(t)=t$, and so $M_{n}(t)$ does not approach 0 . We have seen in Section 10.3 that $M_{n}(0)=$ $-1 /(n-1)$, so for $t=0$ we have that $M_{n}(t)$ approaches 0 linearly fast as $n$

| $n / k$ | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 0.64355 | - | - | - | - | - | - | - | - |
| 3 | 0.42849 | 0.69138 | - | - | - | - | - | - | - |
| 4 | 0.29346 | 0.49798 | 0.73225 | - | - | - | - | - | - |
| 5 | 0.20374 | 0.36768 | 0.55035 | 0.76580 | - | - | - | - | - |
| 6 | 0.15225 | 0.28471 | 0.42777 | 0.60262 | 0.79563 | - | - | - | - |
| 7 | 0.11866 | 0.22740 | 0.34071 | 0.48493 | 0.64681 | 0.81972 | - | - | - |
| 8 | 0.09339 | 0.18405 | 0.27471 | 0.39559 | 0.53374 | 0.68268 | 0.83882 | - | - |
| 9 | 0.07387 | 0.15030 | 0.22864 | 0.33042 | 0.44903 | 0.57816 | 0.71431 | 0.85537 | - |
| 10 | 0.05846 | 0.12340 | 0.19194 | 0.27851 | 0.38158 | 0.49496 | 0.61521 | 0.74026 | 0.86882 |

Table 10.1. The bound $\vartheta\left(\mathbb{R}^{n}, k\right)$ for $n=2, \ldots, 10$ and $k=3$, $\ldots, 11$, with values of $n$ on each row and of $k$ on each column.
grows. Things get interesting when $t \in(0,1)$ : then $M_{n}(t)$ approaches 0 exponentially fast as $n$ grows.

Theorem 10.8. For every $t \in(0,1)$ there is $c \in(0,1)$ such that

$$
\left|M_{n}(t)\right| \leq(c+o(1))^{n} .
$$

We will need the following lemma showing that, for every $t \in(0,1)$, if $j=\Omega(n)$, then $\left|\mathcal{G}_{j}^{\left(\frac{n-3}{2}\right)}(t)\right|$ decays exponentially in $n$. The statement of the lemma is quite a bit more precise than that, since we later want to do a more detailed analysis of the base of the exponential. The proof is a refinement of the analysis carried out by Schoenberg [Sch42].

Lemma 10.9. If for $\theta \in(0, \pi)$ and $\delta \in(0, \pi / 2)$ we write

$$
C=\left(\cos ^{2} \theta+\sin ^{2} \theta \sin ^{2} \delta\right)^{1 / 2}
$$

then $\left|\overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}(\cos \theta)\right| \leq \pi n^{1 / 2} \cos ^{n-3} \delta+C^{j}$ for all $n \geq 3$.
Proof. An integral representation for the ultraspherical polynomials due to Gegenbauer (take $\lambda=(n-2) / 2$ in Theorem 6.7.4 from Andrews, Askey, and Roy [AAR99]) gives us the formula

$$
\overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}(\cos \theta)=R(n)^{-1} \int_{0}^{\pi} F(\phi)^{j} \sin ^{n-3} \phi d \phi,
$$

where

$$
F(\phi)=\cos \theta+i \sin \theta \cos \phi \quad \text { and } \quad R(n)=\int_{0}^{\pi} \sin ^{n-3} \phi d \phi .
$$

Note that $|F(\phi)|^{2}=\cos ^{2} \theta+\sin ^{2} \theta \cos ^{2} \phi$ and that $|F(\phi)| \leq 1$. Split the integration domain into the intervals $[0, \pi / 2-\delta],[\pi / 2-\delta, \pi / 2+\delta]$, and $[\pi / 2+\delta, \pi]$
to obtain

$$
\begin{aligned}
\left|\overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}(\cos \theta)\right| \leq & R(n)^{-1} \int_{0}^{\pi}|F(\phi)|^{j} \sin ^{n-3} \phi d \phi \\
\leq & 2 R(n)^{-1} \int_{0}^{\pi / 2-\delta} \sin ^{n-3} \phi d \phi \\
& +R(n)^{-1} \int_{\pi / 2-\delta}^{\pi / 2+\delta}|F(\phi)|^{j} \sin ^{n-3} \phi d \phi .
\end{aligned}
$$

For the first term above, note that

$$
R(n)=\frac{\pi^{1 / 2} \Gamma(n / 2-1)}{\Gamma((n-1) / 2)}
$$

Take $x=(n-2) / 2$ and $a=1 / 2$ in (7) of Wendel [Wen48] to get

$$
R(n)^{-1} \leq \pi^{-1 / 2}((n-2) / 2)^{1 / 2}<n^{1 / 2}
$$

Now

$$
\begin{aligned}
2 R(n)^{-1} \int_{0}^{\pi / 2-\delta} \sin ^{n-3} \phi d \phi & \leq 2 n^{1 / 2} \int_{0}^{\pi / 2-\delta} \sin ^{n-3}(\pi / 2-\delta) d \phi \\
& =2 n^{1 / 2}(\pi / 2-\delta) \cos ^{n-3} \delta \\
& \leq \pi n^{1 / 2} \cos ^{n-3} \delta
\end{aligned}
$$

For the second term we get directly

$$
R(n)^{-1} \int_{\pi / 2-\delta}^{\pi / 2+\delta}|F(\phi)|^{j} \sin ^{n-3} \phi d \phi \leq R(n)^{-1} \int_{\pi / 2-\delta}^{\pi / 2+\delta} C^{j} \sin ^{n-3} \phi d \phi \leq C^{j}
$$

and we are done.
We can now prove the theorem.
Proof of Theorem 10.8. Our strategy is to find a lower bound on the largest $j_{0}$ such that $\overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}(t) \geq 0$ for all $j \leq j_{0}$. Then we know that $M_{n}(t)$ is attained by some $j \geq j_{0}$, and we can use Lemma 10.9 to estimate $\left|M_{n}(t)\right|$.

Recall [Sze75] that the zeros of $\overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}$ are all in $[-1,1]$ and that the rightmost zero of $\overline{\mathcal{G}}_{j+1}^{\left(\frac{n-3}{2}\right)}$ is to the right of the rightmost zero of $\overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}$. For convenience, let $C_{j}^{\lambda}$ denote the Gegenbauer polynomial with shifted parameter $\lambda-1 / 2$ and degree $j$, so

$$
\begin{equation*}
\overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}(t)=\frac{C_{j}^{(n-2) / 2}(t)}{C_{j}^{(n-2) / 2}(1)} \tag{10.8}
\end{equation*}
$$

Let $x_{j}$ be the largest zero of $C_{j}^{\lambda}$. Elbert and Laforgia [EL90, p. 94] show that, for $\lambda \geq 0$,

$$
x_{j}^{2}<\frac{j^{2}+2 \lambda j}{(j+\lambda)^{2}} .
$$

If for a given $j$ we have that

$$
\begin{equation*}
\frac{j^{2}+2 \lambda j}{(j+\lambda)^{2}} \leq t^{2} \tag{10.9}
\end{equation*}
$$

then we know that the rightmost zero of $C_{j}^{\lambda}$ is to the left of $t$, and so $C_{j}^{\lambda}(t) \geq 0$.
Note that the left-hand side in (10.9) is increasing in $j$. Let us estimate the largest $j$ for which (10.9) holds. We want

$$
j^{2}+2 \lambda j-t^{2}(j+\lambda)^{2} \leq 0
$$

The left-hand side above is quadratic in $j$, and since $t^{2}<1$ the coefficient of $j^{2}$ is positive. So all we have to do is to compute the largest root of the left-hand side, which is $2 a(t) \lambda$, where $a(t)=\left(\left(1-t^{2}\right)^{-1 / 2}-1\right) / 2$.

Hence for $j \leq 2 a(t) \lambda$ we have $C_{j}^{\lambda}(t) \geq 0$. From (10.8) we see that $\overline{\mathcal{G}}_{j}^{\left(\frac{n-3}{2}\right)}(t) \geq 0$ if

$$
j \leq a(t) n-2 a(t) .
$$

Now plug the right-hand side above into the upper bound of Lemma 10.9 to get

$$
\begin{aligned}
\left|M_{n}(t)\right| & \leq\left(\pi n^{1 / 2} \cos ^{-3} \delta\right) \cos ^{n} \delta+C^{a(t) n-2 a(t)} \\
& =O\left(n^{1 / 2}\right) \cos ^{n} \delta+O(1)\left(C^{a(t)}\right)^{n},
\end{aligned}
$$

with $C$ as defined in Lemma 10.9 with $\cos \theta=t$. For any choice of $\delta \in(0, \pi / 2)$, we have that $\cos \delta, C \in(0,1)$, and since $a(t)>0$ for all $t \in(0,1)$, the theorem follows.

Proof of exponential decay. We now get exponential decay for $\vartheta\left(S^{n-1}, k, t\right)$ for any $k \geq 3$ and $t \in(0,1)$. Indeed, consider the recurrence $F_{0}=t$ and $F_{i}=$ $F_{i-1} /\left(1+F_{i-1}\right)$ for $i \geq 1$, whose solution is $F_{i}=t /(1+i t)$. Using Theorem 10.8 to develop our analytic solution (10.5), we get

$$
\vartheta\left(S^{n-1}, k, t\right) \sim \sum_{i=0}^{k-2}\left|M_{n-i}\left(F_{i}\right)\right|=\sum_{i=0}^{k-2}\left|M_{n-i}(t /(1+i t))\right|,
$$

where $a_{n} \sim b_{n}$ means that $\lim _{n \rightarrow \infty} a_{n} / b_{n}=1$. Since $t /(1+i t)>0$ for all $i$, each term decays exponentially fast, and so we get exponential decay for the sum.


Figure 10.3. The best constant $c$ obtained in our proof of Theorem 10.8, for each value of $t \in(0,1)$.

We also get exponential decay for $\vartheta\left(\mathbb{R}^{n}, k\right)$ for any $k \geq 3$. Indeed, from Theorem 10.7 we have that

$$
\vartheta\left(\mathbb{R}^{n}, k\right) \sim\left|m_{n}\right|+\sum_{i=0}^{k-3}\left|M_{n-i}(1 /(2+i))\right| .
$$

From Theorem 10.8 we know that every term in the summation above decays exponentially fast. Bachoc, Nebe, Oliveira, and Vallentin [BNdOFV09] give an asymptotic bound for $\left|m_{n}\right|$ that shows that it also decays exponentially in $n$, namely

$$
\left|m_{n}\right| \leq(2 / e+o(1))^{n / 2}=(0.8577 \ldots+o(1))^{n} .
$$

This finishes the proof of Theorem 10.1.
10.5.1. Explicit bounds. We now compute explicit constants $c(k, t)$ and $c(k)$ which can serve as bases for the exponentials in Theorem 10.1, in particular obtaining the bounds advertised in Section 10.2.3.

The constant $c$ given in Theorem 10.8 depends on $t$. Following the proof, we can find the best constant for every $t \in(0,1)$ by finding $\delta \in(0, \pi / 2)$ such that $\cos \delta=C^{a(t)}$, that is, by solving the equation

$$
\begin{equation*}
\cos ^{4} \delta=\left(t^{2}+\left(1-t^{2}\right) \sin ^{2} \delta\right)^{\left(1-t^{2}\right)^{-1 / 2}-1} \tag{10.10}
\end{equation*}
$$

and taking $c=\cos \delta>0$.
For any given $t \in(0,1)$ it is easy to solve (10.10) numerically. For $t=1 / 2$ we get $\cos \delta=0.95621 \ldots$ as a solution, and so $\left|M_{n}(1 / 2)\right| \leq(0.95622+o(1))^{n}$, leading to the the bound

$$
\vartheta\left(\mathbb{R}^{n}, 3\right) \sim\left|M_{n}(1 / 2)\right| \leq(0.95622+o(1))^{n} .
$$

Figure 10.3 shows a plot of the best constant $c$ for every $t \in(0,1)$.
With a little extra work, it is possible to show that, for all $k \geq 2$,

$$
\begin{equation*}
\left|M_{n}(1 / k)\right| \leq\left(1-\frac{1}{9 k^{2}}+o(1)\right)^{n} \tag{10.11}
\end{equation*}
$$

whence

$$
\vartheta\left(\mathbb{R}^{n}, k\right) \sim\left|M_{n-k+3}(1 /(k-1))\right| \leq\left(1-\frac{1}{9(k-1)^{2}}+o(1)\right)^{n}
$$

for all $k \geq 3$.
Direct verification shows that (10.11) holds for $k=2$, so let us assume $k \geq 3$. Writing $c$ for the (unique) positive solution $\cos \delta$ of (10.10) and taking $\theta \in(0, \pi / 2)$ such that $\cos \theta=t$, we can rewrite (10.10) in the more convenient form

$$
c^{4 \sin \theta /(1-\sin \theta)}=1-c^{2} \sin ^{2} \theta
$$

Now say $c=1-x$ and use Bernoulli's inequality $(1+z)^{r} \geq 1+r z$ to get

$$
\begin{aligned}
& (1-x)^{4 \sin \theta /(1-\sin \theta)} \geq 1-\frac{4 \sin \theta}{1-\sin \theta} x \quad \text { and } \\
& 1-(1-x)^{2} \sin ^{2} \theta \leq 1-(1-2 x) \sin ^{2} \theta
\end{aligned}
$$

Equating the left-hand sides of both inequalities above and solving for $x$, we get

$$
c=1-x \leq 1-\frac{\sin \theta(1-\sin \theta)}{4+2 \sin \theta(1-\sin \theta)}
$$

In particular, when $\cos \theta=1 / k$ we get

$$
\begin{aligned}
\left|M_{n}(1 / k)\right| & \leq\left(1-\frac{1}{4 k^{2}\left(1+\sqrt{k^{2} /\left(k^{2}-1\right)}\right)+2}+o(1)\right)^{n} \\
& \leq\left(1-\frac{1}{9 k^{2}}+o(1)\right)^{n}
\end{aligned}
$$

for all $k \geq 3$.

### 10.6. Triangle-avoiding sets in the binary cube

For an integer $n \geq 1$, consider the binary cube $\mathbb{B}^{n}=\{0,1\}^{n}$ equipped with the Hamming distance, which for $\mathbf{x}, \mathbf{y} \in \mathbb{B}^{n}$ is denoted by $d(\mathbf{x}, \mathbf{y})$ and equals the number of bits in which $\mathbf{x}$ and $\mathbf{y}$ differ. A classical problem in coding theory is to determine the parameter $A(n, d)$, which is the maximum size of a subset $I$ of $\mathbb{B}^{n}$ such that $d(\mathbf{x}, \mathbf{y}) \geq d$ for all distinct $\mathbf{x}, \mathbf{y} \in I$.

If we let $G(n, d)$ be the graph with vertex set $\mathbb{B}^{n}$ in which $\mathbf{x}, \mathbf{y} \in \mathbb{B}^{n}$ are adjacent if $d(\mathbf{x}, \mathbf{y})<d$, then $A(n, d)=\alpha(G(n, d))$. A simple variant of the Lovász theta number of $G(n, d)$ then provides an upper bound for $A(n, d)$, which is easy to compute given the abundant symmetry of $G(n, d)$. This bound, known as the linear programming bound, was originally described by Delsarte [Del73]; its relation to the theta number was later discovered by McEliece, Rodemich, and Rumsey [MRR78] and Schrijver [Sch79].

Now let $s \geq 1$ be an integer. Three distinct points $\mathbf{x}^{(1)}, \mathbf{x}^{(2)}, \mathbf{x}^{(3)} \in \mathbb{B}^{n}$ form an $s$-triangle if $d\left(\mathbf{x}^{(i)}, \mathbf{x}^{(j)}\right)=s$ for all $i \neq j$. It is easy to show that there is an $s$-triangle if and only if $s$ is even and $0<s \leq\lfloor 2 n / 3\rfloor$. We want to find
the largest size $\alpha\left(\mathbb{B}^{n}, 3, s\right)$ of a set of points in $\mathbb{B}^{n}$ that avoids $s$-triangles. This is thus the analogue of the problem we have so far considered on $S^{n-1}$, but restricted to 3 -simplices (i.e., triangles).

We sketch how to obtain the corresponding recursive theta number; the idea of the construction is exactly the same as for $S^{n-1}$. See also [CSdOFSV22].

The functions of positive type on $\mathbb{B}^{n}$ are of the form:

$$
f(t)=\sum_{k=0}^{n} a_{k} \overline{\mathcal{K}}_{k}^{(n)}(t)
$$

where $\overline{\mathcal{K}}_{k}^{(n)}$ is the Krawtchouck polynomial of degree $k$ and $a_{0}, \ldots, a_{n} \geq 0$. Compare to the summation formula (1.17). In light of this characterization, we get the following upper bound on $\alpha\left(\mathbb{B}^{n}, 3, s\right)$ :

$$
\begin{align*}
\vartheta\left(\mathbb{B}^{n}, 3, s\right):=\max & 2^{n} a_{0} \\
& \sum_{k=0}^{n} a_{k}=1 \\
& \sum_{k=0}^{n} a_{k} \overline{\mathcal{K}}_{k}^{(n)}(s) \leq\left|\mathbb{B}_{s}^{n}\right|^{-1} \vartheta\left(\mathbb{B}_{s}^{n}\right),  \tag{10.12}\\
& a_{0}, \ldots, a_{n} \geq 0
\end{align*}
$$

Here, $\mathbb{B}_{s}^{n}$ is the the link of $0 \in \mathbb{B}^{n}$, which consists of the set of all words of weight $s$ (the weight of a word is the number of 1 s in it); two words are adjacent in $\mathbb{B}_{s}^{n}$ if they are at distance $s$ and $\vartheta\left(\mathbb{B}_{s}^{n}\right)$ is the regular theta number. As before, the program (10.12) admits a simple analytical optimum solution.

Theorem 10.10. Write $M_{K}^{n}(s)=\min \left\{K_{k}^{n}(s): k=0, \ldots, n\right\}$ for $s \geq 0$. If $n \geq 1$ is an integer and $0<s \leq\lfloor 2 n / 3\rfloor$ is an even integer, then we have:

$$
\alpha\left(\mathbb{B}^{n}, 3, s\right) \leq \vartheta\left(\mathbb{B}^{n}, 3, s\right)=2^{n} \frac{M_{K}^{n}(s)-\left|\mathbb{B}_{s}^{n}\right|^{-1} \vartheta\left(\mathbb{B}_{s}^{n}\right)}{M_{K}^{n}(s)-1}
$$

To compute $\vartheta\left(\mathbb{B}_{s}^{n}\right)$ we again use symmetry. Let $A: \mathbb{B}_{s}^{n} \times \mathbb{B}_{s}^{n} \rightarrow \mathbb{R}$ be a matrix. If $A$ is $\operatorname{Iso}\left(\mathbb{B}_{s}^{n}\right)$-invariant, then $A(\mathbf{x}, \mathbf{y})$ depends only on $d(\mathbf{x}, \mathbf{y})$, and so we write $A(t)$ for the value of $A(\mathbf{x}, \mathbf{y})$ when $d(\mathbf{x}, \mathbf{y})=t$. The matrix $A$ is $\operatorname{Iso}\left(\mathbb{B}_{s}^{n}\right)$-invariant and positive semidefinite if and only if there are numbers $a_{0}$, $\ldots, a_{s} \geq 0$ such that

$$
A(t)=\sum_{k=0}^{s} a_{k} Q_{k}^{n, s}(t / 2)
$$

(note that Hamming distances in $\mathbb{B}_{s}^{n}$ are always even), where $Q_{k}^{n, s}$ is the Hahn polynomial of degree $k$, which for an even integer $t \geq 0$ is such that

$$
Q_{k}^{n, s}(t)=\sum_{i=0}^{k}(-1)^{i}\binom{s}{i}^{-1}\binom{n-s}{i}^{-1}\binom{k}{i}\binom{n+1-k}{i}\binom{t}{i}
$$

The polynomials are normalized so $Q_{k}^{n, s}(0)=1$; if $E_{k}(\mathbf{x}, \mathbf{y})=Q_{k}^{n, s}(d(\mathbf{x}, \mathbf{y}) / 2)$, then $\left\langle E_{k}, E_{l}\right\rangle=0$ whenever $k \neq l$ (see Delsarte [Del78], in particular Theorem 5, and Dunkl [Dun78]).

With this characterization, $\langle J, A\rangle=\left|\mathbb{B}_{s}^{n}\right|^{2} a_{0}$ since $E_{0}=J$. We see that $\vartheta\left(\mathbb{B}_{s}^{n}\right)$ is the optimal value of the problem

$$
\max \left\lvert\, \begin{aligned}
& \left|\mathbb{B}_{s}^{n}\right| a_{0} \\
& \\
& \sum_{k=0}^{s} a_{k}=1, \\
& \sum_{k=0}^{s} a_{k} Q_{k}^{n, s}(s / 2)=0, \\
& a_{0}, \ldots, a_{s} \geq 0 .
\end{aligned}\right.
$$

With $M_{Q}^{n}(s)=\min \left\{Q_{k}^{n, s}(s / 2): k=0, \ldots, s\right\}$, we have the following analogue of Theorem 10.10.

Theorem 10.11. If $n \geq 1$ is an integer and $0<s \leq\lfloor 2 n / 3\rfloor$ is an even integer, then

$$
\vartheta\left(\mathbb{B}_{s}^{n}\right)=\left|\mathbb{B}_{s}^{n}\right| \frac{M_{Q}^{n}(s)}{M_{Q}^{n}(s)-1}
$$

Putting things together, we obtain an expression for $\vartheta\left(\mathbb{B}^{n}, 3, s\right)$ in terms of $M_{K}^{n}(s)$ and $M_{Q}^{n}(s)$ (similar to the one we derived earlier for simplex-avoiding sets on $S^{n-1}$ ).

Using this expression, one could attempt to analyze how the density of a subset of $\mathbb{B}^{n}$ that avoids $s$-triangles behaves as $n$ goes to infinity. For a fixed $s$, this question is not interesting, as $\left|\mathbb{B}_{s}^{n}\right|$ is exponentially smaller than $\left|\mathbb{B}^{n}\right|$. Therefore, we should consider a regime where $s$ tends to infinity as well. For instance, what if we take as $s$ the even integer closest to $n / c$ for some $c>1$ ? Numerical evidence (Figure 10.4) suggests that $\vartheta\left(\mathbb{B}^{n}, 3, s\right) / 2^{n}$ decays exponentially fast in $n$ for all $c>2$; for $c=2$, there seems to be no exponential decay.

The open problem, which we leave for future work, is whether an analytical proof for this exponential decay may be given similar to the one presented above for $S^{n-1}$. It has so far proven difficult to analyze the parameters $M_{K}^{n}(s)$ and $M_{Q}^{n}(s)$. It does not seem possible to transport the techniques we used for the Gegenbauer polynomials directly. In particular, we lack a suitable integral representation for the Krawtchouk and (especially) the Hahn polynomials.

### 10.7. Discussion

We have defined a recursive theta number for (geometric) hypergraphs, which allows us to bound the size of simplex-avoiding sets on the hypersphere $S^{n-1}$. We express the resulting bound in terms of a parameter related to Gegenbauer polynomials. After careful analysis of this parameter, we are able to show exponential decay of the density of simplex-avoiding sets as $n$ tends to infinity. This in turn allows us to show an improved version of an existing result in Euclidean Ramsey theory. Furthermore, we have seen that our approach may be applied to obtain bounds on the size of triangle-free sets in the binary cube, which may similarly by expressed in terms of parameters related now to Krawtchouk and Hahn polynomials. These parameters, unfortunately, appear to be much harder to analyze.


Figure 10.4. The plot shows, for every $n=20, \ldots, 150$ on the horizontal axis, the value of $\ln \left(\vartheta\left(\mathbb{B}^{n}, 3, s\right) / 2^{n}\right)$ on the vertical axis, where $s$ is the even integer closest to $n / 2$ (in green), $n / 3$ (in red), and $n / 4$ (in blue).

A recursive theta body for hypergraphs. The theta body of a graph is a convex relaxation of the independent-set polytope, defined by Grötschel, Lovász, and Schrijver [GLS88]. As the name suggest, it is closely related to the theta number. Indeed, $\vartheta$ is obtained by optimizing a linear function over the theta body. In the work [CSdOFSV22], we recursively extend the theta body to uniform hypergraphs, using ideas similar to the ones presented in this chapter. We show that some of the nice structural properties of the regular theta body are preserved in this setting.

Relation to other bounds. Finally, let us compare our recursive theta number to some similar, existing bounds in the literature. First, there is the classical Hoffman bound $h(G)$, which bounds the stability number $\alpha(G)$ of a regular graph $G$ in terms of the smallest eigenvalue of its adjacency matrix. The theta number is known to be a tighter bound on $\alpha(G)$ than the Hoffman bound: $\alpha(G) \leq \vartheta(G) \leq h(G)$ for regular graphs $G$ [Lov79]. Filmus, Golubev, and Lifshitz [FGL21] extend the Hoffman bound to the setting of (edge-weighted) hypergraphs, and give applications in extremal combinatorics. As we show in [CSdOFSV22], our resursive theta number is always at least as tight as their high-dimensional Hoffman bound.

Second, there are the semidefinite hierarchies of so-called $k$-point bounds, which may be thought of as higher levels of a Lasserre-type hierarchy of bounds
on $\alpha(G)$ (just as $\vartheta$ may be thought of as the first level of a Lasserre hierarchy). These have been applied succesfully to geometrical problems on $S^{n-1}$ and $\mathbb{R}^{n}$ (see, e.g., [BV08] and [dLMdOFV21]), although it is only known how to compute the resulting bounds for small values of $k$. They may also be applied to bound the size of codes on the binary cube, see, e.g, [Sch05], [Lau07b], [Pol19]. The $k$-point approach can probably be adapted to yield bounds for the parameters we consider in this chapter as well, especially for $\alpha\left(\mathbb{B}^{n}, 3, s\right)$ (with $k=3$ ). We are not aware of the relation between such bounds and the ones we have derived here, but it would be interesting to compare them. Furthermore, it would be interesting to see whether the $k$-point approach leads to bounds with nice analytical expressions similar to the ones we have seen in this chapter.
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polynomial kernel method, 90
polynomial optimization problem, 19
positive kernel, 171
positive semidefinite matrix, 24
positive type, 171, 175
Positivstellensätze, 21

Putinar, 21
Schmüdgen, 21
preordering, 21, 89
push-forward measures, 23
quadratic module, 21,89
radial, 175
self-dual, 24
semialgebraic set, 19
semidefinite program, 20, 25
simplex-avoiding set, 167, 169
Slater's condition, 25
smooth, 39
smooth (set), 39
spherical harmonic, 15
stability number, 19, 165
stable set, 165
sum of squares, 20
sum-of-squares hierarchy
of lower bounds, 21
of upper bounds, 22
summation formula, 14, 134
tangent ball
circumscribed, 49
inscribed, 49
tangent hyperplane, 39
theta number, 165
three-term recurrence relation, 10
unbounded, 25
unit $k$-simplex, 168
unit-distance hypergraph, 169
upper density, 168
upper estimator, 39
weight function, 41
zonal spherical functions, 108

## List of symbols

| $x, y \in \mathbb{R}$ | Variables. |
| :--- | :--- |
| $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n}$ | $n$-variate variables. |
| $\mathbf{x} \cdot \mathbf{y},\langle\mathbf{x}, \mathbf{y}\rangle$ | Standard inner product of $\mathbf{x}$ and $\mathbf{y}$. |
| $\\|\mathbf{x}\\|$ | Euclidean norm of $\mathbf{x}$. |
| $\mathbb{R}[x], \mathbb{R}[\mathbf{x}]$ | Univariate and multivariate polynomial ring. |
| $\mathbb{R}[x]_{d}, \mathbb{R}[\mathbf{x}]_{d}$ | Polynomial rings truncated at degree $d$. |
| $\mathbb{R}^{n \times n}$ | Space of $n \times n$ real matrices. |
| $\mathcal{S}_{+}^{n}$ | Space of $n \times n$ positive semidefinite matrices. |
| $\langle A, B\rangle$ | Trace inner product on $\mathbb{R}^{n \times n}$. |
| $[n]$ | Integers $1,2, \ldots, n$. |
| $[a: b]$ | Integers $a, a+1, \ldots, b$. |

## Special sets

X Feasible region for polynomial optimization problems
$\mathbb{B}^{n} \quad$ The binary hypercube $\{0,1\}^{n}$.
$B^{n} \quad$ The unit ball $\left\{\mathbf{x} \in \mathbb{R}^{n}:\|\mathbf{x}\|^{2} \leq 1\right\}$.
$B_{\rho}^{n}(c)$ The ball of radius $\rho$ centered at $c$.
$\Delta^{n} \quad$ The standard simplex $\left\{\mathbf{x} \in \mathbb{R}^{n}: \mathbf{x} \geq 0, \sum_{i=1}^{n} \mathbf{x}_{i} \leq 1\right\}$.
$S^{n-1} \quad$ The unit sphere $\left\{\mathbf{x} \in \mathbb{R}^{n}:\|\mathbf{x}\|^{2}=1\right\}$.

## Polynomial optimization

$f \quad$ Objective polynomial to be minimized on $\mathbf{X}$.
$f_{\text {min }} \quad$ Minimum of $f$ on $\mathbf{X}$.
$\mathbf{x}^{*} \quad$ Minimizer of $f$ on $\mathbf{X}$.
$\|f\|_{\mathbf{X}},\|f\|_{\infty} \quad$ Supremum norm of $f$ on $\mathbf{X}$ (if no ambiguity is possible).
$\mathcal{P}_{+}(\mathbf{X}), \mathcal{P}_{+}(\mathbf{X})_{r} \quad$ Nonnegative polynomials on $\mathbf{X}$ (truncated at degree $r$ ).

## Sum-of-squares hierarchies

$\Sigma[\mathbf{x}], \Sigma[\mathbf{x}]_{r} \quad$ Sum-of-squares polynomials (truncated at degree $r$ ).
$\mathcal{Q}(\mathbf{X}), \mathcal{Q}(\mathbf{X})_{r} \quad$ Quadratic module (truncated at degree $r$ ).
$\mathcal{T}(\mathbf{X}), \mathcal{T}(\mathbf{X})_{r} \quad$ Preordering (truncated at degree $r$ ).
$\mathcal{M}(\mathbf{X}) \quad$ Cone of positive Borel measures supported on $\mathbf{X}$.
$\operatorname{lb}(f, \mathcal{Q}(\mathbf{X}))_{r} \quad$ Putinar-type lower bound on $f_{\min }$.
$\operatorname{lb}(f, \mathcal{T}(\mathbf{X}))_{r} \quad$ Schmüdgen-type lower bound on $f_{\text {min }}$.
$\operatorname{ub}(f, \mathbf{X}, \mu)_{r} \quad$ Measure-based upper bound on $f_{\min }$.
$\operatorname{ub}(f, \mathcal{Q}(\mathbf{X}), \mu)_{r} \quad$ Measure-based Putinar-type upper bound on $f_{\min }$.
$\operatorname{ub}(f, \mathcal{T}(\mathbf{X}), \mu)_{r} \quad$ Measure-based Schmüdgen-type upper bound on $f_{\min }$.
$\operatorname{ub}(f, \mathbf{X}, \mu)_{r}^{\mathrm{pf}} \quad$ Push-forward measure-based upper bound on $f_{\min }$.

## Polynomial kernels

$\mathrm{K}(\cdot, \cdot)$
$\mathbf{K}(\cdot)$
$\mathrm{K}_{r}^{\mathrm{jac}}(\cdot, \cdot)$
$\mathrm{CD}_{r}(\cdot, \cdot)$
$\mathrm{CD}_{r}(\cdot, \cdot ; \lambda) \quad$ The perturbed Christoffel-Darboux kernel of degree $r$.
$\operatorname{lb}(f, \mathbf{X}, \mathrm{~K})_{\text {harm }}$ The harmonic lower bound on $f_{\min }$ w.r.t. the kernel K.

## Cubature rules

$\mathcal{W} \subseteq \mathbf{X} \times \mathbb{R} \quad$ A (positive) cubature rule for $(\mathbf{X}, \mu)$.
$\operatorname{ub}(f, \mathbf{X}, \mathcal{W})_{\text {cub }} \quad$ The cubature-based upper bound on $f_{\min }$.
$\operatorname{lb}(f, \mathbf{X}, \mathcal{W}, \mathrm{~K})_{\text {cub }}$ The cubature-based lower bound on $f_{\min }$ w.r.t. the kernel K.

## Orthogonal polynomials

$\mathcal{P}(\mathbf{X}) \quad$ Quotient ring of polynomials restricted to $\mathbf{X}$.
$P_{\alpha}(\cdot) \quad$ Orthonormal polynomial of degree $|\alpha|$ for $\mathcal{P}(\mathbf{X})$ w.r.t a measure $\mu$.
$H_{k} \quad$ Subspace of $\mathcal{P}(\mathbf{X})$ spanned by the $P_{\alpha}$ of degree $|\alpha|=k$.
$P_{k}(\cdot) \quad$ Orthogonal polynomial of degree $k$ on $I \subseteq \mathbb{R}$ w.r.t. a measure $\mu$.
$\bar{P}_{k}(\cdot) \quad$ Normalization of $P_{k}$ satisfying $\max _{x \in I}\left|P_{k}(x)\right|=1$.
$\widetilde{P}_{k}(\cdot) \quad$ Normalization of $P_{k}$ satisfying $\left\langle P_{k}, P_{k}\right\rangle_{\mu}=1$.
$\mathcal{G}_{k}^{(\alpha)}(\cdot) \quad$ Gegenbauer polynomials.
$\mathcal{J}_{k}^{(\alpha, \beta)}(\cdot)$ Jacobi polynomials.
$\mathcal{K}_{k}^{(n)}(\cdot) \quad$ Krawtchouk polynomials.
$\mathcal{C}_{k}(\cdot) \quad$ Chebyshev polynomials.

## Needle polynomials and (convex) geometry

| $\nu_{r}^{h}(\cdot)$ | Needle polynomial of degree $r$ with parameter $h$. |
| :--- | :--- |
| $\widehat{\nu}_{r}^{h}(\cdot)$ | $\frac{1}{2}$-needle polynomial of degree $r$ with parameter $h$. |
| $\operatorname{int}(\mathbf{X})$ | Interior of $\mathbf{X}$. |
| $T_{a}$ | Tangent hyperplane at $a \in \mathbf{X}$. |
| $N_{\mathbf{X}}(\mathbf{X})$ | Normal cone of $\mathbf{x} \in \mathbf{X}$. |
| $v(\mathbf{x}) \in N_{\mathbf{x}}(\mathbf{X})$ | Normal vector of $\mathbf{x} \in \mathbf{X}$. |
| $f \leq_{a} g$ | $g$ is an upper estimator for $f$ exact at $a \in \mathbf{X}$. |
| $w_{1} \succeq w_{2}, w_{1} \succeq{ }_{a} w_{2}$ | See Section 3.1.5. |

## Graph theory

$\underline{G}=(V, E) \quad$ Graph with vertex set $V$ and edge set $E$.
$\bar{G} \quad$ Complement of $G$.
$\mathbf{x}_{S}, \chi_{S} \quad$ Incidence vector, indicator function of $S \subseteq V$.
$\alpha(G) \quad$ Stability number of $G$.
$\chi(G) \quad$ Chromatic number of $G$.
$\vartheta(G) \quad$ Theta number of $G$.
$\bar{\delta}(X) \quad$ Upper density of $X \subseteq \mathbb{R}^{n}$.
$\alpha\left(S^{n-1}, k, t\right) \quad$ Largest size of a $(k, t)$-simplex avoiding set in $S^{n-1}$.
$\alpha\left(\mathbb{R}^{n}, k\right) \quad$ Largest upper density of a $k$-simplex avoiding set in $\mathbb{R}^{n}$.
$\vartheta\left(S^{n-1}, k, t\right) \quad$ Recursive theta number for $\alpha\left(S^{n-1}, k, t\right)$.
$\vartheta\left(\mathbb{R}^{n}, k\right) \quad$ Recursive theta number for $\alpha\left(\mathbb{R}^{n}, k\right)$.
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The goal of a mathematical optimization problem is to maximize an objective (or minimize a cost) under a given set of rules, called constraints. Optimization has many applications, both in other areas of mathematics and in the real world. Unfortunately, some of the most interesting problems are also very hard to solve numerically. To work around this issue, one often considers relaxations: approximations of the original problem that are much easier to solve. Naturally, it is then important to understand how (in)accurate these relaxations are.

This thesis consists of three parts, each covering a different method that uses semidefinite programming to approximate hard optimization problems.
In Part 1 and Part 2, we consider two hierarchies of relaxations for polynomial optimization problems based on sums of squares. We show improved guarantees on the quality of Lasserre's measure-based hierarchy in a wide variety of settings (Part 1). We establish error bounds for the moment-SOS hierarchy in certain fundamental special cases. These bounds are much stronger than the ones obtained from existing, general results (Part 2).
In Part 3, we generalize the celebrated Lovász theta number to (geometric) hypergraphs. We apply our generalization to formulate relaxations for a type of independent set problem in the hypersphere. These relaxations allow us to improve some results in Euclidean Ramsey theory.
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[^0]:    ${ }^{1}$ In fact, the result is shown for subanalytic sets, of which semialgebraic sets are an example.

[^1]:    ${ }^{1}$ Technically, the density should be allowed to be a sum of squares, whereas the program (7.24) requires it to be an actual square. This is no true restriction, though, since, as a straightforward convexity argument shows, the optimum solution to (2.6) can in fact always be chosen to be a square [Las11].

[^2]:    ${ }^{2}$ Note that as $p$ is assumed to be real-valued, the coefficients $\lambda_{i}$ must be real. Indeed, for each $a \in(\mathbb{Z} / q \mathbb{Z})^{n}$, we have $\left\langle p, \chi_{a}\right\rangle_{\mu}=\lambda_{|a|}\left\|\chi_{a}\right\|^{2}=\lambda_{|a|}\left\|\chi_{a}^{-1}\right\|^{2}=\left\langle p, \overline{\chi_{a}}\right\rangle_{\mu}=\overline{\left\langle p, \chi_{a}\right\rangle_{\mu}}$.

[^3]:    ${ }^{1}$ Note that the Gegenbauer polynomial of degree $k$ in $[\mathbf{X u 9 9 ]}$ differs by a factor $\left(k+\frac{n-1}{2}\right) / \frac{n-1}{2}$ from the one used here (compare (2.10) in $[\mathbf{X u 9 9}]$ to (8.6)).

[^4]:    ${ }^{1}$ The slice-rank method is only implicit in the original works; the actual notion of slice rank for a tensor was introduced by Tao in a blog post [Tao16].

