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Why Personal Dreams Matter: How
professionals affectively engage with the
promises surrounding data-driven
healthcare in Europe

Marthe Stevens1 , Rik Wehrens1 , Johanna Kostenzer1 ,
Anne Marie Weggelaar-Jansen2,3 and Antoinette de Bont1

Abstract
Recent buzzes around big data, data science and artificial intelligence portray a data-driven future for healthcare. As a

response, Europe’s key players have stimulated the use of big data technologies to make healthcare more efficient and

effective. Critical Data Studies and Science and Technology Studies have developed many concepts to reflect on such

overly positive narratives and conduct critical policy evaluations. In this study, we argue that there is also much to be

learned from studying how professionals in the healthcare field affectively engage with this strong European narrative

in concrete big data projects. We followed twelve hospital-based big data pilots in eight European countries and inter-

viewed 145 professionals (including legal, governance and ethical experts, healthcare staff and data scientists) between

2018 and 2020. In this study, we introduce the metaphor of dreams to describe how professionals link the big data pro-

mises to their own frustrations, ideas, values and experiences with healthcare. Our research answers the question: how

do professionals in concrete data-driven initiatives affectively engage with European Union’s data hopes in their ‘dreams’ –
and with what consequences? We describe the dreams of being seen, of timeliness, of connectedness and of being in con-

trol. Each of these dreams emphasizes certain aspects of the grand narrative of big data in Europe, makes particular

assumptions and has different consequences. We argue that including attention to these dreams in our work could

help shine an additional critical light on the big data developments and stimulate the development of responsible data-dri-

ven healthcare.
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Introduction
There are high hopes for data in the European healthcare
field. Public officials seem to embrace big data, machine
learning and artificial intelligence and argue for the use of
such data-intensive technologies in healthcare practices
(e.g. DEH, 2021; EC, 2014; EC, 2018). Their expectations
are high and many believe that data-intensive technologies
will lead to an awe-inspiring healthcare revolution, glori-
ously improved healthcare planning and increased quality
of care delivery (Stevens, 2021).

These data hopes have proved particularly productive on
the European policy level, shaping the strategic positioning
of the European Union through a strong narrative that stres-
ses the transformative potential of data (Bareis and
Katzenbach, 2021; Daly et al., 2019; Niklas and Dencik,
2020). The European Commission for instance, frequently

emphasized how big data can be a cornerstone of a thriving
economy and can improve healthcare by increasing its effi-
ciency and effectiveness while also making it more persona-
lized and user-friendly (Rieder, 2018). Questioning such
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modernist discourse (Hoeyer, 2019; Rieder, 2018; Stevens
et al., 2018) has been challenging. The current moment in
time is presented as exceptional, giving rise to a rhetoric
of hurry in which investments are urgently needed for
Europe not to become outpaced by other economic entities
(Rieder, 2018; cf. De Wilde, 2000).

As many researchers in the sociology of expectations
and related fields have shown, such hopes do not stay
mere descriptions of a possible future (cf. Jasanoff and
Kim, 2009; Van Lente, 1993, 2012) but have strong perfor-
mative effects: they result in allocating substantial resources
to data-intensive technology, new policies and regulations,
and all sorts of initiatives (Bareis and Katzenbach, 2021).
For example, the European Commission launched a 2.5
billion euro public–private partnership to ‘master big
data’ and put the Union at the ‘forefront of the global
data race’ in 2014 (EC 2014:1) and artificial intelligence
projects receive extensive funding within Horizon Europe
Programmes (Niklas and Dencik, 2020). In this way,
Europe’s key players hope to boost the uptake of
data-intensive technology, prepare for socio-economic
changes and ensure adequate ethical and legal frameworks
(Daly et al., 2019).

With these evaluations of European policies, the above-
mentioned scholars provide valuable insights into the
overtly positive narratives and open up avenues for critical
policy evaluations. While such critical analyses are neces-
sary and can be productive, we argue that the extremely
widespread storyline about the potential of data-driven
technologies cannot be explained by solely viewing it as a
purely strategic rhetoric act of ‘window-dressing’. Neither
do we find it convincing to assume that all types of profes-
sionals working in the healthcare field somehow naively fall
into the ‘trap’ of buying into such expectations (and conse-
quentially, that only ‘critical’ scholars are able to see
through this alleged façade of hopes and hypes).
Therefore, in this paper, we set out to understand how
diverse professionals relate to and work with such optimis-
tic narratives in their daily work in a different way. Utilizing
and building on the metaphor of ‘dreams’, we argue that
there is much to be learned from studying how profes-
sionals affectively engage with this strong European narra-
tive in concrete big data projects in healthcare
organizations.

We were part of a Horizon 2020 project funded by the
European Commission that had the ambition to demonstrate
the added value of big data for the healthcare sector
(BigMedilytics, 2018). Between 2018 and 2020, we fol-
lowed twelve hospital-based big data pilots in eight
European Countries and interviewed 145 professionals
involved in developing data-driven healthcare, including
legal, governance and ethical experts, and healthcare staff
and data scientists. We noticed that these professionals
often linked the strong European narrative to their own frus-
trations, ideas, values and experiences with healthcare.

There we decided to focus on this process of affective
engagement that we define as the complex ways in which
professionals bodily and cognitively engage with the pro-
missory rhetoric around big data in Europe and connect
the ideas to their daily work on big data in healthcare.
This leads to the following research question: how do pro-
fessionals in concrete data-driven initiatives affectively
engage with European Union’s data hopes in their
‘dreams’ – and with what consequences?

In what follows, we sketch the theoretical background of
the paper. Engaging with literature in the sociology of
expectations (e.g. Borup et al., 2006; Konrad et al., 2017;
Van Lente, 1993, 2012) and sociotechnical imaginaries
(e.g. Jasanoff and Kim, 2015), we build on the underutilized
notion of dream as a heuristic tool. The metaphor allows us
to shift the focus from the institutionalized, stabilized and
publicly performed visions of desirable futures to the perso-
nal and individually performed visions of desirable futures.
We argue that personal dreams matter and merit more
detailed investigations on their own. Next, we introduce
our methodology. In the results section, we distinguish
four ‘data dreams’: the dream of being seen, the dream of
timeliness, the dream of connectedness and the dream of
being in control. We show how these dreams present
diverse ways of linking the overarching promissory rhetoric
to the professionals’ personal experiences, ambitions and
frustrations with European healthcare. Finally, in the dis-
cussion, we reflect on the metaphor of dreams and
explain how including attention to professionals’ dreams
can provide grounds for critical reflection and help the
development of responsible data-intensive healthcare.

Theoretical framework

Promissory rhetorics
Scholars in Science and Technology Studies (STS), Critical
Data Studies (CDS), and related fields have developed
various concepts to theorize on policy narratives and
imaginative work, and to study the complex interplay of
discourse, politics and technology. For instance, this exten-
sive body of literature focuses on mythology and future-
oriented discourses (e.g. Ames, 2018; De Wilde, 2000;
Smits, 2006). These studies describe how novel technolo-
gies are regularly surrounded by modern myths full of spec-
ulation about the future with such technologies. Instead of
viewing such narratives as mere fantasy, these scholars
aim to unpack these future narratives, for example, by dem-
onstrating (1) the many ways in which such narratives
already steer and shape our current world, (2) how the nar-
ratives are situated (culturally and temporarily grounded)
and represent all sorts of desires, values and underlying
power structures.

Scholars have also done related work on expectations
within the ‘sociology of expectations’ (e.g. Borup et al.,
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2006; Konrad et al., 2017; Van Lente, 2012). This body of
work demonstrated how both formal (which can, for
instance, be found in strategy documents of organizations)
and more informal (such as ideas that circulate in certain
organizations) expectations shape technology and technolo-
gical fields. It also describes how key actors and institutions
expect particular futures and this has important performa-
tive effects. These scholars build on concrete empirical
cases to show how expectations mobilize actors, legitimate
and justify investments, set courses of action and steer the
options to be explored by researchers and technology devel-
opers (Konrad et al., 2017; Van Lente, 2012).

A concept that has gained particular traction in the field
of STS is the concept of sociotechnical imaginaries, intro-
duced in Jasanoff and Kim (2009) and further elaborated
in Jasanoff and Kim (2015). It has inspired a growing
number of case studies to look for and investigate ‘collect-
ively held, institutionally stabilized and publicly performed
visions of desirable futures’ (Jasanoff, 2015: 4; examples of
case studies are Felt, 2015; Levenda et al., 2019; Rieder,
2018). Sociotechnical imaginaries are used to explore
how collective imaginaries legitimate specific policies
while foreclosing on others. Crucially, sociotechnical ima-
ginaries highlight the embeddedness of future narratives.
The concept emphasizes that narratives are co-produced
within heterogeneous networks of both human and non-
human actors and are often specific to particular geograph-
ical areas. This happens, for example, on national and
European levels as here actors have the capacity to structure
future narratives and combine them with powerful measures
such as ‘the selection of development priorities, the alloca-
tion of funds and the investment in material infrastructures’
(Jasanoff and Kim, 2009: 123; Rieder, 2018).

Together, this body of work offers a rich repertoire of
concepts that can be used to study the data hopes within
the European Union and its many consequences.
However, this body of literature often emphasizes that the
embedding of particular visions of the future into policies
and practices are, per definition, group achievements or
the work of particular powerful actors that can ‘mobilize
the resources for making their visions durable’ (Jasanoff,
2015: 25). The reasoning is that countries, institutions and
powerful actors operate as the most effective agents of
extending particular visions for the future as they already
exercise authority and implement the rules of the game
(Jasanoff, 2015).

In this paper, we argue that there is also much to learn
from the professionals that work towards data-driven
healthcare and how the data hopes are translated or
extended (Jasanoff, 2015: 332) to and take shape in con-
crete data initiatives. The literature seems to assume that
most professionals working on these technologies are mes-
merized by the utopian narratives or are mobilized through
expectations. We argue that analytically this is unsatisfac-
tory. Professionals are not known to naively follow the

promises for the future, nor are they willing to participate
in projects that are nonsensical or infeasible. They tend to
be highly critical of the adoption of new technologies and
other innovations if these cannot be embedded usefully in
the daily flow of their work (e.g. Berghout, 2020; Stevens
et al., 2020). Indeed, one persistent finding within the
sociology of professions literature points towards the sub-
stantial agency of professionals in tinkering with, working
around, subverting from and outright rejecting of technolo-
gies that are perceived to reduce the meaningfulness of clin-
ical work, strengthen managerial hegemony, or impact on
professionals’ discretionary space to conduct their work
(Bar-Lev, 2015; Håland, 2012; Hoeyer and Wadman,
2020; May et al., 2001). Therefore, we want to introduce
the metaphor of ‘dreams’ as an additional heuristic tool in
this paper to explore this relationship between the grand
narratives and the concrete practices in which people
work and affectively engage with data-driven healthcare.

The metaphor of dreams
We decided to tease out the analytical potential of this meta-
phor in more detail after noticing how scholars within STS
and CDS use the notion of dreams in their work; haphaz-
ardly, often without defining the term. More detailed reflec-
tion on the ways the notion is used in STS and CDS
literature allowed us to distill three different ways scholars
use the notion of dreams. First, we noticed that many scho-
lars use dreams to indicate particular visions of the future
(e.g. Koed Madsen, 2018; Wadmann and Hoeyer, 2018;
Wilmott, 2016). A clear example can be found in
Gillespie (2020) in his paper about social media platforms
and content moderation. He states: ‘all the major platforms
dream of software that can identify hate speech, porn, or
threats more quickly and more fairly than human reviewers,
before the offending content is ever seen’ (Gillespie, 2020:
2). Here the notion of dreams is used to describe a particular
hope (improved content moderation) from a certain actor
(social media platforms) and used to describe actions that
the actor takes to achieve their desired future.

Secondly, scholars use the notion of dreams to differen-
tiate portrayals of technological developments from current
practices (e.g. Aradau and Blanke, 2015; Chalmers and
Edwards, 2017; Seaver, 2017). Venturini et al. (2017) for
example, describe ‘by our trials and by our errors, we
experienced how different the practice [of] digital research
[is] from the dream of Big Data’ (Venturini et al., 2017: 10).
In such quotes the notion of dreams is discursively placed in
the realm of grand narratives and overarching discourses,
and away from actual practices. Sometimes, this use of
‘dreams’ is extended by mentioning nightmares as a clear
counterpart of the dreams to emphasize fears and negative
consequences (e.g. Ames, 2018).

Lastly, scholars use dreams to describe something highly
personal (e.g. Andrejevic, 2020; Barnes and Wilson, 2014;
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Thrift, 2014). Törnberg and Törnberg (2018) reflect on Big
Data research and state ‘the increasing use of digital ser-
vices has given social scientists unprecedented access to
previously unimaginable data: traces of the lives, dreams
and feelings of hundreds of millions of people’ (Törnberg
and Törnberg, 2018:7). In such usage, dreams become
part of the personal realm, which often needs some form
of protection.

In this paper, we argue for the analytical productivity of
taking the notion of dreams, so often used implicitly and
interchangeable, more seriously. Therefore, we use the
metaphor of dreams as a heuristic tool to study how profes-
sionals affectively engage with European Union’s data
hopes in concrete big data initiatives. We argue that the ana-
lytical suitability of this metaphor rests on the way the
notion allows us to bring together three key dimensions
of the promissory discourse of big data: the hopes of a par-
ticular future with data, tensions between grand narratives
and practices of big data and the lives and experiences of
individual professionals. The metaphor of dreams, we
argue, helps thus to understand what particular elements
of the grand promises around big data technologies are
valued by professionals and with what reason. In addition,
it helps to make an explicit connection between the under-
standing and valuing of the development of big data tech-
nologies with the actual realization of the promises in big
data pilots.

Methods

Context of this paper
In an effort to ‘master Big Data’ and to put the European
Union at the ‘forefront of the global data race’, the
European Commission decided to stimulate public–private
initiatives in its Horizon 2020 program (CORDIS, 2016).
In response to this call, we, the authors, partnered with 34
other partners in a consortium in an effort to ‘transform
healthcare through big data’ and were awarded
Horizon2020 financing (BigMediltyics, 2020). See
Table 1 for an overview of the consortium partners.

The goal of the consortium was to (1) use big data tech-
nologies to improve productivity in the healthcare sector,
(2) ensure the long-term affordability of healthcare services
and (3) stimulate the adoption of big data usage in the sector

(BigMedilytics, 2020). Together, we decided to concentrate
our efforts in eight European countries (Austria, France,
Germany, Ireland, the Netherlands, Spain, Sweden and
the United Kingdom) and work on twelve data-driven
healthcare initiatives to demonstrate the added value big
data technologies.

Our role in the consortium was to gain a better under-
standing of the formal and informal rules and regulations
that surrounded big data in each of the eight countries.
We used a broad, sociologically inspired definition of
rules and regulations. This meant that we also understood
ethical debates and societal discussions as setting important
rules for data technologies and that regulations also include
informal work practices, organizational procedures, rou-
tines and habits (see for more information also Wehrens
et al., 2020).

To gain insight into the rules and regulations, we used a
combination of qualitative research methods (Mortelmans,
2008). First, we conducted desk research. We analyzed
policy documents, news articles, scientific papers and
grey literature to become familiar with the different health
systems, the public discussions about big data and the
diverse perspectives and positions of the countries. This
document analysis resulted in draft reports about big data
for each country.

Second, we interviewed professionals (n= 145) working
on data-driven healthcare in the eight European countries
between April 2018 and December 2020. We identified
respondents via the consortium members and through our
desk research. We strived for a balance between different
professional categories (healthcare professionals, ethical
and legal experts, technology developers and data scientists,
patient representatives, policymakers and visible actors in
the public debate) in each country.

The semi-structured interviews were based on a prede-
fined topic list, focusing on several core themes
yet allowing flexibility and adjustment (Mortelmans,
2008). During the interviews, we asked questions such as:
How would you describe the current development of big
data in the [name country] healthcare field? What do you
consider to be benefits or risks for big data in healthcare –
and why? Are in your experience more informal social or
cultural norms or customs specific to [name country] rele-
vant to how big data is regulated or received?

Most of the interviews were conducted during country
visits as this meant that respondents could show us their
organizations, their projects, and we could quickly build
rapport. Face-to-face interviews are generally preferable
as they allow the interviewer to pick up subtle cues, non-
verbal communication, to get a better understanding of a
person’s context, and to establish a relationship of trust in
which the respondent feels comfortable in expressing
their thoughts on a topic (Mortelmans, 2008). In case
face-to-face interviews were not possible, we held inter-
views online or by phone. The interviews lasted between

Table 1. Overview of the 35 consortium partners.

Type of organization Number

Research institutes N= 11

Healthcare providers and insurers N= 10

Technological companies N= 7

Universities N= 6 (including us)

Pharmaceutical companies N= 1
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30 and 150 min. At the start of each session, we asked per-
mission to record the interview. In all cases, permission was
obtained, and the interviews were recorded and subse-
quently transcribed ad verbatim.

Our work eventually resulted in infographics that sum-
marize relevant regulations and practices (BigMedilytics,
2018) and video’s (BigMedilytics, 2021). More information
about our approach can also be found in the methodological
appendix we wrote about the project (Wehrens et al., 2020).

The secondary analysis
For this paper, we conducted a secondary analysis of the
collected material (Heaton, 2008; Mortelmans, 2008).
During our research meetings, we became increasingly
interested in how the strong promissory rhetoric regarding
big data in the European Union translated to concrete
healthcare settings. We noticed how our respondents
often recognized or described the grand promises of data,
but at the same time shared their own stories with us and
explained why they decided to invest time, energy and
resources into realizing data-driven healthcare. This is
how the focus of this paper emerged as one interesting
aspect in the data that needed further analysis.

What followed was an abductive analysis (Timmermans
and Tavory, 2012) in which we moved between our empir-
ical material and the theoretical concepts described above.
In this process, we gradually zoomed in on the metaphor
of dreams to analyze the ways in which professionals affec-
tively engage with the overarching promises in Europe.

We started by revisiting the 145 interviews and anno-
tated passages in which the respondents reflected on the
promissory rhetoric of the European Union (e.g. respon-
dents that explained what part of big data was important
for them) and explicitly connected those to their hopes for
their own organizations and daily work (e.g. how they
hoped that their work or organization would change as a
result of big data). We paid particular attention to instances
where respondents shared personal experiences. These were
the moments when a respondent became genuinely enthusi-
astic, included a touching personal story or changed their
tone and began telling why something mattered or what
they hoped for or dreamed about for the future of health-
care. Sometimes it was easier for respondents to share
their fears and worries instead of their hopes and wishes.
We coded these worries as ‘nightmares’ and understood
them as the opposite of the dreams, making other elements
of the same dreams visible. Including the fears and concerns
in our analysis helped us offer a richer account of the affect-
ive engagements of the various professionals we talked to.

Subsequently, we tried to find patterns in the way
respondents engaged with the overall promises. We chose
to centralize big data’s epistemic dimensions in the ana-
lysis, thus the promises related to new information and
revolutionized knowledge production. We chose this

because many promises surrounding data-driven technol-
ogy are related to promises for new information (e.g.
Anderson, 2008; Mayer-Schönberger and Cukier, 2014;
Stevens et al., 2018). This meant that we did not look at
engagement with promises related to cost-saving or
quality improvement, as we assumed that many of these
promises are implicitly rooted within a more fundamental
epistemological promise. Hopes for more efficiency and
cost-reduction of healthcare at least assume that the analy-
tics are correct and produce relevant information. This
process eventually led to descriptions of four overarching
data-driven dreams concerning healthcare information.

To ensure the quality of the eventual analysis, we critic-
ally questioned each other as co-authors. In addition, we
presented the results of our overall project to key respon-
dents at the BigMedilytics symposium in December 2020.
We organized five workshops (that included all the profes-
sional categories we identified previously) to reflect on the
past years of the project. In these workshops, we presented
our findings on the role of dreams and expectations. The
workshops fulfilled a dual role: they acted as a member
check and provided us with new and enriched data. We
asked permission from respondents for quotations.

Results
During the interviews, the respondents could suddenly
switch tone and begin to dream. Discarding managerial-
speak with its abstract statements on the importance of
data and generic talk about progress, improvement and
revolution, respondents at some moments started to
explain why data-driven technologies were important to
them, personally. A key example here is the story of a
Spanish lawyer who specializes in data protection
regulation:

For example, my daughter’s illness (…) They [medical
doctors] told me that the one doctor who has seen the
most cases like my daughter’s (…) had seen only four in
his whole life! If you can’t gather information on all the
people who have the same disease, you have nothing to
work with! It’s so important that people know that we
must share information because only then can you generate
a pool of knowledge that allows you to compare one situa-
tion to many other similar situations. Big data lets you do
this. (Spanish lawyer)

Full of emotion, the lawyer explained that big data technol-
ogies could have helped cure his baby daughter who had a
very rare type of cancer. His daughter was lucky and even-
tually recovered, but the experience was horrific. He hoped
that other parents and children did not have to go through
the same. He saw innovative big data technologies as the
solution and kept emphasizing how improved data
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sharing eventually helped to find the right treatment for his
daughter.

The metaphor of dreams makes visible how most
respondents linked the expectations of big data present in
policy discourses to particular (and often personal) experi-
ences with illness and health and to longstanding frustra-
tions with the organization of healthcare. These
frustrations often had to do with electronic patient
records, the lack of data sharing and the difficulty of obtain-
ing information. For instance, the respondents were fru-
strated that healthcare professionals in some hospitals still
used ‘paper-based patient records’ (Spanish research
manager) and ‘fax machines’ (Irish professor in health
informatics).

Upon further analysis, we saw many similarities between
the dreams of the professionals, even when the respondents
regarded their dreams as individual, particular or “only” a
personal anecdote. Moreover, we noticed that certain
dreams were more prominently used in specific groups of
professionals. Further building upon the metaphor of
dreams, we could distinguish four different ideal typical
ways the professionals engaged with the promissory rheto-
ric of big data.

In the following, we use the metaphor of dreams to
describe four ways professionals affectively engaged with
big data promises. We describe to which main group of pro-
fessionals this particular dream is connected and explain
what part of the overarching promissory rhetoric is empha-
sized and what assumptions are made. Lastly, we analyze
the consequences of each of the dreams. To set the tone,
each section starts with a characterization of the relevant
dreams and related nightmares, based on our theoretically
informed interpretation of the various stories we encoun-
tered in our interviews.

Dream of being seen
The dream: you are a patient entering a hospital. The
counter staff greets you warmly. They already know that
you are coming, remember you from a previous visit and
point your way to the consultation room, even without
asking! The doctor takes their time with you, listens prop-
erly, shares their thoughts and uses the best available evi-
dence that is tailored to your needs. You do not feel like
any old patient. You feel that the doctor really sees you.
At the end of the consultation, you feel great, supported,
and confident about the chosen treatment.

The nightmare: you are one of a crowd of patients in a hos-
pital waiting room. The hospital feels like a big factory.
Everyone is in a hurry and no professional makes eye
contact. Once in a while, a doctor peeks out of a consult-
ation room and calls a name … another name … and yet
another name. Eventually, they call yours and you follow
the doctor into the office. The doctor asks a few general

questions and quickly moves on to the usual procedure,
based on the usual evidence. You get a standard folder
explaining what you should do. You do not feel seen.
You feel invisible.

We conceptualize the first way in which professionals affec-
tively engage with the promises of big data as ‘the dream of
being seen’. In the dream of being seen, respondents stress
the importance of healthcare information tailored to the
needs of individual patients and adapted to a particular
context. The abovementioned example of the Spanish
lawyer is an example here. He emphasized throughout the
interview that he needed more specific information for his
critically ill daughter. Later in the interview, he stated:

So for me it was you know, one of the most painful parts of
this process [the illness of his daughter] was seeing that it
was so difficult to get all the information they needed to
take care of my daughter (…) and I work every day with
processing data – our clients work on big data – but
seeing this applied to something that was really relevant
for me, in a personal way, it was really hard (…) this
really impacted my own life, seeing that they [the medical
doctors] could not gather the necessary information about
my daughter at the time.

In this quote, the lawyer connects the general big data pro-
mises to the illness of his daughter and he wishes for more
detailed information about her.

Sometimes the importance of tailoring patient care
became more apparent through respondents’ fears and
worries. They fear that they or their loved ones are not
being seen and lose their identity or particularity. This
nightmare portrays a healthcare system that does not
adapt information to the patient’s situation, leading to
‘incorrect labeling of people’ (Dutch Chief Medical
Information Officer) and other misjudgments that lead to
them being misunderstood or misrepresented with all
sorts of negative consequences.

All types of respondents made remarks that fitted with
this dream when they took on the role of patient or
citizen and shared their own experiences with health and
illness. This dream was considered important when respon-
dents talked about their health or that of family and friends.
Take, for example, a health insurer from France. During his
interview, this respondent linked ideas around big data to a
prediabetes test that could give him personalized
information:

I’m not sure but I don’t think I’ve ever been tested for pre-
diabetes. I’m in my early fifties, slightly overweight. So, I
could be at risk of developing diabetes. Look at me, I
don’t think I’m obese but truth is, nobody really cares.
I’d love to have somebody tell me that I need to take a pre-
diabetes test (…). I’d love to have somebody tell me if it’s
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right for me to do that. And of course, you’d need a set of
data, otherwise, it’d just be an opinion. (…) Maybe (…)
checking if I’m at risk shouldn’t just look at scientific
data but at my behavioral data as well. Most of my spending
is by credit card. I don’t really buy fast food or stuff like that
very often. But if I did, maybe using [behavioral] data
would let somebody catch it and get back to me. So, I’ve
been a bit specific, but that’s what I’d like to see in the
future.

He states that currently, ‘nobody really cares’ about particu-
lar elements of his health. He would love to have a health-
care professional bring together his physical and behavioral
data to determine whether he needs specialist treatment.
This also illustrates how this dream inhabits a widely
shared sense of dissatisfaction with the general level of
information used in the healthcare field. The respondents
feel that care information is too often about certain groups
of patients, averages and usual responses and this restricts
its application.

Similar expressions for optimizing individual patient
care have been around for decades but have not been
broadly realized (e.g. Prainsack, 2018; Tutton, 2012). Just
as DNA research promised to individualize treatments
based on our genetic material, the hope now is to persona-
lize care by including all sorts of extra health, lifestyle and
environmental data (cf. Prainsack, 2018). Respondents
understand big data’s promises for improved decision-
making and better information as more individualized infor-
mation. The assumption is that it is possible to understand
and truly ‘see’ the individual based on new big data. A com-
puter scientist from Sweden made this connection between
the promises and personalized healthcare explicitly, ‘I think
it’s the basis of it all, at least here in Sweden, of lots of
expectations: personalized medicine, tailored medicine,
optimized healthcare based on individual needs, and so on’.

Within this dream, many respondents argued for the
importance of data sharing. The respondents were not both-
ered by disclosing personal information because it could
help calculate personalized risk scores and develop perso-
nalized treatments. In addition, respondents recognized
that large scale data were necessary to make more precise
comparisons and detailed information about every indivi-
dual possible. They frequently emphasized how data
could help others and using terms such as ‘data donation’
(Swedish policy maker), thereby discursively linking the
ethics of data sharing to notions of ‘good citizenship’ (i.e.
as something that ‘good’ citizens ought to do).

Dream of timeliness
The dream: you are a medical doctor sitting in your office
and treating a patient. You can log into a health risk
warning system to learn about the diseases that the patient
in front of you will likely develop in the future. You are

happy with this advance because it gives you time to take
all sorts of precautions. For example, you can suggest pre-
ventive measures, watch out for early symptoms and start
treatment in time. It means that you can catch the illness
early so that it will have less detrimental effects.

The nightmare: you are again sitting opposite one of your
patients. You have no idea what will happen to this patients’
health in the future. So many diseases lie in wait, and you
do not know if and when a particular condition will hit the
patient. You try to watch for the signs and take precautions,
but what will happen and what direction to take is a mystery.
This makes you insecure and hesitant to do anything.

We conceptualize the second way in which professionals
affectively engage with the promises of big data as the
‘dream of timeliness’. In the dream of timeliness, respon-
dents talked about real-time analytics that would remove
any delay between data collection and analysis, and empha-
sized the benefits of having information earlier through all
sorts of predictions. During the interviews, many respon-
dents explored the opportunities to act on timely informa-
tion. For instance, an Irish professor in health informatics
that worked closely with medical professionals for over
fifteen years talked about how overweight people could
be nudged into adopting a healthier lifestyle:

‘We can make interventions earlier; we can try and identify
people’s risk of conditions quicker. (…) If we know
someone is overweight, we can monitor what they are
buying. If we see that they are buying really poor food, if
we know that they have a very sedentary lifestyle (…)
then we could actually intervene and try and encourage
them to change their lifestyle a small bit. Try and hopefully
prevent them from getting diabetes and thus, a lifetime of
difficulty. It relates to education (…), to policies (…). But
the potential is there! (…) Why could we not develop wear-
ables and take that data and start to really look at it? Why
could we not allow those patients to manage themselves
better at home? We have machine learning systems that
are keeping an eye on them and flag up when they are
potentially going off track and (when) we need to intervene.
Then the nurse or the doctor, the general practitioner, can
pick up the phone and (…) check-up and make sure
you’re ok. I think there’s lots of potential like that. How
far away are we? Five, ten, fifteen years but, definitely,
you can see where it’s going”.

In this quote, the professor connects the general big data
promises to timely information and preventive action. He
explores how having information earlier can prevent
illness, bad decisions and, consequently, reduce harm.

The respondents’ fears and worries also expressed the
importance of timeliness. They fear that they are taken by
surprise by unexpected diseases or are too late to intervene.
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For instance, a Dutch professor and advisor in healthcare
was involved in a prediction project on a psychiatry ward.
He explained that sometimes ‘patients get very aggressive
during their treatment and that this has a lot of impact on
their caregivers. So therefore, they would like to predict
when that will happen’. Such statements bring a nightmare
forward in which healthcare is reactive instead of proactive
with all sorts of negative consequences.

This dream was especially brought to the fore by health-
care professionals and other professionals closely working
with healthcare professionals, often mentioning concrete
initiatives in healthcare organizations. For example, two
medical doctors explained during their interviews that
having timely information could help the treatment of rheu-
matic diseases (medical doctor Sweden) and lung cancer
(medical doctor Spain) because early diagnosis and early
treatment could lead to less severe diseases.

The dream inhabits a widely shared sense of dissatisfac-
tion with the lack of timely information in healthcare. Of
course, ideas for prevention have been around for decades
as medical professionals have always struggled with epi-
stemic uncertainties they face when providing care and
looked for guidance (cf. van Baalen, 2010). Now, these
expressions are fuelled by predictions that are part of the
promissory rhetoric around big data. Here the underlying
assumption seems to be that past knowledge, grounded in
enough data, could let us predict the future with near cer-
tainty (cf. Busch, 2016). A policymaker from Sweden
also emphasized the relationship between the longstanding
hopes for certainty in healthcare with newer big data pro-
mises during his interview: ‘It [big data] is a way of
making a healthcare dream come true: not only treating
patients when they have fallen ill but preventing them
from even getting ill’ (Swedish policymaker).

Within this dream, many respondents seem to emphasize
causality and prevention: there is a relation between the
future and the present and that we can and will act to
prevent. The dream assumes chronological trajectories and
that intervention is possible when things are known sooner.
The consequence is that although this dream considers both
timeliness and the opportunity to act important, they neglect
the fact that, as others have argued, the complexity of our
social world makes it hard to fix the past and predict the
future (Busch, 2016). Sometimes nothing can be done,
given a particular prediction. This means that people are
given the obligations to act and to know, which leads to all
sorts of new responsibilities (Mol, 2006). People can be
turned into ‘partial patients’ or ‘patients in waiting’ (Harris
et al., 2014; Timmermans and Buchbinder, 2010) when no
action plan may be available.

Dream of connectedness
The dream: you are a data scientist working in a healthcare
organization. You know that many data are being gathered

in and outside your organization by healthcare profes-
sionals, patients, insurers, and through various administra-
tive processes. It took quite some years, but now
everybody is convinced of the importance of connecting
all the data and willing to follow the standardized guide-
lines. This makes it possible to connect qualitative data
about patients to quantitative data collected by patients’
wearables and other databases in one structured place. All
information is finally connected.

The nightmare: you are again working as a data scientist in
a healthcare organization, but this time, you know that par-
ticular data is out there and you need it. However, you do
not know how to reach the data. You find some fragments
of datasets in different places, but you cannot connect them.
It is impossible to bridge differences. You are at a loss.

We conceptualize the third way in which professionals
affectively engage with the promises of big data as the
‘dream of connectedness’. In the dream of connectedness,
respondents stressed the importance of connecting data
and datasets and emphasized the benefits of having all
data in one place. During the interviews, the respondents
hoped that bringing together diverse data could help
uncover all sorts of new insights, information, and truths.
A health research expert from the United Kingdom
expressed such a desire for connecting data:

From my view (…) – the power [of big data] seems to be
locked is in the ability to bring together data. (…)
Bringing together large sets of data which may be drawn
from many different sources and using that data to [study]
a particular issue or problem and (…) bring new knowledge
and understanding to it which may result (…) in a different
form of knowledge that is going to make a difference for
people’s lives. (…) it’s all about bringing together a large
data set and using that to enhance one’s knowledge and
understanding of something.

In this quote, the research expert understands the promis-
sory rhetoric around big data as a wish for better informa-
tion, based on different sources. In contrast to the dream
of being seen, the respondents put less emphasis on indivi-
dual and tailored information and expressed more general
wishes for improved information and research practices.

Sometimes the dream for connecting data became appar-
ent through the respondents’ fears and worries. The respon-
dents often feared scattered and incomplete datasets and
shared their frustrations with the lack of digitization of all
sorts of healthcare information. For instance, as we men-
tioned earlier, the respondents were frustrated that health-
care professionals in some hospitals still used
‘paper-based patient records’ (Spanish research manager)
and ‘fax machines’ (Irish professor in health informatics).
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This dream was especially brought to the fore by data
scientists, IT specialists and researchers. For example, a
health researcher from Ireland dreamt about a national
system that would enable easy sharing of electronic health
records that would make her research easier:

We don’t have electronic health records. At the individual
disease stage, some hospitals have electronic databases of
patients, kind of patient case-report forming. But they are
not part of a national link, [they’re not] joined-up. Type
in your number and all your health records are in the
system. That’s the stuff of dreams.

Within this dream, the respondents confront the fragmen-
ted, distributed nature of knowledge in the healthcare
field, where data are stored in every imaginable format at
numerous locations under the control of many different
people (Nicolini et al., 2008). Respondents understand the
promissory rhetoric around big data literally as a call for
large data sets and all sorts of ‘big data environments’ (pro-
fessor in health informatics, Ireland). As a result, respon-
dents considered many aspects of interoperability and
standardization important in this dream. They mentioned
technical, semantic and organizational functionality, as
well as international standardization of regulations and pro-
cedures that need bringing together.

These respondents seemed to assume that bringing
together different data sources creates greater mass,
leading to improved information overall. This is reminis-
cent of a ‘modernist discourse’ that assumes that data are
‘out there’ and only need to be found and brought together
to come to new information (Stevens et al., 2018). Such
emphasis on data connection brings also the danger of
misuse of data. To give the example of a French computer
scientist:

The ideal image [of big data use in the next five years]
would be that finally, researchers get access to the
massive amount of data to do their research properly and
correctly, with a minimal burden. And as I said before
and that if they misuse the data, they are punished. But it
should not slow down too much the access to data
because data is research.

This computer scientist, but also other respondents stressed
the need for access to data with minimal burden, automatic
connections and retrospective checks and balances. Such
reasoning could potentially lead to harmful effects and
unjustified data access and use.

Dreams of being in control
The dream: you are the director of a nursing home and need
to decide on the investment in a particular treatment
program. You open the information dashboard on your

computer. Here, you get a comprehensive overview: you
see graphs that you can use to understand the various
options that you have quickly. You decide to click on one
of the graphs. You know how this particular calculation
was made and learn more about the algorithms and data
used. This dashboard makes you feel in control. You
have all the necessary information at hand to make a
good decision.

The nightmare: you are asked to make a similar investment
decision. In your organization, they have implemented an
artificial intelligence system that is fully equipped to
analyze data and come to conclusions independently. The
system is set in motion, but you disagree with its findings.
You want to change the decision, but you cannot get a grip
on the situation: the system is out of control, you cannot
intervene. The system seems to have a life on its own and
you do not understand what’s happening.

We conceptualize the fourth way in which professionals
affectively engage with the promises of big data as the
‘dream of being in control’. In the dream of being in
control, respondents hope for a data-driven future in
which healthcare information is controlled and decision-
making can be optimized. The dream of control inhabits a
widely shared sense of dissatisfaction with the uncontrolla-
ble and out-of-reach character of information in the health-
care field. Respondents hope, for example, for developing
medical dashboards and clinical decision support systems
that ‘doctors can use and draw conclusions from’ (Dutch
Patient Representative) or fantasize about other valuable
ways to improve decision-making in healthcare.

The respondents’ fears and worries also expressed the
importance of the being in control. The respondents fear
losing control over healthcare decisions because healthcare
decision-making is outsourced to self-learning systems and
knowledge production is ‘black-boxed and so locked up too
much’ (Swedish Professor in Public Health) for human
intervention. Such statements bring a nightmare forward
of uncontrollable self-learning systems that produce infor-
mation that conflicts with the judgment of professionals.

This dream was particularly emphasized by respondents
that were policymakers and decision-makers in healthcare,
such as policymakers and hospital managers. A policy-
maker from Sweden:

The main opportunity [for big data] is that it can improve
the healthcare sector’s efficiency and effectiveness both
on the provider and patient side. There are huge opportu-
nities, and also on the business side. You can combine diag-
nostics and treatments data in a new way to support more
intelligent decision making (…) and organize care more
efficiently.
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In this quote, he explains how both healthcare and business
decisions in healthcare could benefit from the use of big
data because it helps make more intelligent
decision-making.

This dream capitalizes on the idea that data-driven tech-
nologies might enhance decision-making in all sorts of
healthcare processes by offering new kinds of certainty
(Grote and Berens, 2019). Similar desires for control of
health and illness have always been present in healthcare
but now they are fuelled by the emergence of data science
as a field (cf. Ribes et al., 2019; Stevens et al., 2020) and
repeat age-old scientific promises: that with certain
methods and technologies we can bring together a cacoph-
ony of insights, opinions, meanings and evidence into one
coherent advice for decision-makers in healthcare.

Within this dream, many respondents seem to under-
stand control in two ways. A group of respondents inter-
preted control in the sense of understanding where
information comes from and how it is obtained. These
respondents argued for clear and transparent procedures
and algorithms, and additional training for professionals
in big data technologies. Other respondents understood
control primarily as keeping human control in deciding
when, how and under what conditions the technologies
could be used. Take, for instance, a Dutch professor and
healthcare consultant:

If you use algorithms to come up with a diagnosis, of
course, you can say, there is still a doctor behind it. But
slowly and surely, this position is no longer tenable. If
that algorithm is so much better than a doctor, you can no
longer say ‘there is a doctor behind it’. So in that case,
you have to look for other ways to show that you are in
control of the algorithm.

In this quote, the professor understands that it might not
always be possible to control ‘algorithms’ but also not
always tenable to uphold existing conditions for the use
of the techniques and searches for other ways in which
such technologies could be controlled.

Discussion
In this paper, we explored how professionals affectively
engage with the strong promises that surround big data
technologies in Europe. We argued that, while there is a
lot of attention to promissory rhetoric and critical policy
evaluations, reflections on how professionals affectively
engage with the overarching promises in Europe are often
missing in such analyses. We utilized the metaphor of
dreams as a theoretical heuristic to study in more detail
how professionals affectively engage with European
Union’s data hopes in twelve concrete big data initiatives
in healthcare. The metaphor allows us to distinguish
between four common, ideal typical dreams: the dream of

being seen, the dream of timeliness, the dream of connect-
edness and the dream of being in control. In this discussion,
we reflect on the analytical productivity of the metaphor of
dreams and consider how bestowing more analytical atten-
tion to affective engagement can positively contribute to the
development of more responsible big data technologies.

The metaphor of dreams helped us understand how the
respondents engaged with the grand promissory rhetoric
surrounding data-driven technologies. They linked the
grand promises to their own experiences with health and
healthcare, which could include general, slow, scattered
or uncontrollable information. They also connect the
grand promises to desires and needs that are arguably fun-
damentally human: being seen, feeling connected, feeling
secure, and feeling protected against harm.

With this analysis, we seek to make two contributions to
the field of CDS. The first contribution is that the metaphor
of dreams allows for a form of critical reflection on data-
driven technologies and practices that does not take strate-
gic window-dressing or naive trust as primal points of
focus. Rather than focusing solely on the performative
power of expectations and promissory discourse, this ana-
lysis has highlighted its affective dimensions. This allows
for a form of generative critique (Verran, 2001) that takes
the daily practices and experiences of professionals as a
starting point. Such an analysis shows different things
than critical studies that, for instance, reveal patterns of
power (e.g. Micheli et al., 2020; Tanninen, 2020) and
focus on how big data technologies (re)produce forms of
discrimination and inequality (e.g. boyd and Crawford,
2012; Cruz, 2020; Lee and Bjorklund Larsen, 2019;
Tubaro et al., 2020). Instead, the metaphor of dreams
allows us to pay close attention to how professionals
engage with promises and the priorities they uphold. This
shows the different futures that the professionals hope for
and opens up avenues to question some of the implicit con-
nections that they make (cf. Latour, 2004; Puig de la
Bellacasa, 2017; Verran, 2001).

The second contribution is that the metaphor of personal
dreams offers an analytically fruitful entrance for CDS
scholars (and other social scientists) to engage with profes-
sionals in data initiatives. We noticed how the careful iden-
tification of different dreams and the affective engagements
within them makes the normativities of data-driven health-
care more specific. While doing our fieldwork and partici-
pating in the consortium, we noticed how our focus on
dreams enabled professionals to develop a language to
evaluate what matters most to them when developing big
data technologies in healthcare. This helped to move
beyond the general promises to reflect on the particular
ways big data was being shaped in healthcare practice.

We argue that including attention to dreams in our work
can help shine an additional critical light on the big data
developments. The approach we took in this paper moves
away from many critical (policy) analyses but also from,
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for example, normative academic ethics focusing on
abstract principles (e.g. ‘fair’, ‘transparent’ and ‘trust-
worthy’ data analytics) that attempt to solve all sorts of
ethical (and, in parallel, legal) issues surrounding data-
driven technologies upfront (Stevens, 2021; Wehrens
et al., 2021). Instead, we argue for the importance of empir-
ical research to study how data-driven technologies become
part of healthcare practices. Not from an ‘externalist’, but
rather from an ‘internalist’ perspective, in which we, as
researchers, accompany the development of data-driven
healthcare (cf. Verbeek, 2014). This means following and
critically thinking along with all kinds of data-driven
experiments currently underway in the healthcare sector.
Here, professionals learn to work with data (Wallenburg
and Bal, 2019), balance multiple, conflicting regulatory fra-
meworks (cf. van de Bovenkamp et al., 2014, 2020), negoti-
ate about epistemic norms and values (Stevens et al., 2020)
and affectively engage with European Union’s data hopes.
Insights from such studies can be used to question the impli-
cit connections that are made, evaluate (policy) choices,
steer away from any negative consequences and can help
to create more responsible data-driven innovation in health-
care (Stevens, 2021).

To conclude, we argue that it is vital to study data-driven
practices and shed light on the affective engagements
through which data-driven technologies and initiatives are
formed. We chose to do so via the metaphor of dreams
that gives insights into the affective dimensions of data-
driven promises in a way that is fuelled by empirical
research. Such a study does not provide ready-made alterna-
tives or solutions or improvements for data practices.
However, listening to dreams and fears allows for due atten-
tion to the affectivities and normativities of the profes-
sionals and can help to improve the practices of
data-driven healthcare.
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