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ABSTRACT Model Driven Architecture (MDA) is the most prominent and accepted methodology based
on the Model Driven Development (MDD) principles. MDA includes three abstraction levels: Computer
Independent Models (CIM), Platform Independent models (PIM) and Platform specific models (PSM).
MDA encourages the automatic transformation of models as a means to increase the speed of the software
development process and to prevent human errors. There are plenty of solutions to transform PIMs to PSMs,
however the CIM to PIM transformation does not receive a similar attention. In that sense, this paper aims to
describe a systematic mapping to analyze the main characteristics of the approaches that deal with the CIM
to PIM transformation as well as to discuss research directions stemming out from our analysis. The results
of this mapping study could be a valuable information source for the scientific community in order to know
the real advances in this topic and to avoid unnecessary effort dealing with problems that have already been
addressed. For example, this study yielded the models at the CIM level that have already been transformed
into models at the PIM level. Hence, with this information, the researchers could focus their attention on
finding solutions to transform those models at CIM level that have not been transformed into models at PIM
level. Likewise, this mapping study provides information regarding the technological support of this type of
transformation. This information could be useful for those software projects interested to adopt MDA.

INDEX TERMS Model driven architecture (MDA), computer independent models (CIM), platform inde-
pendent models (PIM), systematic mapping.

I. INTRODUCTION
Model Driven Architecture (MDA) is a software develop-
ment methodology based on the Model Driven Development
(MDD) promoted by the Object Management Group (OMG).
Defining the structure, semantics, and notations of models
using industry standards is the main specification of MDA
which enables us to deal with complexity and derive value
from models and modeling [1].

MDA encourages the creation and transformation of mod-
els at different abstraction levels. Three types of models are
defined: Computation Independent Models (CIMs), Platform
Independent Models (PIMs) and Platform Specific Models
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(PSMs). As models increase the abstraction level on enter-
prise software systems, they improve the communication,
understanding and analysis between software developers [2].

The adoption of MDA specifications may increase the
productivity in the software development process, reducing
costs in terms of implementation time and supporting the
evolution of the systems. Since these advantages, several
solutions for the transformations Model to Model (M2M)
have been developed, generally from PIM to PSM and from
PSM to Code. However, it is not easy to find approaches
that deal with the CIM to PIM transformation [3]. This gap
hinders the exploitation of the MDD capabilities for the
whole software lifecycle. For example, it is not possible to
ensure that PIM models cover completely all the elements
captured in the business models. In spite of these facts, the
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TABLE 1. Criteria applied in previous reviews.

research community does not stop at finding solutions for the
transformation of CIM to PIM, even some of them have been
able to automate some transformations. The transformation
from CIM to PIM may avoid misunderstandings in the early
stages of development, being important to improve the com-
munication between business experts, stakeholders, software
analysts and software designers.

On the other hand, the researchers who are interested to
deal with the CIM to PIM transformation have to devote a
considerable time to gather and analyze the published mate-
rials related to this topic. Usually, this type of information is
presented by review studies in a compressible and resumed
format. Although several reviews related to MDD have been
carried out [3], [4], [5], [6], [7], [8], [9], [10], we found few
reviews regarding this topic. As the best of our knowledge, the
study of Sharifi et al. [11], is the only review addressing the
CIM to PIM transformation. However, since this study was
conducted in 2012, it is suitable to analyze the most recent
advances in this field. The criteria applied by Hamid Reza
Sharifi et al. were used as a guide to define the criteria for
our review.

Habba et al. analyzed approaches that discuss the oper-
ational alignment by reducing the gap between business
requirement, business process, and software system [12].
However, they are not focused on the MDD context. Hence,
relevant questions like transformation languages and trans-
formation tools are beyond their scope. Moreover, this
review does not explore the methodological dimension of
the approaches or their impact in improving the software
development process.

The review of Kharmoum et al. is focused only on the
CIM level but includes some criteria that we reused for our
mapping, for example the criteria regarding the models con-
struction and transformation [13]. Table 1 depicts a summary
table with the main criteria that these reviews consider.

Taking into account the aforementioned reasons, the aim of
this paper is to characterize the approaches that deal with the

transformation from CIM to PIM. To conduct the review of
the existing proposals, we have applied themethod of system-
atic mapping. This method allows to make a characterization
of the revised works taking into account the fulfillment of a
set of steps that lead to the results that can be classified [14].
The results of this method will show the progress in this
topic as well as the main gaps that may be addressed for the
scientific community.

The results of this review could be useful for both
researchers and software developers. The researchers on
MDA field can either deal with the gaps of the existing trans-
formations or create new transformations. Whereas software
developers can adopt for their projects those CIMs and PIMS
which have been employed in automatic transformations.
Likewise, this mapping study attempts to clarify regarding
the technological support for this type of transformation.
Hence, the software development managers can exploit this
information to choose themost suitable technology according
to the characteristics of their projects.

Furthermore, this study will illuminate about the real
state of the adoption of formal models in the CIM and
PIM levels. Formal models are a collection of well-defined
mathematically-based techniques [15]. A formal modelling
language consists of a description of its well-defined syntax
and semantics that enhance the readability and the expres-
siveness of the language. This type of models can be used to
check system properties such as performance, reachability,
consistency and correctness, mathematically [15]. The neg-
ative consequences of adopting non-formal notations have
been extensively discussed for the scientific community [16].
Likewise, the benefits of adopting formal models in theMDD
context have been discussed in the works which are in the
intersection of software engineering community and ontolog-
ical engineering community [17], [18]. Hence, analyzing the
real state of this topic might yield valuable insights for both
communities.

On the other hand, to know what methods have been
applied to evaluate the transformations is a concern for the
scientific community. Hence, we also attempt to provide the
answer to that question.

Likewise, usually the MDD-based approaches lack of
methodological specifications. This gapmay hinder the appli-
cation of these approaches in a systematic and unambiguous
manner. Therefore, to know the real state about this issue in
the approaches that deal with the CIM to PIM transformation
could be useful to confirm if this is an existent problem.

The rest of the paper has been structured as follows.
In Section II the process of systematic mapping is explained.
In Section III the results are analyzed. Finally, the conclu-
sions and related work are presented.

II. MODEL DRIVEN ARCHITECTURE (MDA)
MDA lays on four principles [19], [20]:

1) Models expressed in a well-defined notation are a cor-
nerstone to system understanding for enterprise-scale
solutions.
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2) Building systems can be organized around a set of mod-
els by imposing a series of transformations between
models, organized into an architectural framework of
layers and transformations.

3) A formal underpinning for describing models in a set of
metamodels facilitates meaningful integration and trans-
formation amongmodels, and is the basis for automation
through tools.

4) Acceptance and broad adoption of this model-based
approach requires industry standards to provide open-
ness to consumers, and foster competition among
vendors.

Some ways to derive value from models and modeling that
contribute dealing with the complexity and interdependence
of complex systems are [1]: Models as communications vehi-
cles; derivation via automated transformation; model analyt-
ics; model simulation and execution; deriving information
from models; and structuring unstructured Information.

Three types of models are defined in MDA: Computation
Independent Models (CIMs), Platform Independent Models
(PIMs) and Platform Specific Models (PSMs). A CIM does
not show details of the structure of systems. A CIM is fre-
quently referred to as a domain model, and its specification
uses a vocabulary that is common to users of the domain area.
A PIM describes the system, but does not show details of
its use of its platform. On other hand, a PSM combines the
specifications in the PIM with the details that specify how
that system uses a particular type of platform [2].

CIMs are crucial in bridging the gap between the domain
experts and the experts of the design and construction of
the artifacts that together fulfill the domain requirements.
CIMs help in presenting exactly what the system is expected
to do. CIMs are valuable, not only to comprehend a prob-
lem, but also as a instrument to share vocabulary with other
models [21].

The CIM to PIM transformation allows to use the CIMs
not only as a means of communication between domain
experts and software developers. This transformation is a
key step to ensure that business information is conveyed and
respected throughout the MDA process [22]. In addition, this
transformation enables traceability links between require-
ment specifications, represented in the CIMs, and PIM and
PSMartefacts that implement them [21]. This link contributes
to ensure the quality in the software development process by
making easier that any changes in CIM level will reflect the
PIM and the PSM levels [23].

III. METHOD OF SYSTEMATIC MAPPING
A systematic mapping (SM) is a secondary study to create
a classification scheme and structure an interesting field in
software engineering [14]. The SM results enable the propos-
als and results of research into a certain field to be organized
by thematically analyzing and identifying the main outlets of
publication. An SM is considered a prior and necessary step
for determining suitable areas for a more in-depth study [24]
and conceives the follow stages [25]:

1. Definition of research questions (RQ)
2. Search execution
3. Work selection and quality evaluation
4. Data extraction
5. Analysis and classification
6. Mapping evaluation
The following sections present the results of the activities

for each stage in our mapping.

A. DEFINITION OF RESEARCH QUESTIONS (RQ)
RQs should be defined according to the main study objectives
and should consider four elements:
1. Population: researchers and professionals involved in the

creation or adoption of MDA-based approaches.
2. Study factor: current state of the transformation from

CIM to PIM.
3. Intervention in the comparison: approaches that deal

with the transformation from CIM to PIM.
4. Result: main features of the approaches that deal with the

transformation from CIM to PIM.
These elements enabled the RQs to be defined. According

to Petersen’s recommendations, the research questions can be
classified into two categories: those that focus on common
elements and those that focus on the topic area. RQ.7 and
RQ.8, therefore, belong to the first category whereas the other
questions are focused on the study topic. We formulated the
following questions for this study:
• RQ.1 - What languages/notations are used to represent
the CIM level?

• RQ.2 - What languages/notations are used to represent
the PIM level?

• RQ.3 - What transformation languages are used?
• RQ.4 - What tools are used to transform CIM to PIM?
• RQ.5 - How is the transformation carried out: tool-
support or manual?

• RQ.6 – What transformations (source model- target
model) have been carried out?

• RQ.7 - What research types and research methods have
been applied?

• RQ.8:What quality attributes of the software develop-
ment process are improved with the CIM to PIM trans-
formations?

• RQ.9What methodological aspects do these approaches
deal with?

The answer of these research questions will help to identify
the state of the art regarding the transformation from CIM to
PIM during the period between the years 2002 and 2022. The
starting point is 2002 because in that year OMG introduced
to MDA as an approach in Software Engineering.

B. SEARCH EXECUTION
The selection of locations and the definition of the search
strategy are crucial factors for a successful search. For the
purposes of our study, we selected Google Scholar, ACM,
IEEE, Springer and Scopus databases. Springer, Scopus,
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TABLE 2. Search results.

ACM and IEEE are some of the most important databases
in the field of software engineering while Google Scholar
is a very popular search engine in the research community.
Although Google Scholar includes ACM, IEEE, Springer and
Scopus references, it also recovers documents that are not
included in previous databases and which might be useful
for our study. Google Scholar has been extensively applied
to execute searches for systematic mappings [26].

The search string was created by combining keywords
related to the research topic. This was an iterative process.
We used the following search string for the searches:
‘‘CIM and PIM’’ or ‘‘CIM to PIM’’ or ‘‘Computation

independent model to Platform independent model’’
For each database, we executed the search in keywords, title

and abstract fields. We conducted the search in the period
from 2002 until March, 2022.

IEEE (‘‘All Metadata’’:CIM to PIM) OR (‘‘All Meta-
data’’:‘‘computation independent model’’ to ‘‘platform inde-
pendent model’’ )

Table 2 depicts the results of the search in the aforemen-
tioned databases. All these proposals were analyzed, to carry
out the studies filtering (See Table 2).

C. SELECTION PROCESS
Article selection was guided by the following exclu-
sion/inclusion criteria:

• Inclusion: Articles in journals, scientific events that
propose solutions to the transformation from CIM to
PIM in MDA environments.

• Exclusion: (i) Investigations that do not deal with the
transformation from CIM to PIM. (ii) Investigations that
present only ideas or reflections about the transforma-
tion from CIM to PIM.

The selection process included four steps. In the first step,
each reviewer applied the inclusion/exclusion criteria based
on the title and abstract of randomly appointed publications.
The second step consisted in applying the inclusion/exclusion
criteria to the introduction, conclusions and references of
the remaining papers. This new set of papers is called the
candidate set. Finally, the candidate papers were analyzed
by a shallow reading first and with a full reading for those
that raised doubts. Table 2 shows the candidate and selected

FIGURE 1. Classification scheme.

papers. Finally, the execution of these four stages allowed the
selection of 53 relevant works, showed in Table 3.

D. RELIABILITY EVALUATION OF THE
INCLUSION/EXCLUSION CRITERIA
In order to evaluate the reliability of the exclusion/inclusion
criteria, we selected a sub-sample of the full population of
the publications. More specifically, we selected the first 50
references obtained from the Scopus search.

After applying the inclusion/exclusion criteria, the titles
and abstracts of these 50 papers were used to classify the
papers in a separate review (see Table 4). This review was
performed by two independent reviewers. Cohen’s Kappa
coefficient [27] was applied to calculate inter-reviewer reli-
ability. The reliability value was satisfactory (KA=0.71).

This result proves that there is a set of criteria which are
clearly defined and that there is no significant divergence
among reviewers [28].

E. CLASSIFICATION SCHEME
The classification schemewas defined according to the objec-
tives of this study. Fig. 1 depicts a graphical representation of
the classification scheme.

1) PROCESS QUALITY
This refers to the quality attributes of the development pro-
cess that are improved with the analyzed approaches. The
attributes are classified into productivity, efficacy, efficiency
and cost.

2) METHODOLOGICAL PROPOSAL
This refers to the publications which mainly deal with the
methodological aspects of a proposal. The possible values
may be either Total (if the approach completely defines
the required activities, roles and artifacts) or Partial (if the
approach partially defines the required activities, roles and
artifacts).

3) MODELS AND LANGUAGES/NOTATIONS TO REPRESENT
THE CIM LEVEL
The most common models are the BPMN models, UML
activity diagrams, UML Use case diagram and IDEF models.
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TABLE 3. List of selected works.
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TABLE 3. (Continued.) List of selected works.
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TABLE 3. (Continued.) List of selected works.

TABLE 4. Application of the kappa index.

Regarding formal notations, OWL ontologies are the most
common.

4) MODELS AND LANGUAGES/NOTATIONS TO REPRESENT
THE PIM LEVEL
The most common models are UMLUse case diagram, UML
Class diagram and other UM-based models. Similar to the
CIM level, regarding formal notations, OWL ontologies are
the most common.

5) TRANSFORMATIONS
First of all, we are interested to know how the transformation
is carried out, the values could be either manual, automatic
or semiautomatic. Besides, we would like to know the trans-
formation languages as well as the tools that support the
transformations. The most popular transformation languages
are ATL and QVTwhereas EclipseModeling Framework and
Eclipse Plugins are the most common technologies to support
the transformations.

6) RESEARCH TYPE AND RESEARCH METHOD
This classification is based on the scheme described
by Petersen [25] and which is based on the work by
Wieringa et al. [29]. Research can either be classified as
solution proposals, evaluation research or validation research.
In evaluation research, it is possible to use either the industrial
case study or the controlled experiment with practitioners
research methods, whilst in validation research it is possible
to apply either the academic case study or the laboratory
experiment as the research method.

F. VALIDITY THREATS
In order to reduce the effect of potential threats, we performed
the following mitigation actions:

1) DEFINITION OF RESEARCH QUESTIONS
We performed two main actions in order to cover the maxi-
mum number of aspects in our mapping study. First, we held
separate brainstorming sessions with every author in order to
define and cast the research questions. Additionally, the defi-
nition of the research questions followed an iterative process
whereby we updated each research question and even include
new ones when necessary.

2) IDENTIFICATION OF CANDIDATE STUDIES
Since software engineering keywords are not standardized,
it is possible that the selected keywords in conjunction with
the search string, might not retrieve every relevant publication
on the topic of the mapping study, i.e., CIM to PIM trans-
formations. In order to mitigate this risk, we also applied an
improvement of the snowball sampling technique and which
consisted in also checking the publications that cited some of
the works already present in the first set of selected papers,
but which had not been displayed by the list of search results
of the aforementioned search string. The benefit of this action
is twofold. On the one hand, it we discovered that the citing
paper addressed CIM to PIM transformations, its inclusion in
the list of papers to be analyzed permitted to broaden themap-
ping the study and complement it with papers which might
have gone unnoticed otherwise. On the other hand, the fact
that a paper on the CIM to PIM transformation topic cited a
paper shortlisted in the search based on the selected keywords
and the search string, served to reinforce the inclusion of the
cited work in the mapping study.

3) SELECTION OF THE PRIMARY STUDIES
In order to avoid bias associated with the reviewer
when selecting articles for the mapping study, the inclu-
sion/exclusion criteria were defined. These criteria were eval-
uated (see Section 2.3.1) to enhance the reliability of the
results and to reduce bias.

4) DEFINITION OF THE VALUES FOR THE CLASSIFICATION
CRITERIA
We adopted standard criteria whenever possible. For exam-
ple, for the product quality characteristic criteria we adopted
the international standard ISO/IEC 9126-1. Likewise, for the
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FIGURE 2. Number of publications per year.

research types and research methods we adopted the scheme
proposed by Wieringa et al. [29].

5) DATA EXTRACTION
We created a spreadsheet to record the data of each paper.
This approach made it easier to process the data. We also
included a description for each criterion in order to assist the
extraction process. This approach ensured that every reviewer
used the same criteria. Furthermore, as some authors [30],
[31] recommend, the data extracted were reviewed by a third
reviewer in order to reduce bias.

IV. RESULTS AND ANALYSIS
The analysis of the results after the data extraction process
is the next step in the mapping study. Fig. 2 depicts the
number of publications per year in the time period 2005 until
February 1, 2022. During the period 2013-2021, the number
of publications in this research field was steady between
4 and 8 per year. This behavior demonstrates that the CIM
to PIM transformation deserves the attention of the research
community. However, it also evidences that this topic does not
receive the same attention that other topics among the MDD
field. For example, the number of publications related to
Model driven user interface development (MDUID) has been
steady above 6 publications, even with a peak of 12 in 2015
(See Fig. 3). Tomake a comparative analysis of the works that
deal with the CIM to PIM transformation with respect to the
total of works using theMDD/MDA approach, we have made
a search in the SCOPUS database. We searched the papers
in the subject area of Computer science that include ‘‘Model
driven development or Model driven architecture’’ in title,
abstract or keywords. The search yielded 5,306 documents.
Hence, since we found 53 works that deal with the CIM to
PIM transformation, we can estimate that these works repre-
sent about 1 % of the published works related to MDD/MDA.
This is only a preliminary comparative analysis but a more
rigorous, critical and comparative study of the current state of
art could be an interesting matter for a future research work.

RQ.1 -What languages/notations are used to represent the
CIM level?

TABLE 5. Most common models at CIM level.

TABLE 6. Most common models at CIM level since 2016.

TABLE 7. Most common models at CIM level before 2015.

FIGURE 3. Number of publications about MDUID per year.

This is one of the most common questions that the
researchers in this field address. We found that 31 types of
models have been used to represent the CIM level. As we
expected, UML-based models and BPMN models are the
most common types of models. Table 5 shows the models that
have been adopted at least for three works.

Table 1 shows the full list of the model types adopted for
each analyzed work. We reduced this analysis by examining
only the 30 works of the last 5 years (since 2016). This
new analysis yielded that BPMN models are the most widely
adopted (50%), followed by UML-based models as well (see
Table 6).

To know how the adoption of these types of models has
evolved, we focused the analysis on the 14 oldest approaches
(that is, those produced before 2014). Similarly, to the two
previous analyzes, BPMN models and UML-based models
are the most frequently used (see Table 7). However, when it
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TABLE 8. Formal models used at CIM level.

comes to representing busines process models, BPMN and
UML Activity diagram have been adopted almost for the
same number (4 and 3 respectively) of works. This behavior
demonstrates that in the past the two types of models had
an equivalent usage, but currently BPMN has become the
de-facto standard to represent business process models. The
percentage of works could be a better metric to illustrate this
trend. Fig. 4 clearly shows this behavior. Despite the fact that
in 2016 and 2018 both types of models were used for the
same number of works, it is evident that since 2010 BPMN
has been the most adopted one. The fact that in several years
BPMN has been used for the 100 % of the works and that
since 2013 it is being adopted by, at least, 40 % of the works
is solid evidence of the acceptance of BPMN.

On the other hand, to know what types of formal mod-
els have been used at the CIM level is another interesting
question to address in this mapping. Regarding this topic,
as it is shown in Table 8, we found that five types of formal
models have been used. OWL ontologies are the most used
formalism to represent business process models and domain
models. The fact that only five works (5,6 % of the total)
adopted formal models is strong evidence that confirms the
little attention that formal models receive in this context. The
analysis of causes and consequences of this finding could be
a useful research direction. Most of the MDA methodologies
are based on semi-formal notations and, hence, they do not
enable formal reasoning about developed specifications. As it
has been analyzed and formally described by other authors
[16], the expressiveness of the constructs of non-formal nota-
tions (UML, BPMN, etc.) may lead to implicit consequences
that can go undetected by the designer in complex diagrams,
and cause various forms of inconsistencies or redundancies
in the diagram itself. This may result in a degradation of the
quality of the design and/or increased development times and
costs. Therefore, to check that a model is consistent to its
meta-model, it is required, but it is not sufficient, to ensure
the quality of a model if we are not using formal notations.
The main advantage of formal methods is that they offer the
possibility of carrying out reasoning tasks for verification and
validation purposes [32].

In the CIM level, the business is represented by the busi-
ness process view and the domain view. Some authors include
the system requirement view in this level as well [33]. Hence,
to know the models that cover these three dimensions is
another interesting question. The business process view is
represented mainly by BPMN model and UML Activity

TABLE 9. Most common models at PIM level.

TABLE 10. common models at PIM level from 2016.

diagram, whilst the requirement view is usually represented
by using UML Use case diagram. These last two views are
usually covered in these approaches, however few papers
include domain models. OWL was the most employed for-
malism to represent domainmodels, as it was adopted in three
papers [33], [34], [35]. Other models to represent domain
specific information have been used, for example Emotional
Model [36]. Taking into account these facts, a conclusion of
this study is that the domain view has not been extensively
addressed by the analyzed approaches. Since in domain mod-
els relevant busines information is identified, the insufficient
coverage of this view affects the completeness of the CIM
level which may hinder the automatic generation of system
models.

RQ.2 -What languages/notations are used to represent the
PIM level?

Similarly, as in the case of the CIM level, this is one
of the most common questions that researchers in this field
address. We found that up to 28 types of models were adopted
at this level in the list works analyzed. Table 9 shows the
models that have been adopted by at least 3 works. As we
expected, the UML-based models are the most common. The
fact that 44 works (83 % of total) adopt some UML-based is
strong evidence that demonstrates the extensive use of UML
to represent models at the PIM level.

We carried out an analysis of the 30 most recent works
(from 2016). As Table 10 shows, the list of the most adopted
models in the last years coincidences with those of the
Table 9. This result demonstrates that UML is the preferred
modeling language to represent the PIMs. Furthermore, this
analysis reveals that IFML (Interaction Flow Modeling Lan-
guage) has become in a popular modeling language. IFML is
an OMG recommendation for modeling the content of front-
end applications, interface composition, user interaction and
control behavior [37], [38]. Likewise, the analysis of the
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FIGURE 4. Comparison of BPMN and UML AD.

FIGURE 5. Comparison of ATL and QVT.

14 oldest works indicates that UML-based models were the
most employed as well.

The fact that some models have been used in both lev-
els is an interesting finding after analyzing the models that
have been adopted to represent the CIM and PIM levels.
These models are: UML Activity diagram, UML Use case
diagram and UML Domain model. This finding shows that
the classification of some models is still a discussion topic
in this context. Specially to define the level that should be
considered for the requirement models.

RQ.3 -What transformation languages are the most
adopted?

We found that 35 works (66 %) use some transformation
language. The analysis revealed that ATL (16) and QVT (14)
are the most used. Hence, 86 % of the works that adopted a
transformation language adopted either ATL or QVT. Only
5 works adopted a language different from ATL or QVT.
The application of OWL to represent transformation rules
[39] is an interesting finding of this analysis which indicates
the potentiality of OWL to support the MDD paradigm as a
modeling language and as a transformation language as well.

Since ATL and QVT are the most predominant transfor-
mation languages, to analyze the evolution of their usage in
the time could be likewise useful. Fig. 5 depicts that till 2015
(except in 2013), QVT (dotted curve) was preferred. Actually,
in 2007 and 2011 the 100%of theworks usedQVT.However,

the graph in Fig. 5 that use percentages shows the trend to
increase the usage of ATL in the most recent works.

We consider that is also useful to know what specific
language of the QVT standard has been adopted. This anal-
ysis yielded that six works use the Operational Language
[23], [33], [34], [40], [41], [42], but eight do not mention
the specific language that they use. The lack of information
hinders a more precise analysis, but the evidence indicates
preliminarily that most works have used the Operational
Language of the QVT standard.

RQ.4 -What tools are used to transform CIM to PIM?
As mentioned for the transformation languages, some

papers point out that they carried out automatic transforma-
tions, but they do not provide any information regarding the
transformation languages and tools. Taking into account this
limitation, we found that there is not a wide variety of tools to
support the model transformations. Eclipse has been used in
16 works. It means that 70 % of the 23 works that specify
the tool applied to support the model transformation. The
examination of the 16works that adopt ATL as transformation
language reveals that 13 of them adopted Eclipse and three of
them do not specify the tool used. However, since that the
ATL Plugin is the de facto tool to support the specification
of ATL rules, we could assume that these three works use
Eclipse as well.

Differently to ATL, 12 of 14 works that adopt QVT do not
specify the tool adopted to support the model transformation.
This fact could be considered as a gap of these works in terms
of completeness. This type of information could be necessary
to carry out a complete assessment of the approaches.

On the other hand, some plugins based on Eclipse
have been developed, for example Papyrus Modeling
Tool, Acceleo Plugin and MoDAr-WA Plugin. Further-
more, other tools have been developed, for example
AMADEOS [4], Attribute Graph Grammar (AGG) tool [43]
and BPSec-Tool [44].

RQ.5 -How is the transformation carried out?
The imprecise description of how the transformations are

carried out is a recurrent gap of the analyzed approaches.
Some papers point out that they carried out automatic trans-
formations, but they do not provide any information regarding
the transformation languages and tools adopted to support
the model transformations. Thus, taking into account this
gap, the analysis yielded that 16 works carried out manual
transformations. However, we consider that regarding the
transformation, themost interesting analysis is to explore how
the way of carrying out model transformations has evolved
over time. Fig. 6 depicts for each year the percentage of works
with tool-support (automatic or semiautomatic) transforma-
tions (blue dotted curve) and manual transformations (red
curve).

This examination reveals that except in 2014 and 2015, the
number of works with tool-support transformations has been
superior than the works with manual transformation. Besides,
since 2016 there aremoreworks that make use of tool-support
transformations. This behavior could be motivated for the
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FIGURE 6. Comparison between manual and tool-support
transformations.

TABLE 11. Most common transformation types.

maturity of the tools that support the model transformation.
The experience of the researchers and practitioners with the
technologies to support the model transformation might be
another factor.

RQ.6 -What transformations (Source-Target) have been
carried out?

This is another common question. We found 67 trans-
formation types. The most common are the transformation
BPMN BPD to UML Activity diagram and BPMN BPD to
UML Use case diagram. The other common transformations
are related to BPMNBPD and UML-basedmodels. However,
surprisingly OWL Domain model -> UML Class diagram is
one of the most frequent transformations. Table 11 shows the
most frequent transformation types and Table 12 shows the
full list of transformations.

Focusing the analysis on the BPMNmodels, we found that
they were transformed into 13 types of models and was the
source model for one transformation (OWL Business process
model -> BPMN BPD). This is indicative of the extensive
adoption of BPMN models in the MDD context. Another
interesting finding of our analysis is that 50 transforma-
tions include an UML-based model either as source or target
model. It means that 75% of the total transformations include
an UML-based model. In addition, if we take into account
the BPMN models, which are together with UML models a
recommendation of OMG, we found that 56 transformations

include one of the two types of models. It means 84 % of
the total of transformations. These statistics confirm that the
majority of works have focused their attention to adopt OMG
recommended models in the MDD context. Furthermore, the
statistics corroborate that BPMN and UML models are the
standard for the CIM and PIM levels.

The main problem which remains in order to more effec-
tively generate an IT system from business requirements is
how to build a CIM so that it can be automatically trans-
formed into a PIM [21]. In that sense, we realized that,
in addition to the languages to represent the CIM and PIM
levels, the definition of a specific strategy to construct the
CIMs might be a key step to achieve the CIM to PIM trans-
formation. We found different strategies, for example using
Patterns and archetypes [21], defining guidelines to create the
models [22], using a pattern-matching NLP technique [45],
Part Of speech and coreference resolution to elaborate user
stories [46], guiding the identification of business objects [47]
and defining a set of Linguistic Syntax Patterns (LSP) and a
business context to guide the business expert in the annotation
of the business processes and alleviate the complexity of the
identification of use cases [48].

RQ.7 -What research types and research methods have
been applied?

We found only three evaluation researches, two of them
conducted a controlled experiment with practitioners [4], [48]
and the other applied an industrial case study [44]. This is
strong evidence of the lack of empirical studies to demon-
strate the impact of these approaches. Rodríguez et al. [44]
assessed the opinion of the organization regarding the possi-
bility of being able to express security in business process
models; the learning curve associated with the application
of the method and the use of the tools to facilitate the
business analysts’ work. Whereas Ben Ayed applies useful
metrics to evaluate the transformations. In this work, the
Recall is the ratio that indicates the capacity of a trans-
formation to return all elements specified by the expert.
The Precision is the ratio of real elements generated by the
transformation that were identified by an expert. It indicates
how accurate the transformation rules are in the generation
of the target model. In addition, they used the F-measure
to have the harmonic mean of recall and precision. These
metrics have been applied by other approaches to evaluate the
transformations [4].

Some papers [49] carry out a theoretical evaluation taking
into account some criteria, such as: CIM coverage (busi-
ness process, requirement and domain view), PIM coverage
(Behavioral and structural), way of transformation (Auto-
matic, manual, semi). Usually, they analyzed how other
approaches fulfill these criteria and compare them with their
own approach.

RQ.8 -What quality attributes (productivity, efficacy, effi-
ciency and cost) of the software development process are
improved with the CIM to PIM transformations?

The three approaches that conduct evaluation researches,
did not assess the impact on the quality attributes of the
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TABLE 12. Frequency of transformation types.
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TABLE 12. (Continued.) Frequency of transformation types.

development process (productivity, efficacy, efficiency and
cost).

This fact denotes the lack of empirical evidence about the
positive impact of these approaches to enhance the software
development process. This gap affects the extensive adoption
of these approaches for the software industry. Hence, it is
indispensable to conduct new studies which provide those
empirical evidence to demonstrate the positive impact of
the application of this type of approaches. Otherwise, the
software industry will not be motivated to extensively adopt
this type of approaches because it could be considered that
MDD practices require an additional effort but without a clear
benefit.

However, as a positive feature of the analyzed approaches,
we found that they usually describe a case study to
demonstrate their applicability. We found applications in
a widespread range of domains, for example e-commerce,
health processes, education and others application domain.
That is a preliminary confirmation of the potential that these
approaches have to improve the software development in
terms of product quality and increase the productivity. How-
ever, as Sebastián et al. pointed out, it is necessary to demon-
strate the advantages in terms of well-known metrics of using
these approaches on these application domains with respect
to traditional approaches [3].

RQ.9 -What methodological aspects do these approaches
deal with?

We found very few works that include methodological
aspects [44], [48]. Ben Ayed and Ben Abdallah explicitly
define the roles and activities required to obtain requirement
specifications (for example, by using UML Use case dia-
gram) from business specifications (BPMNmodel) following
the MDD practices. The definition of activities to specify and
implement the transformation rules is a positive aspect of this
proposal.

The approach defined by Ben Ayed and Ben Abdallah
represents a prominent attempt to provide a methodological
guide to adopt MDD-based proposals. However, we con-
sidered that some specific aspects could be also considered
in order to achieve a more general methodological guide.
For example, an activity is defined to validate the generated
UML Use case diagram, however there is no activity to
validate the input model (BPMN model) for this transfor-
mation. Therefore, the errors of the input model may affect
the quality of the output model. Moreover, the adoption of
only non-formal notations hinders the automatic validation

and consistency checking of themodels.We also consider that
the task of implementing the transformation rules should be
carried out by other roles instead of by software engineers.
In order to implement transformation rules, it is required to
have knowledge about transformation languages and tools to
programming them. Since this knowledge is specific to the
MDD domain, we consider that these MDD-specific tasks
should be carried out by specialized roles or practitioners. The
responsibility of this role could be not only to implement the
transformation rules, but also to support the other roles with
the tasks specific to the MDD approach, for example meta-
modeling, programming of transformation rules and models
validation.

Rodriguez defines a set of stages, roles, tools and artifacts
that help to create secure business process models and obtain
specific artifacts for software development in an engineering
and systematic approach [44]. Four stages are defined, the
first three stages aim to guide the design of a business process,
add security requirements to it and refine it. In the last stage,
analysis classes and use cases are automatically generated.
The correct implementation of these stages will contribute
to make it easier to adopt this approach and to increase the
probability of attaining a successful implementation. How-
ever, these activities aim to guide the adoption of this spe-
cific approach. Hence, some more-general activities are not
included. For example, there are no activities related to meta-
modeling, definition of transformation rules and validation of
models. Aswe aforementioned, this type of activities could be
very useful for those development teams without experience
with the MDD specifications.

Regarding roles, they define the roles of business analyst
and security expert. These roles have specific responsibili-
ties to create, refine and transform secure business process
models. However, similarly to the case of the previous work
we consider that it is advisable to define a role with the
responsibility of implementing the transformation rules and
to support the other roles with the tasks specific to the MDD
approach, e.g., metamodeling, programming of transforma-
tion rules and models validation.

Regarding the artifacts, they only consider the models
which are created, refined and generated. The explicit defi-
nition of the artifacts is a positive feature of this approach.
However, other inputs and outputs of the process could be
considered as artifacts as well. For example, metamodels,
transformation rules, results of model validations and oth-
ers. Thus, common practices to manage artifacts can be
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applied to them. For example, good practices to manage
changes.

De Castro et al. define a set of stages and activities to
facilitate the development of service-oriented applications
[50]. This proposal also defines the roles with their respec-
tive responsibilities. However, as in the previous analyzed
approaches, there are no roles with the responsibility to
develop the MDD-specific activities.

Nonetheless, other works also include partial methodolog-
ical specifications [39], [43], [51], thus it is evident that
methodological dimension does not receive enough attention.
The lack of methodological indications is a factor that could
considerably affect the success of adopting these approaches.
These specifications may avoid the arbitrary use of these
approaches and contribute to applying them in a systematic
and unambiguous manner [44]. This type of guidance could
be particularly helpful for those software development teams
which do not have experience (or do not know) with some
specific practices of MDD. For example, activities like meta-
modeling, definition of transformation rules and execution of
model transformations might be completely new for them.
Therefore, a guide with some indications related to the fun-
damental concepts and practices may help to save a valuable
time and to increase the probability of success when MDD is
adopted.

V. CONCLUSION
This study put into focus that although the transformation
from CIM to PIM does not receive the same attention as
other transformations in the MDA context, the researchers
have been struggling to bridge the gap between CIM and
PIM. Evidence of their effort are the 65 transformation types
that have been achieved. The application of a systematic
mapping method made it possible to characterize how the
transformation of CIM into PIM has been addressed in the
past. Some of the most significant results are:
• BPMN models, UML activity diagrams and UML use

case diagrams are the most adopted models at the CIM level.
We found that the business view and the functional view are
commonly covered, but few approaches deal with the domain
view. Furthermore, few formal notations have been adopted
in this level which may affect the automatic validation of the
models and consequently their transformation.
• The fact that 44 works (83 % of total) adopt some

UML-based is strong evidence that demonstrates the exten-
sive use of UML to represent the PIM level. Similarly, as at
the CIM level, few formal notations have been adopted to
represent the models in this level.
• Regarding the transformation, the study yielded that

the 84 % of the transformations include either a UML-based
model or a BPMNmodel. This statistic confirms the extensive
use of the OMG recommendations in the MDA context.
Besides, the study confirmed that ATL and QVT are the most
adopted transformation languages, 86 % of the works that
adopted a transformation language adopted either ATL or
QVT. In addition, we observed that since 2016 most works

are applying tools to support the transformations. Finally, the
study corroborated that Eclipse is the most adopted tool to
support the model transformation.
• We found only three evaluation researches. This fact

reveals the lack of empirical studies to demonstrate the
impact of these approaches. The study yielded that Precision,
Recall and F-measure are the metrics applied to evaluate the
transformations.
• The study also revealed that the methodological dimen-

sion is rarely addressed by the analyzed approaches. The lack
of methodological specifications may lead to the arbitrary use
of these approaches and hinder their adoption in a systematic
and unambiguous manner.
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