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ABSTRACT 

   Systemic administration is the conventional method for administrating 

drugs. Following injection, ideally, we wish the drug only to locate to the target 

tissue, however, this is not what occurs; the drug molecules rather distribute 

throughout the entire body via the blood stream. Regarding some drugs, in 

particular chemotherapy agents, this often leads to severe dose limiting side 

effects and unsatisfactory therapeutic results. On the other hand, many drugs 

as is also the case for the chemotherapy agents, demonstrate low aqueous 

solubility and suboptimal pharmacokinetic properties. These problems all 

necessitate the use of drug delivery systems (DDSs) as they decrease the side 

effects of drugs while also improving drug bioavailability and 

pharmacokinetics. 

   Although there are different varieties of DDSs, we have focused on those 

categorized as polymeric or lipidic. Depending on the drug to be delivered and 

site of action of the drug, polymeric DDSs can be used either locally or 

systemically. Hydrogels and electrospun polymer fibers are two examples of 

polymeric DDSs that are used for the local delivery of many drugs, including 

antibiotics and anticancer drugs.  

    The other form of polymeric DDSs are nanoparticles that are capable of 

carrying and in some cases targeting drug molecules. These polymeric DDSs 

are generally injected into the blood stream to reach their target site. 

   Lipidic DDSs mainly are used in the form of nanoparticles that, depending 

on their lipid composition and method of preparation, would have different 

characteristics. Liposomes and solid lipid nanoparticles are two examples of 

lipidic DDSs.  

      Despite the huge number of publications regarding the use of nanoparticles 

as DDSs, the number of approved drug therapies that make use of 

nanoparticle-based delivery systems still remains small. One of the reasons for 

this problem is that formulations of DDSs are complicated and difficult to 

optimize. Drug delivery systems should be further redesigned and optimized, 

however, this has proved challenging due to intrinsic and practical 



 

 

experimental limitations. For example, it is difficult to experimentally 

elucidate the reason many DDSs show promise in vitro but fail in vivo. The 

limitations to the extent to which mechanistic insight can be gained from 

experiments regarding DDSs can be compensated by computational molecular 

modelling techniques that provide detailed information on molecular 

interactions of drugs and carriers. The insights obtained by the studies 

performed in this thesis can be used to improve the design of DDSs. 

      In this thesis, two polymeric (studies I and IV) and two lipidic (studies II 

and III) DDSs were studied by all-atom molecular dynamics (MD) 

simulations. In each of these studies, a specific property of the DDS was 

evaluated in detail. These properties are drug release profile (study I), stability 

(study II), pH-sensitivity (study III) and size (study IV).  We evaluated these 

properties through investigation of the three varieties of interactions DDSs 

have: interactions of DDSs with the loaded drug, interactions among the 

components of DDSs and interactions between the DDSs and the medium, 

namely water and ions. While it is difficult to directly determine an accurate 

picture of these interactions experimentally at atomic scale resolution, all- 

atom MD simulation can provide insight into this.  
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1 INTRODUCTION 

During the past decades, DDSs have gained significant research interest in the 

pharmaceutical industry especially for the purpose of the delivery of 

anticancer drugs [1-3]. Drug delivery systems improve the bioavailability and 

pharmacokinetics of anticancer drugs by accumulating drug in the target 

tissue and controlling the release of the drug. Systemic administration of 

anticancer drugs as the conventional method of administration of these drugs, 

often leads to severe dose limiting toxicity (Myelosuppression, neutropenia 

and leucopenia), unsatisfactory therapeutic results [4] and severe side effects, 

for example cardiac dysfunction and heart failure [5, 6]. 

On the other hand, most of the anti-cancer drugs, demonstrate low aqueous 

solubility due to their lipophilic structure that makes formulating them in 

aqueous solvents difficult. Therefore, they must be formulated in non-aqueous 

solvents, for example Paclitaxel in Taxol® is formulated in polyethoxylated 

castor oil (Cremophor EL) and Docetaxel in Taxotere®, is formulated in Tween 

80 (a nonionic surfactant). For both of these non-aqueous solvents, severe 

hyper sensitivity reactions have been reported [7]. Dose limiting toxicity, 

severe side effects and difficulty in formulation of anti-cancer drugs have 

encouraged scientists to use DDSs for their delivery. 

Depending on the drug to be delivered and site of action of the drug, DDSs 

are designed to be used either locally or systemically. Drug delivery systems 

that involve local application are generally three-dimensional polymeric 

networks cross-linked chemically or physically where the loaded drug is 

distributed within the polymeric network. Two examples of such systems are 

hydrogels [8, 9] and electrospun fibers [10, 11]. 

 Drug delivery systems intended for systemic administration are generally 

formulated as nanoparticles; we have focused on the subset that are polymeric 

or lipidic. The polymeric DDSs are rapidly being developed using natural and 

synthetic polymers [12] as their building blocks and play an important role in 

different pharmaceutical fields. Chitosan (CS) [13] and dextran [14] are 

examples of natural polymers and Polyethylene glycol (PEG), 
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Polycaprolactone (PCL) and Poly lactic-co-glycolic acid (PLGA) [15] are 

examples of synthetic polymers used for drug delivery purposes.  The drug to 

be delivered by polymeric DDSs would be entrapped, encapsulated or bound 

to polymeric NPs in the form of a nanosphere, nanocapsule or drug conjugate 

using different preparation methods [16]. Polymeric micelles and dendrimers 

are two examples of polymeric DDSs. 

The most important lipid nanoparticles are liposomes. The main 

component of liposomes are phospholipids that self-assemble into lipid 

bilayers upon hydration. They are versatile carriers capable of loading 

hydrophilic drugs within their internal cavity or hydrophobic drugs within the 

liposome membrane. As such, they are a very promising DDS; liposome based 

DDSs have been FDA approved mainly for treatment of cancer and infections 

[17]. The composition of liposomes determines their physicochemical 

properties. Liposomes that are used for drug delivery purposes generally have 

a protective polymer coating to increase their blood circulation time. 

Polyethylene glycol is the most common polymer used for this purpose [18]. 

An ideal DDS has the five following characteristics: 1- biocompatible and 

biodegradable 2- high drug loading capacity 3- long blood circulation time 4- 

high accumulation in target tissue 5- controlled release profile. Optimizing 

these parameters can be performed to some extent experimentally, for 

example through changing the composition and the method used to prepare 

the nanoparticles. However, regarding performance and optimization of DDSs 

certain questions frequently arise that are difficult to address experimentally. 

In such cases MD simulation can be of help when it is necessary to know the 

specific interactions between different components of a drug loaded DDS and 

when mechanisms behind an experimental observation need to be elucidated. 

With two examples, I try to elaborate on occasions where MD simulation has 

the capacity to complement the experimental development and optimization 

of DDSs through providing insight that is difficult or impossible be obtained 

experimentally. 

Example 1: it is experimentally very difficult if not impossible to determine 

why Zhang et al. [19] observed that, with an increase in the degree of 

substitution of hydrophobic octyl groups on trimethyl Chitosan from 8% to 
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58%, the ability of loading the hydrophobic anticancer drug Hydroxy  

Camptothecin into polymeric micelles formed, decreased from 32.5% to 8.6%. 

This is while most of the other groups loading drugs into hydrophobically 

modified Chitosan polymeric micelles have reported an increase in drug 

loading capacity for hydrophobic drugs with increasing degree of substitution 

of the hydrophobic groups of the Chitosan polymer [20].  

Example 2: Although size of the drug-loaded polymeric micelles generally 

increases as a result of an increase in the loaded drug amount, Lao et al. [21] 

observed that with loading Rotenone in N-(octadecanol-1-glycidyl ether)-O-

sulfate chitosan micelles, the size of the micelles reduced from 180.7 to 116.4 

nm. In justification of this unusual observation, they wrote in their article: 

“Probably there had been the hydrophobic interaction between chitosan 

derivative and rotenone”. Here is the place that MD simulation can be brought 

to bear and replace the word “probably” with a more robust answer. 

      Depending on the variety of interactions to be studied and the question we 

wish to answer regarding the characteristics and performance of a DDS, there 

exists two possible approaches for using MD simulations. If the interactions 

within the nanoparticle itself or the interactions occurring on the surface is to 

be evaluated, detailed data would be obtained through simulating a section of 

a DDS using atomistic MD simulations. As the computational power grows 

enormously, atomistic MD simulations can be used to study larger and more 

complex systems. However, if the whole nanoparticle is to be simulated, 

coarse-grained (CG) MD simulations provide us with a bigger picture at the 

expense of losing atomistic details.  
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2 REVIEW OF THE LITERATURE 

In this section, I will review in detail the most important polymeric and lipidic 

drug delivery systems and through some examples, will elaborate on the use 

of MD simulations for the study of these DDSs. 

2.1 POLYMERIC DRUG DELIVERY SYSTEMS 

2.1.1 LOCAL POLYMERIC DRUG DELIVERY SYSTEMS 

2.1.1.1 Electrospun fibers  

 
The most frequent method used to produce nano fibers for drug delivery 

purposes is Electrospinning [22-24] where fiber production is performed 

through stretching fibers from a viscoelastic polymer solution through 

electrostatic force. Electrospun polymer nanofibers have unique properties 

such as large surface area (the surface area of nanofibers with ~100 nm 

diameter is ~1000 m2/g [25]), high porosity with small pore sizes, 

strengthened mechanical properties and flexibility to be formulated in various 

shapes that makes them a promising DDS for local administration [26]. Due 

to these properties, electrospun polymer nanofibers have been used for the 

delivery of many drugs including Mefoxen, Ketoprofen, Naproxen, 

Indomethacin, Ibuprofen [27], cefazolin [28], acyclovir [29], Metronidazole 

[30] doxycycline [31] and 5-Fluorouracil [32]. 

     One of the most important requirements for electrospun fibers to enter 

clinical applications is an appropriate drug release profile [33] that so far has 

not been obtained due to release problems such as incomplete drug release 

and the initial burst release. Due to high surface area, the initial burst release 

of the drug is a common characteristic of drug loaded electrospun fiber 

formulations [25]. To obtain electrospun nanofiber mats with the desired drug 

release properties, the composition of the polymers is very important [23, 25]. 

For example, when the drug to be loaded is hydrophobic, Zeng et al. [34] 



 

6 

recommended a lipophilic polymer to be used for the production of 

electrospun fiber formulations in order to obtain a stable drug release profile. 

Wu et al. [33] in 2020 investigated how the polymer composition of nanofibers 

affects the drug release profile. They made two-component electrospun fiber 

mats through combining PLGA (as the first component) with other polymers 

with different hydrophilicities (each time one of them used with PLGA as the 

second component) and Ciprofloxacin (CIP) as the drug. They found that the 

drug release profile from electrospun fibers contains three stages, each 

controlled by separate parameters that depend on the polymer composition of 

the fibers. They determined that fiber swelling, fusion of fibers together and 

formation of a gel-like structure and polymer degradation are three important 

parameters affecting the drug release profile from electrospun fiber mats. 

   Drugs that form stronger interactions with the polymers within the 

electrospun fiber mats would have a slower release profile. It is difficult to 

evaluate the variety and intensity of the interactions through laboratory 

experiments. Thus, all atom MD simulations conducted for the study of 

electrospun fibers have mostly focused on the evaluation of interactions of 

loaded drug with polymer matrices [35-37]. 

       Using electrospinning technique, Aytac et al. experimentally encapsulated 

CIP loaded hydroxypropyl-beta-cyclodextrin (HPβCD) into a gelatin 

nanofibrous matrix (see Figure 1). Then, using MD simulations, they 

evaluated the interactions of CIP with HPβCD. To obtain the initial 

conformation for the start of MD simulations, using molecular docking, first 

they docked CIP into the HPβCD cavity and then, based on the energy of 

binding, chose the most favorable conformation. In their MD simulations, they 

observed that Van der Waals interactions are the most significant driving 

forces in the complexation of CIP with HPβCD. They also observed that 

Piperazinyl fragment of CIP (the hydrophobic part of CIP), is embedded within 

the HPβCD cavity [35]. 
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Figure 1. SEM images and photographs (given as insets) of (a) gelatin nanofibers, (b) gelatin-

CIP nanofibers, and (c) gelatin-CIP/HPβCD nanofibers. Reprinted from [35] with permission 

from Elsevier. 
 

    Steffens et al. conducted MD simulations on Polyvinyl alcohol (PVA) and 

Dacarbazine to provide insight over their experimental observations of a burst 

release of Dacarbazine from PVA fibers within 30 minutes (around 58% in pH 

6.8) that is followed by a sustained release for three days. In their MD 

simulations, they observed that some drug molecules interact with PVA, and 

some have no interaction with PVA and are only in contact with the solvent. 

They came to this conclusion that the drug molecules that are only in contact 

with solvent cause a burst release while those that are complexed with PVA 

(through different kinds of interactions including hydrogen bonds) will be 

released more slowly [37]. 

      In study I [38] in this thesis, through combined effort of experiments and 

MD simulations, we have evaluated how the polymer composition affects drug 

release from nanofibers. 

 
2.1.1.2. Hydrogels 

 
Hydrogels are polymeric DDSs  that swell in water [39] and are made up of 

highly hydrated (typically 70–99% [39]) polymeric networks (Figure 2) 

formed from natural, synthetic, or semi-synthetic polymers, which are 

physically or chemically cross-linked [40] (Figure 3). Chitosan and 

hyaluronic acid are examples of natural polymers and PEG and PVA are 

common synthetic polymers used in hydrogels. Hydrogels can be classified 

based on cross linking method, physical properties, response to different 

stimulants, ionic charge, degradability and source of the polymers used in 

them [41]. 
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Figure 2. The PEG-grafted chitosan gel sheet: (a) dried gel sheet; (b) hydrated gel sheet. 

Reprinted from [42] with permission from Elsevier. 

 
Although, due to their high water content, hydrogels are specially suitable 

for the delivery of hydrophilic drugs [39], various methods could be 

implemented to load hydrophobic molecules into the hydrogel matrices of 

which the use of block copolymers with a hydrophobic block such as Poly lactic 

acid (PLA) or  PCL for preparing hydrogels can be named [43]. Hydrogels can 

be administered through local implantation of the hydrogel inside the body 

[40]. Therefore, great emphasis has been placed on the development of 

injectable hydrogels [39]. Injectable hydrogels are of considerable importance 

as they can minimize the need for surgical implantation, one of the major 

drawbacks associated with their use as a DDS [44].  
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Figure 3. Schematic presentation of different hydrogel-forming mechanisms Reproduced from 

[45] with permission from the Royal Society of Chemistry. 

 

Hydrogels have been used for drug delivery to lungs, brain, skin, small 

intestine [44] and also have been widely used for cancer treatment [43, 46]. 

However, since many of the in vivo studies to date examine hydrogels in 

subcutaneous ectopic tumor models and not in orthotopic tumor models, still 
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more validation of antitumor results of hydrogel loaded DDSs is necessary 

[46]. 

Since the use of MD simulations helps us to gain a deep understanding of 

the molecular-level structure/property relationships in hydrogels, the use of 

this tool is crucial to obtain optimized hydrogels [47]. MD simulations have 

mainly been used for the study of three main characteristics of hydrogels; the 

behavior of water in hydrogels [48-50], mechanical properties of hydrogels 

[47, 51] and evaluation of different aspects of the deformation process of 

hydrogels [52, 53].  

The behavior of water in hydrogels is very important as it has a large impact 

on the properties of hydrogel materials. The behavior of water such as 

hydrogen bond (H-bond) formation and breaking speed is different in bulk 

water in comparison to nonbulk environments [54]. Through MD simulations, 

Sun et al. evaluated the state of water molecules in hydrogel and studied the 

dynamics of water molecules through calculation of the self-diffusion of water 

in hydrogels. They determined that water molecules move faster as the 

hydrogel becomes increasingly swollen [48]. Molecular dynamics simulations 

confirmed that water content of the hydrogel has a significant effect on the 

mechanical properties of hydrogels; the hydrogels with a lower water content 

have enhanced tensile and shear properties [47]. 

He et al. conducted MD simulations on poly(carboxybetaine methacrylate) 

(PCBMA) and hydroxylated poly(carboxybetaine methacrylate) (OH-PCBMA) 

hydrogels to examine how hydroxyl groups -as physical cross-linkers- affect 

the mechanical properties of the hydrogels. They observed that, due to higher 

number of inter chain polymeric H-bonds formed within OH-pCBMA 

hydrogels, the polymer network is enhanced within these hydrogels that 

results in a higher elastic modulus in OH-PCBMA hydrogels in comparison to 

PCBMA hydrogels [51].  
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2.1.2 POLYMERIC NANOPARTICLES 

 
For the intention of systemic administration of polymeric DDSs and 

especially drug delivery to tumors, polymeric DDSs are formed into 

nanoparticles. Depending on the method of preparation of polymeric 

nanoparticles, different kinds of nanoparticles including nanospheres and 

nanocapsules are produced [55] (Figure 4).  

 
Figure 4. Schematic representation of the structure of nanocapsules and nanospheres 

(from reference [56]). 

 

Nanospheres are matrix particles that are mostly spherical with a size 

ranging from tens of nm to a few hundred nm  [55] in which   the   drug   is   

physically   and   uniformly   dispersed [57]. Nanocapsules act like a reservoir 

(they have a core-shell structure) where the drug is loaded into the core and 

surrounded by a polymeric shell [55, 57]. PCL, chitosan, PLA and  PLGA are 

examples of polymers used to form nanoparticles [58] (see Figure 5). 

There are several preparation methods of polymeric DDSs that can be 

classified into two categories: polymerization of monomers and those taking 

advantage of preformed polymers [59]. Preformed polymers have been used 

to a far greater extent, as there are many limitations and problems involved in 

monomer polymerization that can be avoided using preformed polymers. In 
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the process of monomer polymerization, surfactants are used to stabilize the 

resulting particles. Even if a small amount of surfactant is used, surfactant 

residues remain in the polymer latex that changes the properties of the 

resulting nanoparticles. The preparation of monodisperse particle size is 

another challenge in using the monomer polymerization method [60]. 

 

 

 

Figure 5. SEM image of PLGA nanoparticles loaded with Ketoprofen. Reprinted from [61] 

with permission from Elsevier. 

 

The main mechanism used for the formation of polymeric nanoparticles 

from preformed polymeric chains is self-assembly. Hydrophobically modified 

water soluble polymers [62-64], amphiphilic block copolymers [65-67] and 

polyelectrolyte polymers are examples of polymers with self-assembly 

properties that can spontaneously form polymeric nanoparticles in a suitable 

solvent [68, 69]. 

Polymeric nanoparticles can be formed through either one-step or two-step 

procedures. One-step procedures include nanoprecipitation, dialysis or the 
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rapid expansion of supercritical fluids. Two-step procedures include 

emulsification-solvent evaporation and emulsification-solvent diffusion [59]. 

    Size is one of the most important characteristics of polymeric DDSs as it 

affects several biological phenomena including circulation half-life and 

passive targeting to tumors through the enhanced permeability and retention 

(EPR) effect. Since 1986, when the EPR effect was discovered by Maeda and 

Matsumura [70-74], it has been the guiding principle for cancer nanomedicine 

development [75]. The EPR phenomenon is based on pathophysiological 

characteristics of solid tumors such as defective vascular architecture and 

impaired lymphatic drainage [76]. These features lead to a considerably higher 

extravasation of nanomedicines in tumor tissues in comparison to normal 

tissues. 

    In spite of the fact that there is a considerable literature concerning the use 

of the EPR effect for the targeting of anti-cancer drugs to tumors, as of yet, a 

relatively small number of nano DDSs have reached the market. This has 

caused an intense debate regarding the existence and the extent of the EPR 

effect [75]. Wilhem et al. conducted an intensive literature survey of the 

publications of the last 10 years and observed that, on average, only 0.7%  of 

the dose of the anti-cancer drug administered through nanoparticles were 

successfully delivered to a solid tumor [77]. From this observation, they 

concluded that the current underlying principles of nanoparticle targeting that 

is based on the EPR effect, will not produce the desired clinical outcomes [77]. 

    In response to Wilhelm et al. [77] who conclude that the EPR effect is not an 

efficient mechanism for targeting solid tumors, Hiroshi Maeda who discovered 

the EPR effect, wrote an article in 2021 (in the last year of his life) [78] and 

stated that the EPR effect inefficiency reported in the literature is due to 

experimental data obtained based on  poorly designed nanomedicines. Maeda 

wrote that most of the examples of failed cases of the nanoparticles using the 

EPR effect is related to a too short blood circulation time (<3 h) or lack of 

fulfilling size requirements necessary for the EPR effect that should be larger 

than 40 KDa to above 250 KDa (>5 nm to 100 nm) to escape renal clearance 

(>5 nm to 100 nm). He also stated that the type of solid tumor would also affect 
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the efficiency of the EPR effect as different tumors have different vascular 

densities and blood flow.  

   Adequate stability during circulation in the blood (more than 12h), 

appropriate size, biocompatibility (to escape the immune system), appropriate 

surface charge and normal blood flow rate are some of the requirements for a 

nanoparticle to have a significant EPR effect [79]. As discussed, size of the 

nanoparticles is very important for their application in tumor targeting [80]. 

In study IV [81] in this thesis, we investigated the mechanism through which 

the temperature at which the nanoparticles are formed affects their size.  

       MD simulations have been intensively used to study different 

characteristics of nanoparticulate polymeric DDSs of which the two most 

studied characteristics are: evaluation of their loading capacity (drug 

encapsulation) through investigating drug-polymeric carrier interactions [82-

87] and evaluation of the mechanisms and driving forces involved in the 

formation of polymeric nanoparticles [88-90]. 

        Using atomistic MD simulations, Zhang et al. [90] investigated the 

aggregation behavior of the copolymer poly(oligo(ethylene glycol) methyl 

ether acrylate)-block-perfluoropolyether (poly(OEGA)m-PFPE) based on 

their fluorine content. They also evaluated the interaction of the polymeric 

nanoparticles formed from this copolymer with the cell membrane. In this 

copolymer, PFPE is the hydrophobic segment and OEGA is the hydrophilic 

component of the copolymer. Molecular dynamics simulations confirmed 

their previously obtained experimental results that aggregation behavior of 

this copolymer in solution depends on the fluorine content of the copolymer. 

They observed that copolymers with lower fluorine content transform into 

single-chain folded nanoparticles while copolymers with higher amounts of 

fluorine content, would make multiple-chain nanoaggregates. To evaluate the 

interaction of nanoparticles with the cell membrane, they placed nanoparticles 

at a 5Å distance from the surface of 1-palmitoyl-2-oleoyl-sn-glycero-3-

phosphocholine (POPC) membrane containing stochastic protrusion of the 

tail of one of the POPC molecules (oriented toward the solution). The reason 

they used a membrane with protrusion for their simulations was that already 

Van Lehn et al [91, 92] observed using MD simulations that following contact 
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between protruding solvent-exposed lipid tails and amphiphilic nanoparticles,  

fusion between them occurs. Zhang et al. observed that while multi chain 

aggregates only remained on the surface of the membrane, single chain 

aggregates insert and fuse within the lipid membrane. They concluded that 

although single chain aggregates contain fewer hydrophobic PFPE segments 

in comparison to multi chain aggregates, their hydrophobic segment makes 

stronger hydrophobic interactions with the membrane exposed lipid tail as the 

hydrophobic PFPE segment in single chain aggregates is more exposed to the 

solution and consequently to the membrane surface. 

2.2 LIPIDIC DRUG DELIVERY SYSTEMS 

So far the most successful lipid drug delivery system in pharmaceutical 

sciences are liposomes. The first liposomal formulation approved by the FDA 

was Doxil®. It is a PEGylated liposomal formulation encapsulating 

Doxorubicin that is used for cancer treatment. In 2017 FDA approved Vyxeos® 

for cancer treatment as the first liposomal product encapsulating two anti-

cancer drugs (Cytarabine and Daunorubicin) [93].  

     The main building block of liposomes is phospholipids. Phospholipids are 

amphiphilic molecules that have a hydrophilic head and two hydrophobic 

chains. The head groups of phospholipid molecules may be neutral, positive, 

or negatively charged. The head groups with positive charge have been used to 

a greater extent in preparation of liposomes in comparison to neutral and 

negatively charged head groups as they demonstrate more cellular uptake and 

can be used for delivery of biological macromolecules with negative charge like 

DNA [17]. Different derivatives of Phosphatidylcholine (lecithin) and 

phosphatidylethanolamine (cephalin) are among the most used phospholipids 

for the preparation of liposomes [94]. For example, 1,2-Distearoyl-sn-glycero-

3-phosphocholine (DSPC) and 1,2-Dioleoyl-sn-glycero-3-

phosphoethanolamine (DOPE), are two synthetic derivatives of phospholipids 

that frequently used in combination with other lipids for the preparation of 

liposomes [95]. Depending on different parameters including the temperature 

(liposomes are only obtained at temperatures above the gel to liquid crystalline 
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transition temperature of phospholipids [96]) and the molecular shape, upon 

contact with water, phospholipids spontaneously self-assemble into different 

colloidal particles (Figure 6) [97]. This rearrangement of phospholipids is 

entropically favored, as it reduces non-favored interactions in water [96]. 

These self-assembled structures remain stable through both Van der Waals 

forces that keep the long hydrocarbon tails together and hydrogen bonds and 

polar interactions between the water molecules of the aqueous environment 

and the polar head groups of lipids [98].  

   Depending on the method that is used for the preparation of liposomes (that 

mainly are classified as solvent free methods and solvent displacement 

methods), liposomes with different diameters and lamellar properties are 

obtained with small unilamellar vesicles in the size range of 20–100 nm [96] 

as the most important [94] regarding drug delivery applications. Depending 

on the phospholipids that are used, the bilayer thickness of liposomes is 3–5 

nm [96]. 

    

 

      Figure 6. Different structures may be formed due to Self-aggregation of phospholipids. 

Reprinted from [97]  with permission from Elsevier. 
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  The most important concern regarding the preparation of liposomes is their 

stability [95]. Liposomes may encounter both chemical and physical 

instability. Oxidation of fatty acid chains and hydrolysis of ester moieties are 

two examples of chemical instability of liposomes. Therefore, it is 

recommended that liposomes are stored under an inert gas at low temperature 

[96]. When physical instability of the liposomes is discussed, it is meant that 

their number, size and structure change in the course of time [96] for example 

liposomal aggregation and fusion occur [95].  Physical stability of liposomes is 

mainly controlled by their phase behavior. The phase behavior of liposomes is 

very important regarding drug delivery applications as it affects the drug 

release profile. Depending on the lipids that are used in the composition of 

liposomes, when the temperature goes below the transition temperature of the 

lipids, two scenarios are possible: 1- the liposomes may change into other 

colloidal structures (this will be discussed in detail in section 2.2.2) 2- the 

overall structure of liposomes is preserved and just a liquid crystalline to gel 

phase transition occurs. To make liposomes physically more stable, some 

other compounds such as Cholesterol [95, 98] and PEG [95] is added to the 

composition of liposomes. In study II [99] in this thesis, we have evaluated 

how attachment of PEG affects the stability of liposomes. 

2.2.1 PEGYLATED LIPOSOMES 

 
    Although DDSs have demonstrated promising results, there is still a long 

way ahead to show their best performance [100]. As it was discussed in section 

2.1.2, one of the challenging issues hampering the efficiency of nanoparticles 

is their rapid clearance from the blood stream. Upon systemic administration, 

99% of the administered nanoparticles are removed from blood circulation. 

This is mainly performed by the mononuclear phagocytic system (MPS) (also 

known as the reticuloendothelial system). Different organs are involved in 

MPS with the liver and spleen as the most important. There are macrophages 

and phagocytic cells in these organs that detect foreign materials and then take 

them up [77]. This is one of the reasons many liposomes have shown good 

results in vitro, but they fail to be successful in vivo [17].  
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      It is almost thirty years since the time it was determined that the process 

of phagocytosis of particles by microphages is triggered by opsonization where 

particles are coated with different proteins (see Figure 7) from the 

complement system that are recognized by receptors on the surfaces of 

microphages [101].  

 
 

     
     Figure 7. TEM images of liposomes incubated with plasma. The arrows indicate protein 

corona formation (from reference [102]). 
 

  Since most of the liposomal products (84%) that are currently under clinical 

trials are administered via the intravenous route [103] they should be properly 

optimized for encountering the MPS. First-generation liposomes (classical or 

conventional liposomes) that are without any surface modifications [104], are 

rapidly removed from the blood stream and accumulate in the liver and spleen 

[103]. This shortcoming of conventional liposomes hindered their preclinical 

and clinical applications [104]. As a solution, a new generation of liposomes 

with the name of “stealth liposomes” was developed.  

     Stealth liposomes are liposomes with hydrophilic polymer chains (most 

commonly PEG) functionalized to the headgroups of the lipids from which 

they are composed. Although it is widely accepted that surface modifications 

of liposomes with PEG significantly increase the blood circulation time of 

liposomes [105], the mechanism through which PEG helps nanoparticles to 

escape from the MPS is still not fully understood. While some believe PEG 

hinders protein interaction with the liposome surface [105-107], Weber et al. 
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found that PEGylation does not significantly alter the protein corona  [102]. 

On the other hand, Moghimi et al. believe that PEG has no role in helping 

nanoparticles to escape from the MPS and prolongation of the circulation time 

of PEGylated nanoparticles is due to saturation of opsonization system [108]. 

However, the theory of Moghimi et al. is challenged as particles decorated with 

other hydrophilic polymers are not as effective as PEG in helping 

nanoparticles to escape the MPS. 

      It seems that the conflicting results regarding the mechanism that 

PEGylated nanoparticles use to stay longer in blood circulation is due to the 

fact that different experimental methods, animal models and  variables  have 

been used in the analysis by different groups [109]. For example, Palchetti et 

al. [110] found that in comparison to PEGylated liposomes that are statically 

incubated in a protein solution in vitro (as the method many groups have used 

so far to study protein interactions with PEGylated liposomes), when 

PEGylated liposomes are circulated in the same solution under a dynamic 

flow, a wider variety of protein species would be detected in the protein corona 

on the surface of particles and also the particles are more negatively charged.  

During the last ten years, our group (pharmaceutical biophysics) in the 

faculty of pharmacy of the University of Helsinki has contributed to 

conducting experimental studies [111] and all-atom MD simulations [112-116] 

on PEGylated membranes to evaluate the effect of PEG on characteristics of 

liposomes. Since it is experimentally proved that the surface charge of 

nanoparticles affects their interaction with the complement system, evaluation 

of the effect of PEGylation on the surface charge of liposomes is very important 

as it may shed light on the mechanism through which PEGylated liposomes 

can evade uptake by the MPS. Through conducting MD simulations on 

PEGylated phospholipid membranes Magarkar et al. determined that among 

three physiologically relevant cations that were considered in the simulations 

(Na+, K+ and Ca2+) PEG makes the strongest interaction with Na+ and then K+ 

and it make no interaction with Ca2+ [113]. Stepniewski et al. observed that 

interactions of Na+  with PEG is so strong that each Na+ binds to about five 

oxygen atoms of PEG forcing the PEG chain to loop around it [112]. Magarkar 

et al. also observed that Cl– ion penetration extent in the PEG layer decreased 
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as the ratio of PEGylated lipids in the membrane increased which 

consequently lead to a positively charged PEG layer [113]. 

       In addition to the effect of PEG on the circulation time of liposomes, it also 

affects the structural stability of liposomes. In a study conducted by Dutta et 

al. [117] in 2021, for the first time all-atom MD simulations was used for 

finding a rational approach for the design of thermo-sensitive PEGylated 

liposomal formulations. To obtain their aim, they compared phase behavior of 

pure 1-palmitoyl-2-stearoyl-sn-glycero-3-phosphocholine (PSPC) membranes 

with membranes containing PSPC and DSPE-PEG2000 at seven different 

temperatures (280, 300,310,320, 330, 340 and 360 K). They compared 

bilayers regarding four structural aspects: area per lipid, bilayer thickness, 

deuterium order parameter of PSPC acyl chains and torsional distribution of 

the lipid tails. They observed that the presence of PEG in the structure of PSPC 

bilayers, reduces the gel to the liquid crystalline phase transition temperature 

as much as around ten degrees. They also observed that the PEG penetrates 

into the lipid bilayer even when the bilayer is in the gel phase causing 

distortion in the typical gel phase structure. However, it is necessary to point 

out that the lack of using cholesterol in the bilayers they studied, might have 

affected both the phase behavior and structural properties they reported. 

Although PEG remains as the gold standard for the protective polymer 

stealth sheath of liposomes [18], there are three challenges in using it.  It is 

reported that PEG prevents the liposomes from being captured by the target 

cells [18], PEG induces a significant immune response known as the 

accelerated blood clearance (ABC) phenomenon, when repeatedly injected 

[118-120] and it reduces the pH-sensitivity of pH-sensitive liposomes [121, 

122]. Therefore, the new research on PEGylated liposomes focuses on 

attaching PEG to liposomes in a removable manner for example attaching PEG 

to liposome lipids through cleavable bonds like pH-sensitive hydrazine and 

ester linkages [123]. 
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2.2.2 PH-SENSITIVE LIPOSOMES 

 
The drug delivery mission of liposomes ends when the drug is successfully 

released from them into the cytoplasm of the target cells. One of the most 

successful strategies taken in this regard has been the use of pH-sensitive 

liposomes where the liposomes are stable at physiological pH (pH 7.4) but 

undergo lamellar to inverted hexagonal (HII) phase transition thus 

destabilized under acidic conditions inside lysosomes leading to the successful 

release of their payload into the cytoplasm [124]. In the HII phase, lipids are 

arranged in a hexagonal geometry and form lipid tubules. Head groups of 

lipids are oriented toward the interior of the tubules where it is filled with 

water and ions (see Figure 8). 

Among all classes of pH-sensitive liposomes that have been proposed so 

far, the most mature technology is preparation of these liposomes through the 

blending of phosphatidylethanolamine (PE) derivatives with a stabilizer [18]. 

Stabilizers are amphiphilic molecules containing an acidic group (for example, 

carboxylic group); its protonation in acidic pH triggers the destabilization of 

liposomes. Cholesteryl hemisuccinate (CHMS) is the most popular 

amphiphilic stabilizer used extensively in the preparation of pH-sensitive 

liposomes in combination with PE lipids [125, 126]. 

Among different PE lipid derivatives, DOPE is the main phospholipid used 

in building pH-sensitive liposomes [124, 127]. The small size of the DOPE head 

group and formation of intermolecular H-bonds between amine and 

phosphoryl groups of adjacent DOPE molecules increases the tendency for 

DOPE bilayers to undergo a lamellar-to- HII phase transition [128].   

DOPE lipids can form into stable liposomes only when the pH is above 9.0 

where PE is negatively charged  [129] however, in neutral pH, they do not form 

into stable bilayers. At physiological pH, CHMS is deprotonated and is 

negatively charged [130] and its presence with DOPE lipids stabilizes them 

into the lamellar phase [131]. When liposomes enter the lysosomes inside the 

cytoplasm of the cells where pH is dramatically reduced, CHMS again is 

protonated. This will lead to the destabilization of liposomes and consequently 

drug release from them. In study III [132] in this thesis, we have evaluated the 
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mechanism of action of CHMS in stabilizing and de stabilizing pH-sensitive 

liposomes. 

 Since the structural properties of lipids in the HII phase affects the release of 

their payload [133], these properties have already been studied experimentally 

[134-138]. However, experimental evaluation of these properties encounters 

many challenges, for example low resolution and difficulty of study of HII 

phase structural properties while considering multiple parameters such as 

temperature and hydration at the same time. This is the reason that in 2020, 

Ramezanpour et al. [139] published an interesting article where using MD 

simulations, they evaluated how the change in the hydration level and 

temperature would affect the structural properties of DOPE lipids in the HII 

phase. They managed to successfully calculate different structural properties 

of DOPE lipids in the HII phase including radius of the water core (Rw) and 

the lattice plane distance (dhex) (see Figure 8), with a great agreement with 

the available experimental data.  

 

 
    Figure 8. DOPE lipids in the HII phase. Lipid tubules are perpendicular to the XY plane. 

The radius of the water core (Rw), lattice plane distance (dhex), and lattice spacing (a) have 

been shown in the figure (from reference [139]). Reprinted with permission from 

Langmuir 2020, 36, 24, 6668–6680.Copyright 2020 American Chemical Society. 
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 For example, they calculated a value of 20.01 Å for Rw of DOPE in 303K (while 

considering 16 water molecules inside the lipid tubule) which was in 

agreement with the obtained experimental Rw value (∼20 Å). To calculate the 

value of Rw, Ramezanpour et al. used the probability distribution of P atoms 

of DOPE lipids with respect to the lipid cylinder axis.  
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3 AIM OF THE THESIS 

       The general objective of this PhD thesis was the use of all atom MD 

simulations for the study of DDSs. Two polymeric and two lipidic DDSs were 

studied using all atom MD simulations. In each of these studies, a specific 

property of DDSs was evaluated in detail including drug release profile (study 

I), stability (study II), pH-sensitivity (study III) and size (study IV). In studies 

I, II and IV, the all-atom MD simulations were performed alongside 

complementary experiments our experimental colleagues performed and in 

study III, the MD simulations were compared with previously available 

experimental results. 

 The specific aims of each study are as follows:  

1. Investigating the interactions of chloramphenicol with PCL and PEG In 

order to obtain further insight into the factors affecting the release of the drug 

from electrospun polymer matrices (study I) 

2. Evaluation of the effect of different PEG polymers on the stability of 

liposomes. PEG differences were related to the anchoring moiety (DSPE, 

Cholesterol, and Cholane), PEG molecular weight (2 kDa and 5 kDa) and PEG 

shape (linear and branched PEG) (study II). 

3. Providing insight into three questions regarding pH-sensitive liposomes (a) 

why incorporation of PEG into DOPE−CHMS liposomes reduces their pH-

sensitivity; (b) How CHMS in its anionic form stabilizes DOPE bilayers into a 

lamellar conformation at a physiological pH of 7.4 and (c) how the change 

from CHSa (Deprotonated (anionic) form of Cholesteryl hemisuccinate) to 

CHS (Protonated (neutral) form of Cholesteryl hemisuccinate) at acidic pH 

triggers the destabilization of DOPE bilayers (study III) 

4. Evaluation of the mechanisms that lead to the formation of chitosan–

phosphorylated Glucan particles with a smaller size as temperature increases 

(study IV). 
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4 OVERVIEW OF THE METHODS 

4.1 COMPUTATIONAL MODELLING OF DRUG 
DELIVERY SYSTEMS 

 
The limitations to the extent to which mechanistic insight can be gained 

from experiments has resulted in the process through which novel DDSs are 

developed to be mostly based on a process of trial and error. This can be 

compensated by computational modelling techniques that provide detailed 

information regarding molecular interactions of drugs and carriers [140]. 

Computational modelling can be conducted at different levels of detail. In the 

most detailed computational modelling, the system is described by Quantum 

Mechanical calculations. This method has been for example used for the study 

of DDSs made up of carbon nanotubes, however, in practice this method is not 

applicable to large DDSs with a high number of degrees of freedom and 

solvated systems [140].  

     The next level of detail is obtained using molecular mechanics methods also 

known as force field methods [141]. The molecular mechanics concept is based 

on a combination of emperical physical chemistry based rules with the insight 

from the quantum mechanical interactions of atoms [142]. In molecular 

mechanics several assumptions are considered, for example the Born-

Oppenheimer approximation where the electronic motions are ignored and 

the energy of a system is only calculated as a function of nuclear positions 

[141]. Molecular dynamics simulation alone or in some cases hybridized with 

Monte Carlo (MC), use the molecular mechanics paradigm for the study of 

biological systems. Through these methods, atomistic simulations can be used 

as a model to study the actual systems [143]. 

     Both the MD and MC methods would calculate most of the thermodynamic 

properties of the system such as pressure and internal energy however, the 

accurate determination of some other thermodynamic properties such as 

entropy and free energy by MD and MC are difficult [141] and additional 

techniques  such as MM/PBSA (molecular mechanics with Poisson-Boltzmann 
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and surface area solvation) [144], thermodynamic integration or use of 

methods with a force bias including umbrella sampling [145] are necessary.  

4.2 MOLECULAR DYNAMICS SIMULATIONS 

     In MD simulations, the real dynamics of the system is evaluated where the 

time average of the properties of the system are calculated in a way that each 

new system configuration depends upon previously visited configurations 

[141]. Atomistic MD simulation facilitates the interpretation of experimental 

data at the atomic level [146] and can, alongside experimental analysis, assist 

the rational design of new formulations of DDSs with improved efficacies 

[140]. Molecular dynamics simulations can be seen symbolically, as a 

computational microscope where biomolecular mechanisms that are difficult 

to be observed by present experimental techniques can be elucidated  [147]. 

During the last forty years, MD simulation has advanced from simulating 

several hundreds of atoms to entire proteins in solution and large polymeric 

complexes. The use of high performance computing (HPC), and the simplicity 

of the basic MD algorithm are two reasons for this remarkable improvement. 

The algorithms are used to generate enough simulation data to draw 

statistically valid conclusions about the behavior of the system of interest. This 

data is also used to calculate thermodynamic properties of the system through 

statistical mechanics [140].              

  To conduct MD simulations, researchers may use any of the following 

software packages, including GROMACS [148], NAMD [149], CHARMM [150] 

and AMBER [151], all of which are compatible with the messaging passing 

interface (MPI) and the use of graphical processing units (GPUs) both 

speeding up the process of MD simulations. In this thesis, all atom MD 

simulations and evaluation of atomistic interactions were conducted using the 

Gromacs package. Nowadays, simulation on GPUs alone or combined with 

MPI, is the default strategy to improve the performance of atomistic MD 

simulations [143].   
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4.2.1 PERIODIC BOUNDARY CONDITIONS 
 

An important issue that should be considered while conducting MD 

simulations is that the boundaries of the simulation box are correctly treated. 

The classical way to minimize edge effects in a finite system is the use of 

periodic boundary conditions [152] where particles experience forces as if they 

are in bulk fluid enabling us to use a relatively small number of particles for 

the calculation of macroscopic properties of the system. When periodic 

boundary conditions are implemented, the simulation box (unit cell) is 

surrounded by an infinite number of similar image boxes in space. This makes 

it possible that if a particle leaves the simulation box during MD simulation, 

then, its image enters to the box from the opposite side [141]. In Gromacs, 

while using periodic boundary conditions, minimum image convention is 

implemented meaning that for the short range non-bonded interaction terms, 

only the nearest image of the other particles are taken into consideration. 

However, to calculate non-bonded interactions as accurately as possible, the 

PME method is implemented by Gromacs for the calculation of long-range 

electrostatic and Van der Waals interactions (only the attractive term of the LJ 

potential) [152]. When using periodic boundary conditions, the cutoff should 

not be more than half the length of the simulation box so that a particle does 

not see its own image [141].  

4.2.2 DIFFERENT STAGES OF MD SIMULATIONS 
 

     The MD simulation is conducted in four stages. It starts with building an 

initial configuration of the system that is obtained from experimental 

structures or comparative modelling data. Then, following energy 

minimization, an equilibration phase is conducted during which the system 

evolves from the initial conformation. During this stage, thermodynamic and 

structural properties of the system are monitored to assure the system 

achieves stability. Next, the production phase starts where the data for later 

analysis of MD simulations is collected. Last and in fact the fourth stage is 

analysis of data obtained in the production phase [141]. 
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During the equilibration and production phase, to calculate the forces, first 

potential energy U is calculated using the parameters set in the force field. 

Then, forces acting on a certain atom i is derived from the negative gradient 

of the potential energy. 

 

                                 𝑓௜ = −∇𝑈௜(r⃗)                                        (3.1) 

 

Then, by solving the differential equations embodied in Newton’s second law 

(F =ma), accelerations of the particles can be obtained.  

                                  𝑎⃗ =
ௗమ௥⃗೔

ௗ௧మ
=

௙⃗೔

௠೔
                                     (3.2) 

With knowledge of the accelerations of the atoms, using positions and 

velocities at a time 𝑡 the positions and velocities at a time 𝑡 + 𝛥𝑡  is calculated 

[141]. Every time the positions and velocities of the atoms in the system are 

renewed, they can be saved in a trajectory file enabling the user to generate a 

data file of configurations in time with every degree or nearly every degree of 

freedom of atoms considered that can be used for analysis [140]. 

Equations of motion are integrated using integrating algorithms upon this 

assumption that the positions, velocities, and accelerations can be 

approximated as Taylor series expansions. The most important features of an 

ideal integrating algorithm is to conserve energy and momentum and to work 

properly with a long time step(𝛥𝑡). The verlet algorithm and its variations are 

the most widely used integrators of equations of motion in MD simulation. The 

Verlet algorithm has some disadvantages one of them is the lack of an explicit 

velocity term that makes calculation of velocities difficult. Therefore, several 

variations of the Verlet algorithm such as velocity Verlet algorithm and leap-

frog algorithm have been developed [141]. The leap-frog algorithm that is 

shown in the equations 3.3 and 3.4 is named as such since the velocity of each 

particle is calculated at half time steps whereas the position is computed at full 

steps. 



 

31 
 

      𝑟௜(t + Δt) = r⃗(t) + Δt𝑣⃗௜ ቀt +
ଵ

ଶ
Δtቁ                                 (3.3) 

      𝑣⃗௜ ቀt +
ଵ

ଶ
Δtቁ = 𝑣⃗௜ ቀt −

ଵ

ଶ
Δtቁ + Δtaሬ⃗ (t)                            (3.4) 

  

The time step significantly affects the rate of MD simulation. The use of 

constraining algorithms such as SHAKE [153] and LINCS [154] allows us to 

use longer time steps as these algorithms freeze out the vibrations of bond 

stretches of hydrogen atoms by constraining these bonds to their equilibrium 

value.     

     In MD simulations, the energy of the system is demonstrated by the 

Hamiltonian as a sum of kinetic and potential energy.                                

 

𝐻 = 𝑘 + 𝑈(𝑟)                                                               (3.5) 

 

𝑘 is the kinetic energy of the system and 𝑈(𝑟)  is the potential energy as a 

function of atomic positions. The potential energy is the sum of bonded and 

non-bonded energy terms that is calculated using the potential energy 

function that will be discussed in detail in the next section. The total kinetic 

energy is calculated as the sum of velocity and mass of each atom and as it will 

be discussed in detail in the next section, will be used for calculation of the 

temperature of the system: 

 

             𝑘 =
ଵ

ଶ
෌ 𝑚௜𝑣⃗௜

ଶே

௜ୀଵ
                                                  (3.6) 

4.2.3 ENSEMBLES, THERMOSTATS AND BAROSTATES IN MD 
SIMULATION 

 

By default, MD simulations are based on integrating the classical (Newtonian) 

equations of motion for a molecular system in a microcanonical or NVE 

ensemble (as it is defined in statistical mechanics) [155] where E: the total 
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energy, V: the volume, and N: the number of the particles will remain constant 

during simulation. The results obtained from simulations in NVE conditions 

are not comparable with the experimental results as laboratory experiments 

are usually carried out at constant temperature and pressure [156]. For the 

comparison with the experimental results, canonical (NVT) and isothermal-

isobaric (NPT) ensembles are more appropriate. 

 In an NVT ensemble, instead of total energy being constant, temperature is 

instead conserved (as will be described below) and the total energy of the 

system fluctuates. To control the temperature in the canonical ensemble MD 

simulations, the physical system is in contact with a large external system that 

is named heat bath [156]. The absolute temperature T is obtained from the 

total kinetic energy through equation 3.7 [152] where k୆ is the Boltzmann’s 

constant and Nୢ୤ is the number of internal degrees of freedom of the system. 

               k =
ଵ

ଶ
Nୢ୤k୆T                                                                (3.7) 

 
      To control the temperature in NVT ensemble MD simulations, thermostats 

are used. The thermostat couples a fictitious heat bath to the system [157] with 

the purpose of maintaining the average temperature constant and generating 

a thermodynamical ensemble at constant temperature [155]. This coupling is 

commonly achieved by altering Newton’s equations of motion or the particle 

velocities themselves during the simulation (and therefore can have 

unintended effects on the system’s dynamics and thermodynamics). A 

thermostat should, ideally a) maintain the correct kinetic energy distribution 

b) operate in a way that minimally disturbs the Newtonian dynamics c) 

provides an ergodic dynamics (provides the condition that all states with the 

same energy are visited with equal probability in the long time limit) [157].  

    Different methods have been developed to run isothermal MD simulations; 

the difference between them is related to the method they use to connect the 

physical system to the heat bath [156]. Three important methods are 

stochastic-coupling method, Velocity scaling method and extended-system 

method. The Andersen thermostat uses the stochastic-coupling method where 

at each time step in the simulation a subset of atoms are randomly selected 
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and their velocities are stochastically reassigned with a stochastic noise term 

[157]. Since the Andersen thermostat randomizes velocities, when strongly 

coupled, it significantly disturbs the velocity time correlations leading to 

dampening dynamics of the system in comparison to results obtained from 

MD simulations under NVE conditions (which provide a measure of the true 

dynamics obtained with the unaltered equations of motion) [157]. The 

Andersen algorithm is non-smooth meaning that the randomly occurring 

collisions may interfere with the natural dynamics of the system through 

generating a discontinuous velocity trajectory [155].  

     The Berendsen thermostat uses the velocity scaling method to control the 

temperature [157]. This thermostat, in certain time steps of the simulation 

(depending on the coupling time constant), multiplies the velocities of all the 

particles in a system by the scaling factor demonstrated in equation 3.8 where 

𝑇ை is the temperature of the thermal bath,  Δt is the time step, τ is the coupling 

time constant and T is the instantaneous temperature [158]. 

            λ = ቂ1 +
୼୲

த
ቀ

்ೀ

୘
− 1ቁቃ

భ

మ
                                                                (3.8) 

    The Berendsen thermostat performs the temperature relaxation through the 

weak coupling method and is considered smooth and deterministic, but it does 

not reproduce canonical ensemble well [155] since the resulting particle 

velocities do not have the correct fluctuations i.e. the Maxwell-Bolzmann 

distribution. Therefore, it is preferable to use it only during the equilibration 

phase as it moves through conformation space quickly and the coupling 

parameter can be tuned and changed at different times of equilibration. In the 

production phase, it is preferred to use other thermostats such as the Nosé-

Hoover and V-rescale thermostats. The Nosé-Hoover thermostat performs 

temperature relaxation by the extended-system method [155] which adjusts 

velocities by coupling the equations of motion to extended dynamical variables 

[157]. However, this thermostat can demonstrate non ergodic behavior [159]. 

The V-rescale thermostat is an extension of the Berendsen thermostat to which 

a properly constructed random force is added. This thermostat samples the 
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canonical ensemble considering the assumption of ergodicity and can be used 

to sample the NPT ensemble when combined properly with a barostat [159]. 

A barostat is needed in addition to a thermostat for simulating the NPT 

ensemble. Keeping the average value of the pressure of the system constant is 

not an easy task as there are more fluctuations in pressure in comparison to 

other quantities of the system such as the total energy [141]. Barostats try to 

keep the pressure value constant through implementing different methods 

such as scaling the volume of the simulation cell or coupling the system to a 

pressure bath analogous to temperature bath [141]. 

There are different barostats used in MD simulations to control the pressure 

of the system two common ones are Brendsen [160] and Parrinello-Rahman 

[161]. Berendsen barostat tries to keep the average pressure constant through 

scaling coordinates and box vectors in every step of the MD simulation [152]. 

Although it is stated that Brendsen barostat does not produce a 

thermodynamically true NPT ensemble [152] however, it acts very well in 

scaling a box at the beginning of the MD simulation [152]. In the equilibration 

phase, it is preferred that Parrinello-Rahman barostat is used as it produces 

the true NPT ensemble [152]. Parrinello-Rahman barostat uses Extended-

ensemble pressure coupling approach where the equations of motion are 

involved in the mechanism of pressure control [152]. Therefore, the choice of 

integrating algorithm would affect the quality of the pressure control by the 

Parrinello-Rahman barostat. Parrinello-Rahman barostat is not a suitable 

barostat to be used in the beginning of the MD simulation when the pressure 

is very far from equilibrium as it may result in very large box oscillations and 

even crash of the simulation [152]. 

4.2.4 FORCE FIELDS 
 

In the force fields, potential energy is expressed as an empirically 

parametrized analytical function of the atomic cartesian coordinates [162]. 

The potential energy 𝑈 of the system is calculated as the sum of a set of 
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equations that correspond to bonded and non-bonded interactions (see 

Figure 9). Each force field uses its own parameter values for the calculation 

of bonded and non-bonded energy to describe the molecular mechanics of 

molecules [163] in a way that reproduces the closest results to experimental 

properties of molecules including heats of formation and vibrational 

frequencies [164]. The choice of the force field has a critical effect on results 

obtained from an MD simulation as it contains potential energy functions and 

parameters used for calculating them.  

 

 

 

     Figure 9. The set of intra and inter molecular interactions used for the calculation of 
potential energy in molecular mechanics (from reference [142]).  
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Although equations used in force fields look complicated, they are 

computationally straightforward to be calculated assuring that energy and 

force calculations are extremely fast even for large systems [143]. There are 

different force fields available that can be used with MD engines for example 

OPLS-AA [165], GAFF [166] and CHARMM [167]. However, while 

parametrizing molecules that are going to be simulated, one should be careful 

that force fields should not be mixed as different force fields have been 

parametrized in different ways. Therefore, parameters of different force fields 

are not necessarily interchangeable. The choice of a suitable force field for  

simulation of a particular molecule depends on many factors including the 

availability of the atom types related to the chemical structure of the molecule 

in that force field. 

4.2.4.1 Bonded interactions 

Bonded interactions define molecule structure and are those between 

covalently bound atoms. Therefore, they are computed based on a fixed list of 

atoms. Bonded interactions include bond-stretching, angle-bending and 

dihedrals.  

Bond-stretching 

The bond stretching between two covalently bonded atoms i and j is 

represented by a harmonic potential where 𝑘௕ is the force constant and b଴ is 

the equilibrium bond length between atoms i and j [152]. 

       𝑉௕൫𝑟௜௝൯ =
ଵ

ଶ
𝑘௜௝

௕ ൫𝑟௜௝ − b଴
௜௝൯

ଶ
                                                    (3.9) 

Bending potential 

The angle among three atoms i, j and k can be demonstrated by a harmonic 

potential on the angle 𝜃௜௝௞  where 𝑘ఏ  is the angle force constant and 𝜃ை is the 

equilibrium angle [152]. 

 

𝑉௔൫𝜃௜௝௞൯ =
ଵ

ଶ
𝑘௜௝௞

ఏ ൫𝜃௜௝௞ − 𝜃ை ௜௝௞൯
ଶ
                                              (3.10) 
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Proper dihedrals 

    The proper dihedral (𝜙) between four atoms i, j, k and l is defined as the 

angle between the ijk and the jkl planes and is calculated using the equation 

(3.11) where 𝑘థ is the dihedral angle force constant and 𝜙଴ is the equilibrium 

dihedral angle.  

𝑉ௗ൫𝜙௜௝௞௟൯ = 𝑘థ(1 + cos(𝑛𝜙 − 𝜙଴))                                            (3.11) 

 

Improper dihedrals 

    Improper dihedrals have different usages one of them is to keep planar 

groups like aromatic rings planar. As it is shown in equation 3.12, the simplest 

improper dihedral potential can be demonstrated as a harmonic potential 

where the improper dihedral angle (ξ) is defined as the angle between the ijk 

and the jkl planes . 

𝑉௜ௗ൫ξ௜௝௞௟൯ =
ଵ

ଶ
𝑘ஞ ൫𝜉௜௝௞௟ − 𝜉ை൯

ଶ
                                                    (3.12) 

4.2.4.2 non-bonded interactions 

Non-bonded interactions of the system include Van der Waals and 

electrostatic interactions. Energy of the Van der Waals interactions is 

calculated using the Lennard-Jones potential (𝑈௅௃) function and energy of 

short-range electrostatic interactions (𝑈஼) is calculated using Coulomb’s law. 

The non-bonded interactions are calculated within a certain radius on the 

basis of a neighbor list.  

 

Lennard-Jones potential  

    This potential describes the Van der Waals energies where the tendency of 

atoms to repel and attract one another regarding the inter nuclear distance is 

calculated [164]. Several potential functions like Buckingham potential or Hill 

potential have also been proposed for the description of Van der Waals 

energies however, the 𝑈௅௃ 12-6  function still is the best known [141] :   
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             𝑈௅௃൫𝑟௜௝൯ = 4ε௜௝ ቆ൬
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ቇ                         (3.13) 

    Epsilon (𝜀) is the energy well depth and sigma (𝜎) is the collision diameter 

where the energy is zero. The 𝑈௅௃ is characterized by a repulsive component 

that varies as rିଵ  and an attractive component that varies as rି଺. The 

attractive component of the 𝑈௅௃, models the London or dispersion force that 

arises from transient dipole-induced dipole interactions [164]. 

     The steep repulsive component is related to the Pauli-exclusion principle 

[164] stating that when the electron clouds of two atoms come close, they repel 

each other.  Although the value of rିଵ   is not strongly supported theoretically 

as it produces a too steep repulsive core interaction (an exponential term 

would be more correct) for many systems including hydrocarbons, it is used 

by many force fields for large systems for facilitating computational 

calculations (rଵଶ can be easily calculated by squaring the rି଺ term). However, 

some force fields still use values like 9 or 10 for the repulsive component of the 

𝑈௅௃ as it provides a less steep curve [141]. 

For the calculation of 1,4 nonbonded interactions (between atoms that are 

separated by three bonds) for both the Van der Waals and electrostatic 

interactions, a different scaling factor (for example 2.0 in the AMBER 1984 

force field) is used. This is performed for several reasons, one of them is to 

reduce the error associated with the use of rିଵ  repulsive term that would be 

most significant for 1,4 atoms [141]. 

 
 
Coulomb interactions 
 

Difference in electronegativity of elements of a molecule causes an unequal 

distribution of charge. This uneven charge distribution in a molecule has been 

represented by different methods with the goal of all of them reproducing the 

electrostatic properties of the molecule. One of these methods is the central 

multiple expansion method which treats a molecule as a single entity and is 

based upon electric moments or multipoles such as dipole, quadrupole and 

octapole. The other method is the method that works based on assigning 

dipoles to the bonds in the molecule and then electrostatic energy is obtained 
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through summing dipole-dipole interaction energies (this is the method used 

in MM2, MM3 and MM4 force fields). The third method for the representation 

of uneven charge distribution in a molecule that is the most widely used in MD 

simulations is the use of partial atomic charges (sometimes also named “net 

atomic charges”). With the help of the Coulomb’s law, these charges are then 

used to calculate electrostatic interactions between two molecules as described 

in equation 3.13 where 𝑞௜ and 𝑞௝ are the charges of particles i and j and 𝑟௜௝   is 

the distance between them. 

 

                    𝑈஼൫𝑟௜௝൯ = 𝑓
௤೔௤ೕ

ఌೝ௥೔ೕ
                                                     (3.14) 

In this equation, 𝑓 =
ଵ

ସగఌబ
 = 138.935485 KJ mol-1 e-2 [152] and 𝜀௥ is a relative 

dielectric constant. 

 
Since partial atomic charges cannot be unambiguously calculated from the 

wave function, many different methods have so far been proposed for 

calculating them. Mulliken charge (that is obtained by population analysis 

method) and Gasteiger charge (that calculate atomic charges only based on the 

atoms present in the molecule and their connectivity), are two kinds of charges 

obtained from these methods however, the electrostatic energy calculated by 

these methods is not accurate. The third method proposed for calculation of 

partial atomic charges is using a series of charge points surrounding the 

molecule to reproduce the QM electrostatic potential. The most famous 

method is the algorithm Singh and Kollman used in the AMBER 1984 force 

field that with some modifications was named RESP (restrained electrostatic 

potential) and introduced for AMBER 1995. In this method, first electrostatic 

potential at a set of points on the surface of the molecule is calculated from the 

wave function and then partial atomic charges that best reproduce the 

electrostatic potential at these points is obtained using a least-squares fitting 

procedure. The basis set used for deriving the wave function should be 

carefully selected as a larger basis set does not necessarily improve the results 

[141]. 
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Although molecular mechanics calculate the energy of the system only as a 

function of nuclear positions and ignores the electronic motions, however, 

electronic motions are implicitly considered in the attractive tail of the 𝑈௅௃ and 

RESP charges. These measures help in considering electronic motions but 

there is still a big gap for the full representation of electronic motions in 

molecular mechanics. For example, placing the partial atomic charges on 

nuclear centers (that assumes spherically symmetrical charge density around 

each atom) cannot correctly represent the distribution of valence electrons 

especially in molecules with lone pairs and 𝜋 electron clouds. The other point 

is that in normal force fields used in MD simulations, charge distribution 

within a molecule is considered permanent and therefore the polarization 

effect induced by the neighboring molecules is ignored [141]. 

4.2.5 CALCULATING NON-BONDED INTERACTIONS 
 
     Calculation of the energies that are related to bonded interactions is not 

computationally expensive as it is proportional to the number of atoms. This 

is completely different for non-bonded interactions and the calculation of the 

energy that is related to non-bonded interactions is considered as the most 

time-consuming part of an MD simulation. In theory, the non-bonded 

interactions should be computed between every pair of atoms in the system. 

To reduce the cost of calculating non-bonded energy, multiple strategies are 

implemented together while conducting MD simulations including the use of 

a cut-off radius, calculation of the neighbor lists and Particle mesh Ewald 

(PME) algorithm for the long range component of the interactions. 

     Checking all atoms in every time step to see whether they are within the cut 

off distance value is a computationally heavy task. Therefore, using a 

procedure called neighbor search, for every particle in the system a neighbor 

list is provided containing only the atoms within the cutoff distance from that 

particle. Different algorithms such as Verlet table algorithm and cell linked list 

algorithm have been used for providing the neighbor list [168] that effectively 

reduces the burden of calculation of non-bonded interactions. The neighbor 

list is regularly updated normally every 10 or 20 time steps. The logic behind 
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this is that neighbors of a particle do not change significantly over 10 or 20 MD 

time steps [141].  

     As already mentioned, to calculate the non-bonded interactions as 

accurately as possible, the PME method is implemented by Gromacs for the 

calculation of long-range electrostatic and Van der Waals interactions (only 

the attractive term of the LJ potential) [152].  The electrostatic interactions 

decay much slower than Van der Waals interactions (as rିଵ) therefore, 

truncating electrostatic potential at the cut off distance may lead to severe 

artifacts [169].  

4.2.6 LIMITATIONS OF ALL-ATOM MD SIMULATION FOR THE STUDY 
OF DDSS 

For the evaluation of many properties of interest of DDSs, atomistic MD 

simulations on part of a DDS suffices and will provide us with valuable 

information. For example, a common approach is to infer results on liposomes 

from lipid bilayer simulations [140]. However, answering some questions 

related to the macroscopic properties of a DDS, requires modelling the entire 

DDS that is generally within a size range of 20–200 nm where possibly tens of 

millions of atoms should be simulated. In such cases, atomistic MD simulation 

is not feasible due to the limits in the time and length scales that can be 

achieved (~15 nm per dimension and microseconds in most cases) [140].  

The second limitation in using all atom MD simulation for studying DDSs 

is related to the fact that the models built often can not predict reliably and 

precisely some in vivo properties of a DDS; for example the release profile 

[163]. The reason is that due to the large gap between the molecular and 

macroscopic scales, predicting the macroscopic properties using simulations 

with all atom resolution is less realistic [170]. Coarse-grained simulations 

based on the MARTINI model, can provide a bridge between the atomistic 

scale and the macroscopic properties of the system [170]. These simulations  

are commonly used when very large biological systems are to be studied [171-

174]. In CG simulations, atoms are grouped into beads to reduce the number 

of explicit particles thus allowing for an increase in the system size and the 

simulation time scales by 2−3 orders of magnitude. However, this will lead to 
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a reduction in the accuracy of the simulation ensemble [143]. There are also 

some technical complications regarding CG simulations for example 

reproducing salt and pH effect that should be carefully considered before 

starting simulations [140]. However, the weakness of CG simulations is the 

loss of resolution that can be overcome by performing multiscale simulations 

that take advantage of the best features of each simulation level [147].  
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5 RESULTS AND DISCUSSION 

In this thesis, we conducted all-atom MD simulations on two polymeric and 

two lipidic drug delivery systems. In each of these studies, a specific property 

of the DDS was evaluated in detail. For the polymeric DDSs, drug release and 

size was evaluated and for the liposomes, stability and pH-sensitivity was 

studied.  

5.1 DRUG RELEASE 

 
In study I, our experimental colleagues made electrospun loaded 

biocompatible nanofibrous matrices with polyethylene oxide (PEO) and PCL 

as polymers and Chloramphenicol (CAM) as the loaded drug. Since PEO and 

PEG have the same chemical structure and are only different in molecular 

weight, we refer to the molecule as PEO when discussed in the context of the 

experimental study, however, since in our computational work we simulated a 

short segment of this molecule, we referred to it as PEG in this context. They 

had observed that there is a large difference in the CAM release profile for 

electrospun mats in the absence and presence of PEO in the polymer 

composition of polymeric mats (see Figure 10). We conducted MD 

simulations in order to determine how the polymer composition of nanofibers 

affects the profile of drug release from them. A brief description of the main 

analysis and results of the study I, is presented in table 1.  

 The profile of the drug release is strongly affected by two kinds of 

interactions; the interactions between drug and the carrier and the 

interactions between carrier and the surrounding environment. We evaluated 

these interactions in detail through all atom MD simulations. We determined 

two reasons for this observation: one the higher hydrophilicity of PEG 

compared to PCL and the other, stronger interactions between PCL and CAM 

compared to PCL and PEG. While we had chosen the number of monomers of 

PEG and PCL in our simulation such that they would have the same number 

of oxygen atoms, PEG makes much more H-bonds with water in comparison 
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to PCL indicating the greater hydrophilicity of PEG relative to the case for PCL. 

Hydrogen bonds that are formed between PEG and water molecules is one of 

the reasons addition of PEG to PCL, when preparing CAM-loaded electrospun 

fibers, increases the rate of the drug release. In its structure, CAM has a 

benzene ring and two chloride groups that cause CAM to form stronger 

nonpolar−nonpolar contacts with PCL than PEG.  

 

 
Figure 10. Chloramphenicol release profile from A) drug loaded PCL and B) drug loaded 

PCL/PEO electrospun nanofiber matrices (from reference [38]). Reprinted with permission 

from Mol. Pharmaceutics 2017, 14, 12, 4417–4430. Copyright 2017 American Chemical 

Society. 

 

Hydrophobic interactions of PCL and CAM is the driving force in slowing 

down the release of drug from the fibers as the percentage of PCL to PEG in 

nanofibers increases. However, one should note that the drug release from a 
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DDS is a very complicated process that is not only determined by the 

interactions mentioned above; there are many other driving forces like the 

initial loaded drug amount that affect the profile of drug release from a DDS. 

 

Table1. A brief description of the main analysis and results of the study I  

analysis model component result 

 
number of H-bonds 

formed between 
polymers and water 

and between polymers 
and CAM 

 
PEG in water 

Almost twice the 
number of H-bonds 
are formed between 
PEG and water in 
comparison to the case 
for PCL and water. Few 
H-bonds are formed 
between polymers and 
CAM 

 
 

PCL in water 

 
 
% polar and non-polar 
surface area of CAM in 
contact with PEG and 

PCL 

 
CAM and PEG in water 

During almost all the 
simulation time, PCL 
has been in contact 
with both polar and 
non polar surface of 
CAM. This amount is 
much less for PEG 

 
 

CAM and PCL in water 

 
 
 
 
Radius of gyration 

 
PEG in water 

  
radius of gyration of 
PCL and PEG did not 
significantly change in 
the presence of CAM. 
Thus, polymers 
remained linear in the 
course of simulation 

 
PCL in water 

 
PEG and CAM in water 

 
PEG and PCL in water 

 
 
 
 

Evaluation of different 
types of contacts 

between polymers and 
CAM 

 
 
 
         PEG and CAM 

nonpolar−nonpolar 
interactions are the 
dominant form of 
interaction between 
CAM and PCL and 
CAM and PEG. 
 From the total 
contacts between 
polymers and CAM, 
polar−polar contacts 
contribute only to a 
very small extent. 

 
 

         PCL and CAM 
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5.2 STABILITY  

Rapid clearance of nanoparticles from the blood stream could be prevented 

through surface modification of nanoparticles. The large surface area of the 

nanoparticles provides the possibility for surface modification as mentioned 

previously, the gold standard of which is PEGylation. To stabilize liposomes in 

the blood stream and to increase their blood circulation time, PEG as a 

protective polymer is attached to the surface of liposomes. In study II, we 

evaluated how PEG length (2 kDa and 5 kDa), shape (linear and branched 

PEG) and its anchoring moiety (DSPE, Chol, Cholane (Chln)) may affect the 

stability of liposomes. A brief description of the main analysis and results of 

the study II is presented in table 2. 

The results of our simulations, especially the evaluation of orientation of 

Chln in the bilayer, led us to the conclusion that liposomes containing PEG 

with Chln as the anchoring moiety have the lowest stability, in line with the 

results our experimental colleagues obtained. However, determining which 

liposomes have the highest stability through computational simulations is a 

much more complicated issue. Even our experimental colleagues obtained 

different results regarding the most stable liposome in vitro and in vivo. While 

in vitro experimental results demonstrated that branched PEG anchored to 

liposomes through DSPE has the highest stability, in vivo results 

demonstrated that liposomes with Chol as the anchoring agent are the most 

stable. In MD simulations, we make a model of the system where it is 

simplified as much as possible to prevent complicated interactions and to 

reduce computational cost but still be able to elucidate the phenomena we 

investigate; the result is a difficult balance and important phenomena can be 

left out. Therefore, as it was discussed in the introduction section, one should 

be careful not to over interpret computational results as even in vitro and in 

vivo results would be different regarding multi factorial dependent properties 

of nanoparticles like stability.  
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Table2. A brief description of the main analysis and results of the study II 

analysis model component result 
 
 
 
 
 
 

mass density 
profile of PEG 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In this publication, we 
conducted MD simulations on 
six models. All of the analysis 
were conducted on all of these 
six models that are: 
 
PEG45-DSPE, DSPC, Chol 
PEG114-DSPE, DSPC, Chol 
PEG45-Chol, DSPC, Chol 
PEG114-Chol, DSPC, Chol 
PEG45-Chln, DSPC, Chol 
PEG114-Chln, DSPC, Chol 
(PEG114)2-DSPE,DSPC, Chol 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Compared to the systems 
with shorter PEG length 
(mPEG45), the systems 
with PEG coating layer of  
mPEG114 and branched 
(mPEG114)2 
demonstrated  
considerably thicker PEG 
coating on the surface. 
Among different systems, 
the one with branched 
PEG exhibited a greater 
density further from the 
membrane surface. 

 
 
 
 
 
 

electrostatic 
potential 

The electrostatic potential 
change from the center of 
the bilayer to the surface of 
the membrane is  lower for 
the system PEGylated with  
mPEG114-Chln than with 
other PEGylating agents 
indicating a looser, less 
ordered membrane 
structure 

 
Deuterium 
order 
parameter 

 
The lowest extent of  lipid 
tail order belongs to the 
system with mPEG114-
Chln as the PEGylating 
agent. This, once again, 
indicates a decreased lipid 
order. 

 
 
 

 
 
 
 
 
Orientation of 
Chln in the 
Membrane 

 
 
 

 

 
 
 
 
 
We observed that when 
Chln is attached to PEG, it 
orients in the membrane 
in an inverted orientation 
with respect to the Chol. 
When Chln is not attached 
to PEG, there is no  
preferred orientation for 
Chln within the membrane 
core. 
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5.3 PH-SENSITIVITY 

 
In the study III, we conducted MD simulations on pH-sensitive liposomes 

composed of DOPE and CHMS to determine the mechanisms behind the 

stabilization and destabilization of these liposomes upon pH change. A brief 

description of the main analysis and results of the study III is presented in 

table 3. 

Three mechanisms have already been proposed regarding how CHSa 

(CHMS in its anionic form in neutral pH) stabilize pH-sensitive liposomes that 

are: disruption of the intermolecular interaction between adjacent PEs [175], 

increasing liposomal interfacial hydration [128] and the electrostatic repulsion 

provided by CHSa [131]. Based on our results, CHSa does not stabilize DOPE 

bilayers through decreasing intermolecular H-bonds as we did not observe a 

reduction in the number of inter-lipid H-bonds in DOPE-CHSa  in comparison 

to DOPE-CHOL. We also determined that CHSa does not stabilize pH-

sensitive liposomes through providing electrostatic repulsion. Our 

observations were in line with  the results Klasczyk et al [176] obtained that 

CHSa adsorbs all cations in the simulation excluding the theory of electrostatic 

stabilization of charged bilayers.  

The low hydration extent of DOPE, is the reason  for the high tendency of 

DOPE bilayers to undergo a lamellar-to-hexagonal phase transition [128]. 

Following our MD simulations, we came to this conclusion that CHSa 

stabilizes the DOPE lipid membrane by increasing the hydrophilicity of the 

bilayer surface through forming a high number of H-bonds with water 

molecules. 

Destabilization of pH-sensitive DOPE-CHMS liposomes is triggered with a 

reduction in pH and the change of CHSa to CHS (CHMS in its protonated form 

in acidic pH). Following this change, the bilayer surface is dehydrated and the 

number of bonded Na+ ions to the lipid head groups is reduced. Therefore, the 

area per molecule reduces and based on dynamic molecular shape theory 

applied to lipids [177], the cone shaped DOPE lipids undergo a phase 

transition from lamellar to hexagonal II (see Figure 11). 
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Table3. A brief description of the main analysis and results of the study III 

analysis model components results 
 
 
 

Area per 
molecule 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
In this publication, We 
conducted MD simulations 
on six models. All of the 
analysis were conducted on 
all of these six models that 
are: 
 
DOPE-CHOL 
DOPE-CHS 
DOPE-CHSa 
PEG-DOPE-CHOL 
PEG-DOPE-CHS 
PEG-DOPE-CHSa 

Among non PEGylated 
systems, DOPE-CHSa has the 
lowest area per lipid. We 
observed that PEGylation 
increases surface area. We 
also observed a reduction in 
area per molecule as CHSa 
changes to CHS 

 
 
 
 

Membrane 
hydration 

 
 
 

 
 

 

Based on water mass density 
profile, bilayers with CHOL 
show the deepest water 
penetration into the bilayer 
and also with PEGylation, a 
reduction in the amount of 
water penetration is 
observed. Bilayers with CHS 
have the lowest number of 
bilayer-water contacts and 
bilayer-water H-bonds. 

 
 

deuterium 
order 

parameter 

 
The lowest deuterium  order 
parameter among non 
PEGylated systems belongs to 
DOPE-CHSa.  
For all the systems, 
PEGylation reduced the order 
parameter. 

 
 
 

Ion contacts 
with bilayer 

and PEG 

 We observed that the 
strongest bilayer-Na+ binding 
occurs in systems  containing 
CHSa that are DOPE-CHSa 
and PEG-DOPE-CHSa. When 
systems are PEGylated, the 
percentage of Na+ ions in 
contact with the bilayer 
decreases. 
 

PEG 
Penetration 

into the Lipid 
Bilayers 

PEG penetrates into lipid 
bilayers and the lowest 
amount of PEG penetration 
into the bilayer is found for 
the  PEG-DOPE-CHSa 
system. 
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Figure 11. The effect of molecular shape on the structure of the amphiphilic 

aggregate. Reprinted from [97] with permission from Elsevier. 

 

    It is worth mentioning that to reduce computational cost and scientific 

complexities, in this study, only one bilayer exists in each simulation box 

where DOPE is fully hydrated. In the experimental condition, there are 

thousands of liposomes in the solution that will encounter the occurrence of a 

narrow fluid space phenomena, inter bilayer contact and a strong adherence 

between opposing PE bilayers from the neighboring liposomes (originates 

from electrostatic interactions between the NH3+ group in one bilayer and the 

PO4- group in the opposing bilayers) [178]. Therefore, beside what we 

determined regarding the mechanisms of stabilization and destabilization of 

pH-sensitive liposomes, it is recommended that these mechanisms also be 

evaluated in multi bilayer models. 
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     To increase the blood circulation time of the pH-sensitive liposomes, they 

are decorated with PEG however, it is experimentally proved that the use of 

PEG will dramatically reduce the pH-sensitivity of pH-sensitive liposomes 

[121, 122]. In part of study III, we attempted to determine how PEG stabilizes 

pH-sensitive liposomes composed of DOPE and CHMS in the lamellar phase 

and prevents the lamellar to hexagonal phase transition and consequently 

reduces the pH-sensitivity of pH-sensitive liposomes. 

     PEG stabilizes liposomes using different mechanisms one of which is 

providing a steric hindrance around the liposomes inhibiting the approach of 

other liposomes [179, 180]. This steric hindrance, will prevent inter bilayer 

contact of liposomes that is necessary for the process of phase transition to 

start [181]. This mechanism seems to work more in in vitro condition than in 

in vivo condition. The other mechanism as discussed in the section 2.2.1 is 

related to helping nanoparticles to evade the MPS. However, for the DOPE 

lipid bilayers, through our MD simulation, we found another mechanism for 

the stabilizing effect of PEG: it significantly penetrates into the lipid bilayer 

and increases the area per molecule that based on dynamic molecular shape 

concept for the lipids, prevents the phase transition of the DOPE bilayers from 

lamellar to hexagonal. On the other hand, PE-PEG is an inverted cone shaped 

lipid derivative that is experimentally proved to stabilize a mixture of cone 

shaped lipids (DOPE and Chol) in the lamellar conformation [180].  

5.4 SIZE 

     As mentioned in section 2.1.2, polymeric nanoparticles may be formed by 

different methods with the self-assembly of polymeric chains as the most 

common. Depending on the chemical structure of the polymeric chains that 

are going to be formed into nanoparticles, the method of self-assembly of 

polymeric chains would be different and, as a result, particles with different 

sizes will be formed. Size of the nanoparticles is crucial for their success as it 

affects their physicochemical, pharmaceutical and biological properties [182].  

In study IV, our experimental colleagues made nanoparticles through self-

assembly of chitosan (CS) and phosphate glucan (PG) polymeric chains by 
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using the ion gelation method. They observed that with increasing 

temperature in the process of nanoparticle formation, smaller polymeric 

particles are formed. They requested us to conduct MD simulations to 

determine how smaller particles are formed upon increase in temperature in 

the process of particle formation.  

  Through conducting MD simulations on a system composed of ten CS chains 

(each containing six monomers with a plus four charge) and twenty PG chains 

(each containing six monomers with minus two charge) in different 

temperatures, we attempted to determine the mechanism through which 

increasing temperature would lead to the formation of smaller polymeric 

nanoparticles. A brief description of the main analysis and results of the study 

IV is presented in table4. 

     We observed that with increasing temperature, the number of H-bonds 

between both PG and CS with water decreases and the number of contacts and 

H-bonds between CS and PG chains increases. This would lead to significantly 

higher interactions among polymeric chains however, the process of particle 

formation is extremely complex and it is very difficult to determine how these 

higher interactions would lead to formation of smaller particles. This 

complexity in the mechanism of formation of CS/PG particles is observed in 

the experimental data our colleagues obtained. They used bulk method and 

different microfluidic methods for the formation of CS/PG particles each 

leading to the formation of particles with a different size even when all other 

experimental parameters including temperature were the same. When our 

experimental colleagues used the bulk method for the formation of CS/PG 

particles, particles with the size of 257 ± 34 nm were formed in room 

temperature and then  at 65℃, particles with a size of 212 ± 25 nm were formed 

as measured by dynamic light scattering. When CS/PG particles were formed 

using a microfluidic chip method, at room temperature particles with a size of 

182 ± 9 nm were formed and when the temperature increased to 65℃, the size 

of the NPs was remarkably reduced to 102 ± 10 nm.  
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Table4. A brief description of the main analysis and results of the study IV 
 

Analysis model components results 
 
 
 
 

radius of gyration 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Ten CS and twenty 

PG chains 

In all the three 
temperatures, the 
radius of gyration of CS 
is greater than PG. 
However, the radius of 
gyration of both CS and 
PG remained  constant 
as the temperature 
increased 

 
 
 
 
 

inter polymer 
contacts 

At all three 
temperatures 
investigated, the 
number of contacts 
between PG chains is 
almost twice the 
number of contacts 
between CS chains. The 
number of contacts 
between CS and PG 
chains increases as the 
temperature increases 

 
 
 
 
 

polymer-water 
contacts 

 At all three 
temperatures 
investigated, the 
number of PG-water 
contacts is almost three 
times the number of 
CS-water contacts. 
With the increase in 
temperature, the 
number of contacts 
between both PG and 
CS and water decreases. 

 
 
 
number of H-bonds 

With increasing 
temperature, the 
number of H-bonds 
between both CS and 
PG with water reduces 
and the number of H-
bonds between CS and 
PG chains increases. 

 
 
number of polymer 

clusters 

With increasing 
temperature, the 
number of formed 
polymeric clusters 
increases thus, smaller 
polymeric particles are 
formed. 
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     Although MD simulations help to shed light on the mechanism of formation 

of smaller CS/PG nanoparticles upon increase in the temperature, however, 

the process of particle formation is controlled by many factors not all of them 

could be evaluated by MD simulations. For example, it is not possible to 

differentiate between bulk and micro fluidic methods by MD simulations. On 

the other hand, to reduce the computational cost, we had to simulate 

polymeric chains with a significantly shorter length in comparison to what was 

used in experiments that makes it more difficult to determine the mechanisms 

behind particle formation. As it is stated in table 4, the radius of gyration of 

both CS and PG remained constant upon increase in temperature that could 

be an artifact of their short length.  
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6 CONCLUSIONS 

Drug delivery systems are mainly used 1- to decrease severe dose limiting side 

effects and unsatisfactory therapeutic results of drugs in particular anti-cancer 

agents following systemic administration 2- to improve the pharmacokinetic 

properties of drugs. Drug delivery systems now have proved their ability in 

decreasing the side effects of drugs while also improving drug bioavailability 

and pharmacokinetics. 

An ideal DDS should have many characteristics including long blood 

circulation time, high accumulation in target tissue and a controlled release 

profile. A DDS optimized for these characteristics could hardly be obtained 

using only experimental investigation. In the process of developing and 

optimizing DDSs, often questions arise that are difficult to address 

experimentally especially when it is necessary to know the specific interactions 

between different components of a DDS and when mechanisms behind an 

experimental observation need to be elucidated.  

    In this thesis, we conducted all-atom MD simulations on two polymeric and 

two lipidic DDSs to obtain an accurate picture of the interactions and 

mechanisms that govern drug release profile (study I), stability (study II), pH-

sensitivity (study III) and size (study IV) of DDSs. As it was discussed in detail 

in the discussion section, through conducting MD simulations we managed to 

shed light on the mechanisms that led to experimental results and determined 

that the MD simulation has the capacity to complement the experimental 

development and optimization of DDSs through providing insight that is 

difficult or impossible to obtain experimentally. However, one should be 

careful not to be misled by artifacts and limitations of MD simulations and not 

to misinterpret while making a comparison between simulations and 

experiment results.   
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