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A B S T R A C T 

We present an analysis of Hubble Space Telescope observations of globular clusters (GCs) in six ultradiffuse galaxies (UDGs) 
in the Coma cluster, a sample that represents UDGs with large ef fecti ve radii ( R e ), and use the results to e v aluate competing 

formation models. We eliminate two significant sources of systematic uncertainty in the determination of the number of GCs, 
N GC 

by using sufficiently deep observations that (i) reach the turno v er of the globular cluster luminosity function (GCLF) and 

(ii) provide a sufficient number of GCs with which to measure the GC number radial distribution. We find that N GC 

for these 
galaxies is on average ∼ 20, which implies an average total mass, M total , ∼ 10 

11 M � when applying the relation between N GC 

and 

M total . This value of N GC 

lies at the upper end of the range observed for dwarf galaxies of the same stellar mass and is roughly 

a factor of two larger than the mean. The GCLF, radial profile, and average colour are more consistent with those observed for 
dwarf galaxies than with those observed for the more massive ( L 

∗) galaxies, while both the radial and azimuthal GC distributions 
closely follow those of the stars in the host galaxy . Finally , we discuss why our observations, specifically the GC number and 

GC distribution around these six UDGs, pose challenges for several of the currently favoured UDG formation models. 

Key words: galaxies: clusters: individual: Coma – galaxies: evolution – galaxies: structure – dark matter. 
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 I N T RO D U C T I O N  

he increasing depth of astronomical surv e ys continues to reveal 
he existence of e ver lo wer surface brightness galaxies (Binggeli,
andage & Tammann 1985 ; Bothun, Impey & Malin 1991 ; Im-
ey & Bothun 1997 ; van Dokkum et al. 2015a ; Fliri & Trujillo
016 ; Trujillo et al. 2021 ), which due to their extreme nature can
hallenge galaxy formation models. In particular, a subclass of 
ow surface brightness (LSB) galaxies with large effective radii 
 R e > 1.5 kpc) and LSB ( μ(0, g ) > 24.0 mag arcsec −2 ), dubbed ul-
radiffuse galaxies (UDGs) by van Dokkum et al. ( 2015a ), has
rawn attention both because of their large numbers and inferred 
roperties. 
The large population of UDGs in Coma and their survi v al in

he cluster environment suggested large total masses, M total , despite 
heir modest stellar masses (van Dokkum et al. 2015a ). Further 
nvestigations and estimations of the total mass of UDGs using 
tellar kinematics (Chilingarian et al. 2019 ; van Dokkum et al. 
019 ; Gannon et al. 2020 ; M ̈uller et al. 2020 ; Forbes et al. 2021 ),
lobular clusters (GCs) dynamics (Beasley et al. 2016 ; Toloba et al.
018 ), H I kinematics (Leisman et al. 2017 ; Papastergis, Adams &
 E-mail: teymur.saif@gmail.com (TS); dfz@arizona.edu (DZ) 
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omanowsky 2017 ; Trujillo et al. 2017 ; Mancera Pi ̃ na et al. 2020 ;
oulain et al. 2021 ), weak gravitational lensing (Sif ́on et al. 2018 ),
DG abundance in clusters (Amorisco 2018 ), scaling relations 

Zaritsky 2017 ), and X-ray observations (Lee, Hodges-Kluck & 

allo 2020 ) found that most UDGs are dark matter dominated objects
ith halo masses similar to those of dwarf galaxies and dynamical
ass-to-light ratios that span a wide range between a few tens to a few

housands. The most massive known UDGs have M total ∼ 10 11 M �,
omparable to the most massive dwarf galaxies, such as the LMC
Erkal et al. 2019 ). 

Because of the difficulty in obtaining direct mass estimates of 
DGs, some authors have resorted to using the number of GCs,
 GC , as a secondary mass estimator (Harris, Harris & Alessi 2013 ;
easley et al. 2016 ; Harris, Blakeslee & Harris 2017 ) for UDGs in the
oma (Beasley & Trujillo 2016 ; Peng & Lim 2016 ; Amorisco et al.
018 ; Lim et al. 2018 ), Virgo (Lim et al. 2020 ), Fornax (Prole et al.
018 ), and Hydra (Iodice et al. 2020 ) clusters and in galaxy groups
Somal w ar et al. 2020 ; M ̈uller et al. 2021 ). These observations have
ighlighted that UDGs tend to host two to three times as many GCs
s dwarf galaxies of the same stellar mass (Lim et al. 2018 , 2020 ,
ut see Amorisco et al. 2018 ; Prole et al. 2019 ; Marleau et al. 2021
or multiple counter-e xamples). Ov erall, it seems that UDGs show
 wide range of GC abundances; some are GC-poor and some are
C-rich (Gannon et al. 2021 ) 
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In contrast to GC abundances, other GC properties appear to be
imilar in UDGs and non-UDGs. The ratio of the GC half-number
adius ( R GC ) to the UDG ef fecti ve radius ( R e ) of < 2, the GC colours
dominantly blue and metal-poor), and the shape of globular cluster
uminosity function (GCLF) are all similar to what is found for GCs
n dwarf galaxies (Beasley & Trujillo 2016 ; Peng & Lim 2016 ; van
okkum et al. 2017 ; Amorisco et al. 2018 ; Prole et al. 2019 ; Lim

t al. 2020 ; Somal w ar et al. 2020 ; M ̈uller et al. 2021 ; Saifollahi et al.
021 ). 
These results suggest that GCs in UDGs are similar to those in

ther galaxies and that what differs between GCs in UDGs and other
alaxies is simply the relative formation efficiency between them and
he stars in the host galaxy. As such, GCs may provide an avenue for
iscriminating among competing UDG formation/evolution models.
e briefly outline some competing models and how N GC might be

xpected to behave: 

(i) The initial UDG studies suggested that UDGs represent a
opulation of failed galaxies that assembled their dark matter haloes
nd were rapidly quenched at high redshift due to environmental
rocesses in galaxy clusters, mainly ram pressure stripping (Koda
t al. 2015 ; Yozin & Bekki 2015 ; van Dokkum et al. 2015a ; Benavides
t al. 2021 ). Additionally, as a consequence of the passive evolution
f their stellar populations, UDGs surface brightness have decreased
ith time (Rom ́an & Trujillo 2017 ; Rom ́an et al. 2019 ; Tremmel et al.
020 ). This scenario is consistent with observations of cluster UDGs
s gas-poor (Chen et al. 2020 ; Karunakaran et al. 2020 ) quiescent
Singh et al. 2019 ), old, metal-poor, and alpha-enhanced (Kadowaki,
aritsky & Donnerstein (Kadowaki, Zaritsky & Donnerstein 2017 ;
err ́e-Mateu et al. 2018 ; Gu et al. 2018 ; Pandya et al. 2018 ; Ruiz-
ara et al. 2018 ). This model stemmed from the idea that UDGs
re massive objects with L 

∗-like haloes (van Dokkum et al. 2015a ).
o we ver, recently this model is revised to accommodate the dwarf-

ike haloes of UDGs (Beasley et al. 2016 ; Beasley & Trujillo 2016 ).
n this ‘failed dwarf galaxy’ model, the LSB is attributed to the lack
f subsequent star formation, and so naturally results in a larger
 GC / M ∗, as long as GC formation occurred prior to the introduction
f the UDG progenitor into the cluster environment. 
(ii) Another environment-moti v ated class of model, the ‘tidal

nteraction’ scenario, has UDGs suffering dynamical heating within
alaxy clusters and galaxy groups that ‘puffs’ them up (e.g. Amorisco
019 ; Carleton et al. 2019 ; Sales et al. 2020 ). Studies exist that both
a v our (Mancera Pi ̃ na et al. 2019 ; Rong et al. 2020 ; Jones et al. 2021 ;
om ́an, Castilla & Pascual-Granado 2021 ) or disfa v our (Venhola
t al. 2017 ; Kado-Fong et al. 2021 ) this scenario. In such a scenario,
he galaxy’s LSB is attributed to the dynamical expansion of the
alaxy, not to a lower star formation efficiency, and so N GC / M ∗ should
e comparable to that of dwarf galaxies. If only some UDGs form
ia this channel, we might expect to find large scatter in N GC / M ∗. 
(iii) The presence of UDGs in the field (Prole et al. 2021 ) suggests

hat environment alone is not responsible for UDG formation. In the
high-spin’ model (Amorisco & Loeb 2016 ), a higher initial halo
pin for a dw arf-lik e halo produces a galaxy with a large ef fecti ve
adius and hence LSB. Again, current observations, in this case
 I observations of gas-rich UDGs, provide conflicting results with

ome finding high-spin (Spekkens & Karunakaran 2018 ; Liao et al.
019 ) and others finding low-spin (Jones et al. 2018 ; Sengupta et al.
019 ) field UDGs. In the high-spin UDGs, the baryons are less
oncentrated than in the low-spin analogues and so, in addition to
he stars being more spread out, a lower star formation efficiency
ay also plausibly be responsible for the galaxy’s LSB. It is unclear
NRAS 511, 4633–4659 (2022) 
hether one would also expect GC formation to have been affected
nd so the expectations for N GC / M ∗ are unclear. 

(iv) Alternatively, the ‘stellar feedback’ model (Di Cintio et al.
017 ) invokes episodic and intense star formation activity in gas-
ich galaxies to push the gas to larger radii. In a variant of this model,
eedback from the GCs themselves is invoked by Trujillo-Gomez,
ruijssen & Reina-Campos ( 2022 ). The redistribution of the gas,
hich is the dominant baryonic mass component in these galaxies,
odifies the total mass distribution within the galaxy, causing the

ormation of a dark matter core (Navarro, Eke & Frenk 1996 ;
ontzen & Go v ernato 2012 ) and lowering the surface brightness
Di Cintio et al. 2017 ; Chan et al. 2018 ; Jiang et al. 2019 ; Martin
t al. 2019 ; Freundlich et al. 2020 ). As star formation occurs after
C formation, one might expect different radial distributions for
Cs and stars. Interestingly, in the model variant where GCs are

esponsible for the intense feedback (Trujillo-Gomez et al. 2022 ),
e might expect a relation between N GC / M ∗ and R e . 
(v) Other models rely on distinctive merger histories to produce

 range of surface brightness among otherwise similar galaxies. The
lack of mergers’ scenario (Van Nest et al. 2021 ; Wright et al. 2021 )
uggests that UDGs are those galaxies with no late-time ( z < 1)
ajor mergers. In this case, the spin parameter of the galaxy is

ystematically higher than in analogues that did have such a merger
nd in turn star formation occurs at larger radii, which leads to
 lower central surface brightness. If mergers play a role in GC
ormation, then N GC / M ∗ might actually be expected to be lower
han in analogues. Ho we ver, if GCs form only at high redshift, then
 GC / M ∗ might be larger in UDGs. 

Each of these proposed mechanisms does not necessarily act at
he exclusion of others. For example, Martin et al. ( 2019 ) propose
hat a combination of a distinctive star formation history and
nvironmental effects produces large, LSB galaxies. Even without
his additional complication, it is evident from this discussion that
heoretical expectations for the number and properties of GCs in the
 arious UDG formation/e volution models need further de velopment.
ortunately, some studies have begun this exploration in detail for
pecific models (Carleton et al. 2021 ). Our goal here is to moti v ate
urther work by providing higher fidelity GC observations against
hich to do the comparison. 
We address three specific shortcomings of the available N GC 

easurements. First, and foremost, we provide a consistent analysis
f a significant sample (six) of similar UDGs. Secondly, we focus on
 population of large UDGs, 3 < R e /kpc < 5, with a mean ef fecti ve
adius of 〈 R e 〉 = 3.6 kpc. These are expected to be more massive
nd, therefore, to each have a significant number of GCs. Thirdly,
e use images that are sufficiently deep to allow us to address two
ey sources of systematic uncertainty. Every estimate of N GC for
DGs includes completeness corrections, both for GCs too faint to
etect and for radial incompleteness due to highly uncertain statistical
ackground corrections at large radii. Our photometry reaches the
CLF turno v er, minimizing the photometric completeness correc-

ion. Furthermore, we detect a sufficient number of GCs per galaxy,
hich allows us to empirically constrain the GC radial distribution. 
The structure of the paper is as follows. In Section 2, the UDG

ample and the observational data are described. In Section 3, after
ource extraction and photometry, we measure the compactness and
olours of sources and identify the GCs around our UDGs. Section 4
resents the observed properties of the identified GCs, their total
umber, spatial distribution, colours and luminosity function. Based
n these results, in Section 5, we discuss the implications for various
DG formation scenarios. We summarize our findings in Section 6.
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Table 1. The UDG sample and the observational data of this work. Columns from the left- to the right-hand side represent galaxy names in the SMUDGes 
(Zaritsky et al. 2019 ) and Y agi (Y agi et al. 2016 ) catalogues (a), RA (b), Declination (c), heliocentric radial velocity (d) and exposure times in three filters, 
F 475 W , F 606 W , and F 814 W , for available data (e, f, and g). For convenience, throughout this paper, we use the DF name for five galaxies and the SMDG 

name for one galaxy. These names are indicated in boldface. 

Names (SMDG,DF,Yagi) J2000 RA ( o ) J2000 Dec ( o ) V rad (km s -1 ) F 475 W F 606 W F 814 W 

(a) (b) (c) (d) (e) (f) (g) 

SMDG1257017 + 282325, DF07 , 680 194.25716 28.390250 6864 ± 33 5000s ∗∗ – 5000s ∗
SMDG1301304 + 282228, DF08 , 194 195.37646 28.374578 7319 ± 97 5000s ∗∗ – 5000s ∗
SMDG1301582 + 275011, DF17 , 165 195.49266 27.836445 8583 ± 43 5100s ∗∗ 5800 s 5100s ∗
SMDG1300580 + 265835, DF44 , 11 195.24162 26.976355 6661 ± 38 5000s ∗∗ 7280 s 5000s ∗
SMDG1251014 + 274753 , –, – 192.75563 27.798033 6404 ± 45 5000s ∗∗ – 3730s ∗
SMDG1301158 + 271238, DFX1 , 13 195.31600 27.210484 8105 ± 6 – 7280 s ∗ 2420s ∗∗
Notes. The ∗ and ∗∗ symbols indicate the primary and secondary data sets, respectively. 
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hroughout this paper, magnitudes and colours are expressed in the 
B magnitude system. We adopt the standard cosmological model 
ith �M 

= 0.3, �� 

= 0.7, and H 0 = 70 km s −1 Mpc −1 . 

 OBSERVATIONS  

.1 UDG sample 

he UDGs in our sample are Coma cluster galaxies with an available
pectroscopic redshift, a large ef fecti ve radius ( R e ∼ 4 kpc), and deep
ST observations that reach the GCLF turno v er magnitude ( μpeak ∼ -
.0 mag in the I band). These criteria narrow down the sample to six
DGs in the Coma cluster with an average ef fecti ve radius, R e , of
3.6 kpc. The Coma cluster is at a distance of 100 Mpc (Thomsen

t al. 1997 ; Jensen, Tonry & Luppino 1999 ) 1 and has a mass of
 200 = 1.3 × 10 15 M �, making it one of the most massive galaxy

lusters in the local universe (Kubo et al. 2007 ). 
These six galaxies are drawn from previous Coma cluster UDG 

urv e ys (van Dokkum et al. 2015a ; Yagi et al. 2016 ; Zaritsky et al.
019 ) and, therefore, are known by multiple names. Five of these
DGs have DF names (Dragonfly Coma cluster survey, van Dokkum 

t al. 2015a ) namely, DF07, DF08, DF17, DF44, and DFX1. 2 For
onvenience, throughout this paper, we use the DF names for these 
ve galaxies, although they all appear in both the Yagi et al. ( 2016 )
nd Zaritsky et al. ( 2019 ) catalogues as well. The sixth galaxy, known
s SMDG1251014 + 274753 (hereafter we refer to this object as
MDG1251014) is identified by the SMUDGes surv e y of the Coma
luster (Zaritsky et al. 2019 ; Barbosa et al. 2020 ; Zaritsky et al.
021 ). The UDG sample is presented in Table 1 and their distribution
elative to the Coma cluster is shown in Fig. 1 . The Coma membership
f these objects is spectroscopically confirmed (van Dokkum et al. 
015b , 2016 , 2017 ; Kadowaki et al. 2017 ; Gu et al. 2018 ; Kadowaki
t al. 2021 ). All, except SMDG1251014 are located within the virial
adius (2.85 Mpc, Kubo et al. 2007 ) and the splashback radius of
he cluster (2.43 Mpc, Kadowaki et al. (Diemer 2018 ; 2.43 Mpc,
adowaki et al. 2021 ). 

.2 Photometric data 

ur data come from three different programs carried out with the 
ubble Space Telescope ( HST ). The first ( HST program ID 15121;
 Radial velocity of 6925 km/s (Struble & Rood 1999 ). 
 This galaxy, which was originally named ‘GMP 2175’ (Godwin, Metcalfe & 

each 1983 ), is not included in the main DF catalogue (van Dokkum et al. 
015a ) but was added later, in van Dokkum et al. ( 2017 ), and renamed DFX1. 

3

s
4

c

I Zaritsk y) pro vides WFC/ACS F 475 W and F 814 W observations of
F07, DF08, DF44 and SMDG1251014. These observations were 
efined to deliver similar data to those available for DF17 from the
econd program ( HST program ID 12476; PI Cook). This program
rovides WFC/ACS observations in F 475 W , F 606 W, and F 814 W ,
hich has been used previously (Beasley & Trujillo 2016 ; Peng &
im 2016 ). The final program ( HST program ID 14643; PI van
okkum) provides WFC3/UVIS F 606 W and F 814 W observations
f DFX1 and DF44. These data have been also used previously (van
okkum et al. 2017 ; Saifollahi et al. 2021 ). Ho we ver, the F 814 W
bservations of DF44 are shallower than our F 814 W so we do not
se them here. In Table 1, we summarize the observations and basic
roperties (coordinates and recessional velocity) of our UDGs. 
We retrieve the reduced data from the MAST server. 3 When more

han one frame for a given filter is available, we median stack the
rames using SWARP (Bertin et al. 2002 ). We remo v e cosmic rays
rom the stacked frames using the L.A.Cosmic 4 (van Dokkum 2001 ).
hese processed frames, with cropped versions shown in Fig. 2 , are
sed in the next section to measure the S ́ersic parameters of galaxies,
erform photometry, and select GC candidates. For each galaxy, 
e select the image that has the highest signal-to-noise ratio as the
rimary frame that we will use as a reference. For all except DFX1,
he F 814 W images are defined as primary. For DFX1, the F 606 W
mages is defined as the primary. 

 ANALYSI S  

e use the primary and secondary images to measure the structural
roperties of UDGs, extract sources, and ultimately, identify the GCs. 
n this section, we describe our methodology. 

.1 Galaxy structural parameters 

o derive the structural properties of the UDGs, we fit a single
 ́ersic function using GALFIT (Peng et al. 2002 , 2010 ) to the
2 × 32 arcsec (16 × 16 kpc) cropped images. This crop size co v ers
eyond 2 R e for all of our UDGs. To estimate the background
ux, we make larger cropped frames of galaxies (80 × 80 arcsec
r 40 × 40 kpc). Bright contaminating objects in the images are
xtracted using SEXTRACTOR (Bertin & Arnouts 1996 ) with the 
efault parameters except that we set BACK TYPE = GLOBAL, 
MNRAS 511, 4633–4659 (2022) 

 All data are now public and accessible via ht tps://mast .stsci.edu/portal/Ma 
hup/Clients/Mast/Portal.html 
 L.A.Cosmic PYTHON package is available here: ht tps://lacosmic.readt hedo 
s.io/ en/latest/ 

https://mast.stsci.edu/portal/Mashup/Clients/Mast/Portal.html
https://lacosmic.readthedocs.io/en/latest/
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M

Figure 1. Projected distribution of the six Coma cluster UDGs in this study (colour image: Sloan Digital Sky Survey DR9). 

B  

t  

e  

m  

w
S

 

a  

B  

m  

c  

f  

F  

fl  

A
m

 

g  

f  

w  

r  

e  

v  

D  

e  

t  

p  

b  

u

3

W  

S  

t  

w  

f  

i  

p  

t  

u  

u  

D  

A  

D  

B  

a  

u  

t  

a  

a  

h  

F  

c  

t

5 ht tps://acszeropoint s.st sci.edu/

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/511/3/4633/6523374 by guest on 17 O
ctober 2022
ACK SIZE = 16, and BACK FILTERSIZE = 1. We find that
his configuration extracts sources located within the galaxy more
f fecti vely. At this point, we aim to identify bright sources that
ay influence the model fitting. Later, for GC identification, we
ill use a more sophisticated background subtraction (described in 
ection 3.2). 
To determine the background level, we place a circular mask with

 radius of 10 times the estimated minor axis ( SEXTRACTOR output
 I MAGE) for each source other than the UDG and a square
ask of 32 arcsec on a side for the UDG. We calculate the sigma-

lipped median of the sky values (five iterations with 3 σ clipping)
or 1000 randomly placed 5 × 5 arcsec (100 × 100 pix el) box es.
inally, the median of these median values is used as the background
ux input to GALFIT , which floats during fitting. Figs A1 and
2 in the appendix display the different steps of the S ́ersic 
odelling. 
We present in Table 2 the resulting S ́ersic parameters for the

alaxies and show the surface brightness profiles and fits in Fig. 3
or DF44 and in Fig. A3 for the rest of the sample. In the cases,
here the same images are used, our deri ved v alues for the ef fecti ve

adii, R e , are consistent with previous measurements (van Dokkum
t al. 2015a ; Peng & Lim 2016 ; Beasley & Trujillo 2016 for DF17;
an Dokkum et al. 2017 for DFX1; Saifollahi et al. 2021 for
F44). For DF44, using the HST data in F 606 W , van Dokkum

t al. 2017 measured an R e that is on average ∼0.8 kpc larger
han our measurements in any of the three available filters. A
ossible explanation for this difference lies in the estimation of the
ackground level, which can lead to different S ́ersic indices and
ltimately, different effective radii. 
NRAS 511, 4633–4659 (2022) 
.2 Source extraction and photometry 

e perform source extraction and source photometry using
EXTRACTOR to construct the source catalogue that is needed for

he next steps in our analysis. To improve the source extraction,
e subtract an 8 × 8 pixel (spatial) median-filter from each

rame. We identify and extract sources using SEXTRACTOR and
ts default parameters. Detected sources are masked and the
rocedure (filtering, source extraction, masking) is repeated
hree more times. The final median-subtracted frames are
sed to construct the source catalogues. For this search we
se the default SEXTRACTOR values with a few adjustments:
ETECT MINAREA = 4.0, DETECT THRESH = 1.5,
NALYSIS THRESH = 1.5, DEBLEND NTHRESH = 4,
EBLEND MINCONT = 0.005, BACK TYPE = GLOBAL,
ACK SIZE = 32, and BACK FILTERSIZE = 3. We calculate
perture magnitudes within apertures of 4 and 8 pixel diameter. We
se the 4 pixels aperture magnitudes ( ∼ 2 × FWHM) to measure
he source aperture magnitude and, in combination with the 8 pixel
perture magnitudes, to measure a source compactness index. The
perture corrections we apply are as presented in the instrument
andbook and are 0.44, 0.45, and 0.54 mag for F 475 W , F 606 W, and
 814 W, respectively. We adopt zeropoints from the ACS Zeropoints
alculator. 5 These values are slightly different between observations
hat have been carried out at different times. 
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Figure 2. The WFC/ACS/ HST view of the UDG sample of this work in F 814 W for DF07, DF08, DF17, DF44, SMDG1251014, and F 606 W for DFX1. 

Table 2. UDG structural parameters of our UDGs. Columns from the left- to right-hand side represent (a) galaxy name as referred to in this work, (b) 
observed filter, (c) ef fecti ve radius, (d) S ́ersic index, (e) major axis position angle measured counterclockwise from North to East, (f) ellipticity, (g) total 
apparent magnitude, (h) total absolute magnitude, (i) ef fecti ve surface brightness, (j) and the inferred stellar mass. Absolute magnitudes are calculated using 
an adopted distance modulus m − M = 35, assuming that all Coma galaxies are at 100 Mpc. Uncertainties come from the model fitting using GALFIT . The 
stellar masses are estimated using the equations in Into & Portinari ( 2013 ) after converting M 814 , m 475 − m 814 , and m 606 − m 814 to I , B − I and V − I . The 
conversion are made using m V , Vega − m I , Vega = m 606, AB − m 814, AB + 0.58 and m B , Vega − m I , Vega = m 475, AB − m 814, AB + 0.82 (Blanton & Roweis 2007 ; 
Gennaro et al. 2018 ; Harris 2018 ). Systematic magnitude errors are small in comparison to the uncertainties in model fitting and neglected. 

Galaxy Filter R e n PA ε m M <μe > M ∗
– – kpc – o – mag mag mag arcsec -2 10 8 M �
(a) (b) (c) (d) (e) (f) (g) (h) (i) (j) 

DF07 F 475 W ∗∗ 3.74 ± 0.37 0.85 ± 0.08 − 46.5 ± 0.63 0.77 ± 0.01 19.38 ± 0.15 − 15.61 ± 0.15 25.74 ± 0.36 
F 814 W ∗ 3.55 ± 0.04 0.81 ± 0.01 − 45.9 ± 0.04 0.79 ± 0.01 18.45 ± 0.02 − 16.54 ± 0.02 24.69 ± 0.04 2.8 ± 0.7 

DF08 F 475 W ∗∗ 3.07 ± 0.86 1.03 ± 0.22 − 81.6 ± 1.29 0.99 ± 0.01 20.65 ± 0.35 − 14.34 ± 0.35 26.58 ± 0.95 
F 814 W ∗ 2.95 ± 0.17 0.88 ± 0.05 70.13 ± 0.31 0.90 ± 0.01 19.77 ± 0.09 − 15.22 ± 0.09 25.61 ± 0.21 0.6 ± 0.2 

DF17 F 475 W ∗∗ 3.75 ± 0.35 0.71 ± 0.08 − 48.0 ± 0.77 0.75 ± 0.01 20.00 ± 0.16 − 14.99 ± 0.16 26.36 ± 0.36 
F 606 W 3.48 ± 0.20 0.65 ± 0.04 − 53.5 ± 0.13 0.73 ± 0.01 19.66 ± 0.10 − 15.33 ± 0.10 25.86 ± 0.22 
F 814 W ∗ 3.45 ± 0.20 0.65 ± 0.04 − 49.7 ± 0.31 0.73 ± 0.01 19.16 ± 0.10 − 15.83 ± 0.10 25.34 ± 0.22 1.4 ± 0.4 

DF44 F 475 W ∗∗ 4.21 ± 0.61 0.77 ± 0.11 − 20.1 ± 1.25 0.67 ± 0.01 19.39 ± 0.24 − 15.60 ± 0.24 26.01 ± 0.55 
F 606 W 3.83 ± 0.40 0.74 ± 0.09 − 29.2 ± 0.46 0.64 ± 0.01 19.19 ± 0.17 − 15.80 ± 0.17 25.60 ± 0.40 
F 814 W ∗ 3.92 ± 0.01 0.77 ± 0.01 − 24.4 ± 0.03 0.68 ± 0.01 18.62 ± 0.01 − 16.37 ± 0.01 25.08 ± 0.01 2.1 ± 0.5 

SMDG1251014 F 475 W ∗∗ 5.06 ± 0.80 0.94 ± 0.11 49.25 ± 0.88 0.71 ± 0.01 19.16 ± 0.24 − 15.83 ± 0.24 26.17 ± 0.58 
F 814 W ∗ 4.99 ± 0.29 1.01 ± 0.04 50.03 ± 0.40 0.74 ± 0.01 18.22 ± 0.09 − 16.77 ± 0.09 25.20 ± 0.20 4.9 ± 1.2 

DFX1 F 606 W ∗ 3.73 ± 0.17 0.93 ± 0.04 9.85 ± 0.05 0.60 ± 0.01 19.18 ± 0.07 − 15.81 ± 0.07 25.53 ± 0.16 
F 814 W ∗∗ 3.69 ± 0.22 0.92 ± 0.05 10.86 ± 0.22 0.59 ± 0.01 18.77 ± 0.09 − 16.22 ± 0.09 25.10 ± 0.21 1.5 ± 0.4 

Notes . The ∗ and ∗∗ symbols denote the primary and secondary data sets. 
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Figure 3. The light profile (solid black lines), best-fitting S ́ersic function (red 
curve) for the UDG DF44 (top panel) and fitting residuals (bottom panel). 
The black dashed lines indicate the 1 σ uncertainty of the light profile. 
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.3 Identifying GC candidates 

ere, we describe how we identify GC candidates. Because ACS has
 pixel size of 0.05 arcsec and the point spread function full width
alf-maximum (FWHM) is 0.1 arcsec (2 pixels), this instrument is
he best available for GC searches in UDGs at distances between
hat of the Virgo and Coma clusters. Although GCs are unresolved
n the HST observations of systems at the distance of the Coma
luster (Harris et al. 2009 ), the high-resolution imaging of the
CS can distinguish them from high-redshift background galaxies,
hich are resolved. Furthermore, the 202 × 202 arcsec field of view

ompares well to the average ef fecti ve radius of UDGs in the sample
7.2 arcsec on av erage), pro viding enough field co v erage to allow us
o statistically estimate any remaining contamination after the source
election procedure described below. 

As already indicated, GCs at the Coma distance are unresolved.
o help distinguish them from background galaxies, we define
 compactness index, c 4 −8 , as the difference between the 4 and
 pixels aperture magnitudes. Because the primary frames were
elected to have a higher signal-to-noise ratio, we adopt the c 4 −8 

easured from those. In the following, we select point sources
s GC candidates based on this compactness criteria. We then
se the measured colours to further clean the sample of possible
ontamination (fore ground/background). Ne xt, we describe each step
n detail. 

.3.1 Artificial stars and point source selection 

C candidate selection based on the compactness index is a well-
stablished approach (e.g. Jord ́an et al. 2007 , 2015 ; Amorisco
t al. 2018 ; Lim et al. 2018 ). The compactness index threshold
s established for each different data set through comparisons of
he resulting compactness indices of implanted artificial stars. The
oint spread function (PSF) used to create those stars is typically
etermined using bright and unsaturated stars in the data. 
To implant artificial stars, we first discard all objects brighter

han 22nd magnitude because these are ∼ 5 mag brighter than the
NRAS 511, 4633–4659 (2022) 
xpected GCLF peak. Assuming a GCLF width of σ = 1.0 mag
Brodie & Strader 2006 ), this limit is ∼ 5 σ from the GCLF peak. We
onclude that compact objects brighter than 22 mag are foreground
tars. From the remaining sources, we select between 10 and 20
f the brightest unsaturated stars in each primary frame. These
re brighter than 25 mag in F 814 W and with a compactness index
etween 0.25 and 0.45 mag. This range of compactness index is
hosen by visual inspection of the compactness index – magnitude
iagram of sources. After selecting stars within primary frames, we
e-sample their PSFs at a pixel size 10 times smaller, combine all
f the PSFs, and reconstruct the PSF of each primary frame. The
econstructed PSFs have a pixel size of 0.005 arcsec. Given the small
umber of bright unsaturated stars in each frame, we choose to adopt
 constant PSF across the frame. 

We simulate 1000 stars with magnitudes between 22 and 29 mag
er 0.1 mag bin. We randomly locate artificial stars to sub-pixel
recision (along X -axis and Y -axis, within 10 pixels from the PSF
entroid), re-sample to the instrumental pixel size (0.05 arcsec), add
oisson noise, and randomly distribute them throughout the original

mages. 
For each of the new images produced, we perform cosmic ray

ejection, source extraction and photometry as we did before. In
ig. 4, we show the c 4 −8 – magnitude diagram of the simulated stars
or DF44 (the diagrams for the other galaxies are in Fig. A5 ). Based
n the median and standard deviation of c 4 −8 at each magnitude, we
efine a range of c 4 −8 as characteristic of point sources (indicated
y black dashed curves) and select objects within these curves
s GC candidates (red crosses). The boundaries correspond to 3 σ
eviations from the median compactness index of the artificial
tars plus 0.1 mag to account for compactness variations across a
rame. 

Using the artificial star results, we estimate that we are 90 per cent
omplete in identifying point sources near the expected GCLF
urno v er (27.8 and 27.3 mag in F 606 W and F 814 W ). The full
ompleteness function is presented in Figs 5 for DF44 and A8 for
he other UDGs. 

.3.2 Colour-based selection 

ollowing the point source selection using the primary image, we use
he secondary data to apply a colour cut. Requiring a positional match
n the secondary image (within 0.1 arcsec or 2 pixels) rejects most
emaining cosmic rays. Unfortunately, some cosmic rays, regardless
f the cosmic ray cleaning and compactness criteria, remain and
ak e their w ay into the sample of selected point sources. We will

ccount for these and other remaining contaminants statistically in
he next steps of the analysis. 

Because the secondary data are shallower than the primary,
ompleteness will be a function of colour. To account for this,
e repeat the artificial star simulations for the secondary filter and
easure its completeness. To derive the combined completeness, we

ssume that GCs have average colours of m 606 − m 814 = 0.35 mag
nd m 475 − m 814 = 0.80 mag (based on the photometric prediction of
he E-MILES stellar library for a 10–14 Gyr single stellar population
th metallicities between −2 < Z < 0.5; (Vazdekis et al. 2010 , 2016 ).
he combined completeness function is shown in Fig. 5 in purple.
he multiwavelength catalogues are 75 per cent complete around

he e xpected GCLF turn-o v er, around m 814 ∼ 27.0 mag (Kundu &
hitmore 2001 ; Miller & Lotz 2007 ) 
We apply colour cuts to the selected point sources. We use the

olour 0.1 < m 606 − m 814 < 0.75 mag for DFX1 and 0.4 < m 475 −

art/stac328_f3.eps
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Figure 4. Top panel: compactness index ( c 4 −8 ) – magnitude diagram for 
DF44 in its primary frames ( F 814 W ). The boundaries of point source selection 
are indicated with black dashed curves. All the sources in the primary frames, 
simulated stars and selected point sources are shown in grey dots, yellow dots, 
and red crosses, respectively. Bottom panel: similar diagram as the diagram 

on top for sources in different radial distances from the host UDG. Selected 
sources and not-selected (discarded) sources are shown in red and grey dots. 
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Figure 5. The completeness of source extraction (black), point source 
selection (red for F 814 W primary filter) and source selection after including 
the secondary filter (shallower data, purple), for the galaxy DF44. 
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 814 < 1.5 mag for rest of the sample. This colour range is estimated
ased on the photometric prediction of the E-MILES stellar library 
s described earlier. We retain candidates that exceed these limits by 
ess than 1 σ . 

In Fig. 6, we demonstrate the effects of cross-matching and colour 
election in removing sources in the DF44 field (for the other UDGs
n Fig. A7 ) for candidates within 3 R e of their host galaxies. We
ighlight in grey the (suspected) cosmic rays that are not cleaned by
.A. Cosmic but are remo v ed after cross-matching between primary 
nd secondary images. The red triangles highlight those sources 
ejected due to their colour. In Fig. 7 , we show the GC candidates in
F44 before and after applying the colour-cuts (left- and right-hand 
anels). 
As already mentioned, even the best set of criteria cannot exclude 

he possibility of contamination. As such, the surviving objects are 
nly GC candidates. To correct for contamination, we estimate and 
ake into account the average properties of objects that satisfy all of
ur criteria but lie sufficiently far from the UDG that they are unlikely
o be associated with the UDG. These contaminants may include 
urviving cosmic rays, Galactic stars, or actual GCs, perhaps free- 
oating Coma GCs, that are not associated with the targeted UDG.
n Fig. 8 , we show the selected GC candidates after compactness and
olour selection for the six UDGs in our sample. We provide a wider
iew in Fig. 9 . 

 RESULTS  

e now use our GC candidate catalogues to explore the GCLF, radial
rofile, total number, and colours. 

.1 GC Luminosity Function 

he GCLF describes the number of GCs as a function of luminosity.
bservations of GCs in other classes of galaxies show that this

unction, when expressed in terms of the GC magnitude, can be
pproximated by a Gaussian function (Secker & Harris 1993 ) de-
cribed by the value of the mean, or turno v er, magnitude ( μpeak ), and
ts width ( σ ). These parameters carry information on the formation
istory and dynamical evolution of GCs in galaxies, in this case,
or large UDGs. One puzzling aspect of GC populations is the near
niversality of the peak of the GCLF (Rejkuba 2012 ). Over the
ange of environments in which GCs are found one might expect
oth different formation conditions and significantly different rates 
f tidal disruption and dissolution. 
Our large UDGs are expected to host a few tens of GCs each of

hich about half of that many are brighter than the GCLF turno v er
agnitude (Beasley & Trujillo 2016 ; Peng & Lim 2016 ; Saifollahi

t al. 2021 ). Additionally, we are 75 per cent complete near the peak
f the GCLF, and so expect a fraction (more than 75 per cent) of that
alf in our catalogues. Such low numbers render the resulting GCLFs
nd their parameters ( μpeak and σ ) highly uncertain for individual 
alaxies. Instead, we construct the combined GCLF and adopt its 
arameters for all our galaxies. To do this, we select GC candidates
round each galaxy within an ellipse with a semimajor axis of 1.5 R e 

nd the axial ratio and position angle of the host UDG. The value of
.5 R e for the semimajor axis is a compromise between encompassing
he entire GC system and minimizing contamination. The choice of 
MNRAS 511, 4633–4659 (2022) 
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Figure 6. Compactness index ( c 4 −8 )–magnitude diagram (left-hand panel) and colour–magnitude diagram (right-hand panel) of point sources within 3 R e of 
DF44. After cross-matching sources in the primary data with the extracted sources in the secondary data, those without corresponding detection are likely 
remaining cosmic rays and rejected (grey symbols). With the colour limits as indicated in the right-hand panel (vertical dashed lines), the remaining sources are 
either selected (blue) or rejected (red) as GC candidates. 

Figure 7. Selected point sources (left-hand panel) and remaining sources after cross-matching and colour selection (right-hand panel) for DF44. Sources 
brighter than F 814 W = 27.5 mag are shown. The dashed red ellipse corresponds to the effective radius of the galaxy. 
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xial ratio and position angle is supported by the expectation that
 in situ ) GCs follow the azimuthal distribution of the field stars in
alaxies (Kissler-Patig et al. 1997 ; Kavelaars 1998 ; G ́omez et al.
001 ) and we will return to this choice later (Section 4.2). 
To correct statistically for remaining contamination, we estimate

 combined background using selected GC candidates farther than
 R e from each galaxy. We normalize by the area and subtract from
ur observed LF within 1.5 R e . We then correct for incompleteness
source extraction in both bands and point source selection) to
btain our final estimate of the GCLF. In Fig. 10, we present
NRAS 511, 4633–4659 (2022) 
his combined GCLF for the six UDGs in our sample and the
aussian fit. We find for F 814 W that μpeak, 814 = −8.14 ± 0.14 mag

nd σ 814 = 0.79 ± 0.06 mag, which corresponds to μpeak, I , AB =
8.10 ± 0.14 mag. 6 

Within the uncertainties (3 σ ), the turno v er we measure is the same
s that observed for more massive ellipticals ( μ peak, I , Vega = −8.46;
undu & Whitmore 2001 ) and for dwarf ellipticals ( μ I ,Vega = −8.1;
using m F814W, AB = m I , AB − 0.04 mag (Gennaro et al. 2018 ). 
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Figure 8. GC candidates selected based on compactness index and colours. Sources brighter than F 814 W = 27.5 mag are shown (for DFX1, brighter than 
F 606 W = 28.0 mag). 
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7 van Dokkum et al. ( 2017 ) also estimated R GC from a stacked GC distribution 
for DF44 and DFX1 and found R GC = 2 . 2 + 1 . 3 −0 . 7 R e , ho we ver, gi ven the large 
uncertainties in their estimation, they adopted the R GC value from Peng & 

Lim ( 2016 ). 
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iller & Lotz 2007 ). Our measured value of σ 814 = −0.79 ± 0.06
s consistent with the typical value measured for dwarf elliptical 
alaxies ( σ < 1 mag; Miller & Lotz 2007 ; Harris et al. 2014 ). In
urn, this is different from what found in more massive galaxies ( σ
 1.2 mag; Harris et al. ( 2014 )). 
The stacked GCLF described here is representative of the GCs 

round UDGs with large ef fecti ve radii. Because the completeness- 
orrected estimates of the total number of GCs in each galaxy, 
 GC , that we present later (in Section 4.3) are sensitive to the

urno v er magnitude, we now search for possible g alaxy-to-g alaxy
ariations by repeating the abo v e e x ercise for each individual UDG,
ut adopting σ from the composite GCLF. In Fig. 11, we present the
ndividual galaxy GCLFs and the estimated turno v er magnitude. We 
nd no evidence for significant ( > 2 σ ) variations in μpeak, 814 . 

.2 GC distribution 

i ven the relati vely small number of GCs per UDG, it is understand-
ble that there have been only a few studies of the GC distribution
n UDGs. One way to describe the radial distribution is with the GC
alf-number radius, R GC , which is the radius containing half of all
f the GCs in that particular system. Peng & Lim ( 2016 ) estimated
 GC = 1.5 R e for DF17, which was later adopted in several studies

o help determine the completeness corrections needed to estimate 
 GC (van Dokkum et al. 2017 ; Lim et al. 2018 ). Amorisco et al.
 2018 ) found that, even in UDGs with abundant GC systems, R GC / R e 

 2 with high probability, with several systems better described by 
 GC / R e � 1. More recent estimates of R GC for DF44 7 (Saifollahi
t al. 2021 ), for MATLAS-2019 (M ̈uller et al. 2021 ), and for NGC
052-DF2 (Montes et al. 2021 ) find R GC ≤ R e . 
Again, due to statistical uncertainties, we opt first to work with

he composite sample. Here, we describe the radial profile of the
ombined GC sample using a S ́ersic model and measure both the
C half number radius R GC and the S ́ersic index n . To combine

he candidates from the different galaxies, we normalize the radial 
istances relative to the corresponding host ef fecti ve radius. We select 
nly the GC candidates within R GC / R e = 3. We doubled the radial
istance cut from that used earlier to have better leverage on the
odel fitting. 
To obtain the parameters, we apply a maximum-likelihood estima- 

or (MLE), as in Saifollahi et al. ( 2021 ). The MLE approach uses a
arge number of simulations (here 1000) and in each run, it accounts
or the background contamination by randomly excluding a number 
f GCs corresponding to the number of expected background sources 
rom the background luminosity function. In Fig. 12 and Table 3 , we
resent the derived S ́ersic parameters and radial profile of the com-
ined GC sample. We find R GC / R e = 1.09 + 0 . 13 

−0 . 14 and n = 0.68 + 0 . 30 
−0 . 19 .

his value of R GC is consistent with that found for local dwarf
alaxies in groups and in the Virgo cluster ( R GC = 1.06 + 0 . 21 

−0 . 18 R e 
MNRAS 511, 4633–4659 (2022) 
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Figure 9. Zoomed-out view of GC candidates selected based on compactness index and colours. Sources brighter than F 814 W = 27.5 mag are shown (for 
DFX1, sources brighter than F 606 W = 28.0 mag are shown). 

Figure 10. The combined GCs luminosity function (GCLF) in F 814 W (grey histogram), the best-fitting Gaussian function (green curve), the combined GCLF 
before background subtraction (blue histogram) and the background luminosity function (red histogram). The error bar at a given magnitude bin is the sum of 
uncertainties (Poisson noise) in background subtraction and incompleteness correction in that bin. 
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Figure 11. As Fig. 10 , but now showing the GCLF in F 814 W for individual UDGs and the best-fitting Gaussian function with a fixed σ = 0.80 mag. 
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nd R GC = 1.25 + 0 . 24 
−0 . 18 R e , respectively), as well as for galaxies from

hat sample selected to span the same stellar mass range (7.8 < log
 M ∗/M �) < 8.4; R GC = 1.40 ± 0.38 R e ; Carlsten et al. 2021 ). In
ig. 14, we compare the individual R GC / R e values with a set of UDG
roperties and find no significant trends. 
We also estimate R GC for each UDG. For DF17, we find 

 GC = 1.54 + 0 . 28 
−0 . 30 R e , consistent with the value from Peng &

im ( 2016 ). For DF44, using a new data set, we measure
 GC = 0.78 + 0 . 44 

−0 . 30 R e , consistent with the reported value in Saifollahi
t al. ( 2021 ) ( R GC = 0.8 + 0 . 3 

−0 . 2 R e ). 
In Fig. 13 , we inspect the azimuthal distribution of the composite

C candidate sample out to 1.5 R e relative to the distribution of stellar
ight. Measuring the azimuthal distribution relative to the position of 
he stellar major axis, the GC numbers clearly peak around 0 ◦ and
80 ◦, confirming the alignment of the two distributions that we had

ssumed in Section 4.1. 
.3 GC number 

he number of GCs in a galaxy ( N GC ) is known to scale more
trongly with the total mass of the host galaxy ( M total ) (Harris et al.
013 ) than with the stellar mass. This somewhat surprising result
an be reco v ered for massiv e galaxies with the total masses typically
arger than 10 11 M �, at least, as the natural outcome of hierarchical
ormation (Boylan-Kolchin 2017 ; El-Badry et al. 2019 ; Valenzuela 
t al. 2021 ). Recent simulations incorporating GC formation in 
osmological hydrodynamical simulations (E-MOSAICS, Pfeffer 
t al. 2018 ; Kruijssen et al. 2019 ) also reproduce the sense of the
elation between N GC and M total (Bastian et al. 2020 ) for galaxies
ore massive than 5 × 10 11 M �. These total masses are similar or

lightly larger the total mass of UDGs in our sample. Ho we ver,
mong lower mass galaxies, where the stellar mass is observed to
rop precipitously, there is no corresponding observed drop in N GC 
MNRAS 511, 4633–4659 (2022) 

art/stac328_f11.eps


4644 T. Saifollahi et al. 

M

Figure 12. Left-hand panel: Likelihood maps for the derived S ́ersic parameters of the combined GC distribution. Right-hand panel: The combined GC radial 
profile and the derived S ́ersic profile from MLE. The estimated profile (black dashed line) is not a fit to the binned data. The gre y re gion indicates the 1 σ
uncertainties in the estimated S ́ersic profile (based on our maximum likelihood estimator). The red vertical line indicates R GC = 3 R e , which is the radius-cut 
that is used for selecting GCs for estimating their S ́ersic parameters. 

Table 3. The derived properties of the GCs around the UDGs in the sample. Columns from the left- to right-hand panels 
represent galaxy name (a), the ratio between GC half-number radius and galaxy’s half-light radius (b), the S ́ersic index of the 
GC radial profile (c), GC number count (d), average colour and colour spread of GCs (e, f), and the derived total mass using 
N GC (g). For DFX1, the average colour is converted from m 606 − m 814 to m 475 − m 814 using transformations in Blakeslee 
et al. ( 2010 ). 

Galaxy R GC / R e n N GC < m 475 − m 814 > σ<m 475 −m 814 > M total 

- – – – mag mag M �
(a) (b) (c) (d) (e) (f) (g) 

DF07 0.98 + 0 . 50 
−0 . 38 1.12 + 1 . 86 

−0 . 88 22 + 5 −7 0.78 ± 0.05 0.16 1.12 + 0 . 26 
−0 . 36 x 10 11 

DF08 0.68 + 0 . 52 
−0 . 38 0.36 + 3 . 50 

−0 . 16 10 + 5 −8 0.94 ± 0.05 0.14 0.51 + 0 . 26 
−0 . 41 x 10 11 

DF17 1.54 0 . 28 
−0 . 30 0.20 + 0 . 34 

0 . 00 26 + 17 
−7 1.13 ± 0.05 0.15 1.33 + 0 . 87 

−0 . 36 x 10 11 

DF44 0.78 + 0 . 44 
−0 . 30 0.94 + 1 . 74 

−0 . 54 20 + 6 −5 1.07 ± 0.08 0.28 1.02 + 0 . 31 
−0 . 26 x 10 11 

SMDG1251014 1.28 + 0 . 32 
−0 . 32 0.38 + 0 . 72 

−0 . 18 30 + 5 −4 0.93 ± 0.06 0.25 1.54 + 0 . 26 
−0 . 20 x 10 11 

DFX1 0.8 + 0 . 34 
−0 . 26 1.06 + 1 . 20 

−0 . 54 17 + 5 −6 0.86 ± 0.06 0.22 0.87 + 0 . 26 
−0 . 41 x 10 11 
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nd the origin of this relation remains in question (Forbes et al. 2018 ).
s such, more measurements of N GC in low stellar mass systems are
eeded to confirm the trend and explore possible physical sources of
catter. The relation between N GC and M total has been assumed to hold
or UDGs, although that is worth confirming, and has been utilized
s an alternative to direct, but more observationally e xpensiv e, ways
o estimate masses. We will also estimate the total masses using
 GC . 
We measure N GC as follows. First, we select the GC candidates

ithin 3 R GC of each galaxy. We estimate that within this radius, for
he mean S ́ersic index n = 0.68 that describes the radial distribution
f GCs in our UDGs, we capture more than 95 per cent of all the
Cs (Trujillo, Graham & Caon 2001 ). Then, because our data does
ot co v er the full GCLF magnitude range, we assume that the GCLF
s symmetric around μpeak and correct the measured N GC up to μpeak 

or fainter GCs by doubling the number. We make two different
stimates of N GC . In the first, which we indicate with N GC , we use
ur estimate of R GC / R e for each individual galaxy, and in the other,
hich we refer to with N 

∗ , we use the mean value of R GC / R e 
NRAS 511, 4633–4659 (2022) 

GC 
stimated from the composite. We find no difference between these
wo approaches within the uncertainties (Fig. 15 ). Therefore, we
dopt our values N GC in the following. In Table 3 , we present the
nal values of R GC / R e , n and N GC for each galaxy. The uncertainties

n N GC take into account the uncertainties in R GC , μpeak and the
ackground number density. 
Adopting the N GC –M total relation, M total = 5.12 × 10 9 × N GC M �

drawn from Harris et al. 2017 relation between total GC pop-
lation mass and halo mass, and adopting an average GC mass
f 2 × 10 5 M �), we find total masses for our UDGs between
.51 + 0 . 26 

−0 . 41 × 10 11 and 1.54 + 0 . 26 
−0 . 20 × 10 11 M � and a corresponding range

f total to stellar mass ratios between 300 and 1000. 
In Fig. 16, we show the relations between N GC and other UDG

roperties. As expected, the number of GCs increases with the
uminosity of the galaxy, as a proxy for its stellar mass. The
ame increasing trend is observed between N GC and other galaxy
arameters, which can be the outcome of the existing scaling relations
etween the properties of UDG (such as that between R e and total
ass (Zaritsky 2017 ). 
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Figure 13. The stacked azimuthal distribution of the GCs (grey) and galaxies 
field stars (red) relative to the galaxy’s major axis. The peak in GC number 
around 0 ◦/360 ◦ and 180 ◦ corresponds closely to a peak in the galaxies light. 
GCs are thus well aligned with the stars. 
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When the UDG N GC values are compared to those of other galaxies, 
he UDGs show systematically twice larger N GC at a given stellar

ass (Fig. 17 ). The galaxy sample in Fig. 17 includes galaxies in
he Virgo cluster (Peng et al. 2008 ; Carlsten et al. 2021 ), the Fornax
luster (ACSFCS, Liu et al. 2019 ), and galaxy groups in the local
olume (Carlsten et al. 2021 ). Our UDGs are in the Coma cluster,
hich is more massive than the other two clusters, and the relative

ncrease in N GC at a given stellar mass may be an indication of
nvironmental effects in GC formation or UDG evolution (Peng et al. 
008 ; Carleton et al. 2021 ; Carlsten et al. 2021 ). It is noteworthy that
mong the best-studied UDGs in term of their GCs, the UDG known
s MATLAS-2019 (Habas et al. 2020 ) with R e = 2.2 kpc (smaller
f fecti ve radius than our UDGs) shows a large number of GCs for
ts stellar mass (Danieli et al. 2021 ; M ̈uller et al. 2021 ). Although it
onstitutes a single example, it lies in a low-density environment and 
s therefore a counterexample to the possible trend with environment. 

In the middle panel of Fig. 18, we show a statistically significant
ositive correlation between R GC and N GC for the six UDGs in our
ample (coloured points), suggesting that more massive haloes (with 
ore GCs) have larger R GC . The trend is still there, but with less

tatistical significance after normalizing R GC by R e , suggesting that 
ome of the effect in the top panel is driven simply by the o v erall
ize of the system. Nevertheless, some indication remains that even 
fter accounting for the differences in R e , the distribution of GCs is
ore extended in the more massive galaxies. Furthermore, Fig. 18 

ompares these UDGs to a sample of dwarf galaxies in the Virgo
luster (Carlsten et al. 2021 8 ). We exclude SMDG1251014 and 
F17 from this comparison because the dwarf sample does not 
rovide enough points for their total mass (based on N GC ). The
our remaining UDGs (DF07, DF08, DF44, and DFX1) have R e on 
verage three times larger than the average value for dwarfs of the
ame (total) mass while their R GC is only 1.5 times higher which
 The sample that we used here consists of those 18 dwarf galaxies for which 
 GC has been estimated by the authors. Therefore, this sample does not 

nclude all of the Virgo cluster dwarfs galaxies in Carlsten et al. ( 2021 ), but 
he ones with enough GCs that R GC could be estimated. 

(  

s  

X  

d  

fi  

t  

∼  
eads to a lower R GC / R e for these UDGs. The implications of this
esult are discussed in Section 5. 

.4 GC colour 

Cs around massive galaxies show complex colour distributions that 
re mostly attributed to metallicity differences (Brodie & Strader 
006 ). It is hypothesized that massive galaxies host both in situ
etal-rich/red GCs and ex situ metal-poor/blue GCs. The latter 

ormed in lower mass galaxies, where the bluer colour is attributed
o lower metallicity and accreted GCs. One of the implications of
his scenario is a correlation between GC average colour and galaxy
uminosity (Peng et al. 2006 ). Finally, the GC colour distributions
nd a comparison to the properties of the UDG main body may
rovide clues on star/GC formation episodes within UDGs. 
We measure the GC average colour ( m 475 − m 814 ) and colour

pread ( σm 475 −m 814 ) using GCs within 1.5 R e (Table 3 ) and compare
hose quantities to the UDG properties in Fig. 19 . The average GC
olours co v er a range between 0.78 and 1.13 mag with an av erage
alue of 0.95 mag. This value is consistent with the average colour of
Cs around lower luminosity galaxies (Peng et al. 2006 ). As evident

rom Fig. 19 , these colours do not show any evident correlation with
DG properties. Furthermore, in one panel of this figure (second 
anel from the right-hand panel), we compare GC colour to galaxy
ost colour (top, second plot from the right-hand panel), where 
he diagonal line separates the UDGs with redder and bluer GC
opulation than their corresponding field stars. We do not see any
bvious pattern and some are slightly redder than their host UDG
hile some are slighty bluer. GC colour spreads range between 0.1

nd 0.3 mag and increase for the brighter UDGs. 

 DI SCUSSI ON  

e aim to answer three questions regarding these large ef fecti ve
adius UDGs : 

(i) Do UDGs with L 

∗- like haloes exist ? 
(ii) Are GCs in UDGs similar to those in other galaxies ? 
(iii) Can GC properties constrain UDG formation models ? 

.1 Do UDGs with L 

∗-like haloes exist? 

he first studies on UDGs speculated that UDGs might be hosted by
 

∗-lik e (e.g. lik e that of the Milky Way) dark matter haloes of mass
10 12 M � (Koda et al. 2015 ; Yozin & Bekki 2015 ; van Dokkum et al.

015a ; van Dokkum et al. 2016 , 2017 ). This idea has lost appeal as
ynamical mass measurements demonstrated that the most massive 
DGs have masses of at most a few × 10 11 M � (Beasley et al. 2016 ;
morisco et al. 2018 ; Toloba et al. 2018 ; van Dokkum et al. 2019 ),
lacing them among massive dwarf galaxies like the LMC. 
Among known UDGs, DF44 is an exceptional case and the original 

ne thought to possibly have an L 

∗-like halo, in part because the
nitial estimates found N GC = 94 + 25 

−20 (van Dokkum et al. 2016 )
nd N GC = 74 ± 18 (van Dokkum et al. 2017 ). Subsequent
inematic mass estimates based on spatially resolved kinematics 
 M halo = 1.6 + 5 . 0 

−1 . 2 × 10 11 M �; van Dokkum et al. 2019 ), N GC mea-
urements ( N GC = 21 + 7 

−9 ; Saifollahi et al. 2021 ), and constraints from
-ray data (Bogd ́an 2020 ) have helped push the mass estimates
o wnward. We no w extend the N GC measurements to an additional
ve UDGs with properties similar to those of DF44 and confirm that

hese are consistent with being in haloes of ∼10 11 M � rather than
10 12 M �. In agreement with the recent consensus, we conclude
MNRAS 511, 4633–4659 (2022) 
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Figure 14. The ratio between the GC half number radius R GC and galaxy ef fecti ve radius R e for the UDG sample. The horizontal lines indicated the estimated 
value from combined GC distribution and its standard de viation. The R GC / R e v alues do not show any strong correlation with UDG properties: (from the left- to 
right-hand side) absolute magnitude in F 814 W , ef fecti ve radius. ef fecti ve surface brightness in F 814 W , colour, and clustercentric distance). 

Figure 15. Comparison between the number of GCs derived using individual 
R GC / R e values ( N GC ) and combined R GC / R e value ( N 

∗
GC ). The dashed line 

indicates the one-to-one values of N GC and N 

∗
GC . 
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9 Here and in Table 4 , the ‘stellar feedback’ model only refers to the model 
proposed in Di Cintio et al. ( 2017 ). 
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hat we do not find evidence for physically large UDGs inhabiting
 ∗-like haloes. 

.2 Are GCs in UDGs similar to those in other galaxies? 

e find that the GC numbers, the GCLF ( μpeak and width σ ), GC
adial distribution, and GC average colour in our UDGs are consistent
ith the values derived for GCs in dwarf galaxies. Among these,
 GC has received the most attention because some studies claim

hat UDGs host more GCs than other galaxies of the same stellar
ass (van Dokkum et al. 2017 ; Lim et al. 2018 , 2020 , but see also
morisco et al. 2018 ; Prole et al. 2018 ). Given the heterogeneity of

he UDG population, all the previous conclusions can be correct. 
We have focused on UDGs with large R e . These are thought to be

he most massive (Zaritsky 2017 ) and have, at least in a couple of
ases, been shown to host significant numbers of GCs. With a sample
f six such UDGs, we can investigate whether any differences are
ystematic among UDGs or susceptible to object-to-object variation.
ur images are deeper than the abo v e-mentioned work, which allows
s to achieve lower measurement uncertainties. As we show in
ig. 17 , these UDGs are at the upper end of the N GC range for galaxies
f the same stellar mass. We find that N GC for these UDGs is roughly
wice that of the average value for galaxies of the same stellar mass.
NRAS 511, 4633–4659 (2022) 
onetheless, they are well within the global distribution considering
he scatter of the relation. As noted by Carleton et al. ( 2021 ), whose
odel attributes such an offset not to an o v erabundance of GCs but

ather to a paucity of stars in UDGs, there are different ways to view
he result. Because we do not have independent measurements of
 total for the full sample, we cannot yet determine if these systems

re o v erabundant in GCs or deficient in stars. Indications from DF44
uggest the latter. 

.3 Can GC properties constrain UDG formation models? 

everal UDG formation models are proposed to explain the current
ppearance of these galaxies. These models commonly describe
DGs as dwarf galaxies that undergo various processes that shape the

urrent properties of UDGs. Until now, all the proposed models agree
hat cluster UDGs are quenched due to environmental effects taking
lace in galaxy groups and galaxy clusters. These models provide
ifferent explanations for the LSB and large effective radius. The
roperties of GCs, as studied here, provide another set of observables
o constrain the proposed models. 

The ele v ated N GC / M ∗ of UDGs argues against models that seek
o explain the LSB nature of UDGs primarily by redistributing the
tars to larger radii (’high-spin’, ‘tidal interaction’, ‘stellar feedback’
odels 9 ). Villaume et al. ( 2022 ) made a similar conclusion based

n the stellar population parameters of DF44. These results are
ndependent of the total mass of the galaxy. 

To the degree that such models also affect the star formation
fficienc y, for e xample, the ‘high-spin’ model also presumably leads
o lower gas densities and lower star formation rates, the models
ay be salvageable. The N GC values suggest that unless a model

pecifically predicts a greater GC formation efficiency, then it must
ccount for a lower than average star formation efficienc y. Howev er,
uch modifications to the mean star formation efficiency must
ccur without affecting the GC formation efficiency. This suggests
hat whatever is responsible acts after the bulk of GC formation.
dditionally, the astrophysical processes involved in these models

i.e. dynamical heating in the ‘tidal interaction’ model) have a similar
mpact on the distribution of stars and GCs. In this case, it is expected
hat the star and the GC distribution within galaxies expand ( R e 

nd R GC increase) similarly and therefore, the ratio between them
 R GC / R e ) remain the same. Therefore, the smaller R GC / R e of our
DGs compared to the R GC / R e in dwarf galaxies of similar total
ass (based on their N GC ) disfa v ours these models. 
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Figure 16. N GC versus galaxy property for our UDG sample (from the left- to right-hand panels: absolute magnitude in F 814 W , ef fecti ve radius. ef fecti ve 
surface brightness in F 814 W , colour, and clustercentric distance). The Pearson correlation coefficient, r , and p -values are included abo v e each panel. 

Figure 17. N GC versus the stellar mass, M ∗, for our UDGs and for galaxies in the Virgo cluster (yellow triangles), Fornax cluster (orange squares) and galaxy 
groups in the local universe (green dots). Galaxies where N GC is consistent with zero are shown with the downward arrows. On the right-hand side of the 
diagram, we present the corresponding total galaxy mass calculated using M total = 5.12 × 10 9 × N GC M �. Most galaxies from the literature with masses log 
( M ∗/M �) < 8.5 are dwarf early type galaxies and only five are considered to be UDGs. Stellar masses for the UDGs are calculated based on equations provided 
in Into & Portinari (2013) . The Pearson correlation coefficient, r , and p -values are included abo v e each panel. 
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Furthermore, models that allow for star formation after some 
ritical event, such as a merger or strong feedback effect, might face
hallenges in maintaining the close correspondence of R GC and R e , 
s well as R GC / R e and the azimuthal alignment. These considerations
lace additional constraints on these models. Moreo v er, a slightly
arger R GC (about 1.5 times) of UDGs compared to the dwarf sample
an be the indication of a secondary process or a more complicated
odel for UDG formation. 
In Table 4 , we have catalogued our understanding of how the
odels fare against these constraints, but caution the reader that 

pecific predictions from the models are not yet available and we 
ave taken our best guess. In addition, in some cases, the models can
robably be easily modified to address perceived challenges. 

 C O N C L U S I O N S  

e present an analysis of six UDGs and their GCs to study the nature
f GCs in UDGs and provide additional constraints on formation 
odels of UDGs. The galaxy sample is comprised of UDGs with 
arge ef fecti ve radii ( 〈 R e 〉 ∼ 3.6 kpc) in the Coma galaxy cluster. We
ombine deep new and archi v al HST observ ations to identify GCs up
o and fainter than the turno v er of the GCLF (M I ∼−8.1 mag). We
nd that: 

(i) The GCLF is consistent with that of similar galaxies, with a
urno v er magnitude, μpeak, 814 , of −8.14 ± 0.14 mag and a width,

814 , of 0.79 ± 0.06. The nature of the luminosity function is impor-
ant to establish because the total GC count includes a correction for
hose GCs that are too faint to detect. 

(ii) The GC distribution, in both radius and azimuth, is consistent 
ith that of the underlying stars. We find that the half number radius

or GCs relative to the half-light radius, R GC / R e , is 1.09 + 0 . 13 
−0 . 14 and that

he GC systems are also extended along the galaxy’s major axis.
nderstanding the distribution of GCs is critical because the total 
C count includes a correction for those GCs that are at large radii

nd difficult to distinguish from contaminants. 
(iii) The number of GCs in each galaxy, N GC , spans 10 to 30,

ith an average of ∼ 21 GCs for each of our galaxies. We find no
MNRAS 511, 4633–4659 (2022) 
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Figure 18. The galaxies ef fecti ve radius ( R e , upper frames), GC half-number radius ( R GC , middle frames), and their ratio ( R GC / R e , lower panel) as a function 
of the GC total number (left-hand panel) and the host galaxy stellar mass (right-hand panel) for the UDGs in this work and the dwarf sample (Carlsten et al. 
2021 ). The Pearson correlation coefficient, r , and p -values are included within each panel. 

Figure 19. GC average colour and colour spread versus the properties of host UDGs: (from the left- to right-hand panels) absolute magnitude in F 814 W , 
ef fecti ve radius, ef fecti ve surface brightness in F 814 W , colour, and clustercentric distance. For DFX1, the values are converted from m 606 − m 814 to m 475 −
m 814 using the transformations in Blakeslee et al. ( 2010 ). Galaxies below/abo v e the diagonal line (second diagram from right) hav e bluer/redder GCs than their 
field stars. The Pearson correlation coefficient ( r ) and p -values are indicated on top of the diagram. 
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Table 4. The implications of the observed GC properties for the proposed formation models. Here, we discuss implications of two 
observed GC properties for the UDG formation models in the literature: i. the e xcessiv e GC number of UDGs compared to dwarf 
galaxies, ii. the similarity between the radial profile of GCs and the fields stars of UDGs ( R GC / R e ) ( � : observable fa v ours this model, ×: 
observable disfa v ours this model). 

Observable Failed dwarf galaxy Tidal interactions Stellar feedback High-spin dwarfs Lack of mergers 

i. Excessive GC number � × × × � 

ii. GC radial profile � × × × � 
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tatistically convincing trend between UDG properties and N GC , 
lthough this is not surprising because our sample was specifically 
elected to be composed of similar galaxies. We do find that all six
alaxies lie at the upper end of the N GC range for galaxies of similar
tellar mass (about a factor of 2 larger than the mean) and well within
he scatter of galaxies with the same stellar mass. 

(iv) Adopting a relation between N GC and total mass, M total , we 
nd that our UDGs have M total ∼ 10 11 M � and that they have large
 total / M ∗. The latter implies that these galaxies are relatively ineffi-

ient at forming field stars, while forming GCs at the standard rate.
onfirming the N GC –M total relationship with additional kinematic 
ass measurements is a priority. 
(v) The lower ratio R GC / R e that we find for these UDGs ( ∼ 1)

ompared to dwarf galaxies ( ∼ 1.5) suggests that the process that 
s responsible for the larger R e of UDGs does not have the same
nfluence on the GC distribution: either it has a weaker effect or no
ffect. In the case of the latter, a secondary process might play a role
n increasing the R GC of UDGs. 

(vi) These findings disfa v our UDG models that appeal primarily to 
 redistribution of the stars to larger radii to reduce a galaxy’s surface
rightness and suggest that a decline in integrated star formation 
f ficiency is needed. Ho we ver, that decline should occur after GC
ormation, because the GC formation efficiency appears to have been 
ormal. This would disfa v our ‘intrinsic’ property models, such as
hat appealing to high-spin. Complex histories, with multiple star 
ormation or dynamical events may be difficult to reconcile with 
he close spatial alignment of GCs and field stars in UDGs without
nvoking some fine tuning. 

We look forward both to enlarging the sample of UDGs with 
igh-fidelity GC measurements with which to test and extend the 
esults presented here, and to comparisons of GC properties with 
DG models specifically tailored to make predictions regarding GCs. 
uch comparisons have the potential to help us reach an accurate 
nderstanding of both UDG and GC formation.In the upcoming 
ears, several wide-field surveys, including the ESA mission Euclid , 
bserve hundreds of thousand of LSB galaxies, UDGs and their GCs
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Figure A1. Modelling the light profile of the galaxies with a S ́ersic profile in their primary filter. From the left- to the right-hand panels: the galaxy frame, the 
mask frame, the galaxy model, and the residuals after subtracting the model from the main frame. 
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Figure A2. As Fig. A1 , now for the secondary filter. 
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Figure A3. S ́ersic profiles of the UDG sample in their primary filter. The light profile, best-fitting S ́ersic function for UDGs and fitting residuals. The black 
dashed lines indicate the 1 σ uncertainty of the light profile. 

Figure A4. As Fig. A3 , now for the secondary filter. 
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Figure A5. Compactness index ( c 4 −8 )–magnitude diagram for the primary frames (six primary frames for six galaxies). The boundaries of point source selection 
are indicated with black dashed lines. All the sources in the primary frames, simulated stars, and selected point sources are shown in grey dots, yellow dots, and 
red crosses, respectively. 
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Figure A6. Similar diagram as the Fig. A5 for sources within different radial distances. The boundaries of point source selection are indicated with black 
dashed lines. Selected and not selected (discarded) sources are shown in red and grey dots, respectively. 
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Figure A7. Compactness index ( c 4 −8 )–magnitude diagram (left-hand panel) and colour–magnitude diagram (right-hand panel) of the selected point sources 
around the UDG samples and within 3 R e from the host galaxies. 

Figure A8. The completeness of source extraction (black), point source selection (red for F 814 W primary filter and green for F 606 W primary filter), and source 
selection after including the secondary filter (shallower data, purple), for the data set corresponding to each galaxy. 
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APPENDIX  B:  C ATA L O G U E S  O F  G C  C A N D I DAT E S  

Table B1. GC candidates around UDGs. Columns from the left- to right-hand side represent host galaxy name, RA, declination, distance from the host galaxy, 
magnitude in F 475 W ( F 606 W for DFX1) and F 814 W , and compactness index in the primary filter. Quoted errors of magnitudes and compactness are statistical 
ones, systematic errors are not included. 

Host Galaxy RA Dec. R m 475 m 814 c 4 −8 

– hms dms arcsec AB mag AB mag AB mag 

DF07 12 h 57 m 01 s .692 + 28 d 23 m 20 s .530 4 .47 25.85 ± 0.02 25.03 ± 0.01 0.43 ± 0.02 
DF07 12 h 57 m 01 s .113 + 28 d 23 m 30 s .033 10 .14 26.00 ± 0.02 25.10 ± 0.01 0.40 ± 0.02 
DF07 12 h 57 m 01 s .826 + 28 d 23 m 24 s .568 1 .94 26.15 ± 0.03 25.28 ± 0.02 0.42 ± 0.03 
DF07 12 h 57 m 01 s .361 + 28 d 23 m 18 s .061 8 .60 26.52 ± 0.03 25.69 ± 0.02 0.42 ± 0.03 
DF07 12 h 57 m 01 s .831 + 28 d 23 m 23 s .933 2 .23 26.63 ± 0.04 25.80 ± 0.02 0.48 ± 0.04 
DF07 12 h 57 m 00 s .862 + 28 d 23 m 34 s .287 15 .62 26.83 ± 0.04 25.99 ± 0.03 0.40 ± 0.04 
DF07 12 h 57 m 02 s .080 + 28 d 23 m 20 s .593 7 .21 27.15 ± 0.06 26.23 ± 0.03 0.42 ± 0.06 
DF07 12 h 57 m 00 s .942 + 28 d 23 m 28 s .155 11 .78 27.15 ± 0.06 26.36 ± 0.04 0.49 ± 0.06 
DF07 12 h 57 m 01 s .648 + 28 d 23 m 25 s .442 0 .88 27.55 ± 0.08 26.60 ± 0.05 0.59 ± 0.07 
DF07 12 h 57 m 01 s .797 + 28 d 23 m 23 s .448 2 .13 27.16 ± 0.06 26.66 ± 0.05 0.44 ± 0.08 
DF07 12 h 57 m 00 s .836 + 28 d 23 m 27 s .157 13 .12 27.74 ± 0.09 26.70 ± 0.05 0.42 ± 0.08 
DF07 12 h 57 m 01 s .314 + 28 d 23 m 13 s .434 12 .92 27.47 ± 0.07 26.94 ± 0.06 0.59 ± 0.09 
DF07 12 h 57 m 02 s .503 + 28 d 23 m 18 s .804 13 .55 27.66 ± 0.09 26.97 ± 0.06 0.46 ± 0.10 
DF07 12 h 57 m 01 s .317 + 28 d 23 m 26 s .361 5 .89 27.81 ± 0.10 26.97 ± 0.06 0.17 ± 0.12 
DF07 12 h 57 m 02 s .155 + 28 d 23 m 20 s .797 8 .01 27.75 ± 0.10 27.28 ± 0.08 0.65 ± 0.12 
DF07 12 h 57 m 02 s .252 + 28 d 23 m 31 s .150 10 .32 28.60 ± 0.20 27.50 ± 0.10 0.32 ± 0.18 
DF07 12 h 57 m 01 s .414 + 28 d 23 m 21 s .387 5 .60 28.21 ± 0.14 27.50 ± 0.10 0.21 ± 0.19 

DF08 13 h 01 m 30 s .226 + 28 d 22 m 23 s .748 4 .98 26.90 ± 0.04 26.03 ± 0.03 0.36 ± 0.04 
DF08 13 h 01 m 30 s .473 + 28 d 22 m 26 s .255 2 .06 26.91 ± 0.04 26.09 ± 0.03 0.44 ± 0.05 
DF08 13 h 01 m 30 s .255 + 28 d 22 m 30 s .810 3 .54 27.83 ± 0.10 26.65 ± 0.05 0.30 ± 0.08 
DF08 13 h 01 m 30 s .311 + 28 d 22 m 28 s .775 1 .53 27.59 ± 0.08 26.69 ± 0.05 0.59 ± 0.07 
DF08 13 h 01 m 29 s .987 + 28 d 22 m 25 s .159 6 .80 27.59 ± 0.08 26.76 ± 0.05 0.46 ± 0.08 
DF08 13 h 01 m 30 s .743 + 28 d 22 m 28 s .009 5 .15 27.86 ± 0.10 26.80 ± 0.05 0.59 ± 0.08 
DF08 13 h 01 m 29 s .834 + 28 d 22 m 24 s .806 9 .06 27.65 ± 0.08 26.93 ± 0.06 0.59 ± 0.09 
DF08 13 h 01 m 30 s .756 + 28 d 22 m 29 s .126 5 .46 28.32 ± 0.15 27.32 ± 0.08 0.29 ± 0.14 
DF08 13 h 01 m 30 s .165 + 28 d 22 m 38 s .834 11 .39 28.18 ± 0.14 27.42 ± 0.09 0.50 ± 0.14 
DF08 13 h 01 m 29 s .715 + 28 d 22 m 28 s .620 10 .28 28.21 ± 0.14 27.49 ± 0.09 0.78 ± 0.13 

DF17 13 h 01 m 59 s .118 + 27 d 50 m 12 s .841 12 .41 26.07 ± 0.02 25.13 ± 0.01 0.38 ± 0.02 
DF17 13 h 01 m 57 s .526 + 27 d 50 m 14 s .550 12 .13 26.47 ± 0.03 25.45 ± 0.02 0.36 ± 0.03 
DF17 13 h 01 m 57 s .718 + 27 d 50 m 14 s .608 9 .43 26.72 ± 0.04 25.51 ± 0.02 0.52 ± 0.03 
DF17 13 h 01 m 58 s .405 + 27 d 50 m 05 s .476 5 .74 26.81 ± 0.04 25.88 ± 0.02 0.34 ± 0.04 
DF17 13 h 01 m 58 s .332 + 27 d 50 m 17 s .286 6 .30 26.91 ± 0.04 25.99 ± 0.03 0.35 ± 0.04 
DF17 13 h 01 m 57 s .537 + 27 d 50 m 16 s .736 12 .79 27.31 ± 0.06 26.29 ± 0.03 0.36 ± 0.06 
DF17 13 h 01 m 57 s .746 + 27 d 49 m 58 s .905 14 .67 26.88 ± 0.04 26.48 ± 0.04 0.65 ± 0.06 
DF17 13 h 01 m 58 s .397 + 27 d 50 m 07 s .170 4 .09 27.57 ± 0.07 26.54 ± 0.04 0.46 ± 0.07 
DF17 13 h 01 m 58 s .541 + 27 d 50 m 08 s .186 4 .59 27.80 ± 0.09 26.63 ± 0.04 0.48 ± 0.07 
DF17 13 h 01 m 58 s .984 + 27 d 50 m 04 s .670 12 .05 27.72 ± 0.08 26.68 ± 0.05 0.39 ± 0.07 
DF17 13 h 01 m 57 s .744 + 27 d 50 m 05 s .557 9 .95 27.87 ± 0.10 26.73 ± 0.05 0.39 ± 0.08 
DF17 13 h 01 m 57 s .841 + 27 d 50 m 15 s .961 8 .48 27.81 ± 0.09 26.76 ± 0.05 0.33 ± 0.09 
DF17 13 h 01 m 57 s .809 + 27 d 50 m 06 s .634 8 .55 28.16 ± 0.13 26.99 ± 0.06 0.69 ± 0.08 
DF17 13 h 01 m 57 s .276 + 27 d 50 m 06 s .796 15 .91 28.23 ± 0.13 27.10 ± 0.07 0.72 ± 0.09 
DF17 13 h 01 m 57 s .977 + 27 d 50 m 21 s .703 11 .74 28.43 ± 0.15 27.16 ± 0.07 0.18 ± 0.12 
DF17 13 h 01 m 58 s .258 + 27 d 50 m 17 s .415 6 .44 28.59 ± 0.17 27.17 ± 0.07 0.65 ± 0.10 
DF17 13 h 01 m 58 s .059 + 27 d 50 m 14 s .057 4 .73 28.30 ± 0.14 27.17 ± 0.07 0.48 ± 0.11 
DF17 13 h 01 m 57 s .703 + 27 d 50 m 12 s .062 9 .01 27.97 ± 0.10 27.21 ± 0.07 0.34 ± 0.12 
DF17 13 h 01 m 58 s .223 + 27 d 50 m 12 s .570 1 .94 28.48 ± 0.16 27.24 ± 0.08 0.56 ± 0.12 
DF17 13 h 01 m 57 s .885 + 27 d 50 m 11 s .882 6 .28 28.39 ± 0.15 27.32 ± 0.08 0.22 ± 0.15 
DF17 13 h 01 m 58 s .042 + 27 d 50 m 04 s .862 7 .25 28.17 ± 0.12 27.36 ± 0.08 0.73 ± 0.11 
DF17 13 h 01 m 59 s .039 + 27 d 50 m 02 s .486 13 .98 28.46 ± 0.15 27.40 ± 0.08 0.68 ± 0.12 
DF17 13 h 01 m 58 s .191 + 27 d 50 m 09 s .678 2 .10 28.63 ± 0.18 27.45 ± 0.09 0.52 ± 0.14 
DF17 13 h 01 m 58 s .265 + 27 d 50 m 01 s .057 9 .95 28.69 ± 0.19 27.50 ± 0.09 0.80 ± 0.12 

DF44 13 h 00 m 58 s .365 + 26 d 58 m 26 s .645 9 .99 24.20 ± 0.01 23.63 ± 0.01 0.39 ± 0.01 
DF44 13 h 00 m 58 s .417 + 26 d 58 m 53 s .848 19 .86 24.92 ± 0.01 24.06 ± 0.01 0.46 ± 0.01 
DF44 13 h 00 m 57 s .734 + 26 d 58 m 35 s .624 4 .03 26.54 ± 0.04 25.30 ± 0.02 0.49 ± 0.03 
DF44 13 h 00 m 58 s .255 + 26 d 58 m 37 s .673 4 .66 26.40 ± 0.03 25.47 ± 0.02 0.45 ± 0.03 
DF44 13 h 00 m 58 s .217 + 26 d 58 m 36 s .120 3 .44 27.21 ± 0.06 26.10 ± 0.03 0.54 ± 0.05 
DF44 13 h 00 m 57 s .628 + 26 d 58 m 32 s .418 6 .13 27.74 ± 0.10 26.41 ± 0.04 0.64 ± 0.06 
DF44 13 h 00 m 57 s .750 + 26 d 58 m 34 s .088 3 .84 27.07 ± 0.06 26.54 ± 0.05 0.52 ± 0.07 
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Table B1 – continued 

Host Galaxy RA Dec. R m 475 m 814 c 4 −8 

– hms dms arcsec AB mag AB mag AB mag 

DF44 13 h 00 m 57 s .756 + 26 d 58 m 42 s .759 8 .57 27.96 ± 0.12 26.75 ± 0.06 0.50 ± 0.09 
DF44 13 h 00 m 58 s .018 + 26 d 58 m 34 s .187 0 .85 28.26 ± 0.16 26.80 ± 0.06 0.47 ± 0.09 
DF44 13 h 00 m 58 s .130 + 26 d 58 m 31 s .265 4 .21 27.90 ± 0.11 26.93 ± 0.07 0.72 ± 0.09 
DF44 13 h 00 m 58 s .211 + 26 d 58 m 36 s .856 3 .66 28.47 ± 0.20 27.00 ± 0.07 0.44 ± 0.11 
DF44 13 h 00 m 57 s .729 + 26 d 58 m 38 s .936 5 .65 27.75 ± 0.10 27.09 ± 0.08 0.47 ± 0.12 
DF44 13 h 00 m 57 s .798 + 26 d 58 m 30 s .938 5 .06 28.15 ± 0.15 27.21 ± 0.08 0.81 ± 0.11 
DF44 13 h 00 m 57 s .988 + 26 d 58 m 39 s .473 4 .47 28.32 ± 0.17 27.27 ± 0.09 0.81 ± 0.13 
DF44 13 h 00 m 57 s .344 + 26 d 58 m 23 s .378 15 .22 27.91 ± 0.12 27.31 ± 0.09 0.84 ± 0.12 
DF44 13 h 00 m 58 s .175 + 26 d 58 m 38 s .665 4 .51 28.29 ± 0.17 27.39 ± 0.10 0.57 ± 0.15 
DF44 13 h 00 m 58 s .097 + 26 d 58 m 48 s .583 13 .66 28.28 ± 0.16 27.41 ± 0.10 0.47 ± 0.16 
DF44 13 h 00 m 59 s .127 + 26 d 58 m 39 s .782 17 .57 28.11 ± 0.14 27.43 ± 0.09 0.35 ± 0.16 
DF44 13 h 00 m 57 s .765 + 26 d 58 m 27 s .948 7 .88 28.40 ± 0.18 27.44 ± 0.10 0.19 ± 0.19 
DF44 13 h 00 m 58 s .199 + 26 d 58 m 35 s .660 3 .06 28.36 ± 0.18 27.46 ± 0.10 0.53 ± 0.16 
DF44 13 h 00 m 58 s .536 + 26 d 58 m 25 s .958 12 .10 28.76 ± 0.24 27.50 ± 0.10 0.56 ± 0.15 
DF44 13 h 00 m 57 s .537 + 26 d 58 m 32 s .334 7 .42 28.50 ± 0.20 27.50 ± 0.11 0.78 ± 0.15 
SMDG1251014 12 h 51 m 01 s .366 + 27 d 47 m 56 s .849 3 .97 25.84 ± 0.02 24.88 ± 0.01 0.45 ± 0.02 
SMDG1251014 12 h 51 m 01 s .486 + 27 d 47 m 48 s .510 5 .29 26.33 ± 0.03 25.07 ± 0.02 0.47 ± 0.02 
SMDG1251014 12 h 51 m 01 s .791 + 27 d 47 m 33 s .136 21 .18 26.21 ± 0.03 25.24 ± 0.02 0.45 ± 0.03 
SMDG1251014 12 h 51 m 02 s .361 + 27 d 47 m 41 s .343 19 .73 26.47 ± 0.03 25.35 ± 0.02 0.38 ± 0.03 
SMDG1251014 12 h 51 m 00 s .677 + 27 d 47 m 46 s .748 11 .23 26.51 ± 0.03 25.65 ± 0.02 0.53 ± 0.04 
SMDG1251014 12 h 51 m 02 s .141 + 27 d 47 m 51 s .386 12 .72 26.59 ± 0.03 25.68 ± 0.02 0.50 ± 0.04 
SMDG1251014 12 h 51 m 00 s .194 + 27 d 47 m 46 s .506 17 .80 26.66 ± 0.04 25.81 ± 0.03 0.52 ± 0.05 
SMDG1251014 12 h 51 m 01 s .874 + 27 d 47 m 53 s .512 8 .62 26.87 ± 0.05 25.88 ± 0.03 0.48 ± 0.04 
SMDG1251014 12 h 51 m 01 s .471 + 27 d 47 m 53 s .577 2 .63 26.68 ± 0.04 25.90 ± 0.03 0.46 ± 0.05 
SMDG1251014 12 h 51 m 00 s .150 + 27 d 47 m 44 s .684 19 .14 27.07 ± 0.05 26.08 ± 0.04 0.55 ± 0.06 
SMDG1251014 12 h 51 m 01 s .059 + 27 d 47 m 52 s .332 3 .66 27.30 ± 0.07 26.10 ± 0.04 0.59 ± 0.05 
SMDG1251014 12 h 51 m 00 s .818 + 27 d 47 m 58 s .577 9 .12 26.98 ± 0.05 26.11 ± 0.04 0.54 ± 0.06 
SMDG1251014 12 h 51 m 01 s .636 + 27 d 47 m 58 s .326 7 .34 27.26 ± 0.06 26.14 ± 0.04 0.37 ± 0.06 
SMDG1251014 12 h 51 m 02 s .334 + 27 d 47 m 47 s .917 16 .33 27.12 ± 0.05 26.22 ± 0.04 0.45 ± 0.06 
SMDG1251014 12 h 51 m 01 s .381 + 27 d 47 m 53 s .445 1 .30 27.79 ± 0.10 26.44 ± 0.05 0.47 ± 0.08 
SMDG1251014 12 h 51 m 00 s .977 + 27 d 48 m 04 s .059 12 .07 27.24 ± 0.07 26.63 ± 0.05 0.58 ± 0.08 
SMDG1251014 12 h 51 m 00 s .608 + 27 d 47 m 59 s .469 12 .22 27.71 ± 0.11 26.77 ± 0.07 0.45 ± 0.12 
SMDG1251014 12 h 51 m 00 s .696 + 27 d 47 m 51 s .682 9 .14 27.28 ± 0.07 26.81 ± 0.06 0.33 ± 0.11 
SMDG1251014 12 h 51 m 02 s .061 + 27 d 47 m 36 s .847 19 .78 27.80 ± 0.10 26.97 ± 0.07 0.68 ± 0.10 
SMDG1251014 12 h 51 m 00 s .659 + 27 d 48 m 06 s .908 16 .90 28.01 ± 0.14 27.02 ± 0.09 0.54 ± 0.14 
SMDG1251014 12 h 51 m 00 s .434 + 27 d 47 m 48 s .927 13 .61 27.57 ± 0.08 27.10 ± 0.09 0.70 ± 0.12 
SMDG1251014 12 h 51 m 00 s .193 + 27 d 48 m 02 s .504 19 .12 27.63 ± 0.10 27.15 ± 0.11 0.66 ± 0.16 
SMDG1251014 12 h 51 m 01 s .293 + 27 d 48 m 01 s .670 8 .67 28.57 ± 0.20 27.19 ± 0.09 0.52 ± 0.14 
SMDG1251014 12 h 51 m 01 s .004 + 27 d 47 m 36 s .604 16 .98 27.94 ± 0.12 27.20 ± 0.09 0.58 ± 0.14 
SMDG1251014 12 h 51 m 01 s .635 + 27 d 47 m 44 s .250 10 .09 27.82 ± 0.10 27.20 ± 0.09 0.62 ± 0.13 
SMDG1251014 12 h 51 m 01 s .200 + 27 d 47 m 38 s .733 14 .34 28.15 ± 0.14 27.21 ± 0.09 0.63 ± 0.14 
SMDG1251014 12 h 51 m 01 s .137 + 27 d 47 m 53 s .285 2 .44 28.06 ± 0.13 27.24 ± 0.10 0.57 ± 0.15 
SMDG1251014 12 h 51 m 01 s .238 + 27 d 47 m 52 s .692 0 .96 28.13 ± 0.14 27.28 ± 0.10 0.65 ± 0.15 
SMDG1251014 12 h 51 m 00 s .665 + 27 d 47 m 59 s .074 11 .28 28.04 ± 0.14 27.29 ± 0.11 0.72 ± 0.16 
SMDG1251014 12 h 51 m 00 s .128 + 27 d 48 m 04 s .576 21 .04 28.12 ± 0.14 27.37 ± 0.12 0.68 ± 0.17 
Host Galaxy RA DEC R m 606 m 814 c 4 − 8 

– hms dms arcsec AB mag AB mag AB mag 
DFX1 13 h 01 m 15 s .894 + 27 d 12 m 35 s .144 2 .33 26.04 ± 0.02 25.65 ± 0.03 0.38 ± 0.03 
DFX1 13 h 01 m 15 s .569 + 27 d 12 m 39 s .320 4 .16 26.73 ± 0.03 26.39 ± 0.06 0.40 ± 0.05 
DFX1 13 h 01 m 15 s .702 + 27 d 12 m 37 s .737 1 .63 26.85 ± 0.03 26.41 ± 0.06 0.50 ± 0.05 
DFX1 13 h 01 m 16 s .090 + 27 d 12 m 36 s .765 4 .36 26.90 ± 0.03 26.48 ± 0.06 0.46 ± 0.05 
DFX1 13 h 01 m 15 s .731 + 27 d 12 m 35 s .464 1 .85 26.86 ± 0.03 26.57 ± 0.07 0.48 ± 0.05 
DFX1 13 h 01 m 16 s .206 + 27 d 12 m 49 s .881 14 .25 27.12 ± 0.04 26.64 ± 0.07 0.35 ± 0.07 
DFX1 13 h 01 m 15 s .890 + 27 d 12 m 37 s .688 1 .51 27.12 ± 0.04 26.65 ± 0.07 0.52 ± 0.06 
DFX1 13 h 01 m 16 s .010 + 27 d 12 m 32 s .522 5 .47 27.41 ± 0.05 26.75 ± 0.08 0.41 ± 0.08 
DFX1 13 h 01 m 15 s .775 + 27 d 12 m 31 s .074 5 .93 27.03 ± 0.04 26.76 ± 0.08 0.36 ± 0.06 
DFX1 13 h 01 m 16 s .374 + 27 d 12 m 47 s .035 13 .22 27.29 ± 0.05 26.78 ± 0.08 0.43 ± 0.07 
DFX1 13 h 01 m 15 s .843 + 27 d 12 m 38 s .150 1 .32 27.13 ± 0.04 26.81 ± 0.09 0.48 ± 0.06 
DFX1 13 h 01 m 15 s .823 + 27 d 12 m 47 s .546 10 .55 27.21 ± 0.04 26.98 ± 0.10 0.43 ± 0.07 
DFX1 13 h 01 m 15 s .864 + 27 d 12 m 32 s .869 4 .24 27.49 ± 0.05 27.01 ± 0.10 0.44 ± 0.09 
DFX1 13 h 01 m 15 s .461 + 27 d 12 m 37 s .514 5 .10 27.37 ± 0.05 27.06 ± 0.11 0.41 ± 0.08 
DFX1 13 h 01 m 16 s .154 + 27 d 12 m 40 s .703 6 .47 27.61 ± 0.06 27.06 ± 0.10 0.40 ± 0.10 
DFX1 13 h 01 m 15 s .623 + 27 d 12 m 27 s .205 10 .14 27.87 ± 0.07 27.27 ± 0.12 0.71 ± 0.10 
DFX1 13 h 01 m 15 s .751 + 27 d 12 m 41 s .295 4 .35 27.84 ± 0.07 27.29 ± 0.13 0.37 ± 0.12 
DFX1 13 h 01 m 15 s .403 + 27 d 12 m 37 s .138 5 .94 27.97 ± 0.08 27.41 ± 0.14 0.41 ± 0.13 
DFX1 13 h 01 m 15 s .313 + 27 d 12 m 40 s .390 8 .04 27.75 ± 0.07 27.41 ± 0.14 0.48 ± 0.11 
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