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Abstract

The Earth’s magnetic field has a complex and dynamic relationship with the greater solar

system. The solar wind and interplanetary magnetic field extend the influence of the Sun’s

atmosphere to the orbit of Earth and well beyond, carrying charged particles in a constant

stream of varying density and velocity. These solar influences carry energy which interacts

with every object they encounter, including the Earth and its magnetic field.

The primary mechanism for the energetic interaction and exchange of energy between the

Earth’s magnetic field and the solar wind is called Magnetic Reconnection, a process by which

two opposing magnetic fields may cancel each other in a limited region and allow the plasma

restrained by each to cross the boundary between magnetic fields and interact. The effects

of this interactions are as varied as they are wonderful, including the aurora, intercontinental

radio communications, and threats to orbiting satellites. As such, understanding magnetic

reconnection and its effects is an important task for space science research.

This work is devoted to characterizing and identifying magnetic reconnection region in

one part of the Earth’s magnetosphere, the magnetotail, as well as the conditions in the

magnetotail necessary for reconnection to begin. This is done through the analysis of data

from the Magnetospheric Multi-Scale Mission, a fleet of four identical orbiting observatories

designed specifically to study reconnection. Methods to identify reconnection derived from

historical assumptions as well relatively new techniques, so-called Scalar Parameters, are

employed and compared. Finally, a combination of these methods is brought to bear in an

attempt to understand why magnetic reconnection in the magnetotail occurs more often in
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some locations than others.
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Some Fundamental Physics Concepts

The subject of this dissertation is magnetic reconnection and the magnetospheric context in

which it occurs in the geomagnetic tail. This is, it is safe to say, a niche subject within the

much broader field of physics. As such I am providing below a short introduction to some of

the key physics concepts and equations which will govern much of the work to follow. While

this is by no means a comprehensive review of the physics associated with this subject, I

hope it does provide enough of an introduction to understand what follows for those who

have not the time or inclination for a more complete study of the subject.

Figure 1: The four common states of matter. See text for details. [Wikicommons: Public
Domain]

A plasma in this context is a fourth state of matter beyond gas in the hierarchy of

organisation of matter. If we think about matter on an atomic level, a solid represents

atoms all arranged together in a repeating pattern (see Figure 1a). In all matter there is

some random motion of the atoms; a ’jiggling’ around of each individual atom even in solids

1



as the atoms stay in their place while vibrating a bit. This random ’jiggling’ is what is

referred to as heat in matter. The more heat matter has, the more the atoms jiggle about.

If we add more heat to our ideal solid described above the atoms in their neat, organized,

repeating pattern will jiggle more; the more heat we add the more the atoms will move.

Eventually, the atoms will be jiggling and vibrating so much that they can’t stay in their

place in the pattern and all of the atoms just mush around each other in a puddle; the solid

we started with has become a liquid (Figure 1b). Extending this concept and adding more

and more heat to the matter, the atoms will continue to move around more and more until

they aren’t even staying near their neighbors at all any more and instead start flying all

around the room; the liquid has become a gas (Figure 1c).

Figure 2: a) A representative view of the atom. At the center is the nucleus made up of
positively-charged protons (red) and electrically neutral neutrons (green). Orbiting around
the nucleus are negatively-charged electrons (yellow). b) When the atom absorbs sufficient
heat energy one or more electrons will no longer be able to maintain their normal orbit
about the nucleus and will move indepentantly of the remainder of the now net-positively-
charged ion. The degree of enthusiasm which electrons feel on achieving this freedom is not
well-understood.

These are the three states of matter generally taught in school. To get to ”plasma” we

need to look at the atoms themselves. A simple picture of an atom has the heavy, positively-

charged protons (along with some slightly heavier neutrons) all collected together in the

center or the nucleus of the atom, while the relatively light, negatively-charged electrons

orbit around the nucleus in layers determined by how much energy each one has (see Figure

2



2). The whole time we’ve been adding heat to matter in our example the atoms have gained

energy and jiggled around more and more, but so have the electrons, protons, and neutrons.

If we keep adding heat energy to the gas we had before, the individual atoms will jiggle and

bounce more and more, but the electrons inside each atom will gain energy as well and orbit

faster and faster and jiggle and bounce more and more themselves. Eventually, there will be

enough heat in the atom that the electrons stop orbiting the nucleus and instead fly off on

their own, leading to a gas of separated negatively-charged electrons and positively-charged

nuclei all bouncing around chaotically (Figure 1d). This is a plasma. Plasma makes up

the vast bulk of observed matter in the universe; the Sun, stars, fluorescent and neon lights

all are made up of plasma. The process of heating up an atom or gas until it starts losing

electrons is called ionisation and we call nuclei which have lost some or all of the electrons

that used to orbit them ions.

Because the particles which make up plasma have electrical charge, they can carry an

electrical current and can both generate and be moved around by magnetic forces. Magnetic

fields are also common in the universe; the Sun and most of the planets in our solar system

generate their own magnetic fields due to their rotation and composition of their inner layers.

These magnetic fields behave similarly to gigantic bar magnets aligned (roughly) along the

axis of rotation of each star or planet (see Figure 3). Magnetic fields, like electric fields,

have both a strength and direction. If two magnetic fields get close to each other then the

net magnetic field at any point is going to be the combination of contributions from each

individual field. This means that if the two fields are pointed in opposite directions they can

cancel each other out where they meet; or can change direction to be different from either

contributing field. This will change the shape of the field and will release or redistribute

energy carried by the magnetic fields.

If a plasma is mixed in with a magnetic field then these field interactions become more

interesting. For example, if two oppositely-directed fields interact while each carries a plasma,
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Figure 3: A simple schematic of the magnetic field generated by the inner dynamo of most
stars and planets, including the Earth and the Sun. Rotation of a conducting inner layer
(such as the molten metallic core of the Earth) will generate a magnetic field which will
appear similar to the field of a common bar magnet away from the rotating dynamo. [Vallee,
1998]
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then the point where those field cancel each other out will lead to mixing of the plasma from

each. Similarly, the energy carried by the magnetic fields and that carried by the plasmas

will also become mixed and move around. This interaction is what is meant by magnetic

reconnection; the transfer of energy between interacting magnetic fields and the plasma

carried by them.

The first of the equations which govern these interactions is the Lorentz force ~F =

q ~E + q~v× ~B where the force applied onto a charged particle in the plasma is determined by

the charge of that particle (q) the electric field present ( ~E) the motion of the particle (~v)

and the magnetic field ( ~B) . Most of the time in plasmas in space and especially near the

Earth the contribution to this force by the electric field is very small compared to that of

the magnetic field. Places where the electric field exerts more influence than the magnetic

field are of particular interest; areas near magnetic reconnection are usually such places.

The application of the Lorentz force in an environment with a static magnetic field and

small electric field leads to the concept of Guiding Center Motion; that is, treating the

motion of a charged particle entirely in relation to a Guiding Center. This guiding center

is represented by the common conceptual aid of a magnetic field line. As a magnetic field

is, mathematically speaking, a vector field it does not actually have lines running through

it. However, the concept of magnetic field lines to visualize the direction and magnitude of

the vector field is useful (see Figure 3). Accepting magnetic field lines as useful conceptual

aids, we can then imagine the motion of a charged particle in relation to those field lines.

The magnetic component of the Lorentz force q~v× ~B indicates, by way of the cross-product

operator ×, that the magnetic field applies force in proportion to the perpendicular motion

of the particle; i.e. if the particle is moving perfectly parallel to the magnetic field ~B, then

it will experience no force from ~B.

The net result of the perpendicular force is to cause a charged particle to orbit around

a particular magnetic field line (its guiding center) as it finds equilibrium in the absence of
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other external forces. As this still does not preclude any motion parallel to the magnetic

field the particle may have carried into this situation with it, the net result is for the particle

to gyrate around the guiding center in a helical path (see Figure 4). For a charged particle

of mass m, charge q, and speed perpendicular to the magnetic field v⊥ associated with a

magnetic field of strength |B| the radius of the orbit about the filed line guiding center

will be the gyroradius rg = mv⊥
|qB| and the angular gyrofrequency about which it orbits the

guiding center field line is ω = |qB|
m

. It should be reiterated that this behavior happens in

the absence of other forces on the particles, such as an external electric field. An equivalent

statement is that the magnetic moment µ =
mv2⊥
2B

is constant; this is referred to as the first

adiabatic invariant. If an external force operates on the particle in such a way that µ changes

significantly over a period on the same scale as that of the gyromotion (i.e. a gyroperiod

tg = 2πm
|qB| ), then the first adiabatic invariant is said to be broken and the particle is no longer

’frozen into’ the magnetic field. This state is a key concept behind magnetic reconnection

discussed later on.

The other equations which describe the collective behavior of plasmas in the regions

discussed here are called Maxwell’s Equations (see Table 1). These equations help us describe

the collective behavior of plasma as opposed to just one particle at a time. In these the

plasma is represented as a collection of charges (ρ as charge density is the number of electrons

or negative charges subtracted from the number of protons or positive charges in a given

volume) or as the carriers of electrical current (~j being current density). The nabla symbol

(∇) represents a change over distance and d
dt

represents a change over time for whatever

parameter each is next to. ε0 and µ0 are both constants to make the units come out right.

Thus the change in the shape of an electric field ∇ · ~E is related to the amount of charge

or number of charged particles in that region (ρ). Similarly, the shape of a magnetic field

∇× ~B is related to the motion of charged particles or current ( ~J).
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Figure 4: The guiding center field line (black) and the orbits of particles with different
amounts of perpendicular and parallel energy associated with them. Those with no parallel
velocity (green) will simple orbit around the guiding center without any other motion. Those
with more perpendicular energy than parallel energy will move along the guiding center while
still spiralling tightly about the guiding center (blue). Those with significant parallel velocity
will move mostly along the guiding center with only small gyrating orbits about the field
line (red). [Public Domain]
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Gauss’ Law ( ~E) Gauss’ Law ( ~B)

∇ · ~E = ρ
ε0

∇ · ~B = 0

Faraday’s Law Ampere’s Law

∇× ~E = − δ ~B
δt

∇× ~B = µ0
~j

Table 1: The differential forms of Maxwell’s Equations. The constants ε0 (the permittivity
of free space) and µ0 (permeability of free space) are a consequence of using SI units. Note
that Ampere’s law as written here neglects Maxwell’s addition
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CHAPTER 1

Introduction & Historical Overview

In order to describe the advances and developments I am responsible for in the field, some

conceptual review and historical background might be useful.

1.1 The Beginnings of Geoscience

The existence of the Earths magnetic field has been known, if not understood, since the

invention of the compass two or three millennia ago. Changes in compass behavior related

to observations of the aurora have been recorded since the age of discovery and changes to

both have been related to activity on the surface of the Sun since the famous Carrington

event of 1859. Becequerel and Goldstein independently hypothesized in the late 19th century

that the influence of the Sun on the Earths magnetic field was communicated by way of a

stream of charged particles eminating from the Sun. Observations of comets throughout the

early 20th century, combined with expanding observations of the aurora and geomagnetic

storms, led to work by Chapman & Ferraro (e.g. [Chapman and Ferraro, 1931]), Alfvén (e.g.

[Alfven and Lindblad, 1945, Alfvén, 1957]) and others indicating that this stream must be

fairly constant, with only occasional variations in strength, must consist of both positively-

charged protons and negatively-charged electrons, and must carry its own magnetic field

embedded within in. Eugene Parker combined all of these observations into a theoretical

framework which treated the stream, what he called the “solar wind” [Parker, 1958b], as a

magnetized, conducting fluid [Parker, 1958a]. Alfvén and Parker’s magneto-hydrodynamic
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(MHD) approach became the primary framework to study and understand interactions of

the interplanetary solar wind plasma with the Earths magnetic field.

1.2 The Dungey Cycle and the Active Magnetosphere

Figure 1.1: The original schematic depiction of the Dungey Convection Cycle. [Dungey,
1961]

Around this same time Dungey was considering the interaction of such a Solar Wind

on the Earth’s magnetosphere [Dungey, 1961]. He proposed that the solar wind plasma,

combined with a southward-pointing interplanetary magnetic field (IMF; Figure 1.1a), would

interact with the northward-pointing magnetic field of the Earth (Figure 1.1b) leading to

neutral points where the magnetic fields would cancel each other out. This would allow for

plasma in the solar wind and the Earth’s magnetosphere to mix, reducing overall plasma

pressure in the magnetosphere and introducing higher-energy particles from the solar wind.

This would also lead to so-called ‘open flux’ where magnetic field lines coming from the

Earth’s magnetic poles are connected to the IMF instead of to the opposite pole (Figure

1.1c). These field lines would then be carried by the flow of the solar wind away from the

Sun and over the Earth to collect or ‘pile-up’ on the nightside (Figure 1.1d). As the magnetic
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flux collected, magnetic pressure would also increase, driving magnetic field lines together

until they once again closed from one pole to the other and began rotating back to the

dayside to begin the process again, a process now referred to as the Dungey cycle.

Magnetic pressure and flow pressure from the solar wind also have the effect of distorting

the magnetosphere from its ideal “Dumbo ears” dipolar shape (see Figure 3). On the dayside,

the magnetic field is compressed or squished towards the Earth by the combined flow pressure

of the solar wind plasma and the magnetic pressure of a northward-pointing IMF in a manner

first described by Chapman & Ferraro [Chapman and Ferraro, 1931](Figure 1.2a). On the

nightside the same forces cause the Earth’s magnetic field to stretch out away from the Sun

[Alfvén, 1957, Dungey, 1963] in a manner not unlike the tail of a kite stretching out nominally

to at least the distance of lunar orbit and often several times that length (e.g. [Dungey, 1965,

Gombosi et al., 1998], Figure 1.2b). The shape of this geomagnetic tail was well-described

by Coroniti & Kennel [Coroniti and Kennel, 1972] using the parameters described as well

as the electrostatic potential measured across the polar cap. Pilipp & Morfill went further

to provide an analytical description of how the plasma and magnetic flux convection would

create a compressed sheet of trapped plasma in the center of the tail, between the northern

and southern halves or lobes [Pilipp and Morfill, 1978].

Figure 1.2: A picture of the normal, quiet magnetosphere. [NASA: Public Domain]
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Observational support for this tail configuration was amply provided by a series of mis-

sions in the early 1960s. Ness, Heppner, and others used in situ measurements from the IMP

1, Explorer 10, and other missions to show a magnetic field stretched out from the polar

caps, leaving a neutral sheet of relatively dense plasma between the northern and southern

lobes ([Ness, 1965] and references therein). Ness also points out that the configuration as

observed provides direct observational support to the open magnetosphere convection model

of Dungey.

Further support for the Dungey model was found when early magnetic field measurements

in the IMF were compared to ground magnetometer readings during Polar Magnetic Sub-

storms (referred to hereafter as simply ‘substorms’)[Fairfield and Cahill, 1966]. Substorms

comprise a disturbed geomagnetic field, characterised by strong shifts in the horizontal com-

ponent of the Earth’s magnetic field. This is measured by means of magnetometers located

around the world, particularly in and around the Arctic circle as these connect to mag-

netic field lines which stretch to regions of the magnetosphere of scientific interest (e.g. the

distant magnetotail and the dayside magnetopause). The same substorm events are associ-

ated with increased auroral activity, which has been well-correlated with the behavior of the

geomagnetic field during substorms [Akasofu, 1964].

Fairfield & Cahill reported observing substorms reliably occurring after the North-South

component of the IMF turned from North to South, often with a delay of up to an hour.

Contrariwise, a steady North component to the IMF was typically associated with quiet ge-

omagnetic conditions. In many ways these observations are showing the beginning and end

of the chain of energy transfer required for substorms without considering the middle. Ac-

cording to the Dungey model, a southward IMF will cause the dayside magnetosphere to be

‘eroded’(Figure 1.1). This is due to the Earth’s magnetic field being primarily northward-

pointing, therefore a southern component to the IMF will cancel out part of the Earth’s

magnetic field on the dayside, effectively ’breaking’ those field lines (Figure 1.3-1) and allow-
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ing the ends to be carried by the solar wind (Figure 1.3-2). The magnetic flux thus released

from the dayside will then flow over the Earth’s poles to the nightside where it will build-up

in the geomagnetic tail (Figure 1.3b). Eventually the pressure of this built-up magnetic flux

will compress the northern and southern halves of the ‘disconnected’ magnetic field lines in

the lobes and ‘reconnect’ them in the tail neutral sheet [Dungey, 1963] (Figure 1.3-3). In

situ magnetometer data showed that the amount of magnetic flux in the tail increased by a

significant amount during periods of southern IMF and ground magnetometer readings sug-

gested that the tail first stretched out as the IMF turned southward and then relaxed over

time after the IMF turned north [Russell and McPherron, 1973], which is consistent with

geomagnetic field lines being opened to the IMF on the dayside by reconnection and closed

again to each other in the tail. This chain of magnetic flux transfer from the dayside to the

magnetotail and then towards the Earth before convecting back to the dayside accounts for

the delay in the measurements in the IMF and the effects seen on the ground [Fairfield and

Cahill, 1966]. All three stages were observed in sequence during an event in 1968 [Aubry

et al., 1970], offering clear evidence of the Dungey cycle in action.

Figure 1.3: The modified Dungey picture showing the locations where field lines are broken
and reconnected. [NASA: Public Domain]

Additionally, particle measurements both in the tail (e.g. [Frank, 1965]) neutral sheet as

well as much closer to earth (e.g. [McDiarmid and Burrows, 1965]) suggest that plasma in the
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tail neutral sheet is accelerated earthward during these substorms, serving as a source of both

inner magnetosphere hot plasma populations as well as effects such as the aurora. Better

instrumentation provided better in situ observations of particle acceleration in the near-tail

neutral sheet. Frank et al. (1976) showed electron and ion spectrogram observations from

the IMP-8 satellite during several encounters with localized regions of strong plasma heating

and acceleration at or near tail neutral sheet crossings, dubbed ‘Magnetotail Fireballs.’ The

direction of both ions and electrons in these flows along the Earth-Sun line were strongly

correlated with the North-South component of the magnetic field; Earthward flows were

embedded with northward magnetic fields, indicating a closed magnetic field line connected

at each end to the Earth, while tailward flows were associated with southward magnetic fields,

indicating that the field lines were connected to the IMF rather than the Earth’s magnetic

poles. In their conclusion, Frank et al. state that “the merging of magnetic field lines... is

probably the dominant acceleration mechanism participating in magnetotail dynamics..”

1.3 Magnetic Reconnection

Figure 1.4: A before a) and after b) picture of magnetic reconnection. Two magnetic field
lines, one running from B to A (blue) and another running from C to D which approach
each other. At the point of ‘contact’ they will cancel each other out, producing a magnetic
null (not pictured). The magnetic field can then be reconfigured with the magnetic flux from
C now connected to A and that from B connected to D. In essence, the magnetic field lines
have broken and ‘reconnected’ into a new topological configuration.

Magnetic field lines merging or otherwise interacting is not a particularly unique or spec-

14



tacular event in isolation. One can cause the interaction of magnetic fields by simply placing

two magnets near each other in any arbitrary orientation (Figure 1.4). The particularly

interesting aspect of reconnection in the context of space plasma physics is the addition of

a plasma embedded within the magnetic fields involved. A population of charged particle

co-located with a changing magnetic field means that the energy involved is not only that

of the magnetic flux transferring from one location or geometry to another, but also the

kinetic energy and heat of the plasma associated with it. Adding to the complications is

the fact that a magnetic field can not only apply a force on a particle in motion via the

Lorentz force, but is also generated or modified by moving charges, by way of Ampere’s law

(see Table 1). Exploring and describing this complicated state of affairs has been the work

of four generations of scientists throughout the space age.

Plasma acceleration due to magnetic field line merging, also referred to as magnetic field

annihilation, magnetic nulls, or magnetic reconnection, had been discussed as a theoretical

means of accelerating the solar wind since the 1940s (e.g. [Hoyle, 1949]). The mechanism

for converting magnetic energy to kinetic energy in the plasma was initially described in

detail using MHD by Eugene Parker after a description by P.A. Sweet ([Parker, 1957] and

references therein). The fundamental principal behind the Sweet-Parker picture of magnetic

reconnection is that of two oppositely directed magnetic fields (for the sake of argument, one

may be labelled positive while the other is negative) which approach each other with a plasma

embedded in both. As the fields approach each other they will cancel each other out, the

sum of a positive and negative trending towards zero, creating a thin layer of null magnetic

field strength but retaining the plasma. The magnetic pressure of these colliding magnetic

fields will squeeze the plasma between them, increasing the plasma pressure. The plasma, no

longer tied to either magnetic field inside the null between them, will then be forced along

the interface between interacting fields, accelerating out the ends of the interaction region

(Figure 1.5).
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Figure 1.5: A schematic look at the Sweet-Parker reconnection model. Plasma (magenta
arrows) flows in towards the neutral sheet between oppositely directed magnetic fields (black
lines). The compression of the plasma between magnetic fields causes diffusion of magnetic
field energy into heating of the plasma in the Diffusion Region. The increase in plasma
pressure drives the plasma out the ‘sides’ of the reconnection region, perpendicular to the
inflow direction.
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While this theory was instrumental in first providing an analytical model for converting

stored magnetic energy into plasma energy, it was insufficient to explain the rate at which

that energy conversion had been observed in solar flares. The length of the current sheet

(i.e. the interface between interacting magnetic fields) required to reach the observed plasma

velocities was so large that it would require more than a hundred times the observed timescale

of solar flare activity to achieve the observed energies. In short, Sweet-Parker reconnection

was considered too slow to match observations. A refinement of Sweet-Parker reconnection

was proposed by Petschek which utilized MHD waves to increase the reconnection rate and

decrease both the size of the current sheet as well as the time required to reach solar flare

energies [Petschek, 1964].

These MHD models of reconnection were further extended by Sonnerup (1970) and Yeh

and Axford (1970) (and brilliantly summarized and explained by Vasyliunas; [Vasyliunas,

1975]) to clarify the necessary two-dimensional geometry of plasma flow in and near the

merging interface between magnetic fields. However, all the work up to this point had been

done assuming a uniform fluid of plasma moving throughout the system; the compressibility

of the fluid being considered only in later models [Yeh and Axford, 1970]. Vasyliunas pointed

out this omission as well as detailing the unrealistic nature of the boundary conditions neces-

sary to each model. He invoked the generalized Ohm’s law [Rossi and Olbert, 1970, Dungey,

1958] to imply that the differential behavior of electrons and ions within the reconnection

region might be of interest.

A Short Digression Regarding Ohm’s Law

The full(ish) generalized Ohm’s law is derived here from the equation of motion for electrons

(as opposed to the combined equations of motion for electrons and ions). Traditionally,

Ohm’s law is written so as to include a myriad of electron effects but with few mentions of

ion motion except as is included in the concept of current density ~j. This is due to the mass
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ratio between electrons and protons being greater than 1800, indicating that any changes

in ion velocity will be miniscule compared to those of electrons in the same conditions. By

accounting for all of the myriad possible individual forces acting on electrons in the region

of interest we are essentially applying Newton’s Second Law (~Fnet =
∑ ~Findividual or the net

force on an object is the sum of all individual forces on that object). Additional effects

from ions would not fundamentally change the concepts explored in this derivation, only

add additional terms to the categories which will be discussed below.

Throughout the derivation d
dt

is defined as the convective (or material) derivative such

that d
dt

= δ
δt

+ (~u · ∇).
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− ~Fe = me
d ~ue
dt

= qe( ~E + ~ue × ~B)︸ ︷︷ ︸
Lorentz Force

− 1

ne
∇ · P̄e︸ ︷︷ ︸

Electron Pressure

−meνei(~ue − ~ui)︸ ︷︷ ︸
Collisions

Where ~ui = Ion bulk velocity, ~ue = Electron bulk velocity, and νei ≡ Collisional Frequency

Apply the definition of:

~j = ne(~ui − ~ue)⇒ ~ue = ~ui −
~j

ne

⇒ me

qe

d ~ue
dt

= ~E + ~ue × ~B − 1

neqe
∇ · P̄e −

meνei
ne2

~j

Assume plasma consists entirely of electrons and protons such that:

qe = qi = e

And let η =
meνei
ne2

⇒ me

e

d ~ue
dt

= ~E − 1

ne
~j × ~B + ~ui × ~B +

1

ne
∇ · P̄e − η~j

Now we rearrange terms:

~E = η~j︸ ︷︷ ︸
Classical Ohm’s Law

− ~ui × ~B︸ ︷︷ ︸
Ion Convection

+
1

ne
~j × ~B︸ ︷︷ ︸

HallTerm

− me

e

d ~ue
dt︸ ︷︷ ︸

e− Inertial Term

− 1

ne
∇ · P̄e︸ ︷︷ ︸

e− Pressure

(1.1)

Resistivity η in a medium is largely dependent on physical collisions of particles within

the medium with one another, impeding the motion of any given particle. However, in

plasmas typical of the regions surrounding the Earth, as well as in interplanetary space, the

density is very low, meaning that there is very little resistance to motion due to collisions and

electrical conductivity in the plasma approaches infinity. Plasmas with such low densities

as those with which this work is primarily concerned enjoy this state of affairs and are

commonly referred to as “collisionless” plasmas. That being the case, the first term on the
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right side of Equation (1.1) typically goes to zero.

The convective electric field, represented by ~ui × ~B, is the dominant source of electric

fields in MHD. The ion bulk velocity ~ui is often taken as a proxy for the bulk flow of the entire

plasma, electrons and ions both, due to ions carrying the vast majority of the mass. This

means that if both electrons and ions are frozen into a magnetic field then their velocities

are also locked together, meaning that the ions carry the bulk of the kinetic energy of the

magnetized plasma. In such regions this will be the only term of significance with all the

other right-hand side terms of Equation (1.1) ignored as being orders of magnitude smaller

than the convective electric field described by it.

The Hall term, named for the Hall effect and the experimentalist Edwin Hall who dis-

covered it, requires the differential flow of electrons and ions within the plasma in order to

generate the current ~j; in other words the ions and electrons cannot be moving as a single

fluid or medium as supposed by Sweet and Parker, Petschek, Sonnerup, or Yeh and Axford.

What’s more, the motion of some of these particles must be in a different direction than the

local magnetic field in order for the × ~B operator to be non-zero. In practical terms this

means that the electrons, being lighter and more easily influenced by the magnetic field,

will continue to move with the magnetic field even as the field weakens and changes near

the interface between reconnecting fields, while the ions are too heavy and slow to keep up

with the rapid changes to the field around them. This leads to the ions becoming detached

from the dominion of the magnetic field (or demagnetized) and moving separately from both

the magnetic field and the electrons which are still attached to it. The differential motion

creates a current pointed away from the magnetic field, leading to the Hall effect and a Hall

electric field.

Next in Equation (1.1) is the electron inertial term which represents the accumulated

momentum of the electrons. When Ohm’s law is derived from a combination of both electron

and ion equations of motion this term becomes the convective derivative of the current
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density d~j
dt

with some additional cross terms. Given the near total lack of magnetic field

influence in regions where this term will deviate significantly from zero and the rapid and easy

acceleration of electrons in such a case, leaving this term as only considering the acceleration

of electrons is not a wholly unreasonable approximation.

Finally, we have the electron pressure (or stress tensor) term which offers a significant

contribution in relation to the other terms already discussed only when the electrons move

agyrotropically; that is, when the electrons no longer obey the first adiabatic invariant. This

term and the electron inertial term are only significant once the electron motion is no longer

dominated by the motion of the magnetic field, or at interaction scale lengths smaller than

the typical electron gyroradius (≈ 5− 10km in the geomagnetic tail).

It should be noted that none of the above derivation or physical interpretations are derived

from or dependent on MHD. By beginning from the equation of motion for a representative

electron this expression of a generalized Ohm’s law is essentially a kinetic theory of plasma

behavior.

1.4 New Thinking on Reconnection

Thinking regarding magnetic reconnection evolved as a reaction to the weaknesses pointed

out by Vasuliunas. In 1979 Sonnerup described a modified mechanism for reconnection which

departed from the traditional approach of assuming the plasma was a single, continuous

medium of uniform composition. Again invoking the Generalized Ohm’s Law he described

a two-fluid model where first the ions and then electrons ceased to behave according to a

MHD convective paradigm and instead were primarily influenced by the Hall, pressure, and

inertial terms identified in the Ohm’s law above. While a Diffusion Region, defined as the

region around the center of the reconnecting current sheet where the diffusion of energy

into heat was caused by collisional, turbulent, or other broadly resistive effects [Sonnerup,

1979], had long been a key feature of magnetic reconnection theory, Sonnerup postulated a

21



Vin

Vout

Vin

Vout EDR

IDR

BHall

EHall

X

Z

Y

III

I II

IV

Figure 1.6: A schematic of Hall reconnection, assuming a two-species plasma.

two-stage structure previously unexplored. The (outer) Ion Diffusion Region (IDR, Figure

1.6) on the scale of the ion gyroradius or inertial length was where ions convecting towards

the reconnecting current sheet were demagnetized and engaged in meandering motion while

electrons remained magnetized, convecting with the remaining (weak) magnetic field. An

(inner) Electron Diffusion Region (EDR, Figure 1.6), embedded within the IDR and on the

scale of the electron inertial length, was then where electrons were in turn demagnetized in

the immediate neighborhood of the magnetic null between interacting magnetic fields and

themselves subjected to diffusive effects.

In this formulation, while inertial and finite gyroradius effects (arising from off-diagonal

terms in the pressure tensor) are central to energy diffusion in the EDR [Vasyliunas, 1975],

Hall electric fields and currents have a significant role to play at ion scales. The charge

separation caused by electrons continuing to convect towards the reconnecting current sheet

after ions begin their meandering motion gives rise to the Hall electric field pointing towards

the current sheet (red arrows in Figure 1.6) as well as Hall currents in the same direction. A

charge conservation argument implies these Hall currents will also flow in along the bound-

ary between stable and reconnecting magnetic field lines (topologically referred to as the
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separatrix; dotted lines in Figure 1.6) as well as out along the current sheet towards the

outflow region [Sonnerup, 1979]. The circulating Hall currents will then generate magnetic

fields pointing into or out-of the plane we have considered so far (the y-direction in Figure

1.6) forming a quadrupolar system of Hall magnetic fields (represented by circled crosses and

dots in Figure 1.6). In this way the Hall fields and currents dominate the ion behavior in

the IDR and strongly influence the overall size and organization of the reconnection region

in general. This is the basic picture of Hall reconnection.

It was of interest to me to discover on preparing this introduction that Dungey had pro-

posed a very similar two-fluid approach far earlier than was noted by either Vasyliunas or

Sonnerup. In a small textbook published in 1958 [Dungey, 1958] Dungey describes the meth-

ods and consequences of magnetic null point formation in astrophysical situations, makes a

case for MHD to be an insufficient paradigm for describing the plasma near such magnetic

nulls, and summarizes a kinetic theory of plasma utilizing a modified Boltzmann equation

(easily recognized as the Vlasov equation, neglecting collisional effects). He also derives a

generalized Ohm’s law for both a single-species plasma which is nearly identical to the deriva-

tion above (a great comfort to me after deriving it separately) as well as for a two-species

plasma with both electrons and fully-ionized hydrogen (i.e. protons). While admitting that

he did not immediately see an application for the Hall term in the interactions under his

immediate consideration, he does include it in his discussion of the theoretical behavior of

magnetic field lines detaching and rejoining near an X-line magnetic null, as well as some

discussion of inertial and pressure-related effects. His arguments are fundamentally the same

as those made by Vasyliunas and Sonnerup 20 years later and are limited in their conclusions

only by the total lack of experimental data which later authors had at their disposal.

Significant questions still remained after the milestone summaries of Vasyliunas (1975)

and Sonnerup (1979) regarding the exact mechanism for energy diffusion as well as how a thin

current sheet between anti-parallel magnetic fields could transition to a reconnecting current
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sheet and vice-versa. Theorists continued to hypothesize and build models for possible

onset mechanisms and drivers of reconnection (e.g. [BÜCHNER, 1991, Mandt et al., 1994]).

However, the overall structure of the neighborhood surrounding a reconnecting current sheet

was laid out. What was needed now was data to support it.

1.5 Seeing Signs of Reconnection

The size of the IDR surrounding a reconnecting current sheet, as mentioned above, is on the

scale of an ion gyroradius (≈ 200−2000km in active tail regions) embedded in the tail neutral

sheet which is more than 2.5e5km wide and 1e6km long. While it is certainly possible that

more than one site of reconnection may be active at a time, this is still reasonably akin to

the proverbial needle in a haystack. It is no wonder that the bulk of observational evidence

of reconnection in the tail from the 1960s through the 1990s occurred in the form of high-

speed flows in compressed regions of the neutral sheet during times of particular geomagnetic

activity (e.g. [Forbes et al., 1981, Hones, 1985] and references therein).

In the absence of detailed in situ tail observations, the rapidly expanding field of computer

simulations helped to explore some of the instabilities and boundary conditions necessary

to further develop the theory. Some (e.g. [Birn, 1980]) visualized the scales, both spatial

and temporal, over which the tail current sheet thinning could be expected to extend during

geomagnetic substorms. The theoretical work up through Sonnerup (1979) was primarily fo-

cused on steady-state reconnection, without considering any explicit mechanism for starting

or stopping. Early simulations combined with ground observations of magnetic fluctuations

during substorms (e.g. [Singer et al., 1988] and references therein) to bound the time scale

of tail reconnection and show that it waxed and waned with changes in the IMF and other

external driving conditions.

The search for magnetic reconnection in the dayside magnetosphere during this time

had much better success. Similarly, observations of time-dependant reconnection in the
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form of Flux Transfer Events (FTEs) were observed in several locations across the dayside

magnetopause [Russell and Elphic, 1978]. These transient, unsteady, and highly-localized

events differ from the classic picture of dayside reconnection that might be expected from

Figure 1.2 in that they are not an interaction between the Earth’s magnetosphere and the

gross IMF magnetic field. Instead FTEs are understood to be magnetic reconnection between

the Earth’s magnetopause and a discrete, twisted, tube of magnetic field lines (often referred

to as a flux tube or flux rope) coming from the Sun. While not consistent with the steady-

state reconnection initially assumed by Dungey, they occur frequently, with approximately 1

FTE forming every 10 minutes or so [Farrugia et al., 1988], thus contributing to the overall

magnetic erosion on the dayside and the overall Dungey cycle.

In terms of steady-state reconnection, the ISEE 1 and 2 satellites [Ogilvie et al., 1977]

observed several rotational discontinuities in the magnetic field at the dayside magnetopause

(the interface between the Earth’s magnetic field and the IMF) coupled with strong plasma

flows in the north-south direction consistent with the outflows of magnetic reconnection on

the dayside [Sonnerup et al., 1981]. The electric field at the dayside magnetopause was

also measured and found to have a component in the dawn-dusk direction during periods

of strong southward IMF (i.e. Bz < 0 outside the Earth’s magnetosphere while Bz > 0

inside) [Mozer et al., 1979]. This is consistent with the picture of magnetic reconnection

in Figure 1.6 oriented such that the top of Figure 1.6 is in the IMF, the bottom is in the

Earth’s magnetosphere, and the X-axis of the Figure is roughly in the north-south direction.

The dawn-dusk electric field would then be equivalent to an electric field pointing into the

figure (i.e. out of the plane of the figure), and would be the sum of out-of-plane components

of Equation (1.1). While not conclusive separately, these observations combined to greatly

enhance the credibility of magnetic reconnection as the dayside engine of the Dungey cycle.

With increasing numbers of simultaneous orbiting observatories as well as the contin-

uing improvement of instrument resolution, observational evidence could now cement the
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geomagnetic and auroral substorm as intrinsically connected with magnetic reconnection in

the tail ([Russell and McPherron, 1973, Hones, 1979, Forbes et al., 1981, Nagai et al., 1998,

Baumjohann et al., 2000], etc.).

1.5.1 Eureka

The first definitive encounter with a reconnection ion diffusion region in the geomagnetic

tail was reported by Øieroset et al. (2001). On the first of April, 1999 the Wind spacecraft

[Acuna et al., 1995, Wilson et al., 2021] was traversing the tail plasma sheet at approxi-

mately (−56,−9.5, 6.6)RE in GSE coordinates, placing it just after local midnight, slightly

north of the ecliptic, and nearly the distance of lunar orbit. At a current sheet encounter,

characterized by the reversal of the XGSE component of the magnetic field, WIND detected

a reversal of the bulk plasma flow from toward the Earth (+VX in GSE coordinates) to tail-

ward away from the Earth (−VX in GSE coordinates), each with a speed of several hundreds

of kilometers per second. The plasma velocity reversal was correlated with a similar reversal

in the sign of the ZGSE component of the magnetic field, indicating a change from magnetic

field lines connected to the Earth to those connected to the solar wind. Also observed was

an orderly reversal of the YGSE component of the magnetic field which corresponded well

with the expected values of the Hall magnetic field (Figure 1.7).

Nagai et al. (2001) strengthened the case for tail reconnection by examining the plasma

distribution functions near tail central plasma sheet encounters. Using data from Geotail

[Nishida, 1994], they identified several instances of strong, simultaneous ion and electron

heating and acceleration near the central current sheet, matching the expectation of the

plasma outflow region near the X-line (Vout in Figure 1.6). Counter-streaming low-energy

electrons flowing towards a presumed reconnecting X-line were also observed in these in-

stances, alongside the accelerated and heated outflow, which is consistent with the Hall

currents required by charge conservation. When these particle observations are combined
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with the clear measurements of the Hall magnetic field structure by Øieroset et al., the Hall

reconnection picture of the IDR surrounding a reconnecting X-line in the geomagnetic tail

became all but certain.

Figure 1.7: Figure 2 from [Øieroset et al., 2001] showing the outflow jets and Hall magnetic
field signatures of Hall reconnection.

Between scattered examples of reconnection at the magnetopause and now direct obser-

vations of reconnection in the magnetotail, the case in favor of Dungey’s picture of global

magnetosphere magnetic flux convection from dayside to nightside and back around again

by way of reconnecting field lines had received undeniable support. However there still re-

mained huge questions as to the inner workings of magnetic reconnection itself. While Hall
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currents and magnetic fields had been observed [Øieroset et al., 2000, 2001, Nagai et al.,

2001], the Hall electric field, ostensibly the driver for the current and magnetic fields, still

had not been reported; the EDR had still not been directly observed; and the question of

reconnection onset, how the tail current sheet transitioned from a compressed but quiet

state to reconnection, still perplexed. Looking for answers to these questions with single

platforms, the observations from which were not well-coordinated and depended entirely on

fortuitous conjunctions (e.g. [Singer et al., 1988]), had proven to be comparable to a mouse

searching for a needle in the haystack. Farrugia et al. (1988) summarized this difficulty

in in situ magnetic reconnection studies: “For the future we conclude the strong need for

spatially well-separated multipoint observations.”

1.6 Multi-point era

What was needed was to have a fleet of orbiting observatories, flying in a regular formation,

each possessing the means to measure the magnetic and electric fields as well as the full

plasma distribution functions of both ions and electrons. Such a distributed observing plat-

form would allow for simultaneously looking at several individual locations for the signs of

reconnection and for providing context from the surrounding region if such signs were found.

This ambition was realized in the Cluster mission [Escoubet et al., 2001].

Consisting of four (ideally) identical observatories and flying in a nominal tetrahedron or

pyramid formation, Cluster was well-provisioned for seeking out the signs of reconnection.

The separation between spacecraft and the time resolution of the instruments on board were

all designed to be of a scale necessary to clearly observe ion-scale effects. Its goal was to find

and study Ion Diffusion Regions and thus characterize the ion-related aspects of reconnection.

This laudable goal was somewhat hampered by mishap; the initial attempt to launch the

cluster mission failed when the rocket carrying it exploded before reaching orbit in 1996.

The European Space Agency (ESA) which had been leading the Cluster mission refused
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to let the idea die, however, and rebuilt the four satellites needed, often using the flight

spare hardware from the development process [Hellemans, 1996]. These, dubbed Cluster-II,

launched successfully into a near-polar orbit in the summer of 2000.

1.6.1 The Ion Diffusion Region

Roughly a year after Cluster was launched, it demonstrated the values of coordinated multi-

point observations. Runov et al. (2003) report that on the first of October, 2001 Cluster

made several encounters with the central neutral sheet in the pre-midnight local time sector,

all within a reasonably short amount of time [Runov et al., 2003]. The separation between

spacecraft in the formation was at the upper end of the ion scales (≈ 2000km), which also

allowed the fleet to simultaneously sample different parts of active current sheet. A strong

tailward plasma flow, coupled with a southward-pointing magnetic field was followed by an

even larger Earthward plasma flow coupled with a northward magnetic field, the reversals

in each parameter happening nearly simultaneously. Lower-velocity plasma flows coming

from the northern and southern lobes were also seen in between the peaks in tailward and

Earthward flows. The YGSM component of the magnetic field as measured by all four space-

craft also showed all four quadrants of the expected Hall magnetic field. All of the expected

components of Hall reconnection, excepting the Hall electric field, are clearly observed.

The regularly distributed magnetic field measurements allowed for even more subtle ex-

ploration. The regular tetrahedron formation of the observatories allows for a good esti-

mation of the gradient of the magnetic field ∇ ~B at the center of the tetrahedron. From

this the more common spatial derivatives of the vector magnetic field (the curl ∇× ~B, and

the divergence ∇ · ~B) can also be derived. By exploiting Ampere’s law (∇× ~B = µ0
~j, one

of Maxwell’s equations of electromagnetism) the current density ~j can be measured at the

center of the tetrahedron formation. While current measurements using plasma instruments

had been reported previously to this, the magnetic field instruments on board Cluster were
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of much higher time resolution than any of the plasma instruments up to that time, and the

precision of the magnetic field measurements allowed for a much more precise measurement

of the current density than had been possible before. This permitted the analysis of the

currents in the region surrounding the reconnecting X-line to be analyzed with the same

level of detail as the magnetic field measurements themselves [Runov et al., 2003].

The ∇ ~B estimation available to the Cluster mission also allowed for calculating the

magnetic field curvature ~b · ∇~b (where ~b = ~B/|B|)at the center of the tetrahedron. With

this tool, the shape of the magnetic fields could be measured at the center of the formation.

[Runov et al., 2003] used this tool to show that the magnetic field was tightly compressed in

the ZGSM direction, causing the tightest curvature to be in the XGSM direction, and that the

X-curvature pointed in the same direction as the plasma outflows from the X-line (Figure

1.8).

A statistical study of high-speed flows near the neutral sheet [Runov et al., 2005] by

Cluster in the tail provided strong evidence of correlation between the direction of plasma

flows either toward or away from the Earth and the direction of the strongest magnetic field

curvature. Cluster observations also provided a laboratory with which to explore theories

regarding the relationship between the measured geometry of the magnetic field near the

tail neutral sheet and the overall structure of the neutral sheet [Rong et al., 2010]. Further

statistical observations of a variety of thick and thin tail neutral sheets by Cluster supported

these theories and provided a clear picture of the structure of the near-tail neutral sheet

[Shen et al., 2008, Rong et al., 2011]; a structure revisited in Chapter 4.

Magnetic reconnection was not left out of the statistical studies possible with Cluster

data. [Eastwood et al., 2010] identified a collection of 33 instances where Cluster encoun-

tered correlated plasma Vx and magnetic field Bz reversals in the geomagnetic tail; of which

18 showed Hall electric and magnetic field signatures consistent with reconnection. This

collection represented at least a third of all the IDR candidate events which had been re-
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Figure 1.8: Figure 2 from [Runov et al., 2003] showing some of the∇ ~B parameters calculated
from the magnetometer measurements from the four spacecraft of Cluster. Note the strongly
negative XGSM curvature of the magnetic field correlated with the strongly negative VX of
the protons. This is discussed at more depth in the text.
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ported in the tail by Cluster and other missions such as Wind (e.g.[Øieroset et al., 2001])

and Geotail (e.g.[Nagai et al., 2005]) to that point. In addition to expanding the number

of observed reconnection events, Eastwood et al. also performed a statistical analysis of

the magnitudes and prevalence of Hall electric and magnetic fields (Figure 1.9). This work

served to confirm Hall reconnection as the preeminent model for magnetic reconnection in

the geomagnetic tail.

Figure 1.9: Figure 6 from [Eastwood et al., 2010] showing the accumulated measurements of
the Hall magnetic (A) and electric (B) fields. This shows the clear quadrupolar nature of
the Hall magnetic fields as well as the bipolar nature of the Hall electric fields.
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1.6.2 The MMS Era

Observations using Cluster, and the work of Eastwood et al. [2010] in particular, had so-

lidified the general picture and ion-scale structure of magnetic reconnection in the tail, but

many of the same questions which had perplexed for decades remained: How was reconnec-

tion initiated? What was the mechanism by which energy was dissipated/converted to heat

within the plasma? What regulated the rate of energy conversion? What was the electron-

scale structure of the central EDR within the IDR? What influence, if any, did the location

of the reconnection region have on its internal parameters?

In order to address these questions additional measurements were required at even higher

time resolution and far smaller length scales than Cluster was capable of. At the same time,

the power of multi-point formation measurements had been very clearly demonstrated. Not

only was an observatory carrying a new generation of instruments needed, at least four of

them were required in order to even attempt to answer the questions above. For all of these

reasons, NASA developed the Magnetospheric Multi-Scale (MMS) mission [Burch et al.,

2016a].

The MMS mission observatories, identified (not very imaginatively) as MMS1–4, each

carry a high resolution magnetometer capable of measuring the full direction and magnitude

of the magnetic field more than 100 times per second and a set of 6 electric field potential

probes to measure the full 3D electric field at the same cadence [Torbert et al., 2016]. In

addition, each observatory carries plasma detectors capable of measuring the full electron

velocity distribution function (how many particles at what speeds from what directions)

every 30ms and the full ion velocity distribution function every 150ms [Pollock et al., 2016].

Also aboard each is an ion spectrometer to determine ion species (e.g. hydrogen, helium,

oxygen, etc.) as well as high-energy plasma detectors to measure the numbers and energies

of particles moving far faster than the bulk of the plasma population [Mauk et al., 2016].
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This is by no means a comprehensive list of the instruments on each platform of the MMS

mission, but it does summarize those which this work primarily utilizes.

These tools were put to good work almost immediately. Soon after its launch in 2015 the

MMS fleet encountered magnetic reconnection at the dayside magnetopause [Burch et al.,

2016b]. Utilizing the previously unavailable time resolution measurements of all parameter

the demagnetization, heating, and acceleration of electrons at the heart of the EDR was

directly measured for the first time. A little more than a year later MMS encountered

another EDR, this time in the tail neutral sheet [Torbert et al., 2018]. Here many of the

observations of the dayside EDR were confirmed and differences due to the upper and lower

inflow regions in the tail being (nearly enough) identically symmetric were also seen (i.e.

multiple instances of electron acceleration by the reconnection electric field and the minimal

influence of turbulence observed).

At last, the smallest scales of reconnection could be observed. However, these were only

two examples across decades of theory and conjecture. While these examples were unde-

niably helpful for informing models and testing specific points, they do not address the

question of reconnection onset. Nor do they, in themselves, explain why reconnection and

other substorm-related effects have been observed primarily in a narrow wedge of the mag-

netosphere between 21–24hrs Magnetic Local Time (MLT). A larger library of observations

was needed, across many varying initial conditions and contextual situations.

This is where I came in.
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CHAPTER 2

Algorithmic Identification of IDRs Using MMS

2.1 Introduction

In situ observations of reconnection in the Earth’s magnetotail have been made with several

missions since 1999 (e.g. [Øieroset et al., 2001, Runov et al., 2003, Nagai et al., 2005,

Eastwood et al., 2010]). All of the associated IDRs have been identified by visual inspection

of the data products by a human researcher. These identifications and observations have

been invaluable in confirming Hall reconnection as the dominant paradigm of ion behavior

near a magnetic neutral point in the geomagnetic tail. The typical approach to such visual

identification depends on the observation of correlated reversals of the Sun-Earth component

(x̂) of the plasma flow velocity and the north-south component (ẑ) of the magnetic field in

the appropriate coordinate system (e.g. Geocentric Solar Magnetospheric (GSM), Geocentric

Solar Ecliptic (GSE), etc.) This assumes that the Earthward flows of plasma (in the +x̂

direction) are associated with the northward-pointing (+ẑ direction) terrestrial magnetic

field, i.e. ‘closed’ magnetic field lines, while the tailward plasma (−x̂ direction) are associated

with southward (−ẑ) or ‘open’ magnetic field lines connected to the IMF and the solar wind.

A correlated reversal, i.e. +Vx,+Bz → −Vx,−Bz or vice versa, would then suggest that a

reconnecting magnetic null (or X-line) had moved across the observer.

This observation alone, however, is not quite sufficient. Flow reversals with weak or

indeterminate Bz correlation have been observed which in no other way indicate magnetic

reconnection [Nagai et al., 2013, Shinohara et al., 2016]. One method to confirm a correlated
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field and flow reversal is an IDR and not a non-active flow reversal (NAFR) is to check for the

presence of Hall electric and magnetic fields in the neighborhood of the correlated reversal.

As described in the introduction (see Section 1.4), Hall fields arise when the heavier ions

with their larger gyroradii become demagnetized further from the reconnecting current sheet

than their much lighter electron counterparts. The resulting differential motion of charges

results in an electric field pointing towards the current sheet, currents to maintain charge

conservation, and magnetic fields arising from those currents. However, the tail current sheet

frequently is compressed sufficiently to partial demagnetize ions located near it, leading to

widespread Hall electric and magnetic fields even in the absence of any local reconnection

[Lu et al., 2019].

In a survey of IDRs identified using Cluster data Eastwood et al. (2010) suggest that

the magnitude of the electric field | ~E| “may be a useful tool for automatically identifying

encounters with the diffusion region in the data.” They note that the magnitude of the

total DC electric field often reaches several 10s of mV/m, far in excess of that found in the

typical quiet neutral sheet. While strong electric field magnitudes are also expected for other

dynamic magnetosphere events such as dipolarization fronts ([Fu et al., 2020] and references

therein), the combination of all of the above criteria results in a much more selective, and

arguably more reliable, identification.

This is essentially the process used by Eastwood et al. (2010) to identify IDRs in Cluster

data, leading to impressive statistical analysis within the resolution of Cluster instruments.

However, even this high standard has its weak point. The growing list of criteria which

must be satisfied creates mounting complexity in the decision-making process of the human

researcher applying them. A certain degree of subjectivity will always be included in any

identification made this way, regardless of the best intentions of the researcher. One example

of this is the potentially arbitrary weight given to selection criteria during examination; an-

other is the possibility that the researcher is distracted or mistaken while viewing a potential
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candidate diffusion region.

In an effort to mitigate these sources of subjectivity, and understanding the impossibility

of eliminating them, I developed an algorithm in the form of sequential Boolean statements

and implemented as an IDL procedure utilizing the SPEDAS library of data analysis tools

and utilities[Angelopoulos et al., 2019]. The algorithm applies a total of five tests in sequen-

tial stages for each 3-minute interval of MMS observations in the geomagnetic tail. If all five

criteria are satisfied in order then the 3-minute data segment is marked for human review as

a possible IDR.

2.2 Methodology and Procedure

Data collected by the MMS fleet of spacecraft during the tail phases of 2017–2020 were

analyzed. During this time the apogee of the spacecraft orbits reached a typical distance of

∼ 25 Earth radii (RE) during the 2017 and 2018 tail phases and ∼ 29RE during the 2019 and

2020 tail phases. Coverage of the tail during this time was very good (see Figure 2.1). The

MMS mission orbits with a small inclination, meaning that it spends a significant portion of

each orbit in or near the tail central plasma sheet, compared to that of Cluster which has a

nearly polar orbit, meaning it crosses through the central plasma sheet along a line roughly

perpendicular to the neutral sheet at its apogee of ∼ 20RE. This allows MMS to sample a

much larger portion of the near-tail environment than Cluster is able to do.

In order to limit the search to the central plasma sheet of the magnetotail, we adopt a

criterion based on plasma particle density, requiring ni > 0.05cm3 as this has been statis-

tically found to be the minimum density of the tail plasma sheet[Baumjohann, 1993, Raj

et al., 2002]. Only time segments which meet this minimum condition are considered for

further analysis of the algorithm. Dwell times in the tail plasma sheet are indicated by color

scale in Figure 2.1.

MMS data are analyzed in 3-minute segments with a 1-minute overlap between adjacent
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Figure 2.1: Plasma Sheet Dwell Time: The time in seconds (shown by colorbar scale) MMS
spent within the tail plasma sheet as determined by plasma number density n > 0.05cc
during the 2017–2020 tail seasons.

segments. Each segment determined to be in the plasma sheet by sufficient plasma density

is analyzed using a maximum of five search criteria:

i Ion flow reversal in the XGSM , i.e. the Earth-Sun, direction

ii Magnetic field reversal in the ZGSM direction

iii Sign correlation of the magnetic field and ion flow reversals

iv Presence of Hall a)electric and b)magnetic fields

v Significant magnitude of the total DC electric field

These criteria are applied to each 3-minute data segment in sequential stages.

Stage 1 consists of searching for correlated reversals of Vx and Bz within the segment.

Flow reversals are further required to be of at least 200km/s in magnitude and Bz reversals

are required to be of at least 2nT in magnitude, centered about 0. Correlation of these
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reversals is determined by requiring that Vx should turn from positive (negative) to negative

(positive) within 90s of Bz turning from positive (negative) to negative (positive). Segments

which satisfy these criteria are then analyzed using the criteria for Stage 2. Figure 2.2 shows

an example of a segment which passes the Stage 1 criteria where Bz and Vx are represented

by red and blue traces, respectively. During the 2 minutes shown the ion flow (blue trace)

changes from Vx < −400 to∼ +200km/s (i.e from tailward to Earthward) and, at practically

the same time, Bz (red trace) changes from −7→ +4nT (i.e. from southward to northward

pointing). This is consistent with an X-line passing over the MMS observatory and moving

tailward [Øieroset et al., 2001, Runov et al., 2003, Borg et al., 2005].

Figure 2.2: Components of the ion velocity moment and magnetic field measured by MMS1
on 26 July, 2017. The correlated reversal of the ion velocity in the XGSM direction (blue) and
the normal (ZGSM) component of the magnetic field (red) as observed by MMS1. Given the
small separation in time between the velocity and magnetic field reversals and the magnitudes
of each both before and after the reversals, this example satisfies the algorithmic requirements
for Stage 1.

Stage 2 consists of a search for Hall electric and magnetic fields within the segment.

Hall electric fields are determined by measuring the ẑ component of the electric field with

a magnitude ≥ 3mV/m sign anti-correlated with the x̂ component of the magnetic field,

both in GSM coordinates. This would correspond to a southward-pointing electric field

(Ez < 0) while north of the magnetotail neutral sheet (Bx > 0) and vice versa, with the

result being that the Hall electric field points towards the center of the neutral sheet and

the reconnecting current sheet assumed to be located there. The bottom panel of Figure 2.3

shows the Bx (blue trace) and Ez (red trace) values for the same time period as in Figure
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2.2. Bx is negative throughout, indicating the spacecraft is south of the center of the current

sheet. Except for brief excursions, Ez remains positive; thus it is directed toward the central

current sheet as expected from the Hall electric field (see Figure 1.6 in section 1.4).

Figure 2.3: Components of the electric and magnetic fields measured by MMS1 on 26 July,
2017. The magnitude of the electric field (top panel) is strong in the neighborhood (within
40s) of the correlated magnetic field and flow reversals as shown above. We also note the
strong ZGSM electric field (in red, bottom panel) which is sign anti-correlated with the XGSM

magnetic field component (in blue, bottom panel) which suggests the presence of the Hall
electric field.

The second part of Stage 2, identifying Hall magnetic fields, is performed by measuring

the YGSM component of the magnetic field where By > 1nT and with sign equal to sign(Bx)×

sign(Vx). This sign requirement has the effect of dividing the IDR into four regions (marked

with Roman numerals I–IV in Figure 1.6) within a proxy coordinate system where Vx maps

to the abscissa or x̂–axis values and Bx maps to the ordinate or ŷ–axis values. Region I is

then characterized by positive values for both Vx and Bx; region II is where Vx is negative

but Bx is positive; region III is where both Vx and Bx are negative; and region IV is where

Vx is positive while Bx is negative. In order to conform to the predicted topology of Hall

magnetic fields, By should be positive in regions I and III and negative in regions II and
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IV. This is the origin of the so-called ‘quadrupolar’ signature of Hall out-of-plane magnetic

fields [Dungey, 1958, Sonnerup, 1979].

Spacecraft motion relative to the reconnecting X-line does not always allow the obser-

vatory (or observatories) to sample all four quadrants of the Hall IDR picture. Therefore

at least two of the four quadrants implied by the proxy coordinate system outlined above

must be populated with By measurements taken during the segment and of the correct sign

and minimum magnitude to be accepted as indicating the presence of Hall magnetic fields.

Figure 2.4 illustrates this during the same event as in Figures 2.2 and 2.3. As indicated by

Figure 2.3 the spacecraft are sampling By south of the neutral sheet (negative Bx). Tailward

of the presumed X-line (Vx < 0) the By is positive (blue bubbles) as expected from region

III, while Earthward of the X-line By is negative as is expected in region IV. This figure also

demonstrates a tendency for the magnitude of the Hall magnetic field to be greater closer to

the neutral sheet and the X-line, i.e. closer to the origin of the proxy coordinate system.

Stage 3 consists of detection of a strong DC electric field of magnitude |E| ≥ 10mV/m

in the neighborhood of the correlated Bz and Vx reversal, and after showing good evidence

of Hall electric and magnetic fields. To limit the influence of strong electrostatic wave

activity in this stage the electric field data are subjected to a low-pass filter with a critical

frequency of 1Hz prior to analysis. Figure 2.3 shows an example of this during the same

event previously referenced. | ~E| (upper graph) reached values greater than 40mV/m shortly

after the correlated reversals at 0701 UTC, satisfying the Stage 3 criteria. If a 3-minute data

segment satisfies this criteria, having satisfied all other criteria as and in the order described,

then the segment is considered to contain a candidate IDR.

2.2.1 Algorithm Implementation

The algorithm was implemented via a procedure in the IDL programming language (source

code available in a GitHub repository: https://github.com/unh-mms-rogers/IDR tail search),
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Figure 2.4: Bubbles represent the out-of-plane (YGSM) component of the magnetic field,
where blue circles are positive values and red are negative with area proportional to the
square root of the magnitude of By ∈ [0.1, 5.6]nT , after [Borg et al., 2005]. The x̂ component
of the measured ion velocity is the abscissa of the plot, while the ordinate axis is the x̂
component of the magnetic field, providing a proxy coordinate system centered on the X-
line. Two quadrants of the quadrupolar Hall magnetic field are visible here, with moderate
cross-contamination near the Vi = 0 point.
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leveraging the SPEDAS library [Angelopoulos et al., 2019] for loading and version control of

all MMS data files. The procedure check for each of the stages described above by way of

conditional Boolean statements applied to each 3-minute segment of time series data from

the appropriate instruments, with each segment overlapping the trailing 60s of the preceding

segment and the leading 60s of the following segment. Results are returned in the form of

a text file which lists time segments which have passed Stage 1 criteria as well as markers

indicating if the segment has also passed Stage 2 and Stage 3. Segments which have passed

all three automated stages were then reviewed by myself. The IDRs reported here have

passed all three stages as well as my review.

All electric field data were processed using a low-pass digital filter with a critical fre-

quency of 1Hz prior to application of the algorithm in order to mitigate the effects of strong

electrostatic wave activity during analysis of Stages 2 and 3. FPI measurements of particle

moments were used for all reported IDRs and are the default source for particle moments

throughout. The implementation of the algorithm automatically falls back on the Hot Plasma

Composition Analyzer (HPCA; [Young et al., 2016]) proton moments when FPI moments

are not available, although that was not necessary for any of the selected IDRs.

Fast survey data, being of significantly lower temporal cadence than the maximum (Burst

mode data) available from MMS, was used throughout this study. Due to telemetry trans-

mission limitations, full-resolution Burst data is only available after being selected for trans-

mission by a designated Scientist In The Loop (SITL) within an orbit or two of being initially

observed by MMS. As such, there is an inherent bias in Burst data along the same lines as

those outlined above (Section 2.1) but exacerbated by the fact that the SITL is a rotat-

ing position filled by a variety of members of the MMS science community. As part of the

motivation for this work was to reduce the a priori bias included in IDR identification, I

elected to use the fast survey data which is available for the bulk of each orbit, despite the

lower resolution. (See [Fuselier et al., 2016] for details regarding the differences between fast
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survey and burst mode data collection on MMS.)

Hall magnetic fields are identified by quadrant (see Figure 1.6 for quadrant identification).

Each By data point is checked for the minimum magnitude and correct polarity to satisfy

the expected Hall magnetic field parameters in that quadrant, as determined by the Vx and

Bx values at that same time step. After checking all By data in the 3-minute time segment

under analysis, a ratio of data points which satisfy expected Hall parameters to the total

number of By data points in the segment is calculated. This is compared to a minimum

threshold entered as a user-defined parameter at runtime. If the ratio calculated exceeds

the threshold provided then the time segment is marked as containing likely Hall magnetic

fields. The ratio used for this study was 0.10.

This threshold value was arrived at after studying a reduced sample of previously iden-

tified IDRs and considering the amount of By data points which did not conform to the

expected Hall magnetic field, or ‘contamination,’ within each quadrant of the time segment

as a whole. Requiring an effective threshold ratio of 1.00 proved impractical due to a variety

of circumstances such as the IDR and associated Hall fields only occurring during a small

fraction of the 3-minute time segment, large-scale motion of the tail current sheet causing

MMS to only intermittently encounter the IDR and associated Hall fields, etc. Using the

reduced sample set of IDRs, various ratios were tried in an effort to balance correct identi-

fication with filtering of obviously non-Hall fields. The resulting ratio of 0.10 was found to

functionally eliminate false negatives at this stage of analysis while still significantly reducing

the false positives.

Final examination of computer-identified IDR candidates was performed by eye using line

plots similar to those shown in Figures 2.5 and 2.7. Human review is focused on checking for

clear plasma flow and magnetic field reversals with a minimum of erratic or noisy behavior

which may call into question the timing or certainty of the reversals. The electric field in the

neighborhood of the reversal is also reviewed to ensure that the maximum is, indeed, near
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the reversal and that strong wave activity does not mimic a DC electric field of sufficient size

to pass Stage 3 even after the application of the low-pass filter. Hall electric and magnetic

fields are reviewed for non-Hall behavior near the field and flow reversal. The Hall magnetic

fields are checked for the appropriate quadrupolar signature using bubble plots similar to

Figures 2.6 and 2.8 after [Borg et al., 2005].

Non-ideal behavior in any of the three stages can still pass checks in the algorithm as

implemented and may represent other geospatial events which are not IDRs (see discussion

in Section 2.6). These events are eliminated as IDRs during human review.

2.3 Examples

Below are two case studies to illustrate the mechanism of the algorithm.

2.3.1 Case Study A: 0729 UTC 26 July 2017

Figure 2.5 shows 3 minutes surrounding an IDR as observed by the MMS4 observatory and

identified by the algorithm as described in the previous section. This event was previously

studied by Ergun et al. (2018) whose emphasis was on the turbulent energy transfer pro-

cess occurring from 07:21:13 to 07:38:42 UTC. The location of MMS was approximately

(−23.0, 9.94, 2.20)RE in GSM coordinates, or 22.6 MLT at a distance of 24.8RE, placing this

event in the pre-midnight sector. The FGM data in the top panel show a rapidly changing

magnetic field with no fewer than 10 current sheet crossings (identified by reversals in the

polarity of Bx) in the period shown. The Bz component also changes sign several times, with

a particular reversal of interest from southward to northward at 07:28:46 UTC and marked

with a vertical guideline. In the second panel ion speeds up to 400km/s are recorded with

a transition from tailward to Earthward flow at 07:28:48 UTC. Filtered electric field data

in GSM coordinates are shown in the third panel with the fourth and fifth panels dedicated

to EZ and | ~E| respectively. Strong DC electric fields (≥ 10mV/m) are measured frequently
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Ion Diffusion Region

Figure 2.5: A strong reversal in Bz (vertical line) is seen ∼3s before a correlated reversal
in Vx. The 30s surrounding these reversals also have strong electric fields, frequently much
greater than 20mV/m. Other regions with strong electric field indicators of reconnection
occur both before and after the correlated reversals (07:28:12, 07:30:00). Hall electric fields
were also measured in each of these regions and Hall magnetic fields are seen throughout the
neighborhood surrounding the reversals. Based on these indicators the time period where
the observatory is within the diffusion region is marked by the colored label at the top of
the Figure.
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during the minute surrounding the correlated field and flow reversal, reaching ∼ 40mV/m

during the reversal. Comparison of the polarities of Bx and Ez show the expected conditions

for Hall electric fields in the region marked with yellow at the top of the figure.

Figure 2.6: In this example all four quadrants of the Hall magnetic field (GSM By)are
detected by the MMS observatories. The time period of data points used in this plot is the
same as for the time series data shown in Figure 2.5. Colors are the same as in Figure 2.4,
with the area of each circle again proportional to the square root of the magnitude of By.

Figure 2.6 shows the out-of-plane component of the magnetic field (By) ordered by the

x components of both the magnetic field and ion velocity. Three quadrants of the Hall mag-

netic field are clearly observed using the combined measurements of all MMS observatories.

The out-of-plane magnetic fields are stronger tailward of the reconnecting X-line located at

approximately the origin of this figure; a trend typical of events in this study.

2.3.2 Case Study B: 0749 UTC 17 July 2017

Figure 2.7 shows time series data for 3 minutes of observations by the MMS3 observatory

roughly centered on an IDR as identified by the algorithm described. The location of MMS
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Ion Diffusion
Region

Figure 2.7: A moderate reversal in Bz from −11nT to 6nT is the last of a rapid series
of neutral sheet crossings, with an associated ion flow reversal approximately 10s later.
Moderate to strong Hall electric fields are seen immediately surrounding the reversal.
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was (−18.1, 7.30, 0.66)RE in GSM coordinates, or 22.5 MLT at a distance of 19.5RE, in the

dusk or pre-midnight sector. The magnetic field data (top panel) shows intense magnetotail

flapping as the current sheet moves over the observatory seven times during this period, the

final crossing shortly before the zero-crossing of interest in Bz at 07:49:06.4 UTC. Ion velocity

data are given in the second panel and show strong tailward flows of ∼ 400km/s during the

repeated current sheet crossing before reversing to weaker Earthward flows of ∼ 200km/s

approximately 10s after the correlated Bz reversal. Filtered electric field data are provided

showing moderate-strength electric field magnitudes in the neighborhood of and during the

minute following the correlated field and flow reversals.

Figure 2.8: In this example, showing the same time period as in Figure 2.7, three quadrants
of the Hall magnetic field were observed by the MMS fleet in the minute surrounding the
Bz reversal. The organisation of the measured Hall magnetic fields implies a small structure
velocity for the X-line and surrounding diffusion region.

Figure 2.8 shows the out-of-plane magnetic field component (By) in terms of Bx and

Vx where three quadrants of the Hall magnetic field are clearly evident. The significant

extension of negative By into quadrant I implies there may be a structure velocity to the
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X-line relative to the MMS observatories. This would have the effect of moving the origin

of the Hall ~B plot along the Vx axis. In this case a structure velocity of ∼ +50km/s can be

expected. Using multi-spacecraft timing analysis between the zero-crossings of Bz observed

by each MMS observatory a structure velocity in the XGSM direction of ∼ 57.6km/s is

calculated. This inference of structure velocity based on the offset origin of Hall ~B plots is

similarly borne out by timing analysis for other events.

2.4 Results

Stage Passed # of events

Stage 1 443

Stage 2 85

Stage 3 42

Confirmed 26

Table 2.1: A table listing the number of events in the 2017–2020 tail seasons which passed
each stage of analysis by the algorithm described in the text.

Table 2.1 shows the total number of events which pass each stage of the algorithm described

in Section 2.2. Events which pass Stage 1 but not subsequent stages include examples of non-

active flow reversals (NAFR), Plasma Sheet Boundary Layer (PSBL) crossings, and other

phenomena. Events which also passed Stage 2 but failed to present sufficient | ~E| to pass Stage

3 may include encounters with the inflow region either above or below a reconnecting X-line

(see Figure 1.6) without sampling a significant portion of the IDR itself, or may represent

other phenomena wherein some portion of the ion population becomes demagnetized, leading

to a system of Hall currents.

The 26 IDRs identified by the algorithm and confirmed by human review are listed in

Table 2.2. Epochs given in the second column are for the beginning of the ∼3 minute period
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Event Label yyyy-mm-dd/tt:tt UTC XGSM(RE) YGSM(RE) ZGSM(RE) R(RE) MLT
A 2017-05-28/03:57 -19.3 -11.8 0.79 22.6 2.12
B 2017-07-03/05:26 -17.6 3.32 1.75 18.0 23.3
C 2017-07-06/15:34 -24.1 1.41 4.44 24.6 23.8
D 2017-07-06/15:45 -24.2 1.33 4.48 24.6 23.8
E 2017-07-11/22:33 -21.5 4.12 3.78 22.3 23.3
F 2017-07-17/07:48 -18.1 7.30 0.66 19.5 22.5
G 2017-07-26/00:02 -20.6 9.05 3.46 22.8 22.4
H 2017-07-26/07:00 -22.9 8.97 2.28 24.7 22.6
I 2017-07-26/07:27 -23.0 8.94 2.20 24.8 22.6
J 2017-08-06/05:13 -18.9 13.0 0.37 22.9 21.7
K 2017-08-07/15:37 -16.4 4.38 3.77 17.4 23.0
L 2017-08-23/17:53 -18.8 16.1 1.12 24.7 21.2
M 2018-08-15/11:57 -19.2 12.5 1.64 23.0 21.8
N 2018-08-26/06:38 -9.5 12.6 -0.09 15.7 20.5
O 2018-08-27/11:39 -21.1 13.3 0.84 24.9 21.8
P 2018-08-27/12:14 -21.1 3.13 0.97 24.8 21.8
Q 2018-09-10/17:14 -18.2 15.9 1.26 24.2 21.2
R 2018-09-10/23:57 -17.5 12.7 3.10 21.8 21.6
S 2019-07-25/21:40 -24.0 -8.28 4.20 25.7 1.28
T 2019-08-31/12:01 -13.0 13.3 0.44 18.6 20.9
U 2019-09-06/04:38 -22.0 6.55 -0.93 22.9 22.9
V 2020-08-02/16:58 -28.1 -2.71 3.51 28.5 0.39
W 2020-08-02/17:09 -28.1 -2.79 3.46 28.5 0.40
X 2020-08-03/01:04 -27.5 -4.90 1.47 28.0 0.68
Y 2020-08-05/14:19 -25.0 2.98 4.59 25.6 23.5
Z 2020-08-29/09:56 -11.7 11.2 0.92 16.3 21.1

Table 2.2: The 26 Ion Diffusion Regions identified using the algorithm described and con-
firmed by human review. Included is the start time for the 3 minute time segment where
each was identified as well as the location of MMS during that time in both GSM and radial
coordinates
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which contains the IDR, although some IDRs are observed for greater amounts of time

(none more than 6 minutes of MMS data). The positions of each IDR are also given both

in Cartesian GSM coordinates and in Magnetic Local Time (MLT) and radial distance from

the Earth. This latter system is particularly useful for discussing the distribution of IDRs in

the Dawn–Dusk arc (see Chapter 4). Events which passed Stage 3 but were not confirmed

as IDRs on review are discussed in Section 2.6.

2.5 Statistical Analysis of Results
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Figure 2.9: The maximum Earthward (Vx > 0) and tailward (Vx < 0) ion velocities for all
of the events listed in Table 2.2. Velocity asymmetries may indicate a structure velocity of
the X-line moving Earthward or Tailward (see text)

Maximum positive and negative (i.e. highest Earthward and tailward) ion velocities

in the XGSM direction for each event are shown in Figure 2.9. These values represent

the extrema measured across all four observatories in the MMS fleet during the 3 minute

time segments approximately centered on each event. No attempt has been made in these

measurements to correct for structure motion relative to MMS; thus asymmetries in the
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minimum and maximum may indicate tailward or Earthward motion of the X-line. Any

attempt to infer the magnitude of X-line velocity using these asymmetries is hampered by

the lack of a reliable coordinate system aligned with the X-line, reconnecting current sheet,

and diffusion region in general. While the GSM coordinates are, in general, a reasonable

approximation to such a boundary-normal coordinate system, we cannot rely on its accuracy

for any particular event (see Genestreti et al. [2018]).

Asymmetries in the component of the magnetic field normal to the reconnecting current

sheet (Bz) as shown in Figure 2.10 may also be an artifact of an imperfect coordinate system.

Other interpretations include the path of MMS favoring the Earthward (Bz > 0) or tailward

(Bz < 0) side of the X-line during its encounter with the IDR. This argument is reinforced

when the average value of Bz during the encounter is on the side of the extrema asymmetry.

More subtle explanations are required for events where the average is much smaller than any

asymmetry in the extrema values and are beyond the scope of this work.
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Figure 2.10: The maximum (northward) and minimum (southward) values for Bz in GSM
coordinates for each event in Table 2.2

Figure 2.11 shows the maximum and average values of the electric field magnitude during
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Figure 2.11: Maximum and average DC Electric field magnitude for each of the events listed
in Table 2.2. | ~E| ≥ 10mv/m in the neighborhood of the Vx/Bz reversal is the requirement
to pass Stage 3 of the algorithm described

the 3 minute segment containing each confirmed IDR. As seen in Figures 2.5 and 2.7 the

electric field increases significantly in strength when approaching the inner diffusion region,

dropping off rapidly as distance increases from the X-line. The broad difference between

maximum and average values of | ~E| suggest that strong electric fields exist only very near

the thin current sheet with more moderate values elsewhere.

Extrema and average values for both positive and negative Ez are shown in Figure 2.12.

Asymmetries in positive versus negative average values are a reasonable proxy for if the

observatories spent the majority of each event encounter to the North or South side of

the reconnecting current sheet, while similar asymmetries in the extrema values can, by a

similar argument to that made for |E|, be seen as an indicator of nearest approach to the

reconnecting current sheet from the associated side and is well-correlated with the behavior

of Bx, a commonly-used proxy for distance to the current sheet. While Ez is used by the

algorithm as described as a proxy for the Hall electric field, the accuracy of this assumption
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is only as good as the approximation of GSM coordinates to those boundary-normal to the

event. As such, analysis could be considered suggestive rather than definitive.
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Figure 2.12: Extrema and average values for positive and negative Ez which is used as
a proxy for the Hall electric field in this study. Detecting of Hall electric fields (Ez sign
anti-correlated with Bx) is part of the requirements for the algorithm’s Stage 2

Extreme and average values for all four quadrants of the Hall magnetic field, approx-

imated by By and with the same caveats related to coordinate systems which have been

mentioned already, are shown in Figure 2.13a and b. The values plotted are those calcu-

lated from data across the 3 minute time window containing the confirmed IDR. Again, the

approximate nature of the GSM coordinate system relative to the X-line should be kept in

mind when interpreting these values. As with the Hall electric field the relative magnitude

of the Hall magnetic fields measured in any given quadrant for any given event is dependant

to a significant degree on the path of the observatory through the diffusion region. Despite

the small separation between spacecraft in the fleet during these mission phases (typically

∼ 15km) three and sometimes all four quadrants of the Hall magnetic field were observed

for each event.
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Regarding the distribution of IDRs in the magnetotail, Figure 2.14 shows the locations

of the IDRs listed in Table 2.2 over an underlay of the dwell time from Figure 2.1. Figure

2.15 shows the total hours spent in the plasma sheet by MMS as a function of position in

MLT. The event distribution shows a clear preference for the dusk region of the magnetotail.

The mechanism for this distribution is discussed in more detail in Section 4.4.
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Figure 2.14: A plot of the time MMS spent in the tail plasma sheet as determined by ion
density measured by the FPI instrument, after Figure 2.1. Magenta circles indicate the
locations of IDRs identified using the algorithm described above and listed in Table 2.2.

2.6 Discussion

2.6.1 Mechanics and Limitations to the Algorithm

The criteria employed in this algorithm are, in most respects, highly conservative when

attempting to identify IDRs. The adherence to considering only those IDRs which are well-

aligned with the GSM coordinate system eliminates some otherwise strong candidates (see
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Figure 2.15: A histogram showing the same data as in Figure 2.1 but summed within the
divisions of Magnetic Local Time (MLT) and converted to hours instead of seconds. The
pre- and post-midnight dwell times across the MMS mission are shown to be reasonably
even.

Section 3.1.1). Similarly, requiring the detection of an ion flow reversal is highly restrictive

and eliminates events similar to the diffusion region encountered by Polar and described

by Mozer et al. (2002). The observatory during that event (the Polar spacecraft [Acuna

et al., 1995]) traversed the diffusion region normal to the reconnecting current sheet (the

z-direction in Figure 1.6) and on only one side of the X-line, meaning that it only observed

one reconnecting outflow jet and would, therefore, not have passed the first stage of the

algorithm described here. Events with strongly bifurcated flow reversals such as event Q in

Table 2.2 or that described by Runov et al. (2003) may also not be identified if the passage

through the inflow region exceeds 180s.

The strong electric field requirement (| ~E| ≥ 10mV/m) also serves to limit detection of

weaker or secondary reconnection diffusion regions such as that reported by Zhou et al.

(2019), where the strong electric fields were present at some distance from the ion flow

reversal. Events such as this often display weak but clear Hall electric and magnetic fields

in the neighborhood surrounding a clear ion flow and normal magnetic field reversal, but

are accompanied by only a small increase in the magnitude of the electric field overall. The

criteria here, both in terms of the electric field magnitude and the timing of the correlated
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ion flow and normal magnetic field reversal, were made intentionally restrictive so as to,

hopefully, provide a collection of example IDR events which can be considered such beyond

a reasonable doubt.

One noteworthy point regarding those flow reversals which do not display significant

Hall fields is how common they are. There is a factor of five drop in the number of events

satisfying Stage 1 to those also satisfying Stage 2. Several of the events which satisfied

Stage 1 were identified as NAFR similar to those reported in Geotail observations [Nagai

et al., 2013]. An example is given in Figure 2.16. Here we see a clear correlated reversal

from Earthward ion flow and northward magnetic field to tailward ion flow and southward

magnetic field. However, strong electric fields are missing from the region, nor is significant

evidence of Hall electric or magnetic fields found (in fact EZ points oppositely to the direction

expected from a Hall electric field). The missing elements combined with a strong, steady

BX suggest passage of the observatory through a Plasma Sheet Boundary Layer (PSBL) or

other benign phenomena.

Some events which satisfy the criteria of all three stages are still questionable examples

of IDRs. One such is shown in Figure 2.17. Here a strong ion flow reverses slowly from −315

to 170km/s in a moderately active magnetic field. There are numerous instances during

this flow reversal of Bz crossing zero from negative to positive, but none appear to line up

well with the flow reversal, the one closest in time as well as the most prominent preceding

the flow reversal by ∼ 50s. The Hall electric and magnetic fields are, likewise, indicated in

places but are occasionally contradicted. Despite strong electric fields consistent with a Hall

electric field at the center of the flow reversal, the electric fields elsewhere are less indicative

of an IDR. The flow reversal itself is strongly bifurcated with Vi ≈ 0 for approximately a

minute between distinct tailward and Earthward flows. The strong and consistent value of

Bx combined with a fairly weak plasma density raise the possibility that the observations

were made in or near the PSBL and away from the possible reconnecting current sheet.
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Figure 2.16: This shows an ion flow reversal from Earthward to tailward preceded by a
correlated reversal of the ZGSM -component of the magnetic field ∼ 10s before, satisfying
the Stage 1 selection criteria. However, other indicators of an IDR are missing (Hall fields,

strong | ~E|). This is classified as nonactive flow reversal.
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These reasons conspire to relegate this and similar events to being excluded from the list of

confirmed IDRs, despite having passed all three stages of the algorithm.

The threshold ratio of By measurements of the correct polarity to indicate a Hall magnetic

field used in this study may appear small when compared to what is expected from an idea

2-D reconnection picture such as shown in Figure 1.6. Indeed, many of the events reported

in Table 2.2 have ratios greatly in excess of 0.5 or even 0.9 throughout the suspected IDR

region. However, some clear IDR events do not have such large ratios in all quadrants. One

example is event H (see Figure 2.4 where the Hall ratio for Quadrant 1 is 1.0 but only ∼ 0.2

for Quadrant 2 while all other quadrants are entirely unrepresented. Similarly, a large Hall

ratio does not guarantee clear identification as an IDR as is the case with the event shown in

Figure 2.17. There the Hall ratio exceeds 0.8 for both quadrants where Bx < 0 throughout

the region shown but, as discussed above, the totality of the evidence does not support the

identification of the event as an IDR. The ratio of 0.1 used for this study represents the

compromise chosen to require a strong indication of possible Hall magnetic fields while not

eliminating those events which may not display textbook examples due to X-line motion or

other effects.

2.6.2 Historical Considerations

The abundance of correlated magnetic field and ion flow reversals without significant electric

fields or evidence of Hall fields calls into question a common assumption in the study of

magnetic reconnection; that such correlated field and flow reversals are a sure indicator of a

reconnection diffusion region. This assumption has existed and flourished as the foundational

standard for observing reconnection for generations (e.g. Frank et al. [1976] and references

therein). However, nonactive flow reversals such as that shown in Figure 2.16 represent a

large portion of the total time-correlated field and flow reversals observed by MMS in the

magnetotail, showing that identifying magnetic reconnection is a far more subtle art than has
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Figure 2.17: This is a plot of data for an event which passed all three stages of the algorithm
but was found not to be an IDR on human review. Note the intermittent Hall electric and
magnetic fields and uncertain reversal in Bz. Due to these conditions and despite the strong,
if bifurcated, ion flow reversal, the event was determined to not be an IDR.
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been previously assumed. The inclusion of additional criteria such as significant evidence of

Hall electric and magnetic fields, greatly improves the likelihood of successful identification.

The observations of IDRs made by Eastwood et al. (2010) using Cluster were over a

similar period of time (2001 – 2005) using a similar suite of instruments so it is reasonable to

compare the results of this automated algorithm to those described there. All four quadrants

of the Hall magnetic field structure are observed clearly in 13 of 26 events reported here with

a typical spacecraft separation of ∼ 15km in a tetrahedron formation. The Cluster mission,

with spacecraft separation between 200− 2000km for all orbits reported by Eastwood et al.,

observed all four quadrant in 6 of 18 diffusion regions. In both studies at least two quadrants

were observed for each event and typically more (see Figure 2.13). The average Hall electric

field observed by MMS in this study was 3.28mV/m while south of the reconnecting current

sheet and −3.09mV/m while north of it; the comparable values for the Cluster study were

somewhat greater in magnitude at 5.33mV/m and −6.47mV/m respectively. The reason for

the differences in Hall field observations are unclear but may be the differences in spacecraft

separation. The difference in total observed IDRs can be most easily attributed to the greater

range of radial distance from the Earth sampled by MMS relative to Cluster but may also

have been influenced by differences in global driving conditions.

An interesting result of the observational statistics is this: the total number of IDRs

reported in 2017 also conforms with predictions made by Genestreti et al. pre-launch [Gen-

estreti et al., 2014]. They made a statistical analysis of the distribution of all IDRs observed

by Cluster and Geotail and compared that distribution to the planned orbits of the first

magnetotail science phase of MMS during the summer of 2017, predicting that MMS should

encounter 11±4 IDRs during that phase. As seen in Table 2.2, the algorithm described here

identified 12 IDRs during that season which were confirmed by human review; comfortably

within the number expected by Genestreti et al. The spatial distribution of events strongly

favors the duskside (YGSM > 0), as seen in Figure 2.14, even more so than was predicted by
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Genestreti et al. This is discussed more in Chapter 4.

2.7 Summary and Remarks

I developed an algorithm to identify IDRs using a step-wise series of boolean conditions and

applied it to MMS in situ observations in the geomagnetic tail over four consecutive tail

seasons (∼ 550days). The steps test for specific topological parameters in the magnetic and

electric field as well as the bulk ion flow to allow a reasonable degree of confidence in the

regions identified by the code. Using this method, I identified a total of 26 IDRs during the

2017–2020 tail seasons and showed some statistics of those events related to the selection

criteria. These events also bear statistical similarity to those reported by Eastwood et al.

(2010) granting even more confidence in the methodology used. While far from perfect,

this algorithm has proven useful in data reduction by identifying candidate IDR events for

human review and has led to a library of reconnection events in the tail which can be used

for statistical and other studies [Rogers et al., 2021]. The algorithm itself and the initial

results of the 2017 tail season were published in the Journal of Geophysical Research: Space

Physics in 2019 [Rogers et al., 2019a] and citations indicate it has proven useful to others in

the field.

Most interestingly, however, the analysis of the distribution of identified IDRs compared

with the observed tail plasma sheet shows that while MMS has only a slight orbital dusk-

dawn bias (see Figure 2.15) there is a very strong asymmetry in the distribution of IDRs (see

Figure 2.14). The disparity in these distributions implies that the dawn-dusk asymmetry in

IDR location is not due to simple observation bias, i.e. not due to MMS spending more of its

time looking on the duskside than the dawnside, but is instead a result of underlying physical

processes. An exploration of what these underlying processes might be is the subject of the

following chapters.
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CHAPTER 3

IDR Phenomenology Using Scalar Parameters

3.1 The Problem With Vector Parameters

The dependence of the algorithm described in Chapter 2 on the GSM coordinate system

stems from the usage of vector parameters which depend on the direction they point, as

well as their magnitude. Both Stages 1 and 2 depend on both the magnitude of various

parameters as well as their direction relative to each other (e.g. Vx and Bz reversals; see

Section 2.2). All of these directional relationships are drawn from expectations derived from

the basic picture of Hall reconnection (Figure 1.6) where various plasma flow, electric field,

and magnetic field variations relative to the reconnecting current sheet are organized in a

self-consistent coordinate system. In the geomagnetic tail, the central current sheet, between

tail lobes and nominally parallel to the solar system ecliptic, is the source region for localized

thin current sheets which may support reconnection. The geometry of the tail and the central

current sheet is nominally reasonably well-aligned with the GSM coordinate system, allowing

the axes of Hall reconnection from Figure 1.6 to generally match those of the GSM system

(similar arguments can also be made for the GSE and other coordinate systems, but we will

ignore those for the moment).

This happy circumstance does not always obtain, however. The tail current sheet is

frequently not static, flapping and twisting in response to changes in solar wind plasma

flow perpendicular to the ecliptic [Sergeev et al., 2008] as well as plasma flow and IMF

changes parallel to the ecliptic and tangential to the Earth’s orbital path [Zhang et al.,
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2002a]. These conditions can lead to the central tail current sheet to temporarily be no

longer even notionally aligned with the GSM or any similar coordinate system. As the

inherent orientation of Hall reconnection is related to the reconnecting current sheet, the

variations in parameters familiar to the Hall picture will be relatively unchanged, but the

axes of those variations, the boundary normal coordinate system of tail reconnection, will

no longer bear any similarity to the GSM coordinate system.

Several methods have been suggested for finding a boundary normal coordinate system,

the most common being that found using Minimum Variance Analysis (MVA) on the time

series magnetic field vector data as the observatory crosses the current sheet or other topolog-

ical boundary. This method is essentially finding the eigenvectors and values of a covariance

matrix of the relevant magnetic field data, the eigenvectors forming a rotation matrix from

the starting coordinate system to one with one axis along the direction of maximum variance

in the magnetic field (commonly referred to as the L̂-direction), another axis normal to the

first in the direction of minimum variance (the N̂ -direction), and the third normal to both

of the first two to make a right-handed coordinate system (the M̂ -direction) [Sonnerup and

Cahill, 1967]. This or any other boundary normal coordinate system is often referred to as

an LMN coordinate system, with axes organized as described above.

However, this and other methods have been shown to be of inconsistent reliability, often

disagreeing by significant degrees [Genestreti et al., 2018]. The inherent uncertainty in LMN

methods is exacerbated during periods of particularly active IMF and solar wind activity

when the tail current sheet may be flapping, twisting, or both during an ongoing reconnection

event Cowley [1981]. An example of this is Event F in Table 2.2 and described in Subsection

2.3.2. The strong YGSM -component ion flows and electric field indicate that the tail current

sheet is at least moderately tilted during this event (Zhang et al. [2002b] and references

therein). The rapid, sinusoidal oscillations in the XGSM -component of the magnetic field

indicate that the tail was also flapping up and down relative to the ecliptic. Performing
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MVA analysis on the five current sheet crossings (identified by Bx = 0) closest to the ion

flow reversal give a variation of almost 30◦ in the N̂ and M̂ directions. Fortunately, there

remained sufficient variation in these parameters when projected onto GSM coordinates for

the algorithm to identify this event. Other examples are not so fortunate.

3.1.1 June 17, 2017
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Figure 3.1: The key IDR selection parameters as described in Ch. 2 as measured by MMS1
in GSM coordinates. See text for details.

A reconnection event which was not sufficiently projected into GSM coordinates for the

algorithm to identify it occurred on June 17, 2017, the nominal vector selection parameters

of which, as defined in Section 2.2 are shown in Figure 3.1. The top panel shows the vector

magnetic field with a clear, clean current sheet crossing just after 2024 UTC. The ion flow
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velocity shown in the third panel does show a flow reversal in Vx which is nominally correlated

with the Bz magnetic field reversal at the current sheet crossing, but the flow speeds are

very weak (see the discussion in Section 3.4.1). The electric field vector, shown in the second

panel is also of lower magnitude than might be expected, and the expected Hall electric field

in Ez is all but absent. For all of these reasons, this event was not selected by the algorithm

described in Chapter 2.

This event was initially identified as a point of secondary reconnection (i.e. reconnection

between adjacent discrete flux tubes generated by a primary reconnection site and then cast

off, typically tailward, of the X-line) by Huwang et al. (2018). As Electron jets were observed

but, on cursory inspection, there does not seem to be any significant ion involvement in the

energy conversion (i.e. lack of obvious Hall fields, low ion speeds), this was initially classified

as an instance of electron-only reconnection [Huang et al., 2018]. However, Farrugia et al.

(2021) argued that the mesoscale tail flapping which this event was a part of (see Figure 3.2)

introduced different dynamics into the situation, specifically that the current sheet was not

parallel to the ecliptic as is typical in the quiet magnetotail, but was twisted nearly 90◦, and

identified Hall signatures indicative of ion demagnetization and energization when viewed in

the twisted frame [Farrugia et al., 2021].

3.1.2 A Scalar Solution

As one cannot be sure if the system used for determining the LMN system is correctly

aligned with the reconnecting current sheet, the identification methods used in Chapter 2,

even modified to be applied to an LMN coordinate system, become liable to miss likely

sites of reconnection. One solution to this conundrum would be to use identifying criteria

which were not dependant on any spatial coordinate system. Such scalar parameters would,

in theory, be applicable regardless of tail current sheet orientation or even in very different

reconnection environments such as the magnetopause and elsewhere. If successful, identifying
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Figure 3.2: A context view of the magnetic field vector for June 17, 2017. The event shown
in Figure 3.1 is in the region indicated by the black circle. Note the nearly sinusoidal
oscillation of the Bx component of the magnetic field across the 40 minute window; this is
an indication of the tail flapping or waving perpendicular to the ecliptic. The more subtle
sinusoidal motion of the By component is indicative of possible twisting of the tail along the
Earth–Sun axis.

the temporal location of a reconnecting current sheet in in situ data would provide additional

information which could improve the quality of a boundary normal coordinate system applied

for further study. Regardless, scalar parameters would provide a method of analysis and

comparison between reconnection events without the otherwise necessary debate over the

relative alignment of the coordinate systems used.

Several scalar parameters have been suggested and explored using both in situ data and

simulations in attempts to elucidate the electron diffusion region (EDR) and reconnection in

general. In point of fact, nearly all scalar parameters which have been discussed in literature

(since the end of the 20th century, certainly) have been designed to identify the EDR from

single-spacecraft data. Upon even cursory investigation, however, those parameters which

purport to apply to electrons can be easily adapted to search for ion diffusion regions. A

few of the most promising scalar parameters will now be described and discussed for utility

as IDR identifiers.
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3.2 A Selection of Scalar Parameters

3.2.1 Ion Bulk Speed: |~Vi|

One of the earliest scalar parameters used to identify possible sites of reconnection was the

bulk plasma (or bulk ion) speed |Vi|. Some of the earliest in situ observations of reconnection

both in the magnetotail (e.g. Frank et al. 1976) and at the magnetopause (e.g. Sönnerup et

al. 1981) used the magnitude of the bulk ion flow as an indicator that a reconnecting X-line

was near. Given that a result of Hall reconnection is a high-speed outflow of plasma parallel

to and away from the reconnecting current sheet, this seems a reasonable expectation that

an observer is near, if not on top of, a reconnecting X-line.

3.2.2 The Kappa Parameter: Ki

Büchner and Zelenyi [1987] derived another scalar parameter directly comparing plasma

parameters with the local magnetic field topology. Taking a kinetic approach from first

principals, they state that if either the plasma is sufficiently accelerated perpendicular to

the local magnetic field, or if the topology of the local magnetic field has a large enough

gradient, then the plasma will cease to be adiabatically tied to the magnetic field or even

become totally demagnetized. In either case they conclude that this will lead to charge

separation in any heterogeneous plasma and thus electric fields and net currents; essentially

the mechanism by which the Hall fields predicted by Dungey, Vasyliunas, and Sönnerup are

formed. The scalar parameter by which they indicate this process is K2 = RC/ρ where RC

is the radius of magnetic field line curvature and ρ is the plasma gyroradius. Non-adiabatic

or chaotic behavior can begin at K ≈ 3 with partial demagnetization beginning at K = 1

and total demagnetization at K ≤ 0.2 [Büchner and Zelenyi, 1987, 1989]. By choosing what

gyroradius is to be compared, the chaotic behavior of different plasma populations can be

investigated.
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The calculation of the radius of magnetic field line curvature RC =
(

(b̂ · ∇)b̂
)−1

is a

fairly simple vector calculus problem when the magnetic field b̂ = ~B/| ~B| can be treated

analytically. It is a more significant challenge when attempting to approximate it from

discrete measurements of the four MMS observatories. Specifically, the calculation of the

gradient of a vector field (in this case ∇b̂) from discrete data is an exercise in both applied

mathematics to theorize and drive, and programming skill to implement. Two different

mathematical methods were developed in preparation of the Cluster mission, one founded

on the mathematical conceit of least-squares minimization [Harvey, 1998], the other on the

more geometric method of reciprocal vectors [Chanteur and Harvey, 1998]. Each of these has

its own characteristic benefits and limitations, but equivalent in their results calculated to

the accuracy possible in computer floating point calculations. Due to its greater computation

efficacy as I’ve implemented each method, the method of reciprocal vectors is used as the

foundation for calculating both the ∇b̂ used for the K parameter, as well as ∇ ~B used for

the current density |j|.

Understanding and implementing each method was no small part of the work done for

this thesis, however the details and minutia of this development work is outside the scope

of the discussion of the science implications of the results here. A summary of the methods

and their implementation are found in Appendix A.

3.2.3 Agyrotropy:
√
Q

A more direct means of testing the first adiabatic invariant (µ = mv⊥
2B

=a constant) can

be made by investigating off-diagonal terms of the pressure tensor derived from the plasma

energy distribution function. Several means of quantifying plasma agyrotropy have been

suggested along similar lines. AØ [Scudder and Daughton, 2008] uses a ratio of eigenvectors of

the pressure or temperature tensor; AG [Che et al., 2018] uses the difference in determinants

of the full and ideal portion of the pressure tensor; and
√
Q [Swisdak, 2016] is the ratio
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of the quadratic sum of the off-diagonal components of the pressure tensor to that of the

diagonal components. The agyrotropy of different species of plasma can be investigated

using any of these techniques by way of using the appropriate pressure tensor derived from

that species’ distribution function. Work presented at the AGU Fall Meeting showed that
√
Qi displayed the best discrimination between active and non-active regions when applied

to ion data [Rogers et al., 2019b].

For a Pressure tensor P such that:

P =

∣∣∣∣∣∣∣∣∣∣
P‖ Pa Pb

Pa P⊥ Pc

Pb Pc P⊥

∣∣∣∣∣∣∣∣∣∣
√
Q =

√
P 2
a + P 2

b + P 2
c

P 2
⊥ + 2P⊥P‖

(3.1)

3.2.4 Parallel Electric Field: ~E‖

A non-zero electric field component parallel to the local magnetic field has been an ideal

signifier of magnetic reconnection since the concept’s formalization [Dungey, 1958]. The

canonical MHD electric field is a product of plasma convection ~E = −~V × ~B in a collisionless

plasma, requiring an anomalous resistivity, modification of MHD for a compressible plasma

fluid, or outright contraindication of MHD in favor of a kinetic description in the event of a

parallel electric field. Given the difficulty of obtaining accurate electric field measurements

in situ, it was many years before any observational indications of a parallel electric field

(E‖) were recorded [Mozer et al., 1979], and still more until it was clearly observed at the

magnetopause [Scudder et al., 2002].
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3.2.5 Energy Conversion Rate: ~j · ~E

The same limitations outlined for the observation of E‖ inhibited the measurement of the

energy conversion rate ~j · ~E before [Mozer et al., 1979]. ~j · ~E should be at or near zero in a well-

behaved frozen into the magnetic field; a non-zero value indicates energy transfer between

the plasma and electric and magnetic fields, requiring non-convective electric fields with the

attendant considerations. A positive value of ~j · ~E is generally interpreted as a transfer of

energy from the magnetic field to the plasma, while a negative value is interpreted as the

reverse [Payne et al., 2021].

3.2.6 Current Density Magnitude: |~j|

An increase in the local current density |~j| is another logical consequence of Hall reconnec-

tion. Hall currents will travel along the separatricies as well as in the out-of-plane direction

along the reconnecting X-line (ŷ-direction in Figure 1.6). While benign currents totally un-

related to reconnection (e.g. gradient drift and curvature drift currents) can and do occur,

their magnitudes tend to be dwarfed by those associated with a reconnecting current sheet.

Therefore a significant (i.e. an order of magnitude or greater) increase in the current density

is a reasonable indicator that further investigation is justified.

3.2.7 Electric Field Magnitude: | ~E|

An argument similar to that used in favor of |~j| can be made for using a strong electric field

magnitude | ~E| as an indicator for reconnection. While convective electric fields are common

throughout space and astrophysical plasmas, they are typically not stronger than a few

millivolts per meter. Charge separation in the neighborhood of any ion-scale current sheet

will produce Hall electric fields which increase in magnitude rapidly as the current sheet thins

further. A reconnection electric field along the reconnecting X-line, while typically small,
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will also contribute to increase the magnitude of the electric field in the neighborhood of a

reconnecting current sheet beyond typical convective electric field magnitudes. Eastwood et

al. argued that | ~E| is a critical identifier of ion diffusion regions in Cluster studies [Eastwood

et al., 2010]. These arguments were considered sufficient to include electric field magnitude

as the Stage 3 selection criteria for the IDR identification algorithm described in Chapter 2

[Rogers et al., 2019a].

3.2.8 Lorentz Ratio: Γ

A more subtle means of quantifying the relative influence of the electric field on plasma

behavior comes from measuring the ratio of influence of the electric and magnetic field

components of the Lorentz force. This so-called Lorentz ratio [Scudder and Mozer, 2005,

Scudder et al., 2008] depends on the components of the electric field and plasma motion

perpendicular to the magnetic field, complementing measurements of E‖. The relative effect

of each field on different plasma species can be tested by choosing the appropriate convective

electric field component and perpendicular temperature, allowing for separate investigations

of ion and electron diffusion regions.

Γi =
| ~E⊥ + ~Vi × ~B|

w⊥,i| ~B|

Where w⊥,i ≡
√

2kBT⊥,i
mi

is the perpendicular thermal ion velocity

(3.2)

For values of Γ > 1.0 FE,⊥ > FB,⊥ with an assumed breakdown of the 1st adiabatic invariant

and implies that non-convective electric fields are strong in the region, or that the magnetic

field is too weak to dominate the plasma behavior. In either event, or in cases where both

are true, the demagnetization and energization of the plasma is certain.
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3.2.9 Ion Temperature

One of the most fundamental consequences of magnetic reconnection as theorized since its

conception is energy diffusion by heating of the plasma. Plasma heating and acceleration

have been constant expectations since the earliest exploration of the Sweet-Parker model

[Parker, 1957]; while the |Vi| parameter addresses one half of these expectations, the total

ion temperature Ti = 1
3
(T‖+ 2T⊥ ∝ 1

3
Tr(P )) addresses the other. Unlike the ion agyrotropy,

the ion temperature deals strictly with the trace of the field-aligned pressure tensor. The

interior of the Ion Diffusion Region (IDR) should, by definition, contain ions with a higher

temperature than those outside of the IDR. And as the magnetic field will be weakened in

the interior of the IDR the temperature anisotropy (i.e. the difference between the parallel

and perpendicular components of the trace of the temperature tensor) should be close to

zero at the same time the total temperature is elevated.

3.3 The Behavior of Ion Scalar Parameters Near an IDR

In order to identify new IDRs using scalar parameters, it would be useful to first analyze

how these parameters behave in the neighborhood of known IDRs. This accomplishes several

valuable objectives. First, it provides a ready laboratory to compare the values measured

near ion demagnetization and energization with those which the theoretical formulation of

the scalar parameters would lead us to expect. Second, by comparing the values of scalar

parameters measured in known active regions to those in nearby regions which are certainly

not inside an IDR threshold values can be derived which would mark the transition into an

IDR. Third, such analysis may provide further insight into the behavior and structure of

IDRs beyond the simple Hall reconnection picture used in Chapter 2.
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Figure 3.3: The key vector parameters of event ’T’ from Table 2.2. From top to bottom:
Magnetic field vector, Electric field vector, Ion bulk velocity vector, Magnetic (red) and
plasma (blue) pressure, and ion number density. Note the Hall electric fields near current
sheet crossing (Bx reversal) at 12:03:05 (2985s) and the correlated Vx (blue) and Bz (red)
reversals.
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3.3.1 August 31, 2019

We begin with a detailed look at a single event, previously identified as an IDR. Figure 3.3

shows four minutes roughly centered on IDR ‘T’ from Table 2.2. The top panel shows the

magnetic field vector; the current sheet encounter is clearly seen, represented as a sharp

reversal from positive to negative Bx (blue line). At the same time, the normal component

of the magnetic field (Bz, red line) also reverses from negative (open to the IMF) to positive

(closed to the terrestrial magnetosphere). The third panel down shows the ion bulk flow

vector and a moderately strong reversal in Vx (blue line) from negative to positive correlates

reasonably well with the Bz reversal. The second panel from the top shows the electric field

vector components; a strong (> 50mV/m) Hall electric field (∼ Ez, red line) can be seen

near the current sheet crossing. On inspection, the out-of-plane magnetic field (By, green

line, top panel) is of the expected sign for a Hall magnetic field for much of the interval

shown. Based on these characteristics, the event was selected as an IDR candidate by the

algorithm described in Chapter 2 and confirmed on human review.

Figure 3.4 shows the same event and the same time interval using the scalar parameters

outlined previously, all testing ion characteristics utilizing FPI ion moments. The Ki pa-

rameter, is shown first and displays values small enough for non-adiabatic motion (Ki < 3)

in most areas near the plasma sheet (small Bx magnitude) and indicates complete ion de-

magnetization (Ki < 0.2) at the primary current sheet crossing at the center of the interval.

The same regions also show enhanced values of
√
Q (third panel), which indicate agyrotropic

motion of the ions as determined by the ion pressure tensor. The Lorentz ratio (Γ, fourth

panel) exceeds unity in the same locations and peaks greater than 10 at the primary current

sheet crossing, indicating that the electric field is a stronger influence on the motion of ions

in those regions than the magnetic field. The same locations, unsurprisingly at this point,

also show moderate to strong energy conversion as indicated by non-zero ~J · ~E (fifth panel).

77



-30
-20
-10

 0
 10
 20
 30
 40
 50

B
(n

T
)

BX
BY
BZ

 0.1

 1

 10

 100

K

 0
 0.05
 0.1

 0.15
 0.2

 0.25
 0.3

 0.35
 0.4

 0.45
 0.5

sq
rt

(Q
)

 0

 2

 4

 6

 8

 10

 12

Γ

-3
-2
-1
 0
 1
 2
 3
 4
 5

J•
E

(n
W

/m
3
)

 0
 20
 40
 60
 80

 100
 120
 140
 160
 180
 200

|J|
 (

nA
/m

2
)

-50
-40
-30
-20
-10

 0
 10
 20
 30

E
•
b

(m
V

/m
)

 0
 100
 200
 300
 400
 500
 600
 700
 800
 900

|V
i|(

k
m

/s
)

 0
 20
 40
 60
 80

 100
 120
 140
 160
 180
 200

12:01:00 12:01:30 12:02:00 12:02:30 12:03:00 12:03:30 12:04:00 12:04:30

|E
| (

m
V

/m
)

Figure 3.4: Event ’T’ shown in selected scalar parameters. The magnetic field vector is
included in the top panel for reference. Note that the Lorentz Ratio is labeled here as Γ and
the Parallel electric field is labeled as ~E · b̂.
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The extended region of negative ~J · ~E just after the primary current sheet crossing may

indicate a generator region, typically located in the outer EDR [Payne et al., 2021].

The current density (|~j|, sixth panel) and electric field (| ~E|, bottom panel) magnitudes

both show enhancements orders of magnitude greater than the typical quiet tail plasma sheet

[Baumjohann, 1993]. The parallel electric field (shown here as ~E · b̂, seventh panel) shows

very strong DC values throughout this region, adding further evidence to the interpretation

that ions and electrons are behaving very differently, and that a great deal of energy is being

exchanged in much of this region. The bulk ion speed (eighth panel) shows that some of that

energy is going into accelerating ions on either side of the primary current sheet crossing.

The final scalar parameter is the ion temperature, shown in Figure 3.5, which indicates that

the ions are being heated as well as accelerated during this event.
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Figure 3.5: The ion temperature diagonal components for the event ’T’.

3.4 Statistical Phenomenology of Scalar Parameters near IDRs

Having shown that scalar parameters applied to ion data of a known IDR behave as predicted

from their theoretical basis, the next logical step is to compare each scalar parameter’s

behavior over all identified IDRs and determine what behavior is typical. This has the

added benefit of moving towards the second objective from Section 3.3 in showing what

range of values are obtained for each parameter across all IDRs and what patterns may be

common. By looking at the statistical behavior in time surrounding IDRs, we may also gain
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some insight into the relative boundaries identified by each parameter, thus contributing to

the third objective as well.

The methodology used is to perform Superposed Epoch Analysis (SEA) of the values of

each scalar parameter over a ten-minute period centered on the local minimum in the total

magnetic field magnitude associated with each IDR. This epoch was chosen based on the

symmetric reconnection assumption that the magnitude of the magnetic field is inversely

proportional to the distance from the center of the reconnecting current sheet. The median

and mean values for each time step in this interval across all 26 IDRs identified and listed

in Table 2.2 are calculated, as well as a 95% (≈ 2σ) interval about the median, for each

parameter and discussed below.

3.4.1 Statistical Phenomenology of |~Vi|

300 200 100 0 100 200 300
Time since |B|min [s]

100

150

200

250

300

350

400

450

|V
i| 

[k
m

/s
]

Figure 3.6: The superposed epoch analysis of the bulk ion speed for all IDRs listed in
Table 2.2, covering the five minutes before and after the minimum magnetic field magnitude
associated with each event. The black solid line is the median value and the red dashed line
is the mean value across all events at that time step away from |B|min. The gray background
fill is the 95% confidence interval (≈ 2σ) about the median values.

The statistical values of the bulk ion speed for 10 minutes surrounding each listed IDR are
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shown in Figure 3.6. Mean values are almost always higher than median values throughout

the range, and at times the mean exceeds the 2σ range away from the median. This indicates

that while typical ion speeds in these locations are more moderate, closer to the median

values, occasional events occur which display much larger ion flow speeds either before the

magnetic field minimum, after it, or both.

In comparison to previous studies (e.g. those using Cluster or Geotail data) the most

striking feature of this figure may be the small scale of the values. Ion speeds of ∼ 1000km/s

are routinely reported from Geotail observations near reconnection sites [Nagai et al., 1998,

2001, 2005, 2013] while the maximum to be expected from MMS observations according to

this figure would be at least a factor of two less than that. One possible explanation for

this lies in the relative energy ranges sampled by the ion instruments on each mission. The

Comprehensive Plasma Instrumentation (CPI) onboard Geotail is capable of resolving the

bulk velocity of protons (the overwhelming majority of tail ions) up to energies of 48keV

[Nishida, 1994], while the FPI instrument onboard MMS from which these measurements are

taken can only resolve proton moments to ∼ 30keV [Pollock et al., 2016], leading to a differ-

ence in the range of the distribution function measured by each. Thus it is certainly possible

that MMS cannot actually resolve the full ion energy distribution well enough to provide

accurate bulk velocity measurements for energetic ion populations. This would have the

result of under-reporting the bulk velocity by potentially significant amounts, especially in

regions where ions have been heated and accelerated such as is expected in the neighborhood

of an IDR.

Another interesting characteristic shown in Figure 3.6 is the peak at the epoch center.

The simple picture of Hall reconnection shown in Figure 1.6 would suggest that the flow

reversal, and thus lowest flow speed or stagnation point, should be co-located with the X-

line at or near the magnetic field minimum. In this figure, however, that location has the

highest mean and (nearly) highest median values. Instead, minimums appear within 100s
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on either side of the |B|min epoch, indicating that the stagnation point is typically offset

from the magnetic field minimum. As the outflow jets are likely the dominant source of ion

flow near an IDR in the tail, an offset stagnation point, especially when in combination with

asymmetric outflow speeds, would suggest that the X-line itself is in motion parallel to the

direction of outflow, i.e. towards or away from the Earth.

3.4.2 Statistical Phenomenology of Ki
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Figure 3.7: The superposed epoch analysis of the parameter Ki =
√
RC/ρi for all IDRs

listed in Table 2.2 except Event ‘B’, in the style of Figure 3.6.

The statistical values of the Kappa parameter [Büchner and Zelenyi, 1987] for 10 minutes

surrounding all the IDRs listed previously are shown in Figure 3.7, with the exception of

Event ‘B’. Event ‘B’ was excluded as only three of the four observatories were in operation

during this event, making the full magnetic field gradient impossible to calculate. The noise

in both the median and mean values for K make the 2σ ranges difficult to distinguish, but

offer an idea of the range of variability in their own right. The median values indicate that

the ions typically do not begin to strain the first adiabatic invariant until within approxi-

mately 3.5 minutes of the magnetic field minimum when values drop below Ki ≈ 3. Full
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demagnetization, implied by Ki < 0.2, does not occur until within seconds of the minimum,

implying that full demagnetization of ions only occurs at the heart of the IDR, near the

transition to the EDR.
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Figure 3.8: A detail of Figure 3.7 showing the central 60s

Both the mean and median curves have their minimums at (or very near) the magnetic

field minimum (see Figure 3.8). This is expected, as the radius of curvature of magnetic field

lines tends to scale with magnetic field magnitude in the magnetotail, meaning that the value

of RC , and thus Ki should be at a minimum in the neighborhood of |B|min. Less expected

is that the mean Ki is significantly greater than the median value across nearly the entire

span. As the higher mean ion speed implied that occasional outlier events with much higher

ion speeds occurred, likewise the higher mean Ki implies that occasional outlier events have

much higher Ki and pull the overall average up. This suggests that at least one and possibly

more events have a uniformly large Ki value that contradicts their identification as an IDR.

One such event is discussed later.
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Figure 3.9: The superposed epoch analysis of the agyrotropy parameter
√
Q for all IDRs

listed in Table 2.2, in the style of Figure 3.6.

3.4.3 Statistical Phenomenology of
√
Q

The statistical values of ion agyrotropy as calculated using
√
Q [Swisdak, 2016] for 10 minutes

surrounding the IDRs listed previously are shown in Figure 3.9. Two characteristics are

apparent which differ from the previous SEA plots shown: First, that the value is fairly

constant across the span, the median varying only by a factor of two. This implies that

there is a very narrow band of values over which
√
Q varies within the plasma sheet and

that even small variations may be significant, but perhaps difficult to distinguish. That the

median and mean values are closely matched across the span (the mean being only slightly

higher in places) reinforces this notion. The second clear characteristic is that there is a

uniform drop in the value after |B|min in every respect. This is harder to interpret and, as

of yet, no clear meaning has surfaced, although the influence of X-line motion is discussed

later.

84



300 200 100 0 100 200 300
Time since |B|min [s]

0.006

0.004

0.002

0.000

0.002

E
b 

[V
/m

]

Figure 3.10: The superposed epoch analysis of the component of the electric field parallel to
the magnetic field for all IDRs listed in Table 2.2, in the style of Figure 3.6.

3.4.4 Statistical Phenomenology of E‖

The statistical values of E‖ for 10 minutes surrounding the IDRs listed in Chapter 2 are

shown in Figure 3.10. While plotting methods cause the median to be somewhat obscured

by the lines of the mean parallel electric field, it is still reasonably obvious that the noise

in both is greater than their DC values. Both show a roughly bipolar tendency, being more

negative before the minimum magnetic field and more positive after, but little else can be

derived. Like the sudden drop in
√
Q at the magnetic field minimum, the reason for this

broad tendency is not clear but may be related to the motion of reconnecting X-lines being

tailward in the majority of IDRs observed by both MMS [Rogers et al., 2019a] and Cluster

[Eastwood et al., 2010].

That both the median and mean values of E‖ are close to zero could indicate that MMS

did not observe any significant parallel electric field for a significant number of the IDRs

identified in Chapter 2. One possible explanation for this is that parallel electric fields are

only large in and near the EDR, but this seems unlikely in the face of observations like those
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shown in Figure 3.4. Here strong DC parallel electric fields were present but the K value

and even simple inspection of the magnetic field vector seem to contradict any possibility of

being in or even near the EDR (see ∼12:01:15 UTC, Figure 3.4).

Instead, it is possible that E‖ is being observed along the separatricies of the reconnection

region. Electron streaming along the separatricies has been noted in both observations

and simulations of Hall reconnection while similar ion streaming is much less pronounced

[Øieroset et al., 2001, Cheng et al., 2016, Liu et al., 2019]. Charge separation will generate

an electric field along the path of streaming electrons which, by nature of the separatrix,

will be mostly parallel to the local magnetic field. This implies that while it could not be

considered unreasonable that E‖ is observed in the neighborhood of or inside an IDR, neither

its presence nor its absence can be considered definitive for IDR identification.

3.4.5 Statistical Phenomenology of ~j · ~E
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Figure 3.11: The superposed epoch analysis of the energy conversion rate ~j · ~E for all IDRs
listed in Table 2.2, in the style of Figure 3.6.

The statistical values of the energy conversion rate are shown in Figure 3.11. As with the

parallel electric field SEA, the median values of ~j · ~E are close to zero with any DC values
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dwarfed by the noise-based uncertainty associated with it. The average value is somewhat

different with DC values in excess of the noise both before and after the magnetic field

minimum. As before, a bipolar asymmetry is weakly present with a trend towards positive

~j · ~E before |B|min and a neutral or slightly negative trend after. Due to the nature of the

mean value, this trend may be attributable to a small number of IDRs or event a single

event with large values. Again, as with E‖, while a useful parameter for studying the physics

and mechanics of a given event, neither the presence nor absence of ~j · ~E can be considered

definitive for the purposes of identifying an IDR.

3.4.6 Statistical Phenomenology of |~j|
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Figure 3.12: The superposed epoch analysis of the current density magnitude for all IDRs
listed in Table 2.2 except Event ‘B’, in the style of Figure 3.6.

The statistical values of current density magnitude for all IDRs listed in Table 2.2, with

the exception of Event ‘B’, are shown in Figure 3.12. As with Section 3.4.2, Event ‘B’ has

been excluded as one of the four MMS observatories was not operational during this event,

making calculation of the full gradient of the magnetic field impossible. As the current

density used throughout this work is calculated by applying the Levi-Civita rotation tensor
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to the magnetic field gradient tensor ~j = εijk(∇ ~B)jk, essentially the curlometer technique,

no current density suitable for statistical comparison in this fashion was available for event

‘B’.

Unsurprisingly, the magnitude of the current density has a peak at the magnetic field min-

imum and generally drops off symmetrically to either side of that epoch. As ~j = µ−10 ∇× ~B =

µ−10 εijk∇ ~B the current density is expected to increase with the gradient of the magnetic field,

which should itself find a maximum in the neighborhood of the |B|min. The difference in me-

dian and mean values across the span is again easily understood as a small number of events

with particularly strong current density. That the mean and median values behave essen-

tially the same with only a fairly constant magnitude offset implies that either is reasonably

representative of the behavior of the ensemble.

3.4.7 Statistical Phenomenology of | ~E|

300 200 100 0 100 200 300
Time since |B|min [s]

5

10

15

20

|E
| [

m
V/

m
]

Figure 3.13: The superposed epoch analysis of the electric field magnitude for all IDRs listed
in Table 2.2, in the style of Figure 3.6.

Statistical values of the electric field magnitude for all IDRs listed in Table 2.2 are show

in Figure 3.13. Although noisy, the approximate values of both the mean and median |E| are
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fairly consistent across the span. As in most of the other parameters, the mean values tend

to be larger than the median, representing occasional events with much larger magnitudes.

The 2σ range of the median extending much further above the median than below reinforces

this interpretation. Also as in other parameters, there is an asymmetry in values before and

after the |B|min epoch with pre-epoch values generally higher than those post-epoch.

The most striking observation of these statistics, when viewed in light of the arguments

made in Chapter 2 and those in the conclusions of Eastwood et al. (2010), is that the

smoothed values of both the mean and median are not greatly in excess of 10mV/m across

the span. This can be accounted for, however, by looking at examples of the events ana-

lyzed. While the algorithm requires that the electric field magnitude exceed 10mV/m in

the neighborhood of the correlated field and flow reversal (being defined as within 90s), the

precise location is not considered. As seen in Figure 3.4, the electric field enhancements

are distributed across the region containing the IDR. While strong |E| is found near the

field and flow reversal in this example, it is also seen at other plasma sheet encounters pre-

vious to the primary current sheet crossing. In fact, many particularly large spikes in |E|

are found at crossings of the Plasma Sheet Boundary Layer (PSBL) where high speed ion

flows and electric field enhancements have been observed without other evidence for nearby

reconnection [Birn et al., 2020]. Given the large variability in the median and mean values

across the span, the most likely explanation for the lower-than-expected smoothed value is

that each event displays the large |E| enhancements at very different locations in relation

to the observed |B|min, with the varying temporal locations of such observations being due,

primarily, to the dynamic motion of the tail current sheet during most observed IDRs, rather

than any intrinsic structural properties of the IDR itself.

Another interesting feature is the minimum of |E| at |B|min (see Figure 3.14). This is

most easily explained by consideration of the dominant source of the total electric field near

the reconnecting current sheet. While the reconnection electric field parallel to the X-line
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Figure 3.14: A detail of Figure 3.13 showing the central 60s.

tends to be of greatest interest due to it’s relationship to the total energy conversion of

the reconnecting current sheet or reconnection rate, the dominant component of the electric

field in the IDR and EDR tends to be from the Hall effect; Hall electric fields typically

dominate other electric field components by an order of magnitude or more in and near

IDRs. However, as the measured Hall electric field reverses sign on opposing side of the

current sheet, its contribution tends towards zero as the observer approaches the current

sheet and its associated minimum in the magnetic field strength. The remaining electric

field magnitude at |B|min of ∼ 2mV/m will be the statistically typical remaining total

electric field without the Hall contribution. As a single anecdotal example, Genestreti et al.

[2018] determined the reconnection electric field to be 3.2± 0.6mV/m for event ‘E’ on Table

2.2, suggesting the reconnection electric field (perpendicular to the Hall electric field in the

out-of-plane direction) is likely a significant source of the remaining |E| at the magnetic field

minimum.
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Figure 3.15: The superposed epoch analysis of the Lorentz ratio for all IDRs listed in Table
2.2, in the style of Figure 3.6.

3.4.8 Statistical Phenomenology of Γ

Statistical values of the Lorentz Ratio Γ for all IDRs listed in Table 2.2 are shown in Fig-

ure 3.15. As the Lorentz Ratio is inversely proportional to |B| it is unsurprising that the

maximum value of both the median and mean values is at the |B|min. The significantly

higher mean value of Γ relative to the median is easily explained, as with other parameters,

as there being some small number of events which have an overall much higher value, thus

drawing up the mean. There is again an asymmetry before and after the |B|min with higher

mean and median values before than after. Also, as has been noted with some other pa-

rameters, there is a spike in values at ∼ 3.5minutes before the common epoch. Encounters

with the separatrix such as those noted in Event ‘T’ occurring at approximately the same

distance from the magnetic minimum is one plausible explanation, as parallel electric fields

along the separatricies may exert immediate local influence greater than the magnetic field.

Additional investigation into this correlation is necessary before any conclusions regarding

IDR structure can be made from this feature.
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3.4.9 Statistical Phenomenology of Ti
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Figure 3.16: The superposed epoch analysis of the ion temperature for all IDRs listed in
Table 2.2, in the style of Figure 3.6.

Statistical values of the ion temperature Ti as derived from the trace of the temperature

tensor for all IDRs listed in Table 2.2 are shown in Figure 3.16. The mean and median

values are in much better agreement across the span for this parameter than for many of

the others analysed here. It is somewhat surprising that both the median and mean values

are approximately the value expected for the tail central plasma sheet in general of 4200eV

[Kivelson and Russell, 1995] and do not show any outstanding signs of ion heating from that

baseline. However, as with the discussion of bulk ion speed, this may be in part due to the

limitations of the FPI instrument not sufficiently sampling the full ion energy distribution.

When compared to the average tail plasma sheet ion temperature of ∼ 1800eV measured

by MMS over the 2017–2020 tail seasons, the case for ion heating having been observed by

MMS becomes much stronger.

The occasional very low excursions in both the median and 2σ range are another sign of

frequent dynamic motion of the tail current sheet during IDR events; they likely represent
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excursions to the PSBL or even tail lobe regions by the MMS observatories as the tail current

sheet flaps and twists during times of geomagnetic activity.

3.4.10 Summary: Viability of Scalar Parameters for IDR Identification

Looking at the statistical behavior of the various proposed scalar parameters near known

IDRs, while keeping in mind the currently limited data set, a sense can be formed for

each parameter’s utility in possible identification of as-yet unknown IDRs. The theoretical

threshold values of the Ki and Γ parameters of below or above unity respectively appear to

be very valid for identification, and especially for identifying which current sheet crossings

are most likely to be encounters with a reconnecting current sheet. Increases in the electric

field magnitude as suggested by Eastwood et al. appear to be reasonable but are less selective

than K or Γ. The same can be said of
√
Q where the value near reconnection sites is certainly

enhanced above the tail average of ∼ 0.04 but, much like an enhanced current density or

ion temperature, is only an indication that ion energization is somewhere nearby without

greater specificity. The parallel electric field and energy conversion rate ~j · ~E are both of

limited utility in screening for reconnection, in no small part because the statistical noise in

measurement is so close to the values of a meaningful signal. While valuable, they should

be reserved for the careful analysis which follows identification.

Ion velocity is a different case than the others. Due to the difficulties in calculating

accurate moments of the ion energy distribution, precise thresholds relating to theoretical

parameters such as the Walen relation are of dubious dependability in IDR identification.

However, the analysis here shows that ion bulk velocities are typically in excess of 200km/s,

at least a factor of two higher than the average ion speed measured by MMS in the tail

of ∼ 100km/s. That said, ions in the tail often travel significant distances away from the

X-line in the form of Bursty Bulk Flows and dipolarization fronts [Runov et al., 2012],

making enhanced ion speed perhaps a common, but certainly insufficient parameter for IDR
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identification.

On the basis of this analysis, the most promising parameters for IDR identification are

Ki and Γi with agyrotropy in the form of
√
Qi, current density magnitude, electric field

magnitude, and ion temperature possibly providing supporting evidence. ~j · ~E, E‖, and ion

speed are probably not to be trusted for identification, although they are useful parameters

for investigating the physics and structure of individual events.

3.5 One That Got Away: June 17, 2017

The primary motivation for investigating scalar parameters has been to find a means of

identifying an IDR without depending on the correct identification of the boundary normal

coordinate system. In Figure 3.17 we can see how our chosen scalar parameters might fare

at identifying an event which was missed by the algorithm method of Chapter 2. Here we

see the Ki and Γi parameters peak strongly at the relevant current sheet crossing, both

with values which satisfy the theoretical criteria associated with each, as well as exceeding

the typical values shown in Section 3.4 for an IDR. The electric field magnitude is larger

than the background level, although still comfortably in the range of most other IDRs.

Similarly the ion temperature and flow speeds are in excess of the expected background

levels, based on MMS measurements, indicating ion heating and acceleration, but not by

an extraordinary amount and offset from the current sheet crossing itself. Still, the totality

of the ion-specific scalar parameters provides ample evidence of ion demagnetization and

energization, indicative of the Ion Diffusion region [Farrugia et al., 2021].

Looking at the additional parameters for the sake of completeness, |~j| is very large, likely

due to the strong twisting occurring in the magnetic field at the current sheet. ~j · ~E and

E‖ are both very large for this event and, being large at the current sheet, support the

interpretation that MMS encountered the EDR at the current sheet crossing [Huang et al.,

2018, Farrugia et al., 2021]. These parameters, as stated before, are invaluable for analyzing
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Figure 3.17: The scalar parameters discussed in this chapter calculated for the June 17, 2017
event in the style of Figure 3.4. See text for details.
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and characterizing the event as a specific example, but were not critical for the identification

as a likely IDR.

Based on the SEA shown in Section 3.4, it is somewhat surprising that the scalar param-

eters have so clearly indicated that this event is, indeed, an IDR and localized so precisely

on the current sheet crossing at 20:24 UTC. Even looking at the previous example of known

IDR ‘T’ there was significantly more ‘signal’, so to speak, at each of the PSBL and current

sheet encounters on either side of the X-line. But perhaps those other nearby current sheet

encounters are the answer. Many of the IDRs identified in Chapter 2 are located within very

active current sheets where MMS observes several encounters with the central tail current

sheet in the neighborhood of the X-line (see Section 2.3). This event is an example of a fleet-

ing encounter with the central current sheet during a period of intense tail flapping, allowing

only the one, fortuitous look at the reconnection region before global tail motion and the

typical tailward convection of an X-line moved it beyond the ability of MMS to observe it.

By only having a single, relatively clean current sheet encounter which happened to coincide

with an active X-line, the relative signal-to-noise ratio was increased, making identification

certain.

3.6 Putting It Together

Having looked at the behavior and relative usefulness of various scalar parameters on a

known, previously identified IDR, at the statistical behavior across many IDRs, and on a

additional IDR which had not been identified in the same manner as the others, the next step

is to try to identify new IDRs using the scalar parameters. In Section 3.4.10 the parameters

suggested as most likely to locate an IDR (or at least the current sheet crossing within

an IDR) were Ki and Γi. These were applied to the 2017 tail season data in an initial

effort find new IDRs [Rogers et al., 2019b]. Threshold values for the parameters below were

selected based on a combination of the theoretical boundary envisioned in each parameter’s
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formulation as well as the statistical behavior discussed previously. In each case the threshold

value was intended to be stringent enough to exclude quiet, non-active regions while allowing

sufficient grace to reasonably contain the median and mean values across the known IDRs.

3.6.1 Ki in 2017

Figure 3.18: A map of the amount of time MMS spent in regions where Ki ≤ 1. The amount
of time MMS spent in such a condition is given by the color bar. a) shows a X − YGSM
projection of the data; b) shows a X − ZGSM projection; c) shows a Z − YGSM projection.
d) shows the distribution of MMS dwell time with Ki ≤ 1 in MLT. Stars show the positions
of IDRs identified during the 2017 tail season.

First, looking only at the Ki parameter in Figure 3.18, a large spatial section of the

tail on the dawn-side of midnight is apparently devoid of possible IDRs. This is supported

by the distribution of IDRs identified previously in Chapter 2, which showed a very strong

dusk-side preference. The significant dwell time present along the outer rim of the figure
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is most easily explained by orbital mechanics; that is, the MMS observatories were at their

lowest velocities and consequently spent the most time at the apogee (i.e. most distant point

from the Earth) of each orbit, as shown in Figure 2.1. That said, there still remain dozens

of hours worth of data which, only considering Ki, may contain an IDR. Perhaps Γi will do

better.

3.6.2 Γi in 2017

Figure 3.19: A map of the amount of time MMS spent in regions where Γi > 1 in the style
of Figure 3.18.

The Γi parameter, shown in Figure 3.19, appears to be much more selective at first glance.

Similar biases towards the apogee of each orbit are still present, as expected, but the total

amount of data indicated here is only on the order of 10 hours. Interestingly, there seems to
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be a strong concentration of likely candidates along the midnight line. Possible explanations

for this are discussed in Chapter 4.

So far these two parameters have done a reasonable job of limiting the time spans and

locations where IDRs might be expected. However, even combined they still leave several

hours of possibilities. An additional parameter, perhaps one focused more on the particle

moments than Ki and Γi, may provide better selectivity.

3.6.3
√
Q in 2017

Figure 3.20: A map of the amount of time MMS spent in regions where
√
Qi > 0.11 in the

style of Figure 3.18.

On inspection, the
√
Qi map appears to be a middle ground of selectivity between Ki

and Γi. A strong feature visible on the dusk flank is the result of a single orbit, discussed
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later. Excluding that orbit,
√
Qi appears of greater selectivity in terms of extent but greater

‘saturation;’ that is, the threshold value is met in fewer locations than, for example Ki, but

for longer periods of time in each location. This is not surprising in view of the behavior of
√
Qi across the known IDRs shown in Section 3.4.3, but it alone would still implicate dozens

of hours of data.

3.6.4 A Combined Filter

Figure 3.21: A map of the time MMS spent in regions which satisfied all the conditions
Ki ≤ 1.0, Γi > 1.0, and

√
Qi > 0.11 after the style of Figure 3.18.

By requiring all three conditions be true, the map becomes very selective indeed. The

single orbit mentioned in Section 3.6.3 is part of a nearly six hour flank magnetopause

encounter during a CME encounter with strong indications of Kelvin-Helholtz (KH) waves
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present, which often support reconnection both between KH waves and to the IMF and

solar wind. Excluding this orbit, only a few minutes worth of data remain for investigation.

That said, those few minutes represent several dozen separate events, as there are typically

only a few seconds in each event where all three criteria are satisfied. When this analysis is

extended across the four tail seasons from 2017–2020 a total of 578 possible events are found.

While clearly a victory for data reduction, it is not yet sufficient for practical analysis by

eye.

The magnetopause encounter mentioned above reinforces a key benefit of using scalar

parameters for identification and analysis: That they are equally applicable to the differ-

ent regimes in and near the magnetosphere where reconnection may be found. Additional

parameters may be used to limit the regions sampled by this technique such as location

or plasma density. Even reconnection events from different regions and initial conditions,

once analyzed using scalar parameters, can be easily compared to highlight differences and

commonalities caused by differing contexts and initial conditions.

Also a point worth reiteration is the value which each parameter may alone contribute

to analysis in a broader scope. The K parameter, for example, is fundamentally a ratio of

the length scales of the particle distribution and magnetic field topology, both broad and

powerful conceptual frameworks which are distilled into a scalar comparison. With careful

application, K can be used to probe either the magnetic field topology, the morphology of

the plasma distribution, or both. An example of this sort of application and the broader

physical context it illuminates is the subject of Chapter 4.
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CHAPTER 4

Thin Current Sheet and IDR Distribution in the Magnetotail

4.1 Introduction

The Ion Diffusion Region (IDR) distribution of Chapter 2 was not the first instance of

observed dawn-dusk asymmetries related to magnetic reconnection in the tail. Related phe-

nomena such as auroral substorms, dipolarization fronts, and bursty-bulk flows (BBFs) have

historically also shown a strong asymmetry in their dawn-dusk distribution, in all cases being

more common on the dusk-side of midnight by significant margins [Nagai et al., 1998, 2001,

Posch et al., 2007, Xiao et al., 2017]. A statistical study of active tail current sheet phenom-

ena using data from the THEMIS mission [Sibeck and Angelopoulos, 2008] was performed

by Imber et al. (2011) and showed that 81% of magnetic flux ropes and travelling com-

pression regions associated with the distant outflow of reconnection in the tail were found

in the dusk sector. This is in addition to MMS observations discussed in Chapter 2 where

21 out of 26 IDRs encountered by MMS were on the dusk-side of midnight while only 5

were dawnward of midnight, despite nearly equal time spent in or near the central plasma

sheet on either side of midnight. This all combines to suggest that the observed asymmetries

in reconnection-related phenomena are due to the underlying physical processes and not

observational bias.

The common thread throughout all theories of magnetic reconnection is an initial con-

dition of a thin current sheet between opposing magnetic fields (see Figures 1.5 and 1.6).

Various simulations have suggested the maximum current sheet thickness which would sup-
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port reconnection onset is between several ion inertial lengths [Birn, 1980] and two electron

inertial lengths [Liu et al., 2020] depending on the exact instability which instigates recon-

nection onset. Despite the continuing debate over the precise onset mechanism, it would

seem that a central current sheet of thickness in the range of the ion gyroradius or smaller

is a necessary precondition for magnetic reconnection in the tail. Thus the distribution of

ion-scale current sheets within the central tail plasma sheet is pertinent to the question of

reconnection location in the tail by way of identifying where reconnection is even possible.

Attempts to estimate the thickness of the tail current sheet have occasionally been made

using single-spacecraft measurement techniques (e.g. [Artemyev et al., 2011, Lu et al., 2019]).

Many of these techniques relied on a ratio of measurements of the magnetic field and particle

current density; often with a significant time separation between these two measurements.

This assumes that the current sheet being measured is essentially a quiet, Harris-type current

sheet [Harris, 1962], i.e. an infinitely long current sheet with uniform thickness and geometry,

throughout the measurement period. However, reconnection and related substorm phenom-

ena often occur during times of a disturbed geomagnetic field, violating the Harris current

sheet assumption.

Rong et al. (2011) utilized the four spacecraft of the Cluster mission in tetrahedral

formation to calculate the radius of curvature (RC) of the magnetic field at the barycentre

of the fleet:

RC =
1

|(b̂ · ∇)b̂|
(4.1)

where b̂ is the unit vector ~B/| ~B| (see Chapter 3). They then estimated the half-thickness

of the neutral sheet by scaling the radius of curvature by the current sheet tilt angle h =

RC cos(θ) where θ ≈ arctan(By/Bz), implying that 2RC measured within the plasma sheet is

a maximum estimate for the thickness of the neutral sheet [Shen et al., 2008, Rong et al., 2010,
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2011]. This method was superior to previous estimates using single-spacecraft techniques. A

statistically significant dawn-dusk asymmetry in current sheets thinner than 1000km (∼ an

ion gyroradius in the tail plasma sheet) was found, with thinner current sheets more common

duskward of midnight. However, due to the nature of its near-polar orbit, Cluster only

sampled the current sheet at a radial distance of approximately 20 Earth Radii (RE) from

the Earth within a narrow band ≈ 2RE wide. Current sheet thickness in the geomagnetic tail

has not been explored using such robust techniques at other radial distances before Rogers

et al. (2022).

The mechanism for current sheet thinning has also been explored in simulations. Hy-

brid and Particle-In-Cell (PIC) simulations [Lu et al., 2016, 2018] suggest that external

drivers cause a global compression of the tail current sheet to approximately ion scales, at

which point partial demagnetization of ions drives charge separation from the still frozen-in

electrons, leading to Hall electric fields, although not necessarily reconnection. These de-

magnetized particles then move dawnward under ~E × ~B drifting (see Figure 4.1), partially

evacuating ions from the duskside and leading to even greater dawnward flow under diama-

gentic drift. This has the effect of progressive thinning of the current sheet pre-midnight

towards the dusk flank. These simulations suggest the asymmetric thinning should be robust

across a broad range of radial distances.

I utilized a technique particularly suited to the capabilities of MMS and tailored to

identify current sheets which may be preferentially thinned as suggested by simulations.

As discussed in Section 3.2.2, Büchner and Zelenyi (1986,1989) describe a mechanism for

demagnetizing charged particles near a strong gradient in the magnetic field by testing

violations of the first adiabatic invariant. They offer the ratio of particle gyroradius to

magnetic field line curvature as a scalar indicator of non-adiabatic motion of particles, and
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Figure 4.1: A schematic of a section of tail current sheet with thickness of ion-scale aligned
with GSM coordinates. Heavy and super-thermal ions may demagnetize even when the bulk
of the plasma population remains frozen-in. Once demagnetized, they will cause a weak Hall
electric field due to charge separation from the electron population (red arrows). The ~E× ~B
drift will accelerate the demagnetized particles (and the bulk plasma to a lesser extent) in
the −ŷ direction (i.e. dawnward, sea-green).

thus an indicator of demagnetization of charged particles. Applying this ratio K to ions:

Ki =

√
RC

ρg,i
(4.2)

where ρg,i =

√
2miT⊥,ikb

qi| ~B|
is the thermal ion gyroradius. Where Ki < 1 the gyroradius of

the thermal average ion is larger than the radius of curvature of the local magnetic field,

implying that the majority of ions will encounter multiple guiding centers during a single

gyroperiod, incompatible with adiabatic motion. The degree of chaotic motion increases with

decreasing values of K until ions become functionally demagnetized for values of Ki < 0.2

[Büchner and Zelenyi, 1989]. Any degree of non-adiabatic motion (Ki < 3) will lead to

charge separation and the formation of Hall electric fields and the process described by Lu

et al.

The same Ki < 1 condition, indicating that the thermal mean gyroradius is smaller

105



than the half-thickness of the tail current sheet, is also indicative of a reasonable maximum

current sheet thickness that might support magnetic reconnection. Therefore a map of the

geomagnetic tail indicating regions where Ki < 1 will show what regions are most likely

to support reconnection. Using data from the 2017–2020 MMS tail seasons and leveraging

the regular tetrahedral formation of MMS along with the high-resolution magnetometers on

board, the radius of curvature of magnetic field lines can be calculated and compared to the

ion thermal gyroradius to calculate Ki throughout the tail central plasma sheet (see Figure

2.1).

4.2 Methodology and Software

The high-resolution plasma (FPI) and magnetic field (FGM) instruments on board MMS

[Pollock et al., 2016, Russell et al., 2016] allow for the calculation of K at high time cadence.

The ion thermal gyroradius ρg,i is easily calculated using the mean values of T⊥ and | ~B|

across all four spacecraft of the MMS fleet. The calculation of RC is less straightforward

and was accomplished using the mms-curvature python library [Rogers and Rogers, 2022].

The development of this library is discussed more in Chapter 3 and Appendix A. Analysis

was completed using automated scripts written in python and run on a server generously

provided by Zach Dykstra.

4.3 Observations and Analysis

Figure 4.2 shows the distribution of ion-scale thin current sheets as measured by MMS over

the combined 2017–2020 tail seasons where data from all four MMS spacecraft were available

(≈ 550 days of data). Colors represent the amount of time which MMS spent in each region

with a value of Ki < 1.0, i.e. the dwell time of MMS in a current sheet thinner than an

ion gyroradius at the time. The effects of orbital or observational bias on these dwell time
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Figure 4.2: The total amount of time in seconds spent by MMS in a TCS, under conditions
outlined in the text, in sectors of dimension 0.5RE × 0.5RE (a, b, c) and Magnetic Local
Time (MLT) (d). a) Distribution of TCS dwell times in the GSM X–Y plane, with times
summed over the GSM Z axis. b) TCS dwell times in the GSM X –Z plane, with times
summed over the GSM Y axis. c) TCS dwell times in the GSM Z – Y plane, with times
summed over the GSM X axis. d) TCS dwell times across all radial distances by MLT
location. Magenta circles represent Ion Diffusion Region locations (see text)
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measurements are small as MMS spent approximately equal time in the central plasma sheet

on either side of midnight (51.7% pre-midnight, 48.3% post-midnight) as discussed in Section

2.5 and shown in Figure 2.15. IDRs identified in Chapter 2 are also shown as an overlay

of magenta circles on the thin current sheet (TCS) distribution in Figure 4.2. It should be

noted that some IDR markers in Figure 4.2 and following figures totally obscure the dwell

time indicator for the region where they are located.

Figure 4.2d shows the total TCS dwell time as a function of Magnetic Local Time (MLT).

This subfigure is comparable with similar plots showing the global MLT distribution of other

substorm-related phenomena such as Pi1B pulsations [Posch et al., 2007] and dipolarization

fronts [Xiao et al., 2017], all of which show a strong preference for activity duskward of

midnight.

Figure 4.3 shows the same TCS data derived from the parameter Ki but here normalized

by the total dwell time MMS spent in the tail plasma sheet, as indicated by the measured

ion number density ni > 0.05cc−1 (see Section 2.2). As expected, the majority of time spent

by MMS in the tail plasma sheet was not near an ion-scale TCS, as indicated by the bulk of

the distribution showing a ratio of TCS dwell time to plasma sheet dwell time of much less

than one. The distribution of IDRs is again laid over the normalized dwell time map as it

was in Figure 4.2.

The total time spent in a TCS is significantly higher on the pre-midnight side of the

tail (187hrs) than the post-midnight (77.68hrs) as shown in Figure 4.2d. While MMS spend

an approximately equal amount of time in the plasma sheet in both the pre- and post-

midnight sectors (51.7%/48.3%), this contrasts with the uneven amount of time spent in a

TCS by MMS; 70.7% of total time in TCSs was in the pre-midnight sector versus 29.3%

post-midnight; i.e. far greater time was spent in a TCS on the duskside of midnight than

the dawnside. The same calculations using the much more restrictive threshold of Ki < 0.2

[Büchner and Zelenyi, 1989] show qualitatively similar results with 78.9% of total TCS dwell
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Figure 4.3: Dwell time MMS spent in a TCS normalized by the amount of time MMS spent
in the plasma sheet. Regions and projection are in the style of Figure 4.2.
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time duskward of midnight and 21.1% dawnward of midnight and similar extent in radial

distance (see Figure 4.4).

The majority of time spent in a TCS on the post-midnight side is found near apogee

across all seasons (see Figure 4.2) where spacecraft velocity was the lowest and the bulk of

dwell time was spent each orbit regardless of other factors. The distribution of time spent in

a TCS pre-midnight is far more varied in radial distance and is not confined to the apogee of

each orbit. Figure 4.5 shows the TCS dwell time of MMS as a function of MLT in bands of

radial distance from the Earth, each 2RE wide. The center of the relative TCS dwell time at

smaller radial distances (Figure 4.5a,b) is substantially duskward of midnight at ∼ 21MLT.

The distribution broadens towards midnight as radial distance increases (Figure 4.5c,d),

although the peak remains near 21MLT. Large relative TCS dwell times at the dawn and

dusk flanks are interpreted as encounters with the flank magnetopause where current sheets

and increased ion density are expected. Figure 4.5c represents the approximate region of the

geomagnetic tail sampled by Cluster as in Rong et al. (2011).

The asymmetry in the locations of IDRs (magenta circles Figures 4.2 and 4.3) associated

with magnetic reconnection is even more pronounced than that of relative TCS dwell time.

21 IDRs were confidently identified across all four tail seasons analyzed on the dusk-side of

midnight, while only five were observed on the dawn-side, equating to 80.8% of reconnection

event observed duskward of midnight and 19.2% dawnward. In Figure 4.3 we see that the

majority of identified IDRs lie not only in areas where MMS spent a great deal of time in

ion-scale TCSs, but also where the ration of TCS dwell time to total plasma sheet dwell

time was the greatest. This supports the intuitive interpretation that an ion-scale or thinner

current sheet is more likely to support reconnection, and that reconnection is more likely

where thin current sheets are more common (see also [Liu et al., 2014, 2019]). However,

the long periods of time spent in both the plasma sheet and thin current sheet where no

reconnection was observed, such as −16REx̂, 11RE ŷ in Figure 4.3, indicate that an ion-scale
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Figure 4.4: a) TCS distribution where Ki < 0.2 in the style of Figure 4.2a. b) The same
distribution displayed as a function of MLT in the style of Figure 4.2d. While a more
restrictive condition, the distribution does not qualitatively differ from that where Ki < 1.0.
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Figure 4.5: Dwell time MMS spent in a TCS by MLT for narrow (2RE wide) bands across
the geomagnetic tail, normalized by the total amount of time MMS spent in the plasma
sheet in that same MLT × R sector. e) Is the approximate region which has been studied
by the Cluster mission [Rong et al., 2011].
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TCS is an insufficient condition for reconnection.

4.4 Discussion

A feature of reconnection which stands out in observations is that IDRs and related phe-

nomena occur preferentially in the pre-midnight sector [Eastwood et al., 2010, Nagai et al.,

2013, Genestreti et al., 2014]. The explanation for this has been glossed over somewhat

since the question of observational bias due to orbital variations was not often addressed

(see discussion in Imber et al. 2013). If an observatory spends more time near dusk then

one supposes its chances of seeing IDRs or other phenomena is increased relative to other

regions, all other things being equal. Thus while studies based on previous missions showed

a dawn-dusk asymmetry in observed reconnection-related features, we as a field could not

be sure it was not due to an observational bias without rigorously including orbital statis-

tics, something not often done in the literature. This question was addressed in Chapter 2

which confirmed that the asymmetric distribution of IDRs by MMS was not a function of

observational bias, but is a result of magnetotail physics.

The strong asymmetry in typical current sheet thickness is not entirely surprising. In

addition to previous studies which observed a similar asymmetry but were more limited in

extent [Rong et al., 2011] or utilized more indirect methods for calculating current sheet

thickness [Lu et al., 2019], mechanisms for the source of this asymmetry have also been

mooted. Lu et al. (2018) and Pritchett and Lu (2018) have hypothesized that the cause

of this dusk-side preference was preferential thinning on the pre-midnight region of the tail

due to an externally-driven convective electric field and enhanced by Hall electric fields

(normal to the central current sheet) which formed as the current sheet approached ion

scales. Comparing our observations to this model we find the ratio of dwell time in an ion-

scale TCS (70.7% pre-midnight to 29.3% post-midnight ≈ 2 : 1) qualitatively supports the

model of Lu et al. A comparison of Figure 4.3 and Figure 2 in Lu et al. (2018) is even more
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encouraging as the radial variations in our observations are qualitatively similar to those

shown in the PIC simulations.

Figure 4.6: Plots of the proportion of the time MMS spent in a TCS relative to total time
spent in the plasma sheet as well as the location of identified IDRs, both as a function of
MLT, for the 2017 tail season (a) and the combined 2017–2020 tail seasons (b).

We can also see the pre-/post-midnight TCS asymmetry clearly in Figure 4.6 which

plots the time MMS spent in a TCS as a percentage of the total time spent in the plasma

sheet, along with the number of IDRs identified in each MLT division. Simulations [Lu

et al., 2016, 2018, Pritchett and Lu, 2018, Liu et al., 2019] show that current sheet thinning

precedes reconnection onset, generally followed by a rapid thickening. No effort has been

made here to directly correlate any particular TCS encounter with a specific IDR encounter,

or to determine conclusively that any or all TCSs encountered lead to reconnection. It is,

however, unsurprising that the number of IDRs identified in a region of the magnetotail

increases with the greater proportional time spent in a TCS. Less expected is the greater

duskward extent of the TCS than observed IDRs.
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Figure 4.7: Key results from 3D PIC simulations published by Liu et al. (2019). a) (Liu et
al. (2019) Figure 7) A slice through an ion-scale thin current sheet showing the competing
influences of the Hall-driven dawnward drift creating the TCS and the global duskward cross-
tail current. b) (Liu et al. (2019) Figure 9) This leads to the tail central current sheet being

typically thinner on the duskside of midnight than the dawnside due to ~EHall × ~B drift, but
with the constant cross-tail current suppressing reconnection onset on the duskside of those
TCSs. Liu et al. [2019]

Recent 3D PIC simulations [Liu et al., 2019] suggest that the near-midnight preference of

observed reconnection may be due to the effects of Hall reconnection in three dimensions. Liu

et al. show that reconnection on a given thin current sheet will be suppressed on the side of

the current sheet opposite the direction of net current flow for a region on the scale of 10s of

ion inertial lengths (see Figure 4.7a, adapted from Liu et al. 2019). In the geomagnetic tail,

with a net dawnward current flow, this would lead to suppression of reconnection onset in

the duskward side of an existing thin current sheet. As shown above, ion-scale TCSs capable

of supporting possible reconnection are twice as likely to be found on dusk-side of midnight

as on the dawn-side. Thus while reconnection is more likely to occur pre-midnight in the

tail due to ion-scale TCSs occurring more frequently there, it is more likely to be suppressed

as the TCS extends further duskward away from midnight (see Figure 4.7b, adapted from

Liu et al. 2019). This would have the practical effect of concentrating reconnection onset in

the region at and near midnight in the pre-midnight region. The location of nearly half of

all identified IDRs is within the region of 22-24 MLT, supporting this hypothesis.

Also of note is the duskward expansion of both TCS and IDR locations over the four tail
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seasons analyzed here. 2017–2019 were in the declining phase of solar cycle 24, while the

2020 tail season was in the minimum between cycles, or the beginning of cycle 25. Figure

4.6a shows the distribution of proportional time in a TCS as well as IDR distribution in MLT

for the 2017 tail season with a 2017 annual average Dst of −8.09nT . Figure 4.6b shows the

same distributions for the full four seasons studied here, during which time the Dst eased to

an annual average of −5.14nT in 2019 and averaged only −5.54nT for the whole of 2018–

2020 [Nose et al., 2015]. This implies not only that the process of plasma sheet compression

is a global process dependant on solar activity, consistent with the Dungey cycle [Dungey,

1963], but that the mesoscale process of asymmetric TCS distribution is also a function of

solar driving, as suggested by simulation [Liu et al., 2014, Pritchett and Lu, 2018].

4.5 Remarks

The work presented in this chapter was submitted for publication in the Journal of Geophys-

ical Research: Space Physics and is under review at the time of this writing [Rogers et al.,

2021].
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CHAPTER 5

Conclusion

Utilizing a systematic approach with historical pedigree, I developed an automated algorithm

for IDR detection and used it to identify more than two dozen reconnection regions in

Chapter 2. As an alternative to this process, various scalar parameters were explored for use

in the identification and analysis of IDRs in Chapter 3. One of these parameters, the Kappa

parameter K, was then used to probe the structure of the magnetotail current sheet to an

extent not previously accomplished. By doing so, recent theories regarding the evolution of

tail current sheet thinning were tested and qualitatively confirmed, leading to an explanation

for the asymmetric distribution of reconnecting current sheets in the geomagnetic tail in

Chapter 4.

By doing so, reconnecting current sheets in the tail, and IDRs in particular, have been

characterized using in situ data in a statistical fashion not previous found in literature. Just

as important, the context for reconnection onset in terms of global magnetotail conditions

has also been explored to a greater degree than has previously been attempted using in situ

data. This work has been published in peer-reviewed journals Rogers et al. [2019a, 2021]

and discussed at conference Rogers et al. [2019b] to enable future work to be built upon it,

just as this work has been built upon the assembled knowledge and understanding of those

who came before. A humble addition to an awe-inspiring field.
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CHAPTER A

∇ ~B From in situ Data

A.1 Introduction

Magnetic reconnection is, fundamentally, the process by which magnetic field topology

changes causing a transfer of energy from the magnetic field into the surrounding plasma.

This energy transfer is the initial link in a great many chains of interest to the space science

and space weather communities. As such, understanding the geometry and topology of the

magnetic field in and around regions of reconnection is an important topic of research

The gradient of the magnetic field is a key parameter for understanding this geometry.

The flight formation of MMS allows for multipoint measurements of the magnetic field vector

at the vertices of a roughly regular tetrahedron lattice. The following describes the math-

ematics and programming techniques used to calculate an estimate of the magnetic field

gradient from these regular observations.

The magnetic field is ideally represented by a function ~B(~r) which is continuously differ-

entiable. As such the gradient of the magnetic field:

grad( ~B) = ∇ ~B = ∂iBj = Gij

or

~gij = ∂ibj

where bj = b̂
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using the Einstein summation convention for the index notation. All of which works very

well on paper.

In our case, however, we do not know the full magnetic field function and instead only

have four measurements of the value of the magnetic field at roughly equidistant points of a

(usually, almost) ideal tetrahedron. This will require some extra hoops to jump through in

order to interpolate the values of the magnetic field in the area of each observatory and then

apply discrete estimation techniques to approximate the gradient of the interpolated field.

There are two methods for doing so that I will discuss here:

1. Calculating the spatial gradient operator using the Reciprocal Vector Lattice to the

basis formed by the position vectors of the observatories

2. Solving for the gradient tensor using a Least-Squares Minimization of the gradient

operator definition

These techniques were described in a collection of white papers on multi-spacecraft analysis

edited by Paschmann in preparation of the Cluster mission [Paschmann and Daly, 1998].

While the derivations of each method are technically complete, they lack context and ex-

planatory notes which make them unintelligible to the uninitiated. For that reason, each is

fully re-derived here with additional steps, context, and explanations which I required for

my own understanding of each. In both cases I will limit myself to linear interpolation and

estimation of the magnetic field and gradient. Higher order interpolation schemes may be

investigated at a later date.

A.2 The Reciprocal Vector Method

A.2.1 The Setup

The method of reciprocal vectors has its roots in the direct and reciprocal lattice bases from

from crystallography and associated applied mathematics. In terms of geometrical objects,
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which are typically defined by their edges and vertices in relation to external reference points,

the reciprocal basis is instead determined by the faces of the object and is in relation to the

object itself or internal reference points. Thus a change in the reciprocal basis will be the

change relative to attributes of the object itself. When applied to the lattice of spatial

locations of the vertices, the reciprocal will then give the change in positions from one point

in the lattice to another.

This method is described in Chanteur (1998) and the derivation there, while mathemat-

ically complete, leaves a great deal to be desired in terms of explanation. In the following

derivation I have endeavoured to utilize the mathematical derivation of the necessary terms

to illuminate the physical interpretation which makes their application to this problem rel-

evant. To begin, recall the definition of the magnetic field gradient:

∇ ~B = Gij = ∂iBj

we can reframe this alternatively as:

driGij = dBj

where dri = d~r = ~rα − ~rβ

⇒ Gij = (dr)−1i dBj

where Greek letters (excepting ∂) have been used to denote observatories of the MMS fleet

and/or vertices of the tetrahedron formation where an observatory is located.

In this formulation, each unique permutation of d~rαβ = ~rα − ~rβ provides a set of three

basis vectors with respect to an arbitrary vertex or observatory. (Note: for the remainder

of our discussion of reciprocal vectors the terms ’observatory’, ’spacecraft’, and ’vertex’ will

be used interchangeably). A reciprocal basis can then be found, with each reciprocal basis

vector normal to a face of the tetrahedron, through the volume, and passing through the

120



associated vertex opposite the originating face (see Figure A.1).

Figure A.1: An illustration of reciprocal vectors. The reciprocal vector ~K4 travels through
and is perpendicular to the surface opposite the vertex S4 formed by the vertices S1, S2, and
S3 [Chanteur and Harvey, 1998]

By taking some liberties with index notation, we can use (dr)−1i to represent the reciprocal

vector ~K associated with the vertex where Bj was measured. The reciprocal vector associated

with the vertex β will be perpendicular to each basis vector which does not include β such

that:
~Kβ · (~rα − ~rγ) = δβα − δβγ

⇒ ~Kβ · ~rαγ = δβα − δβγ

and ~Kβ · ~rαε = δβα − δβε

where δ is used here to represent the Kronecker delta function and I introduce the convention

of ~rαγ = (~rα − ~rγ) and so on for all permutations of the vertices α, β, γ, ε.
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This further implies a few more relations:

~Kβ = a(~rαγ × ~rαε) where a is a scalar

and ~Kβ · ~rαβ = 1

⇒ a(~rαγ × ~rαε) · ~rαβ = 1

⇒ a =
1

(~rαγ × ~rαε) · ~rαβ

∴ ~Kβ =
(~rαγ × ~rαε)

(~rαγ × ~rαε) · ~rαβ

(A.1)

This expression can be used to find the reciprocal vector associated with each vertex by

permutation through each index.

A.2.2 The Gradient

~Kβ =
(~rαγ × ~rαε)

(~rαγ × ~rαε) · ~rαβ

The reciprocal vector represents the inverse of the change with respect to position inter-

nally perpendicular to one face of the tetrahedron, through the volume of the lattice, and

then through the vertex opposite the originating face. It is, essentially, the operator ∂
∂r

along

that reciprocal basis associated with the vertex it passes through. It has the (perhaps intu-

itive) property that
∑N=4

α=1
~Kα = 0. This is critical to its utility as the spatial differentiation

operator.

A single reciprocal vector applied to a function (be it scalar or vector) would only include

a contribution from that single vertex. The function or measurement at each vertex must be

operated on by its associated reciprocal vector operator and then the resultant contributions

from each reciprocal basis summed in order to not only include information from all the basis

vectors, but also to cancel-out those components which are identical at multiple vertices.
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Starting from our initial conjecture:

driGij = dBj

⇒ Gij = (dr)−1i dBj

recall ~Kβ ≈ (d~r)−1β

⇒ (Gij)β = Kβ,iBβ,j

∴ Gij =
4∑

β=1

Kβ,iBβ,j

(A.2)

This is the gradient tensor estimated using reciprocal vectors in a linear approximation. The

canonical ’Curlometer’ technique is derived from this method of gradient estimation.

A.3 The Least-Squares Minimization Method

A.3.1 The Setup

An approach conceptually unique from the Reciprocal Vectors (RV) method is to minimize

a cost function derived from the same initial conjecture. As stated in the introduction, the

derivation of this technique as shown in Harvey (1998) is very efficient in its use of ink, but

less useful or loquacious in terms of description either of motivation or meaning. I have

included a greatly expanded discussion of both in my re-derivation here. We begin with the

same initial conjecture as for the RV technique:

Gd~r = d ~B

⇒ Gd~r − d ~B = 0

where d~r = (~rα − ~rβ) and d ~B = ( ~Bα − ~Bβ)

⇒
N∑
α=1

N∑
β=1

G(~rα − ~rβ)− ( ~Bα − ~Bβ) = 0
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where I again use the convention of Greek letter to represent vertices or observatories in the

formation. Note that while a minimum of four vertices are required to satisfy this expression

in three dimensions, it is inherently extensible to arbitrarily large fleets.

In order to solve the previous expression for G we need to apply a constraint. By convert-

ing the expression into the kernel of a quadratic cost function S and solving for ∂S

∂G
= 0 we

can retain the extensibility of the above formulation while determining the gradient tensor.

Convert to index notation

N∑
α=1

N∑
β=1

Gij(rα,i − rβ, i)− (Bα,j −Bβ,j) = 0

Create cost function

S =
N∑
α=1

N∑
β=1

[
Gij(rα,i − rβ, i)− (Bα,j −Bβ,j)

]2

Solve for
∂S

∂Gij

= 0

⇒
N∑
α=1

N∑
β=1

[
Gij(rα,i − rβ, i)− (Bα,j −Bβ,j)

]
(rα,i − rβ,i) = 0

Gij

N∑
α=1

N∑
β=1

[(rα,i − rβ, i)(rα,i − rβ,i)]

=
N∑
α=1

N∑
β=1

[(rα,i − rβ, i)(Bα,j −Bβ,j)]

Reducing the left-hand side:

Gij

N∑
α=1

N∑
β=1

[(rα,i − rβ, i)(rα,i − rβ,i)] =

Gij

N∑
α=1

N∑
β=1

[rα,irα,j − (rα,irβ,j + rα,jrβ,i) + rβ,irβ,j]
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This is already a bit of a mess, so I will introduce a lemma and a few definitions to simplify

things. First, we need to address the cross-terms in the middle of the sum.

A.3.2 Lemma:

Assume all ~rα are in barycentric coordinates such that for ~r′α in arbitrary Cartesian coordi-

nates (e.g. GSE, GSM, etc.):

~rα = ~r′α − ~rbary

= ~rα −

(
N∑
β=1

~r′β

)

This implies:

N∑
α=1

~rα =
N∑
α

rα,i = 0

Returning to the left hand side of our minimization and applying the lemma shown,

middle cross-terms are:

N∑
α=1

N∑
β=1

(rα,irβ,j + rα,jrβ,i)

=

[
N∑
α=1

rα,i

(
N∑
β=1

rβ,j

)]
+

[
N∑
α=1

rα,j

(
N∑
β=1

rβ,i

)]

=
N∑
α=1

rα,i(0) +
N∑
α=1

rα,j(0)

= 0

This removes the middle cross-terms from the left hand side.
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Now the left hand side of the minimised function is:

L.H.S. = Gij

N∑
α=1

N∑
β=1

rα,irα,j + rβ,irβ,j

Let
N∑
α=1

rα,irα,j ≡ NRij

⇒ L.H.S. = Gij

N∑
α=1

rα,irα,j +
(
NRij

)
= 2N2GijRij

where we have introduced Rij which Harvey calls the ’Volumetric Tensor.’ For the purposes

of this discussion, it is simply shorthand for the sum of the self-outer-products of the position

vectors of each observatory.

Now we combine the ’simplified’ left hand side of the minimization equation with the

thus-far ignored right hand side:

2N2GijR̄ij =
N∑
α=1

N∑
β=1

[(rα,i − rβ, i)(Bα,j −Bβ,j)]

⇒ Gij =
1

2N2

N∑
α=1

N∑
β=1

[(rα,i − rβ, i)(Bα,j −Bβ,j)]R
−1
ij

(A.3)

This is the gradient tensor estimated using least-squares minimization in a linear approxi-

mation.

A.3.3 Discussion of Least-Squares

The least-squares minimization (LSM) gradient definition has some notably different prop-

erties than the RV formulation. First, the ∂ ~B aspect is more explicit in the Bα − Bβ terms

than in the RV formulation which buries it in the summation over all vertices. Second is

the volumetric tensor (Rij) which is, at first glance, an even harder conceptual nut to crack

126



than ’where is the ∂ ~B?’ from RV. By recognizing it as shorthand for terms which fall out of

the expansion of the minimized cost function I have found that the volumetric tensor loses

much of its mystery.

That does bring up an additional hurdle, however. Least-squares minimization is fa-

miliar to any undergraduate physics major who has passed their senior lab course, but its

application here is a leap I haven’t been able to follow yet. Certainly, as a mathematical

device, it functions well in providing a necessary constraint, but the conceptual implication

of its application raises concerns. Specifically, the canonical usage for LSM is to ’fit’ a func-

tion through scattered points, ’smoothing-out’ extreme contributions from outliers to give a

robust estimation for the overall behavior of the function with respect to the data fitted.

While that has not been observed in comparisons between RV and LSM calculations

of the gradient in these implementations, it is a possibility to consider if the number of

observatories/vertices is expanded beyond the four in the MMS mission. It may be that the

RV method is the more robust for being the most straightforward.

A.4 Validation of Techniques and Implementations

A.4.1 Validation: Theoretical

One way to check that the calculated gradient tensors we’ve generated using either technique

is to use the properties of the Levi-Civita rotation tensor combined with the commutativity

of the partial differentiation operator. These properties are commonly seen in the well-known

identity:

∇×∇(A) = εijk∂j∂kA = ~0
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where A is a scalar. The rotation tensor causes reversed terms of the combined partial dif-

ferentiation operators to cancel. We can apply the same properties to higher order variables:

∇× (∇ ~B) = εijk∂iḠjk = εijk∂i∂j ~Bk = 0

This can be implemented in a straight-forward manner using the Reciprocal vectors

technique, where each reciprocal vector ~kα represents the ∂i operator for each vertex α.

Using this definition, the operational form of our check will be:

4∑
α=1

εijkkαikαjBαk = 0

In actual application with real data in numerical calculation we would expect to be very

close to zero (near the floating-point uncertainty of the calculation engine used), or at least

several orders of magnitude smaller than the magnitude of the gradient tensor Gij.

A.4.2 Validation: Applying Data

For the test data we compare to a MMS event on 16 October 2015 first reported on by

Burch et al. 2015 and further analyzed by Torbert et al. 2016. The period in question was

2015-10-16/13:05:35 to 2017-10-16/13:07:25 UTC, shown in Figure A.2.

During this time period, some statistics of the calculated values of εijk∂i∂j ~Bk were:

• Maximum: 3.12e− 17 nT
m2

• Mean: 2.56e− 18 nT
m2

These extremely small values, especially when compared to the mean value of |∇ ~B| of

0.155nT
m2 , indicate a strong confidence in the calculation. Most, in fact, can be considered

within the floating point calculation error of the computing engine.

128



16 October 2015
BRST data
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Figure A.2: The divergence (top panel) and gradient magnitude (middle panel) of
the magnetic field for an example period of MMS data 2015-10-16/13:05:35 --

2017-10-16/13:07:25 UTC. The calculated values of εijk∂i∂j ~Bk are in the bottom panel.
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A.5 Comparisons of Calculations

A.5.1 Current Density: LSM vs FPI

The following figures compare the current density calculated using the Least-Squares Min-

imization (LSM) gradient with that derived from the combined ion and electron moments

from the FPI instrument. The LSM current density is calculated:

~JLSM = Ji = εijk(∇B)jkµ
−1
0

while the FPI current density is defined as:

~JFPI = q(nion~vion − nelectron~velectron)

The agreement is generally monotonic and appears to follow a smoothed verion of the val-

ues calculated using FPI moments, with significant deviations occuring primarily at local

extrema values.

A.5.2 Current Density: Torbert vs RV

Figure A.4 shows Figure 3 from Torbert et al. [2016], showing the current densities provided

by FPI at each individual observatory as well as the current density calculated by the RV

curlometer method as coded and implemented by Roy Torbert. The agreement between the

curlometer and individual FPI current densities qualitatively appears similar to those shown

in Figure A.3. The current density for this same event as calculated by applying µ−10 εijk to

the Gjk calculated using the RV code I developed as part of Rogers and Rogers [2022] is

shown in Figure A.5. The agreement between the RV-based curlometer as implemented in

Torbert et al. [2016] and that using my own code is excellent.
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October 22, 2016
BRST data

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 4

Q
u
al

it
y 

(g
oo

d 
<

<
 1

) |∇•B|/|∇×B|

-2x10-6
-1.5x10-6

-1x10-6
-5x10-7

 0

 5x10-7
 1x10-6

 1.5x10-6
 2x10-6

J X
 (

A
)

Harvey
FPI moments

-1x10-6
-5x10-7

 0

 5x10-7
 1x10-6

 1.5x10-6
 2x10-6

 2.5x10-6
 3x10-6

J Y
 (

A
)

Harvey
FPI moments

-2x10-6
-1.5x10-6

-1x10-6
-5x10-7

 0
 5x10-7
 1x10-6

 1.5x10-6
 2x10-6

 2.5x10-6

12:58:35 12:58:36 12:58:37 12:58:38 12:58:39 12:58:40 12:58:41 12:58:42 12:58:43 12:58:44 12:58:45

J Z
 (

A
)

Harvey
FPI moments

Figure A.3: The overall shape and behavior is in good agreement between both εijkGij and
(ni~vi − ne~ve) from FPI. The primary differences come in the magnitude of each component
at extrema in the FPI values.
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Figure A.4: This is Figure 3 from Torbert et al. 2016 showing the current density calculated
by his own implementation of the curlometer technique (dashed lines)

16 October 2015
BRST data
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Figure A.5: Here are the same quantities as shown in Figure A.4, calculated with the RV
implementation described previously. The agreement is excellent.
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A.5.3 LSM Implementation Comparison

Another group at UCLA has also developed an implementation of the LSM gradient esti-

mator. At my request, Yi Qi, a member of that group, was kind enough to calculate the

curvature vectors of three comparison events for comparison with those calculated by my

own implementation. I should emphasize that our codes were developed entirely independent

of one another; neither of us realized the other was working on this approach until we met at

a conference. Since then we have been scrupulous to avoid sharing actual code to preserve

means of independent comparison.

Again, excellent agreement is visible in Figure A.6, with only small variations at isolated

locations.

A.5.4 LSM vs Cluster (RV) Comparison

Runov et alia (2005) calculated an estimate of the magnetic field gradient using the Recip-

rocal Vectors method described above, as well as the field line curvature and current density

based on that gradient for an event in 2001 using data from early in the Cluster mission.

When I reached out to him, Runov was kind enough to provide the version of the data he

used to calculate this gradient so that I might calculate it independently for comparison of

our techniques.

As with comparisons with the FPI current density, Figure A.7 shows the LSM-derived

curvature follows the behavior of the Runov RV-derived curvature monotonically in x̂ and

ŷ, and is recognizably similar in ẑ across the bulk of the event. As before, the greatest

differences lie in the magnitude of extrema which can be as much as a factor of two here.

The differences in ẑ are more puzzling and require investigation into the implementation by

each party.

Investigation of the IDL code used by Runov et al. to calculate the curvature showed
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October 22, 2016
BRST data
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Figure A.6: Curvature vector comparison of the 2016-10-22 event with the same quantity
calculated by Yi Qi. Excellent agreement with only small variations at isolated locations.
Note that a DC offset has been included to the data from Yi Qi.
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2001 August 08
Cluster data
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Figure A.7: A comparison of the curvature vector calculated by Runov et al. with that
calculated using the LSM method. See text for details
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their implementation did not normalize ~B before calculating the gradient for the purposes

of curvature, instead scaling the entire ~B · ∇ ~B by B−2. As ∇
~B
B
6= ∇b̂ where b̂ = ~B/B

this introduces errors into the final calculation. It is of note that this formulation error is

still present in the reference implementation of the magnetic field curvature IDL procedure

included in the SPEDAS package. I have recreated that calculation error in Figure A.8.

Agreement is now uniformly monotonic between the RV implementaion of Runov and my

implementation of LSM.

A.6 RV Implementation and Practical Considerations

The LSM code as developed is likely a faithful implementation of the LSM technique de-

scribed by Harvey (1998), as implied by comparisons with Qi. Similarly, the errors in the

Runov implementation of the RV technique and the partial success in reproducing those

errors is a good indication that the RV code is a faithful implementation of that technique as

well. The current density derived from both the LSM and RV implementations as developed

match each other to within the floating point computation errors expected from electronic

computation in all calculations made throughout this work. The disagreement in magnitude

in some regions of the derived current density compared to those derived by FPI moments

remains something of a puzzle requiring further investigation.

Computationally, the RV technique is by far the superior. With a great deal of work

and consultation with a professional software developer regarding computational efficacy, as

well as improved proficiency with the programming language and numerical packages used,

the RV method can be made to scale favorably with the number of computation threads

available. The LSM method, however, is strongly limited in its computational efficacy by

the fundamental necessity of an matrix inversion operation (R
−1
ij , Eq. A.3) which has, thus

far, a best-possible computational complexity of O(n2.4) with n = 3 for all cases under con-

sideration. The RV method, on the other had, depends on linear vector manipulation with
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2001 August 12
Cluster data

Runov vs non-normalized grad(B)

-0.1

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

25:00 26:00 27:00 28:00 29:00 30:00 31:00 32:00 33:00

b
•
∇

b
(1

/k
m

)

XLS
XRunov

-0.1

-0.08

-0.06

-0.04

-0.02

 0

 0.02

 0.04

 0.06

 0.08

 0.1

25:00 26:00 27:00 28:00 29:00 30:00 31:00 32:00 33:00

b•
∇

b
(1

/k
m

)

YLS
YRunov

-0.3

-0.25

-0.2

-0.15

-0.1

-0.05

 0

 0.05

 0.1

 0.15

15:25:00 15:26:00 15:27:00 15:28:00 15:29:00 15:30:00 15:31:00 15:32:00 15:33:00

b•
∇

b
(1

/k
m

)

ZLS
ZRunov

Figure A.8: Confirmation of the error in calculation of ∇ ~B by Runov et al. by recreation.
LSM code was modified to duplicate the error.
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O(n log n) complexity. Furthermore, the packages used, python3.x and numpy, use methods

much closer to the ideal computational efficacy regarding linear array manipulation than

they are regarding matrix inversion, further widening the practical difference in necessary

computational time. The end result is an approximate factor of 3 difference in the compu-

tation time necessary for calculating ∇ ~B and related products using reciprocal vectors and

least squares minimisation.

Looking to the future, the natural extensibility of the LSM method to larger formations

with additional vertices such as HelioSwarm makes it very appealing on the surface. However,

given the difference in computation time it will likely still be preferable to instead calculate

several permutations of the RV method using different sets of vertices and find the statistical

mean of them than use the LSM. This would also have the benefit of having already calculated

the RVs of internal subdivisions of the total volume of the formation, meaning that the

gradient could be calculated in several locations within the volume. This leads to more

subtle topological analysis such as the gradient of the gradient of the magnetic fields and

other quantities.

The code as utilized throughout this work is available from a publicly available repository

[Rogers and Rogers, 2022]. While several of the functions provided in this package are

constructed specifically for accessing and processing MMS data, the core functions which

perform the mathematics described here are accessible independent of the data source and

can be easily utilized with other data sets.
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J. BÜCHNER. On Spontaneous Reconnection in the Earth’s Magnetotail. J. Geomagn.
Geoelectr., 43:223–231, 1991. ISSN 0022-1392. doi: 10.5636/jgg.43.supplement1 223.
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