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Figure 1: Tele-operating (1) the robot arm (2) in the scene (3). Various viewpoints are captured with RGBD cameras (4), out
of which a virtual viewpoint is synthesized (6) for the tele-operator’s head pose (5). The synthesized view is projected into a
Holographic HMD, providing correct eye accommodation to fore- and background objects [15].

ABSTRACT

We present a first-of-its-kind end-to-end tele-robotic VR system
where the user operates a robot arm remotely, while being virtually
immersed into the scene through force feedback and holographic
vision. In contrast to stereoscopic head mounted displays that only
provide depth perception to the user, the holographic vision device
projects a light field, additionally allowing the user to correctly
accommodate his/her eyes to the perceived depth of the scene’s
objects. The highly improved immersive user experience results in
less fatigue in the tele-operator’s daily work, creating safer and/or
longer working conditions. The core technology relies on recent
advances in immersive video coding for audio-visual transmission
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developed within the MPEG standardization committee. Virtual
viewpoints are synthesized for the tele-operator’s viewing direction
from a couple of colour and depth fixed video feeds. Besides of
the display hardware and its GPU-enabled view synthesis driver,
the biggest challenge hides in obtaining high-quality and reliable
depth images from low-cost depth sensing devices. Specialized
depth refinement tools have been developed for running in real-
time at zero delay within the end-to-end tele-robotic immersive
video pipeline, which must remain interactive by essence. Various
modules work asynchronously and efficiently at their own pace,
with the acquisition devices typically being limited to 30 frames per
second (fps), while the holographic headset updates its projected
light field at up to 240 fps. Such modular approach ensures high
genericity over a wide range of free navigation VR/XR applications,
also beyond the tele-robotic one presented in this paper.
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1 INTRODUCTION

When talking about immersive video applications, one often thinks
of 360° videos. They are immersive indeed, but only with three
Degrees of Freedom (3DoF) where the user’s head pose (i.e., its three
rotational angles) selects the viewport that is rendered in the VR/XR
headset. In applications with tactile interaction like tele-robotics,
however, there is a need for 6DoF, where also user translations
induce perspective changes in the VR/XR headset. 6DoF therefore
often calls for explicit 3D reconstructions by e.g. photogrammetry
[21], which is computationally demanding. As a matter of fact,
there exists a technology in-between video (2D) and 3D that gives
the illusion of 3D immersion, while relying mostly on 2D video
processing. It is referred to as 2.5D and holds all the promises of
6DoF.

In 2.5D, a sparse set of cameras captures information about the
3D scene, afterwards rendering any 6DoF viewpoint to the scene
for a VR/XR free navigation and/or 3D rendering experience. For
instance, Google Starline [13] describes an end-to-end architecture
capturing RGB colour and depth with a couple of RGBD cameras,
transmitting the compressed audio-visual information towards the
client-side decoder for rendering on an autostereoscopic display.
Their target application is a 3D teleconference between individ-
ual participants. Taking benefit of applicative constraints like the
detection of the area of interest (the participants’ faces), some tech-
nological finetuning and simplifications are introduced, in order to
reach high-quality 3D rendering in real-time. Per-camera (simul-
cast) compression reduces the bitrate for transmission over a local
network, but the compression rate is still insufficient to undercut
typical data rates encountered in everyday’s large-scale consumer
networks.

Similar needs over a wide range of immersive applications
prompted the Motion Picture Experts Group (MPEG) standard-
ization committee to develop new compression schemes, one
currently known as the MPEG Immersive Video (MIV) coding
technology [4] published in October 2022 as international standard.
Beyond specifying a compression scheme staying well within the
15-25 Mbps range, MIV provides an architectural framework with
a software toolset covering pre-processing (e.g., depth estimation)
and post-processing (e.g., view synthesis) tools, which are the
main subject of the present paper. In contrast to the application
domain that MIV was originally developed for — immersive video
for entertainment (e.g., cinematic VR) — we will rather focus on a
professional tele-robotic VR application for remote manipulation
of objects in hazardous environments: a robot arm is manipulated
remotely, while having a view from within the scene thanks to
on-site surrounding cameras.

Since hazardous working places do not provide sufficient free-
dom to set up anything-anywhere, the scene of interest is sur-
rounded by a small number of fixed-position cameras, which views
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are fused to provide the tele-operator any viewpoint to the scene,
so he/she can guide the robotic arm for optimal interaction with the
remote scene. The synthesized virtual views should hence reach a
quality level that effectively helps the tele-operator in conducting
his/her work with as little fatigue as possible. For example, close
views to the scene within the tele-operator’s personal space (i.e.,
within arm reach) should be rendered with the highest visual com-
fort using a Holographic Head Mounted Display (H2MD) [3] where
the user’s eyes can focus onto any object in space (foreground or
background) at will. It is, however, not mandatory to reconstruct
the scene in 3D at the highest level of photo-realism; good visual
feedback with holographic vision (i.e., foreground/background eye
accommodation) and zero-delay rendering within the VR headset
are the main targets here. Such approach helps in setting up a
relatively simple system at reasonable cost.

The remainder of the paper describes the end-to-end architecture
for our immersive tele-robotic application using the MIV frame-
work as the starting point. In section 2, we describe the overall
architecture made of an OpenXR front-end for rendering in the XR
headset, as well as a couple of Dynamic Link Libraries (DLL) for
capturing the scene information, each DLL being dedicated to a
particular capturing modality. In section 3 we present the specific
choices we made to support our immersive tele-robotic applica-
tion. Finally, in section 4, we present how all these architectural
choices are put together into a tele-robotic application scenario.
User tests will soon be conducted to confirm that the immersive
video and holographic vision approach bring an added value to the
tele-robotic operator.

2 GENERIC END-TO-END ARCHITECTURE

Stereoscopic
Vision

DLL1

RGBD/MIV file

OpenXR | RGBD

pLL2

4x Kinect Azure Holographic

Vision

Depth Sensing

Figure 2: Overall flowgraph

Figure 2 provides a high-level view on the software pipeline
developed within the context of our tele-robotic application. The
module at the right serves as OpenXR driver for the Holographic
HMD developed by CREAL, a company designing VR and AR light
field headsets, cf. Figure 3 [3]. As shown in Figure 4 and [15], light
fields ensure correct eye accommodation without the need of eye
tracking and artificially blurring regions outside the object of inter-
est, actually resolving the vergence-accommodation conflict [8] as
confirmed in [16] for synthetic content with perfect depth maps.
We call this “Holographic Vision”. As a matter of fact, CREAL’s
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headset synthesizes a light field at a frame rate of up to 240 Hz, also
avoiding cyber-sickness when rapidly moving the head.

At the left of Figure 2, various capturing modules (DLL1 and
DLL2) can be plugged in for providing the RGBD (colour + Depth)
views fed to the view synthesis module that will literally compute
- i.e. synthesize - any virtual viewpoint to the scene for each new
user’s head pose [2, 7]. The pipeline hence supports the transfor-
mation of fixed camera feeds into intermediate virtual viewpoints
that are delivered to the VR/XR headset, either in stereoscopic or
holographic viewing format.

Finally, note that the capturing DLL modules are not required
to run at the same speed as the VR/XR headset, since new vir-
tual views can always be synthesized from the last DLL output.
Therefore the view synthesis module and its rendering shaders run
asynchronously from the DLLs.

I
Figure 3: CREAL’s Holographic Head Mounted Devices
(H2MD) for VR (left) and AR (right)

Figure 4: Light field rendering supports correct eye accommo-
dation on foreground (left) and background objects (right)

2.1 Holographic Vision

The CREAL’s headset driver follows the Varjo quad-view foveated
rendering approach through OpenXR, cf. XR _VARJO _quad _views
in [9]. From an input of four reference views from fixed cam-
era positions, any virtual viewpoint for the user’s head pose is
synthesized with the MIV-inspired Depth Image-Based Rendering
(DIBR)! [2, 7, 24]. Additionally, a smart optical system projects a
dense light field into the user’s eyes [18, 19]. This is what creates
the truly Holographic Vision effect, as will be explained in Section
2.1.2.

Lavailable at https://gitlab.com/mpeg-i-visual/rvs
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2.1.1  OpenXR driver. As shown in Figure 5 for the ToysTable se-
quence [1] used in MIV [4], CREAL’s OpenXR driver first synthe-
sizes stereoscopic views (they can be used into any conventional,
stereoscopic HMD), on top of which additional micro-parallax
views are added for providing a dense light field to each eye in
the holographic HMD. The driver hence supports both stereoscopic
and holographic vision HMDs. Its software is partly written in
Vulkan (close-to-metal OpenGL) with parametrizable view synthe-
sis shaders [24], supporting various rendering options.

Indeed, while VR for entertainment targets photo-realism (e.g.,
6DOF extension of 360° video), tele-robotic applications do not nec-
essarily need to provide photo-realistic renderings. It may even
be beneficial to avoid arbitrary inpainting options that may con-
fuse the tele-operator’s work. For instance, in the center image of
Figure 6 a thin region behind the crest of the horse has not been
captured by the cameras surrounding the scene, and gets hence
sometimes disoccluded under a couple of virtual viewpoints. The
synthesis engine will typically inpaint such regions, filling them
with sometimes dis-gracious elongated triangles that flicker in time.
This creates visual discomfort to the tele-operator, who might be
better served by keeping the disocclusion areas black. This may
be regarded as a beneficial shadow effect that increases the visual
depth cue to the tele-operator. A parameter in the rendering shader
of the virtual view synthesizer allows to switch between inpaint-
ing and black shadow operational modes; one being more suited
for immersive video entertainment, the other for tele-operation
applications as in the present paper.

2.1.2  Fovea dense light field. The Holographic Vision is obtained
by projecting a dense light field at high frame rate (up to 240 Hz)
into the user’s eyes through the semi-transparent mirror of Figure 5
(bottom-centre). The peripheral regions in the retina being less
responsive in human vision, they are refreshed at a lower frame
rate (up to 90 Hz), keeping more data bandwidth for the critical
visual information of the fovea. Optically merging the fovea and
peripheral vision images remains a challenge, leading to the circular
delineation in Figure 6 (also observe the bluish colour boundary
north-west from the central wooden horse), especially in the ab-
sence of adequate colour calibration.

As shown in Figure 7, the dense light field is obtained by a
time-multiplexed image projection through a light modulator and
a pinlight array. These light sources are successively switched on
and off, virtually projecting the light modulator’s image objects at
the depth corresponding to their respective disparity shifts (which
includes the shift when jumping from one light source to the next).
All the (time-multiplexed) light rays entering the eye pupil and
hitting the retina will then trigger an eye lens response that will
adjust its focal length to the perceived depth of the object of interest.
For instance, for the yellow butterfly at the top-left of Figure 7, each
image and pin light source shift will create a specific incidence
angle of the light rays (two extreme light rays entering the pupil
are shown in Figure 7) such that all light rays will focus on one
point on the retina. Each point of the yellow butterfly will undergo
the same phenomenon and will eventually be observed as sharp by
the user. The blue tree further away in the scene will have other
disparity shifts, hence the eye’s focal length set for the butterfly will
cause a different visual effect for the blue tree that will be projected
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Figure 5: DIBR synthesized output for conventional stereoscopic headsets (top-two outer images) and the holographic headset
(bottom) using the four images for the peripheral stereoscopic and central foveated holographic vision regions.

(b)

(a)

Figure 6: Micro-parallax images captured through a single
headset lens (centre) for two extreme capturing positions
through the H2MD fovea (top-left) with zoom-in on the front
(a) and rear leg (b) of the wooden horse in the scene.

over several positions on the retina. The user then perceives an
averaging effect and hence a blurred blue tree, as shown at the
top-right in Figure 7. If, however, the user would like to see the blue
tree as sharp, he/she will unconsciously change his/her eye’s focal
length to counteract the doubled/ghosted tree images that cause
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Light modulator Image on retina

2D pinlight array

Image on retina

Light modulator
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Figure 7: The pinlight array and light modulator system (left)
creates a dense light field, supporting eye accommodation to
front- and background objects (right) [19].

the blur, hence realigning the tree shifts on his/her retina to obtain
a sharp blue tree, as shown at the bottom-right of Figure 7. At the
very same moment, however, a discrepancy appears between the
yellow butterfly disparity shifts imposed by the light modulator
and pinlight array pair, on one hand, and the ones captured on the
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retina, on the other hand, this time perceiving a blurring effect on
the yellow butterfly.

It goes without saying that the Holographic Vision optical sys-
tem explained above has been designed for the anatomy (retina
curvature, light receptors density, etc) and physiology of the human
eye (focal length, eyes’ vergence, etc). It’s therefore very difficult
to capture the corresponding eye accommodation effect with a
conventional or machine vision camera; they have a very different
layout and focal length compared to our eyes. We could, however,
capture the micro-parallax images projected from the fovea with
a relatively simple camera, based on motion parallax, i.e. moving
the camera over two extreme positions while looking through one
lens of the headset, as shown at the top-left of Figure 6. Observ-
ing the wooden horse’s front and back legs, cf. regions (a) and
(b) in Figure 6, we could note different disparity shifts between
the horse’s legs and surrounding objects. For example, the bottom-
left and bottom-right pair of images in Figure 6 show that after
aligning a front object (cube or colour chart) over its two extreme
viewing positions (shown by the vertical yellow and red lines), a
different disparity shift with the horse’s legs can be observed, cf.
the difference in gaps pointed by the red arrows in the figure. This
indeed suggests that various images are projected from different
directions into the fovea with disparities (and hence corresponding
depths) that change from one object to another in the scene. This
is exactly what a light field provides and what triggers the Holo-
graphic Vision, as explained in the very beginning of this section.
[23] shows that such motion parallax caused by slight head and/or
saccadic eye movements re-enforces the depth cues (especially at
occlusion boundaries), even in conventional stereoscopic headsets.
Our experience suggests that this is even more pronounced with
a holographic headset, which we hope to confirm soon with user
tests in a real tele-robotic setup, cf. section 4.

2.2 DLL multi-modal capture

From the capturing point of view, we have chosen to foresee various
DLLs (cf. left to center of Figure 2), each targeting a specific data
acquisition modality, instead of developing a monolithic acquisition
software module that would be difficult to manage. The two main
acquisition DLLs foreseen so far are a multi-RGBD file reader (in-
spired by the MIV format, but not yet including any compression)
and a multi-cam capturing pipeline delivering multi-RGBD data at
its output, as further explained in the following.

2.2.1 DLL M1V file reader. The depth maps of ToysTable [1] have
been estimated with the Depth Estimation Reference Software
(DERS) [17] developed in the MPEG community and have therefore
the same optical axis as the RGB colour camera views, which cre-
ates favourable conditions for applying MIV. This is an important
difference compared to depth sensing devices where the depth map
is taken from a slightly different position than the RGB image, as
will be explained in subsection 3.1. On the other hand, [6] shows
that with as little as four RGBD images it is possible to synthesize
the dense light field of a hologram, hence likewise, it should also be
possible to inject the multiview RGBD images of ToysTable into the
OpenXR renderer of section 2.1 for holographic visualization in the
H2MD. As already explained in section 2.1.2, Figure 6 shows the
pictures taken from the ToysTable holographic light field through
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the H2MD lenses, clearly suggesting that a user wearing the H2MD
would be able to correctly accommodate his/her eyes to the objects
of interest, irrespective of their perceived position in space. Com-
pared to Figure 4, the depth maps used for synthesizing the light
field are estimated, thus imperfect, but this hardly causes any visual
artefacts in the captured images of Figure 6.

For obtaining the same effect on a live event like a tele-robotic
application, all the data acquisition and depth estimation/sensing
actions have to be performed in real-time with virtually zero delay.
This application scenario is covered in the next sections.

2.2.2 DLL multi-RGBD capture. The RGBD file-from-disk reader
DLL described above implicitly assumes that the depth and colour
information from each captured viewpoint have the same optical
axis. This comes for free when performing depth estimation (e.g.,
DERS) on the RGB input views, but this requires heavy compute
power which makes it practically impossible to reach real-time,
zero-delay performances. For end-to-end real-time capture and
rendering, it is highly recommended to use depth sensing devices,
but their RGB & D images are rarely aligned by design. This often
causes incorrect virtual view synthesis results in disoccluded areas
(i.e., around object silhouettes) and thus must be properly handled
upfront. Since there exists a variety of depth sensing devices flood-
ing the market, it is unthinkable to have a single generic DLL that
can handle all of them in the same ways; it is more likely that each
manufacturer comes with its own driver to overcome this RGB &
D misalignment issue [26]. For reasons which will become clear in
the next section, we have chosen to use four Azure Kinect devices
to capture the scene from different fixed viewpoints, and we devel-
oped a DLL that outputs filtered RGBD images with perfect RGB &
D alignment. The refinement tool used for this purpose is named
the Kinect Refinement Tool (KiRT), shown at the bottom-left in
Figure 2 and further described in more detail in subsection 3.3.

3 TELE-ROBOTIC PRACTICAL
CONSIDERATIONS

3.1 Azure Kinect RGBD

The best-known low-cost depth sensing devices that are available
on the market are Intel’s Realsense devices (e.g., L515, D415) [10, 11]
and the Azure Kinect [14]. Comparisons between these depth sensor
devices in the context of view synthesis applications [25] suggest
that the L515 and Azure are good candidates for further studies. The
Azure Kinect has a depth sensor resolution of only 640x576 pixels
(in Narrow Field-of-View mode — NFoV; in Wide Field-of-View —
WFoV - it is even less), while D415 and L515 have a higher resolu-
tion of 1280x720 and 1024x768, respectively. The depth precision
and angular resolution are however similar for Azure and L515
(worse for D415) over a depth range up to 1.5m, and for a depth
range above 1.5m they are better for the Azure Kinect [20]. Clearly,
it is misleading to only consider the spatial resolution to decide
which depth sensor is most appropriate. For example, it is very con-
venient for depth computation that the cameras are synchronously
triggered without any performance drawback, which is not feasible
using Realsense depth sensing devices. After in-house tests with
aforementioned devices, we decided to use the Azure Kinect in our
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tele-robotic application (incidentally, Intel decided to discontinue
its L515 Realsense product family [12]).

Azure Kinect has different operating modes, cf. Table 1: NFoV
vs. WFoV, and binned vs. unbinned. To take benefit of the highest
possible depth resolution, it was decided to use the unbinned mode,
especially for sustaining high-precision DIBR-based Holographic
Vision in the tele-operator’s personal space, i.e., everything within
arm reach in the user’s visual vicinity, where the eye accommo-
dation is continuously active. Even though the depth range of the
WFoV operating mode starts at 25 cm, while it is twice as far for
the NFoV, we could better overcome a depth wave-beating effect in
the latter mode. The two depth modes are depicted in Figure 8 (b)
and (c).

Mode Resolution Fov Range
NFOV unbinned 640x576 75°x65° 0.5-3.86
NFOV binned 320x288 75°x65° 0.5-5.46
WFOV binned 512x512 120°x120 | 0.25-2.88
WFOV unbinned | 1024x1024 | 120°x120° | 0.25-2.21
Color(16:9) 720p to 4K | 90°x59° -
Color(4:3) 4096x3072 | 90°x74.3° -
Color(4:3) 2048x1536 | 90°x74.3° -

Table 1: Operating mode of kinect’s depth sensors [14].

The depth gathered from the four Azure Kinects is aligned to its
RGB counterpart using Microsoft API and their intrinsic and ex-
trinsic calibration (see section 3.2). An example of this alignment is
shown in Figure 8 (d). Then, the four RGBD captures are transferred
to the GPU, where the rest of the process takes place. Not only the
refinement tool (see section 3.3) benefits from the GPU processing
of the information; the OpenXR driver (see Section 2.1.1) needed
for the rendering also operates in the GPU through Vulkan.

3.2 Intrinsic and extrinsic calibration

The Kinect Azure cameras excel in the accuracy of their factory cal-
ibration w.r.t. the Realsense depth sensing devices. Nevertheless it
is judicious to validate and virtually always intrinsically recalibrate
the RGB cameras in order to allow sub-pixel matching accuracy
of the downstream tasks and to better extrinsically calibrate the
spatial layout of the depth cameras array. In addition, a more accu-
rate model of the cameras facilitates a more efficient and accurate
operation of the KiRT, see subsection 3.3.

Intrinsic camera calibration without additional lens distortion
adaptation has been used to validate the factory calibration of the
four Kinect Azure cameras using the camera calibration toolbox
DLR CalDe and DLR CalLab [22]. For this, the only intrinsic param-
eters released are the focal length (common in both main directions)
and the 2D position of their principal point; skew was not allowed,
nor necessary. The typical residual errors in this configuration
amount to 6 pixels RMS (root mean square). After additionally re-
leasing the typical 2-parameters (3rd and 5th degrees) undistorted-
to-distorted Brown-Conrady radial lens distortion model [5] to
intrinsically fully calibrate the camera, the RMS of the residual
errors reduces to typically 0.8 pixels. Note that this lower RMS
errors (as well as the higher factory errors) are due to the fact that
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the calibration software allows to fill the whole image with mea-
surement corners (partial pattern projections are possible), hence
de-calibration becomes more apparent and a better calibration of
the radial distortion model is achieved.

The camera calibration toolbox DLR CalDe and DLR CalLab fur-
ther allows for the simultaneous intrinsic and extrinsic calibration
of stereo cameras consisting of more than two cameras during the
same optimization step, as opposed to the non-optimal, inconsistent
approach of repeated 2-cameras stereo extrinsic optimizations. To
this end, one or more images of a calibration pattern common to
all cameras are taken. In the case of a set of cameras that hardly
share a field of view, the calibration pattern can include several
reference frames for all images to refer to a common reference
frame, which will be used for the extrinsic calibration of the cam-
eras by registration of the calibration plate model among all camera
reference frames. It is worth mentioning that the intrinsic camera
parameters are here fixed to the optimally estimated ones explained
above. Eventually, the 6DoF rigid-body transformations between all
cameras are consistently estimated and the final estimated accuracy
amounts to 1.0 pixel RMS.

3.3 Kinect Refinement tool (KiRT)

Azure Kinect depth maps present artifacts in slanted borders and
reflective surfaces (see Figure 8, black pixels) degrading the global
quality of the depth maps and producing holes in the virtual camera
synthesis. These artifacts are even more pronounced when the
depth image is aligned with its RGB counterpart, as the alignment
produces disoccluded areas given their different points of view.

KiRT is a GPU-accelerated tool intended for refining Azure
Kinect depth maps in real-time before they are used in the ren-
dering. It employs the information of the four Azure Kinect devices
and their intrinsic/extrinsic parameters to inpaint the depth map
artifacts. The algorithm is inspired on MPEG-DERS [17], focusing
on its GPU real-time acceleration, and hence simplifying its most
time-consuming stages. In order to achieve the real-time accelera-
tion, the process only addresses the incorrect pixels of the depth
map, extending the real depth information. An example of the depth
map refinement is shown in Figure 8 (e).

4 TELE-ROBOTIC WORKLOAD EVALUATION

In the next steps of the project, the added value of using the tech-
nology of Figure 2 with the H2MD described in section 2.1 will be
thoroughly assessed.

The evaluation study within the tele-robotic setup of Figure 1 is
designed around two hypotheses: (a) the light-field visualisation
reduces the vergence-accommodation conflict, and (b) the 6-DoF
head motions enabled through view synthesis (software pan-tilt)
improve the system usability. These two criteria will be assessed in
real robotic working conditions with the tele-operator answering
a questionnaire around the ease of use and his/her workload and
associated fatigue.

We will compare the proposed technology to a reference con-
dition in which the operator can switch his view between two
fixed cameras looking onto the scene from various angles. Here,
we decided not to consider a standard 2-DoF pan-tilt unit since the
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(e)

Figure 8: Example of Azure Kinect Capture: (a) color image, (b) NFOV unbinned depth, (c) WFOV binned depth, (d) NFOV depth
aligned to RGB and (e) NFOV depth aligned to RGB refined using KiRT.

respective orientation changes would not improve the view onto
the central scene.

The evaluation scene is presented in Figure 9: trajectories are
installed at different angles (1), insertion holes have different shapes
and sizes (2), and are installed at different angles (3), which the
end-effector of the robot (4) has to reach and/or follow. Figure 10
shows an exemplary tele-operated trajectory (here still with direct
visual feedback, which will be replaced by the H2MD) following
the evaluation procedure. In this task, the contact to the contours
should be avoided as well as possible.

These insertion and trajectory following tasks are classical ab-
stract tasks allowing a detailed analysis of the performance in
tele-robotic setups. The main focus in the design of the scene was
the creation of different degrees of occlusion through the robotic
manipulator, well mimicking a tele-robotic application.

5 CONCLUSION

We have presented a first-of-its-kind tele-robotics system architec-
ture where the scene is surrounded with a couple of RGBD depth
sensing devices at fixed positions, allowing the real-time synthesis
of any virtual viewpoint to the scene, following the tele-operator’s
head pose. Conventional stereoscopic VR/XR headsets will immerse
the tele-operator into the scene with some sense of depth in a 6DoF
free navigation experience. With the tele-operator wearing a holo-
graphic headset, as proposed in the paper, an additional depth cue
is added, i.e. eye accommodation that provides Holographic Vision
and a fully immersive experience. User tests will be conducted to
confirm that the tele-operator’s visual experience is truly enhanced,
resulting in a decreased workload and safer working conditions.
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Figure 9: Tele-robotic scene of interest.
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