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Abstract

The interaction of organic chromophores with light initiates ultrafast processes in the timescale
of femtoseconds. An atomistic understanding of the mechanism driving such photoinduced re-
actions opens up the door to exploit them for our benefit. This thesis studies the interactions
of ultraviolet light with the DNA/RNA molecules and the amino-acid tryptophan. Using some
of the most accurate electronic structure methods and sophisticated environmental modelling,
the works documented herein enable quantitative comparisons with cutting-edge experimental
data. The relaxation pathways undertaken by the excited molecule are revealed through static
and dynamical investigations of the excited-state potential energy surface. The profound role
played by the dynamic response of the environment to guide the excitation in these timescales
is addressed thoroughly.
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Introduction

The interaction of ultraviolet light with biomolecules is responsible for triggering a diverse set
of photochemical reactions from photosynthesis to photodamage of DNA. These interactions
with UV light induce transitions to higher-lying electronic states of the system and the result-
ing dynamics involving transitions between these states govern the possible reaction processes.
While these complex reactions may happen in nanosecond timescales, key mechanistic steps can
already occur in the femtosecond regimes after photoexcitation. Internal conversions between
the electronic states occurring in these early times after photoexcitation profoundly affect the
fate of the behaviour of the excited system [1]. These femtosecond processes occurring at the
timescales of the motions of the nuclei, are abundant in biological systems like the isomerization
of rhodopsin triggering the mechanism of vision [2] or internal conversion back to the ground
state in DNA/RNA nucleobases protecting them from UV induced damage [3].

A mechanistic understanding of these photoinduced processes holds the key to protection
against them or exploiting them for our benefit. The experimental investigation of these processes
occurring in femtosecond to picosecond regime is a non-trivial process needing ultrashort laser
pulses to be able to resolve dynamics at these timescales. In the past 30 years development of
such laser pulses and elaborate multi-pulse techniques have enabled the experimental resolution
needed to track these processes [4, 5]. However, these spectroscopic techniques like femtosecond
transient absorption employing sub 20-fs pulses [6] do not capture an image of the evolving
molecule, but rather record its response to the perturbation with the sequence of laser pulses.
This leads to time evolving spectral signals which are fingerprints of the underlying photoinduced
processes occurring in the system. Thus, it requires solid theoretical modelling of the light-matter
interactions to interpret the experimental signals.

In my PhD activity I have undertaken studies to model the interaction of ultraviolet (UV)
light with biologically relevant organic chromophores, namely DNA/RNA nucleobases and tryp-
tophan. All the studies included here focused on the computation of quantitatively accurate
electronic properties within realistic environments to enable direct comparisons with modern
ultrafast transient spectroscopic experiments. These works were performed under the aegis of
Lightdynamics project supported by European Union’s Horizon 2020 Research and Innovation
Programme[7]. In these studies reported here I have tackled problems of increasing complexity
utilizing the skills and techniques from foundational problems to tackle more complex cases. The
works included in this thesis are arranged in order of complexity of computational effort.
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Chapter 1

Modelling accurate electronic
structure

1.1 Theory - how to compute the electronic structure

To model electronic interactions and the triggered photoinduced events, one needs to compute
the excited-states of the system. These electronic states are the solutions to the time-independent
Schrodinger equation.

H|Ψi⟩ = Ei|Ψi⟩ (1.1)

where the Hamiltonian H contains all the interactions involving the electrons and nuclei(U terms
in equation 1.3) and their kinetic energies(T terms in equation 1.3).

H = Unuc−nuc + Unuc−el + Uel−el + Tel + Tnuc (1.2)

The solutions |Ψi⟩ to this equation are the various eigenfunctions of the Hamiltonian operator.
These wavefunctions encode all the information about the state and be used to extract physical
observables. Any acceptable wavefunction for a system should be orthogonal to each other.

⟨Ψi|Ψj⟩ = 0 (1.3)

Most quantum chemistry methods work in the Born-Oppenheimer approximation to solve
the electronic structure of the system. This approximation results in clamping the nuclei at a
fixed position and solving the schrodinger equation by removing the nuclear kinetic energy term
from the Hamiltonian. This is known as the electronic Hamiltonian of the system

2



1.1. Theory - how to compute the electronic structure

He = Unuc−nuc + Unuc−el + Uel−el + Tel (1.4)

=
∑
i,j

1

Ri,j
−
∑
i,j

Zα,i

Rα,i
+
∑
α,β

Zα,β

Rα,β
−
∑
i

1

2
∇2

i (1.5)

where the index α, β denote nuclei and i, j denote the electrons.
Even after using the Born-Oppenheimer approximation to clamp down the nuclei, the Schrodinger

equation can be solved analytically only for hydrogen-like systems with only one-electron. The
solutions of these are the one-electron orbitals (χi) with associated energy eigenvalues. The
problem with analytical solutions for multi-electron systems is inter-electron interaction term
(Uel−el) in the Hamiltonian also called electron correlation. The road to a numerical solution of
Schrodinger equation for these systems is by simplifying the electron correlation term.

1.1.1 Wavefunction-based methods

This section is a primer to wavefunction based methods of computing electronic structure focusing
on RASSCF/RASPT2 protocols which are employed throughout the works documented in this
thesis. Wavefunction based methods aim to obtain the wavefunction of the system which are
eigenfunctions of the electronic Hamiltonian. The one electron orbitals (χi), which are solutions
of the one-electron Hamiltonian can be used as a primitive component to build the orbitals of
the multi-electron system(ϕl).

ϕl(qi) =

(
N∑

k=1

uklχk(ri)

)
θ(i) (1.6)

The N-electron wavefunction of the system is built from these molecular orbitals. Since electrons
are fermions, the resultant wavefunction needs to be invariant against electron permutations.
This leads to the electronic wavefunction as a linear combination of anti-symmetrized prod-
ucts of molecular orbitals. These anti-symmetrized products can be expressed compactly in a
determinant form called as Slater determinant.

Ψel(1, 2, .., n) =

∞∑
q

CqΨ
SD
q where ΨSD

q =
1√
n!

∣∣∣∣∣∣∣∣∣∣∣∣∣

ϕa(1) ϕa(2) ϕa(3) . . . ϕa(n)

ϕb(1) ϕb(2) ϕb(3) . . . ϕb(n)
...

...
. . .

...
...

...
. . .

...
ϕz(1) ϕz(2) ϕz(3) . . . ϕz(n)

∣∣∣∣∣∣∣∣∣∣∣∣∣
(1.7)

Full Configuration Interaction As seen from the equation 1.7 the full electronic wave-
function of a system is a linear combination of many Slater determinants. This means more
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than one arrangement of electrons in molecular orbitals is needed to properly express the multi-
electron wavefunction in terms of one-electron orbitals. So, the full electronic wavefunction of
any state(even ground-state) is multi-configurational in nature. The full wavefunction of the sys-
tem in a particular basis of one-electron orbitals is expressed by linearly combining all possible
electronic configurations. This is called as the Full Configuration Interaction (Full CI).
In this method, the wavefunction of the electronic state is a variational minima obtained by
optimizing the coefficients Cq in equation 1.7 and ukl in equation 1.6.

In computational implementation of these multi configurational methods, one works with
Configuration State functions (CSF) rather than with Slater determinants. The CSF are spin
and symmetry adapted linear combination of Slater determinants and using these avoids spin
contamination issues in computations. Additionally most electronic structure programs express
the primitive orbitals used to construct the basis-set with Gaussian functions called Gaussian-
type orbitals(GTO). The true solutions of the hydrogenic Hamiltonian leads to Slater-type or-
bitals(STO), but integral operations using these are quite computationally inefficient. These
integral operations computing electron correlation is the computational bottleneck of any elec-
tronic structure method. Using GTO leads to magnitudes of speedup in these kinds of integral
computations compared to using STO. However, the functional form of GTO and STO differ
significantly close to the nucleus. Thus to get accurate functional form of one-electron orbital
several GTO (θt) have to linearly combined to generate atomic orbitals(χk).

χk(ri) =

(
N∑
t=1

dtkθt(si)

)
(1.8)

The computational efficiency of GTO means a sufficiently large number of them can be easily
used to accurately model spatial electronic distribution.

CASSCF/RASSCF The Full CI method which fully describes the wavefunction in a given
basis of orbitals is computationally quite expensive, because of the huge number of configura-
tions generated when all possible arrangements of electrons in orbitals are considered. The vari-
ational minimimization of this needs optimization of huge number of coefficients which makes
the problem numerically intractable. However, all the possible configurations do not participate
equally in all the electronic states of the system. For electronic states lying in a given spectrum
of energy, certain configurations will be dominant in the wavefunction. For example, for the
ground-state and lowest excited-states, configuration involving zero occupations of core orbitals
will contribute marginally to the wavefunctions of these states. This is also expressed as se-
mantically partitioning of the electron correlation term into a static and dynamical part. The
dominant configurations are said to describe static correlation and the rest describing dynamical
correlation. Since the configurations describing dynamical correlation have small contributions
to the wavefunction their effect can be described with perturbation correction to a wavefunction
expressed only in terms of dominant configurations. These reduced number of configurations can
be created by only allowing selected orbitals to generate various electronic arrangements. This
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is done by partitioning the molecular orbitals into three spaces Inactive,Active, and Virtual.
The inactive orbitals are always fully occupied and virtual orbitals always fully empty. Only the
selection of orbitals in the active set called as active-space of the system are allowed to generate
various configurations and the resulting procedure is called CASSCF (Complete-active space
Self consistent field) [8, 9]. A CASSCF procedure is formally written as (|m,n|) which means the
configurations are generated by permuting m electrons in n orbitals.

The flexibility of CASSCF procedure can be extended by truncating the number of excita-
tions in the active-space. This extension of CASSCF is called RASSCF(Restricted Active Space
SCF) [10]. In this procedure the active-space involving q + n+ s orbitals is furthur partitioned
into three subspaces called RAS1, RAS2 and RAS3. The orbitals in RAS2 space can have all
possible occupation numbers like the active-space orbitals of CASSCF. The RAS1 orbitals are
doubly occupied except for a maximum number of holes and the RAS3 orbitals have zero oc-
cupation except for a maximum number of electrons. This is formally written as p,q |m,n|r,s,
where there are q orbitals in RAS1, n orbitals in RAS2 and s orbitals in RAS3. The number
of electrons involved in the RASSCF active-space are m and a maximum p holes are allowed in
RAS1 and maximum r excitations are allowed in RAS3.

In photophysical studies one usually deals with multiple electronic states lying within a spec-
trum of energy rather than just a single electronic state. In these State-Averaged CASSCF is
used to solve for the wavefunction of multiple electronic states. The variational problem in this
case focuses on the minimisation of the state-averaged energy

E =
∑
P

wPEP (1.9)

where wP is the weighted coefficient for individual state P. Usually equal weights are chosen for
all the states in a state-averaged CASSCF computation.

CASPT2/RASPT2 RASSCF wavefunctions neglect the contributions of configurations in-
volving orbitals residing in Inactive and Virtual spaces. The contribution of these configurations
can be added as a perturbational correction. In perturbation theory the full Hamiltonian H

can be decomposed into a zeroth-order part H0 whose eigenstates Ψ0
α are known and the rest

V = H−H0 describing the perturbation. In CASPT2 theory the zeroth-order Hamiltonian is de-
fined using the one-electron Fock operator (f̂). The space spanned by the possible configurations
is also partitioned into model-space P spanned by the CASSCF wavefunctions and orthogonal
space Q spanned by the rest of configurations. The zeroth-order Hamiltonian is then constructed
by using the corresponding projection operators P̂ and Q̂ to project the fock-operator onto these
spaces.

Ĥ0 = P̂ f̂ P̂ + Q̂f̂ Q̂ (1.10)

In general, the CASSCF states are not eigenstates of this zeroth-order Hamiltonian. However,
based on the magnitude of energetic separations of the CASSCF states and the couplings due
to the zeroth order Hamiltonian, certain approximations can be employed which lead to various
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flavours of CASPT2.

SS-CASPT2 These perturbational corrections can be implemented through CASPT2 [11, 12](
or RASPT2 [13, 14]) methods which are based on second order perturbation theory. The CASPT2
corrections can be applied in two major type of flavours. SS-CASPT2(Single-State CASPT2)
provides a second order correction to the energies of the CASSCF wavefunction though their
interaction with the CASPT2 Hamiltonian. Since the CASSCF states do not include excitations
involving Inactive/Virtual orbitals, the original CASSCF functions are not eigenfunctions of the
CASPT2 zeroth-order Hamiltonian. But when the reference active-space captures major part
of the static electron-correlation and the CASSCF states are well separated energetically, these
states are good approximations to eigenfunctions of CASPT2 Hamiltonian and only corrections
to their energies are needed to account for the effect of CASPT2 Hamiltonian. So the original
CASSCF states are assumed to be eigenstates of the CASPT2 zeroth-order Hamiltonian, and
only a second-order correction to their energy is computed.

(X)MS-CASPT2 When CASSCF states are energetically close or degenerate they can have
strong interactions through the terms of CASPT2 Hamiltonian [15]. In this case, re-orthogonalization
of the wavefunctions are needed to generate the orthogonal eigenfunctions of the CASPT2 Hamil-
tonian. These are implemented through the various multi-state versions of CASPT2. The origi-
nal version of this was named as MS-CASPT2 [16] in which a diagonal approximation [17] was
employed to simplify the CASPT2 computations. In this approximation a prior assumption is
made that the original CASSCF states are eigenstates of the P space of the zeroth-order CASPT2
hamiltionian H0. This means there are no couplings introduced between the CASSCF states due
to the first term of equation 1.10. This allows for a state-specific partitioning of the Hamiltonian
for each CASSCF state, allowing for which has proven to give more-accurate zeroth-order ener-
gies in case of states having differing nature or well separated in energy [18]. In XMS-CASPT2
this approximation isn’t employed [18, 19]. This results in the same state-averaged zeroth order
Hamiltonian for all the CASSCF states and initially the CASSCF states are rotated to diagonal-
ize this part of the zeroth-order Hamiltonian. The advantages gained with the XMS-CASPT2
is smooth description of potential energy surfaces especially near regions of degeneracies [20].
However with smaller active-spaces, the use of a state-averaged zeroth-order Hamiltonian can
lead to worse energetics compared to MS-CASPT2 [18].

1.1.2 Density Functional Theory(DFT) methods

Density functional theory is a road to electronic structure and properties separate from the wave-
function methods. In DFT the total electron density ρ is the central quantity which completely
determines all the ground-state properties of the N-electron system. In their seminal paper [21]
Hohenberg and Kohn showed that there exists a unique one to one mapping between an external
potential (vext) and the ground-state electronic density ρ of N electrons in this potential. Since
the external potential also uniquely defines the wavefunction of the ground-state Ψ0, it means
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there is unique mapping of the ground-state wavefunction Ψ0 and ρ

vext → Ψ0 → ρ (1.11)

Since this is a unique and reversible mapping, it means the ground-state density ρ also completely
determines the external potential vext which leads to the wavefunction Ψ0 and thus all properties
of the ground-state.

ρ→ vext → Ψ0 → everything (1.12)

The energy functional which gives the energy of the system is composed of the sum all the
potential and kinetic energies of the Born-Oppenheimer electronic Hamiltonian

E[ρ] = T [ρ] + Vne[ρ] + Vee[ρ] + Vnn[ρ] (1.13)

where terms on right are functionals for electronic kinetic-energy(T), nuclei-electron interaction(Vne),
electron-electron interaction(Vee) and nuclei-electron interaction (Vnn). Hohenberg and Kohn
defined an energy density functional comprised of just kinetic(T) and electron-electron interac-
tion(V) and proved that there exists a variational theorem

F [ρ′] +

∫
vextρ

′ ≥ F [ρ] +
∫
vextρ = E0 (1.14)

F [ρ] = T [ρ] + Vee[ρ] (1.15)

where ρ′ is the density corresponding to some other external potential and E0 is the true
ground-state energy. This variational principle of DFT allows approaching the true energy
through variational minimisation.

This is done through the Kohn-Sham approach [22], where a reference system of a single
Slater determinant is considered. The total density of this system in terms of orthogonal orbitals
ψi is

ρ = 2
∑
i

|ψi|2 (1.16)

and its kinetic energy is

T0 = −1

2

∑
i

2

∫
ψ∗
i∇ψi (1.17)

and the Coulomb self energy is

J(ρ) =
1

2

∫ ∫
ρ(1)ρ(2)

r12
d1d2. (1.18)

.
The true Hohenberg-Kohn energy density functional Fρ is expressed in terms of these func-
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1.1. Theory - how to compute the electronic structure

tionals and collecting the difference in the term Exc called as exchange-correlation term.

F [ρ] = T0[ρ] + J [ρ] + Exc[ρ] (1.19)

Exc[ρ] = T [ρ] + Vee[ρ]− T0[ρ]− J [ρ] (1.20)

The total Kohn-Sham energy can be expressed as

E[ρ] = T0[ρ] +

∫
vextρ+ J [ρ] + Exc[ρ] (1.21)

whose variational minimization in terms of orbitals leads to the Kohn-Sham orbital equations

−1

2
∇2ψi + vKSψi = ϵiψi (1.22)

with the Kohn-Sham effective potential vKS given by

vKS = vext + vel +
δExc

δρ
(1.23)

Since for the Slater determinant J and T0 are known, Exc is the only unknown functional
in the equations. Unfortunately the general form Exc is not known and over the years a huge
bazaar of functionals have arisen which sit on different rungs of ladder to heaven of chemical
accuracy [23].

1.1.3 Time-Dependent Density functional theory

The time-dependent route to obtain excited-states requires the time-evolution of the wavefunction
under the action of external electromagnetic radiation. In their seminal paper [24] Runge and
Gross outlined the basic principles enabling the computation of excited-states in the formalism
of density functional theory of using electron density as a central quantity. The Runge-Gross
theorem, states that the time-dependent density of the system determines the time-dependent
external potential and the wave-function with a phase-factor. Therefore the time-dependent
wavefunction is a functional of the density of the system.

ρ(r, t)←→ v[ρ](r, t) + C(t)←→ Ψ[ρ](r, t) exp−iα(t) (1.24)

Runge and Gross also formulated a variational principle based on the quantum-mechanical action
integral A[ρ(r, t)] to enable the computation of the exact time-dependent density of the system.
The action integral is given by

A[ρ(r, t)] =

∫ t1

t0

dt⟨Ψ[ρ(r, t)]i
∂

∂t
−H(r, t)|Ψ|ρ(r, t)]⟨ (1.25)
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The stationary point of this action-integral with respect to variance of density gives the exact
time-dependent density of the system.

The expression of the time dependent density in terms of electron orbitals is done through
time-dependent formulation of Kohn-Sham equations . A fictitious system of non-interacting par-
ticles have the same electron density as the real system can be expressed as a linear combination
of one-electron orbitals.

ρ(r, t) +

n∑
i=1

|ϕi(r, t)|2 (1.26)

This leads to the expression of the time-dependent Kohn-Sham equations

iℏ
∂ϕi(r⃗, t)

∂t
= ĥKS [ρ(t)]ϕi(r⃗, t) (1.27)

where the Kohn-Sham ĥKS operator now has dependence on the external potential vext(t).
The computation of excited-states can be done by propagating the density through time-

dependent Kohn-Sham equations. But most implementations of TD-DFT employs the assump-
tions of Linear Response of a system. This leads to a non-Hermitian eigenvalue equation for an
excitation energy ωi [

A B
B* A*

](
XI

YI

)
= ωI

[
1 0

0 −1

]
(1.28)

where the elements of matrices A and B are given by

Aijab = δijδab(ϵa − ϵi) + ⟨ij|ab⟩+ ⟨ij|fxc|ab⟩

Bijab = ⟨ib|aj⟩+ ⟨ib|fxc|aj⟩
(1.29)

where matrix elements X and Y describe excitations and de-excitations and fxc is the
exchange-correlation kernel. The exchange-correlation kernels developed for ground-state DFT
can be used if one employs an adiabatic approximation which neglects the memory effect of the
time-evolution of density.

An additional approximation employed in TD-DFT computations neglects the de-excitations
in the eignenvalue problem posed in equation 1.28 called as the Tamm-Dancoff approximation.
This simplifies the the eigenvalue problem to

AX = ωX (1.30)

1.2 Project - Benchmarking TD-DFT methods for Transient

Spectra of Nucleobases

In this work an extensive characterisation of singlet excited manifold of the five canonical nucle-
obases (1.1) was performed with TDDFT and RASPT2 based methods. The work focused on the
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Figure 1.1: Nucleobases used in this study

theoretical modelling of excited-state absorption signals which are obtained in ultrafast transient
spectroscopic experiments [2, 4, 25–27]. RASPT2 computations provide a reference benchmark
for these computations against which TDDFT flavours can be assessed for their suitability. Two
commonly used TDDFT functionals B3LYP [28, 29] and CAM-B3LYP [30] were employed in
this study to model transient spectroscopic signals arising from the lowest singlet excited-states
of the five nucleobases. Two basis-sets 6-31G**[31–35] and 6-311++G**[31–33] were employed
in the TD-DFT computations. For pyrimidines( cytosine, uracil,thymine) only the absorption
arising from the lowest singlet excited-state was modelled, while for purines(adenine and gua-
nine) ESA signals were modelled from the two lowest singlet excited-states. The computations
were performed in gas-phase on ground-state minimum structures optimised at CASSCF level.

The RASPT2 computations used as benchmark here were performed by Nenov et al.[36–38] in
a previously published study using a systematically expanded active-space to capture maximum
possible static correlation in the MCSCF computations. This enables quantitative accuracy
comparable with experimental data after SS-CASPT2 corrections to the energy. Only ππ* states
were considered in this work as symmetry considerations render nπ∗ states as dark in both linear
absorption and ESA from the lowest ππ* state. The active-space in these computations included
all the valence π orbitals of the system in the RAS2 space allowing to capture the full electronic
correlation this space. This active-space was then augmented by adding 12 additional π orbitals in
RAS3 space and allowing upto two excitation in these orbitals. This results in variational estimate
in the energetic contribution arising from these orbitals and avoids the overestimation of their
energetic contribution in the subsequent CASPT2 computation. This recipe of using an expanded
active-space CASSCF+SS-CASPT2 results in accurate vertical excitation energies without using
the empirical IPEA correction [39] which is commonly used in CASPT2 computations to obtain
agreement with experimental values, but whose use for organic molecules has been discouraged
in recent works [40].

1.2.1 Adenine

The RASPT2 linear absorption signals (Figure 1.2) show excellent agreement with the available
experimental data validating their usage as the reference to benchmark TDDFT computations.
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Figure 1.2: Experimental absorption spectrum in vapour phase (solid black line from [41]), solid gray
line from [42]), matrix-isolated spectra (crossed black line from [43]) and from sublimed films (dotted
black line from [44] and [45])., compared with vertical S0 → Sn excitations (colored sticks) of adenine
in gas-phase. Reference theoretical values at RASPT2 (yellow sticks) are compared with (a) B3LYP/6-
31G**, (b) B3LYP/6-311++G**, (c) CAM-B3LYP/6-31G** and (d) CAM-B3LYP/6-311++G**. Only
ππ* states are labeled, according to their root number (i.e. relative energy) in the reference RASPT2
computations.

The multiple experimental plots from different sources shown in Figure 1.2 have been scaled to
match with intensity of the first absorption peak, and correspond to relative intensity in arbitrary
units. The figure compares all the TDDFT flavours used in this study (two DFT functionals and
basis-sets) against the RASPT2 reference data. The relative blue-shifted signals obtained when
using smaller 6-31G**[31–35] basis-set and CAM-B3LYP functional reflect a universal trend seen
also in subsequent computations. As seen in Figure 1.2 , TDDFT computations in all cases
result in reversed order of the two lowest excited-states of adenine ( labeled La and Lb) in
disagreement with RASPT2 and other correlated methods like coupled-cluster. At higher energy
windows above 5.5 eV where higher absorption bands of adenine are present, several excitations
are located by RASPT2 computations. In this spectral window too the best agreement with
RASPT2 is obtained by B3LYP functional using the larger 6-311++G**[31–33] basis-set.

The ESA signals computed from the two lowest singlet states of adenine (La and Lb) show
striking differences(Figure 1.3). In the near-IR probing window (1000-1200nm), the La-ESA
shows a prominent band due to overlapping signals from transitions to states labeled as 4,5 and
6 in RASPT2 contrasting with a much weaker transition in the case of Lb-ESA. The trends
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Figure 1.3: Computed ESAs associated to vertical Sn → Sm excitations (colored sticks) and corre-
sponding convoluted spectra (colored lines) for adenine in gas-phase. Reference theoretical values at
RASPT2 (yellow sticks) are compared with B3LYP/6-311++G** (blue sticks) computations for (a) Sn

= La and (b) Sn = Lb. Only ππ* states are labeled, according to root numbers in the reference RASPT2
computations.

and positions of ESA signals in this probing window are reasonably accurate when employing
the B3LYP/6-311++G** basis-set. In the UV probing window RASPT2 computations show
more intense signals arising from La-ESA. In this energy window transitions to states having
double excitation are involved ( state 13), which can not be accounted by TDDFT computations.
Hence, TDDFT computations miss some excited-states lying in this energy window leading to
comparatively weaker ESA signals in case of La-ESA. Overall B3LYP/6-311++G** provides
convoluted spectra which are in qualitative agreement with RASPT2 calculations for excited
states lying below 7.5 eV (as for linear absorption), and therefore for spectral windows probing
the ESAs of La and Lb states in both near-IR and Vis regions. At higher-energies, in the UV
probing window, TD-DFT computations are generally facing the limitation of missing double
excitations, particularly important for the La-ESAs.

1.2.2 Guanine

In contrast to adenine, the two lowest singlet states of guanine have the same energetic order in
TDDFT and RASPT2 computations (Figure1.4). The energy of Lb state is in good agreement
with RASPT2 but the energy of La is slightly blue-shifted. It is to be remarked here that the
La/Lb notation is used to be consistent with previous literature, but these states involve different
electronic excitations in adenine vs guanine. The higher experimental linear absorption bands
feature a shoulder at 200 nm and an intense band at 176 nm all of which can be located with
RASPT2 transitions. At TDDFT level, the all the transitions corresponding to these bands are
located. However, the transitions corresponding to the most intense band at 176 nm is slightly
blue-shifted with lower oscillator strength at TDDFT level.

In the near-IR probing window at RASPT2 level, Lb-ESA features two transitions to states 5
and 7 while La-ESA has only one significant transition to state 4. At B3LYP/6-311++G** level,
these corresponding transitions are blue-shifted in case of Lb-ESA and red-shifted in case of La-
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Figure 1.4: Experimental absorption spectra of guanine in nitrogen-matrix (crossed black line from
[46]), from sublimed films (dotted black line from [44] dashed black line from [45]) and computed vertical
S0 → Sn excitations (colored sticks) of guanine in gas-phase. Reference theoretical values at RASPT2
(yellow sticks) are compared with B3LYP/6-311++G** (blue sticks).

ESA with weaker oscillator strengths. In the near-UV probing region, while reference RASPT2
computations of La-ESAs feature multiple ππ* transitions with high TDMs (states 11, 12, 13),
all TD-DFT methods predict only the transition involving state 11. In the case of Lb-ESAs,
the manifold of bright states predicted by RASPT2 are not found at the TD-DFT levels in this
probing window, as they are most likely shifted to higher energies or they have some contribution
from double excitations. As remarked earlier, employing CAM-B3LYP functional blue-shifts all
ESAs of both La and Lb states with respect to B3LYP.

1.2.3 Pyrimidines

The single-ring structure of pyrimidines leads to a simpler singlet state manifold due to fewer
transitions in the same energetic window than purines. In the energetic window considered till
150 nm for linear absorption, there are five transitions located at RASPT2 level for all the
pyrimidines(incase of uracil the last transition at 147 nm falls outside the plotting window).
All these corresponding transitions are located at B3LYP/6-311++G** level. When comparing
against RASPT2 energies there is a red-shift of B3LYP energies for all the transitions in case
of cytosine. For the other two nucleobases, there are no such systematic discrepancies. In case
of uracil the all B3LYP energies match quite well with RASPT2 while for thymidine state 5
displays significantly blue-shift compared to RASPT2. The use of smaller basis-set or CAM-
B3LYP functional leads to blue-shifts in energies consistent with that of purines.

Only the ESA from the lowest singlet is considered for pyrimidines as the second excited-
state is well separated energetically from the lowest singlet excited state. The agreement between
RASPT2 and B3LYP/6-311++G** level is reasonably good for the near-IR to Visible probing
window. In these probing windows RASPT2 locates weak transitions from the lowest singlet
excited-state. All the corresponding transitions in this probing window are located at B3LYP
with red-shifts in energetic positions. In the UV probing window more intense ESA signals are
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located at RASPT2 level. In case of uracil while the visual agreement is good between RASPT2
and B3LYP the underlying transitions are different. Thymine has multiple significant transitions
in the UV window at RASPT2 level in contrast to B3LYP which locates only a single intense ESA
signal. For cytosine the agreement between RASPT2 and B3LYP is better in the UV window
with both methods locating an intense signal involving the same transition.

1.2.4 Conclusions

The outcome suggests that for pyrimidines, the employed TD-DFT methods are able to locate
the important signals in the UV linear absorption spectra up to the vacuum-UV spectral window.
Such performance of TD-DFT methods is also observed in the excited-state absorption (arising
from the first singlet excited state) in the near IR/Visible spectral probing window. For purines,
on the other hand, the higher complexity of the excited state manifold leads to a good agreement
for ground state absorption only in the near-UV energy window. The substantial contributions by
doubly excited contributions in the vacuum-UV energy window cannot be captured by TD-DFT,
which leads to comparatively worse agreement with the RASPT2 computations. Consequently,
ESA signals from the La state in purines can be reproduced faithfully by TD-DFT only in the
near-IR region and worsens towards the Vis probing window.

This work has been published as Vishal K. Jaiswal, Javier Segarra-Martí, Marco Marazzi,
Elena Zvereva, Xavier Assfeld, Antonio Monari, Marco Garavelli, and Ivan Rivalta. First-
principles characterization of the singlet excited state manifold in dna/rna nucleobases. Phys.
Chem. Chem. Phys., 22:15496–15508, 2020. doi: 10.1039/D0CP01823F. URL http://dx.doi.
org/10.1039/D0CP01823F
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Table S1: Adenine S0¦Sn vertical transition energies (in eV) and corresponding oscillator 
strengths in parentheses at various levels of theory. 
 
State 
(n+1) 

RASPT2 B3LYP 
6-31G** 

B3LYP 
6-311++G** 

CAMB3LYP 
6-31G** 

CAMB3LYP 
6-311++G** 

2 (Lb) 
3 (La) 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 

4.94(0.00) 
5.18(0.23) 
6.24(0.15) 
6.37(0.00) 
6.38(0.35) 
6.86(0.43) 
7.00(0.17) 
7.39(0.35) 
7.94(0.09) 
8.19(0.45) 
8.53(0.13) 
8.83(0.02) 

5.56(0.07) 
5.28(0.16) 
       - 
6.49(0.09) 
6.58(0.14),7.00(0.17)# 
7.36(0.13) 
7.75(0.13) 
7.61(0.11) 
8.87(0.04) 
9.10(0.18) 
9.27(0.03) 
 

5.38(0.04) 
5.09(0.20) 
 6.22(0.17) 
6.26(0.02) 
6.66(0.10) 
7.08(0.17) 
7.36(0.03) 
7.46(0.19) 
8.57(0.00) 
8.37(0.12) 
9.13(0.03) 
 

5.77(0.08) 
5.64(0.18) 
6.96(0.42) 
7.21(0.03) 
7.36(0.11) 
7.79(0.16) 
8.51(0.10) 
8.22(0.08) 
9.59(0.01) 
9.29(0.13) 
 
 

5.59(0.02) 
5.44(0.27) 
6.64(0.44) 
7.29(0.01) 
7.07(0.10) 
7.56(0.15) 
8.51(0.00) 
7.97(0.05) 
9.36(0.03) 
9.24(0.08) 
 

      
# The two values relate to the presence of two states featuring the same primary electronic 
excitation that associates to the corresponding state at RASPT2 reference   
 
 
Table S2: Adenine La¦Sn vertical transition energies (in eV) and corresponding oscillator 
strengths in parentheses at various levels of theory. 

 

State 
(n+1) 

RASPT2 B3LYP 
6-31G** 

B3LYP 
6-311++G** 

CAMB3LYP 
6-31G** 

CAMB3LYP 
6-311++G** 

4 
5 
6 
7 
8 
9 
10 
11 
12 
13 

1.06(0.01) 
1.19(0.04) 
1.20(0.02) 
1.68(0.00) 
1.82(0.01) 
2.21(0.00) 
2.76(0.01) 
3.01(0.02) 
3.35(0.00) 
3.65(0.12) 

      - 
1.22(0.06) 
1.30(0.02),1.72(0.01)# 
2.08(0.00) 
2.47(0.01) 
2.33(0.00) 
3.60(0.01) 
3.83(0.00) 
3.99(0.01) 
 

1.12(0.03) 
1.16(0.07) 
1.57(0.01) 
1.99(0.00) 
2.27(0.01) 
2.37(0.00) 
3.48(0.01) 
3.28(0.00) 
4.04(0.00) 
 

1.32(0.01) 
1.56(0.07) 
1.71(0.01) 
2.14(0.00) 
2.87(0.02) 
2.57(0.01) 
3.94(0.03) 
3.65(0.01) 
 
 

1.20(0.00)     
1.85(0.01) 
1.63(0.02) 
2.12(0.00) 
3.07(0.00) 
2.54(0.01) 
3.92(0.02) 
3.80(0.00) 
 
 

      
# The two values relate to the presence of two states featuring the same primary electronic 
excitation that associates to the corresponding state at RASPT2 reference 

 

 
 



Table S3: Adenine Lb¦Sn vertical transition energies (in eV) and corresponding oscillator 
strengths in parentheses at various levels of theory. 

 

State 
(n+1) 

RASPT2 B3LYP 
6-31G** 

B3LYP 
6-311++G** 

CAMB3LYP 
6-31G** 

CAMB3LYP 
6-311++G** 

4 
5 
6 
7 
8 
9 
10 
11 
12 
13 

1.30(0.01) 
1.43(0.00) 
1.44(0.00) 
1.92(0.01) 
2.06(0.02) 
2.45(0.03) 
3.00(0.00) 
3.25(0.01) 
3.59(0.05) 
3.89(0.02) 

      - 
0.93(0.00) 
1.02(0.00),1.44(0.00)# 
1.80(0.01) 
2.19(0.02) 
2.05(0.00) 
3.31(0.01) 
3.54(0.00) 
3.71(0.03) 
 

0.83(0.00) 
0.87(0.00) 
1.28(0.01) 
1.70(0.01) 
1.98(0.01) 
2.08(0.03) 
3.19(0.00) 
2.99(0.00) 
3.74(0.03) 
 

1.20(0.01) 
1.44(0.01) 
1.59(0.01) 
2.02(0.01) 
2.75(0.01) 
2.45(0.02) 
3.82(0.01) 
3.53(0.00) 
 
 

1.05(0.00)     
1.70(0.01) 
1.48(0.01) 
1.96(0.01) 
2.92(0.00) 
2.38(0.00) 
3.77(0.00) 
3.64(0.00) 
 
 

      
# The two values relate to the presence of two states featuring the same primary electronic 
excitation that associates to the corresponding state at RASPT2 reference 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Table S4: Guanine S0¦Sn vertical transition energies (in eV) and corresponding oscillator 
strengths in parentheses at various levels of theory. 
State 
(n+1) 

RASPT2 B3LYP 
6-31G** 

B3LYP 
6-311++G** 

CAMB3LYP 
6-31G** 

CAMB3LYP 
6-311++G** 

2 (La) 
3 (Lb) 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 

4.68(0.14) 
5.20(0.27) 
6.00(0.03) 
6.57(0.26) 
6.77(0.56) 
6.79(0.67) 
6.90(0.01) 
7.32(0.02) 
8.00(0.25) 
8.04(0.04) 
8.28(0.01) 
8.51(0.06) 

5.20(0.16) 
5.52(0.19) 
6.47(0.00)       
7.22(0.29) 
7.35(0.17) 
7.11(0.05) 
7.56(0.14) 
7.91(0.10) 
8.20(0.00) 
8.70(0.07) 
8.52(0.02) 
9.78(0.03) 

4.99(0.13) 
5.24(0.26) 
6.11(0.02),6.17(0.00)# 
        - 
        - 
6.86(0.10) 
7.22(0.20) 
7.67(0.10) 
7.82(0.00) 
8.27(0.15) 
8.16(0.04) 
 

5.45(0.18) 
5.94(0.27) 
7.01(0.01) 
7.81(0.15) 
7.87(0.25) 
7.65(0.30) 
8.06(0.06) 
8.47(0.07) 
9.06(0.03) 
9.17(0.03) 
9.79(0.06) 
10.38(0.03) 

5.24(0.16) 
5.63(0.33) 
6.59(0.02) 
7.55(0.10) 
7.53(0.13) 
7.33(0.24) 
7.84(0.10) 
8.13(0.03) 
8.71(0.05) 
8.82(0.02) 
 

14 8.92(0.08) 10.01(0.14)  10.87(0.00)  
      
# The two values relate to the presence of two states featuring the same primary electronic 
excitation that associates to the corresponding state at RASPT2 reference 
 
 
 
Table S5: Guanine La¦Sn vertical transition energies (in eV) and corresponding oscillator 
strengths in parentheses at various levels of theory. 
State 
(n+1) 

RASPT2 B3LYP 
6-31G** 

B3LYP 
6-311++G** 

CAMB3LYP 
6-31G** 

CAMB3LYP 
6-311++G** 

4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
 

1.32(0.01) 
1.89(0.01) 
2.09(0.03) 
2.11(0.01) 
2.22(0.00) 
2.64(0.03) 
3.32(0.00) 
3.36(0.02) 
3.60(0.06) 
3.83(0.04) 
4.24(0.01) 

1.27(0.02) 
2.02(0.01) 
2.15(0.01) 
1.91(0.00) 
2.36(0.00) 
2.71(0.04) 
3.00(0.01) 
3.50(0.01) 
3.32(0.01) 
4.58(0.00) 
4.81(0.00) 

1.11(0.00),1.17(0.00)# 
       - 
       - 
1.86(0.00) 
2.23(0.01) 
2.68(0.04) 
2.83(0.00) 
3.27(0.02) 
3.17(0.00) 
      - 
      - 

1.57(0.02) 
2.36(0.01) 
2.42(0.02) 
2.20(0.00) 
2.62(0.00) 
3.03(0.06) 
3.61(0.01) 
3.73(0.04) 
4.35(0.00) 
4.93(0.00) 
5.42(0.05) 

1.34(0.01) 
2.31(0.01) 
2.29(0.02) 
2.09(0.00) 
2.59(0.00) 
2.88(0.02) 
3.47(0.02) 
3.58(0.02) 
       - 
       -   
       - 

# The two values relate to the presence of two states featuring the same primary electronic 
excitation that associates to the corresponding state at RASPT2 reference  
 
 
 
 
 



Table S6: Guanine Lb¦Sn vertical transition energies (in eV) and corresponding oscillator 
strengths in parentheses at various levels of theory. 
State 
(n+1) 

RASPT2 B3LYP 
6-31G** 

B3LYP 
6-311++G** 

CAMB3LYP 
6-31G** 

CAMB3LYP 
6-311++G** 

4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
 

0.80(0.03) 
1.37(0.04) 
1.57(0.00) 
1.59(0.03) 
1.70(0.01) 
2.12(0.00) 
2.80(0.01) 
2.84(0.07) 
3.08(0.02) 
3.31(0.00) 
3.72(0.03) 

0.94(0.04) 
1.69(0.01) 
1.83(0.01) 
1.58(0.01) 
2.03(0.01) 
2.39(0.03) 
2.67(0.03) 
3.18(0.00) 
2.99(0.00) 
4.25(0.00) 
4.49(0.01) 

0.86(0.03),0.92(0.03)# 
       - 
       - 
1.61(0.01) 
1.98(0.02) 
2.43(0.01) 
2.58(0.03) 
3.02(0.00) 
2.92(0.00) 
      - 
      - 

1.07(0.05) 
1.87(0.01) 
1.93(0.02) 
1.71(0.01) 
2.12(0.02) 
2.53(0.00) 
3.12(0.11) 
3.23(0.00) 
3.85(0.01) 
4.44(0.01) 
4.93(0.02) 

0.96(0.07) 
1.92(0.03) 
1.91(0.00) 
1.70(0.01) 
2.21(0.01) 
2.50(0.00) 
3.08(0.05) 
3.20(0.03) 
       - 
       -   
       - 

# The two values relate to the presence of two states featuring the same primary electronic 
excitation that associates to the corresponding state at RASPT2 reference 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Table S7: Uracil S0¦Sn vertical transition energies (in eV) and corresponding oscillator 
strengths in parentheses at various levels of theory. 
State 
(n+1) 

RASPT2 B3LYP 
6-31G** 

B3LYP 
6-311++G** 

CAMB3LYP 
6-31G** 

CAMB3LYP 
6-311++G** 

2 5.20(0.17) 5.41(0.12) 5.22(0.12) 5.70(0.17) 5.47(0.18) 
3 6.18(0.04) 6.09(0.04) 5.97(0.03) 6.78(0.04) 6.63(0.04) 
4 6.55(0.18) 6.85(0.11) 6.53(0.12) 7.29(0.14) 6.89(0.16) 
5 7.39(0.71) 7.89(0.17) 7.52(0.37) 8.16(0.41) 7.88(0.33) 
6 8.42(0.05) 9.27(0.08) 9.13(0.10) 10.01(0.08) 10.03(0.05) 

 

Table S8: Uracil S1¦Sn vertical transition energies (in eV) and corresponding oscillator 
strengths in parentheses at various levels of theory. 
State 
(n+1) 

RASPT2 B3LYP 
6-31G** 

B3LYP 
6-311++G** 

CAMB3LYP 
6-31G** 

CAMB3LYP 
6-311++G** 

4 1.35(0.00) 1.44(0.01) 1.31(0.00) 1.59(0.01) 1.42(0.01) 
5 2.19(0.01) 2.39(0.00) 2.30(0.00) 2.46(0.00) 2.40(0.00) 
6 3.22(0.08) 2.53(0.02) 3.91(0.02) 4.32(0.05) 4.56(0.00) 
7 3.29(0.00) 3.14(0.05) 3.13(0.05) 3.47(0.04) 3.44(0.07) 
 

 

 
Table S9: Thymine S0¦Sn vertical transition energies (in eV) and corresponding oscillator 
strengths in parentheses at various levels of theory. 
State 
(n+1) 

RASPT2 B3LYP 
6-31G** 

B3LYP 
6-311++G** 

CAMB3LYP 
6-31G** 

CAMB3LYP 
6-311++G** 

2 5.00(0.17) 5.30(0.12) 5.06(0.13) 5.60(0.18) 5.33(0.18) 
3 6.20(0.11) 6.36(0.07) 6.08(0.05) 6.90(0.07) 6.70(0.05) 
4 6.51(0.17) 6.74(0.14) 6.46(0.12) 7.18(0.18) 6.83(0.20) 
5 7.32(0.89) 7.91(0.34) 7.81(0.31) 8.27(0.40) 7.94(0.23) 
6 8.06(0.38) 8.27(0.06) 8.06(0.05) 8.92(0.07) 8.70(0.08) 
 
 
Table S10: Thymine S1¦Sn vertical transition energies (in eV) and corresponding oscillator 
strengths in parentheses at various levels of theory. 
State 
(n+1) 

RASPT2 B3LYP 
6-31G** 

B3LYP 
6-311++G** 

CAMB3LYP 
6-31G** 

CAMB3LYP 
6-311++G** 

3 1.20(0.01) 0.96(0.01) 1.02(0.01) 1.30(0.01) 1.37(0.01) 
4 1.51(0.00) 1.45(0.00) 1.40(0.01) 1.58(0.01) 1.51(0.01) 
5 2.32(0.00) 2.61(0.00) 2.75(0.00) 2.67(0.00) 2.61(0.00) 
6 3.06(0.02) 2.98(0.09) 3.00(0.12) 3.32(0.10) 3.37(0.12) 
 



Table S11: Cytosine S0¦Sn vertical transition energies (in eV) and corresponding oscillator 
strengths in parentheses at various levels of theory. 
 
State 
(n+1) 

RASPT2 B3LYP 
6-31G** 

B3LYP 
6-311++G** 

CAMB3LYP 
6-31G** 

CAMB3LYP 
6-311++G** 

2 4.66(0.05) 4.74(0.13) 5.65(0.03) 5.12(0.05) 5.00(0.106) 
3 5.59(0.10) 5.66(0.08) 5.48(0.06) 6.15(0.12) 65.94(0.11) 
4 6.46(0.83) 6.88(0.23) 6.34(0.21) 7.16(0.46) 6.70(0.15) 
5 6.90(0.30) 7.10(0.38) 6.69(0.33) 7.46(0.21) 6.96(0.11) 
6 8.01(0.24) 8.02(0.14) 7.87(0.15) 8.61(0.18) 8.45(0.16) 
 
 
Table S12: Cytosine S1¦Sn vertical transition energies (in eV) and corresponding oscillator 
strengths in parentheses at various levels of theory. 

 

State 
(n+1) 

RASPT2 B3LYP 
6-31G** 

B3LYP 
6-311++G** 

CAMB3LYP 
6-31G** 

CAMB3LYP 
6-311++G** 

3 0.93(0.01) 0.91(0.01) 0.82(0.01) 1.02(0.01) 0.94(0.01) 
4 1.91(0.00) 2.14(0.00) 1.69(0.00) 2.04(0.00) 1.70(0.00) 
5 2.24(0.03) 2.36(0.01) 2.03(0.00) 2.34(0.01) 1.96(0.00) 
6 3.35(0.09) 3.28(0.05) 3.22(0.05) 3.49(0.06) 3.45(0.08) 

 



ADENINE 

 

Figure S1. Computed ESAs associated to vertical La¦Sm excitations (colored sticks) of adenine in gas-

phase. Reference theoretical values at RASPT2 (yellow sticks) are compared with B3LYP/6-

31G**(red sticks), B3LYP/6-311++G** (blue sticks), CAMB3LYP/6-31G**(violet sticks) and 

CAMB3LYP/6-311++G** (green sticks) and corresponding convoluted spectra (colored lines). 

Only ππ* states are labeled, according to root numbers in the reference RASPT2 computations 

(Table S2) 
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Figure S2. Computed ESAs associated to vertical Lb¦Sm excitations (colored sticks) of adenine in gas-

phase. Reference theoretical values at RASPT2 (yellow sticks) are compared with B3LYP/6-

31G**(red sticks), B3LYP/6-311++G** (blue sticks), CAMB3LYP/6-31G**(violet sticks) and 

CAMB3LYP/6-311++G** (green sticks) and corresponding convoluted spectra (colored lines). 

Only ππ* states are labeled, according to root numbers in the reference RASPT2 computations 

(Table S3) 
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GUANINE 

 

Figure S3. Computed spectra associated to vertical S0¦Sn excitations (colored sticks) of guanine in gas-

phase. Reference theoretical values at RASPT2 (yellow sticks) are compared with B3LYP/6-

31G**(black sticks), B3LYP/6-311++G** (blue sticks), CAMB3LYP/6-31G**(violet sticks) 

and CAMB3LYP/6-311++G** (green sticks). Only ππ* states are labeled, according to root 

numbers in the reference RASPT2 computations (Table S4) 

 



 
Figure S4. Computed ESAs associated to vertical La¦Sm excitations (colored sticks) of guanine in gas-

phase. Reference theoretical values at RASPT2 (yellow sticks) are compared with B3LYP/6-

31G**(red sticks), B3LYP/6-311++G** (blue sticks), CAMB3LYP/6-31G**(violet sticks) and 

CAMB3LYP/6-311++G** (green sticks) and corresponding convoluted spectra (colored lines). 

Only ππ* states are labeled, according to root numbers in the reference RASPT2 computations 

(Table S5) 
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Figure S5. Computed ESAs associated to vertical Lb¦Sm excitations (colored sticks) of guanine in gas-

phase. Reference theoretical values at RASPT2 (yellow sticks) are compared with B3LYP/6-

31G**(red sticks), B3LYP/6-311++G** (blue sticks), CAMB3LYP/6-31G**(violet sticks) and 

CAMB3LYP/6-311++G** (green sticks) and corresponding convoluted spectra (colored lines). 

Only ππ* states are labeled, according to root numbers in the reference RASPT2 computations 

(Table S6) 
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URACIL

 

Figure S6. Computed spectra associated to vertical S0¦Sn excitations (colored sticks) of uracil in gas-

phase. Reference theoretical values at RASPT2 (yellow sticks) are compared with B3LYP/6-

31G**(black sticks), B3LYP/6-311++G** (blue sticks), CAMB3LYP/6-31G**(violet sticks) 

and CAMB3LYP/6-311++G** (green sticks). Only ππ* states are labeled, according to root 

numbers in the reference RASPT2 computations (Table S7) 

 



 

Figure S7. Computed ESAs associated to vertical S1¦Sm excitations (colored sticks) of uracil in gas-

phase. Reference theoretical values at RASPT2 (yellow sticks) are compared with B3LYP/6-

31G**(red sticks), B3LYP/6-311++G** (blue sticks), CAMB3LYP/6-31G**(violet sticks) and 

CAMB3LYP/6-311++G** (green sticks) and corresponding convoluted spectra (colored lines). 

Only ππ* states are labeled, according to root numbers in the reference RASPT2 computations 

(Table S8) 
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THYMIME 

 

Figure S8. Computed spectra associated to vertical S0¦Sn excitations (colored sticks) of thymine in gas-

phase. Reference theoretical values at RASPT2 (yellow sticks) are compared with B3LYP/6-

31G**(black sticks), B3LYP/6-311++G** (blue sticks), CAMB3LYP/6-31G**(violet sticks) 

and CAMB3LYP/6-311++G** (green sticks). Only ππ* states are labeled, according to root 

numbers in the reference RASPT2 computations (Table S9) 

 



 

Figure S9. Computed ESAs associated to vertical S1¦Sm excitations (colored sticks) of thymine in gas-

phase. Reference theoretical values at RASPT2 (yellow sticks) are compared with B3LYP/6-

31G**(red sticks), B3LYP/6-311++G** (blue sticks), CAMB3LYP/6-31G**(violet sticks) and 

CAMB3LYP/6-311++G** (green sticks) and corresponding convoluted spectra (colored lines). 

Only ππ* states are labeled, according to root numbers in the reference RASPT2 computations 

(Table S10) 
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CYTOSINE 

 

Figure S10. Computed spectra associated to vertical S0¦Sn excitations (colored sticks) of cytosine in gas-

phase. Reference theoretical values at RASPT2 (yellow sticks) are compared with B3LYP/6-

31G**(black sticks), B3LYP/6-311++G** (blue sticks), CAMB3LYP/6-31G**(violet sticks) 

and CAMB3LYP/6-311++G** (green sticks). Only ππ* states are labeled, according to root 

numbers in the reference RASPT2 computations (Table S11) 

 



 

Figure S11. Computed ESAs associated to vertical S1¦Sm excitations (colored sticks) of cytosine in gas-

phase. Reference theoretical values at RASPT2 (yellow sticks) are compared with B3LYP/6-

31G**(red sticks), B3LYP/6-311++G** (blue sticks), CAMB3LYP/6-31G**(violet sticks) and 

CAMB3LYP/6-311++G** (green sticks) and corresponding convoluted spectra (colored lines). 

Only ππ* states are labeled, according to root numbers in the reference RASPT2 computations 

(Table S12) 
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1.2. Project - Benchmarking TD-DFT methods for Transient Spectra of Nucleobases

Figure 1.5: Computed ESAs associated to vertical Sn → Sm excitations (colored sticks) and corre-
sponding convoluted spectra (colored lines) for guanine in gas-phase. Reference theoretical values at
RASPT2 (yellow sticks) are compared with B3LYP/6-311++G** (blue sticks) computations for (a) Sn

= La and (b) Sn = Lb. Only ππ* states are labeled, according to root numbers in the reference RASPT2
computations.

Figure 1.6: (a) Experimental absorption spectrum of uracil in vapor phase (solid black line from [41]
solid dark-gray line from [47] and solid light-gray line from [48]), from sublimed films (dotted black line
from [44] dashed black line from [45]), and computed vertical S0 → Sn excitations (colored sticks) of
uracil in gas-phase. (b) Experimental absorption spectrum of thymine using electron impact energy
loss EEEL (solid black line from [49]), from sublimed films (dotted black line from [44] dashed black
line from [45]) and computed vertical S0 → Sn excitations (colored sticks) of thymine in gas-phase. (c)
Experimental absorption spectrum of cytosine in argon-matrix (crossed black line from [50]), from EEEL
spectra (gray black line from [51]), from sublimed films (dotted black line from [44] dashed black line
from [45]) and computed vertical S0 → Sn excitations (colored sticks) of cytosine in gas-phase.
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1.2. Project - Benchmarking TD-DFT methods for Transient Spectra of Nucleobases

Figure 1.7: Computed ESAs associated to vertical S1 → Sm excitations (colored sticks) and corre-
sponding convoluted spectra (colored lines) for (a) uracil (b) thymine and (c) cytosine in gas-phase.
Reference theoretical values at RASPT2 (yellow sticks) are compared with B3LYP/6-311++G** (blue
sticks) computations. Only ππ* states are labeled, according to root numbers in the reference RASPT2
computations
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Chapter 2

Modelling the effect of environment
on electronic structure

2.1 Theory - how electronic structure is computed in realis-

tic systems

It is important to include the effect of environment when modelling any kind of photophysical
phenomena. The definition of environment encompasses solvents or areas of the molecule not
participating in the excitation directly, but nevertheless influencing the excited-states of the
system. The static effect of the environment is twofold through energetic and entropic effects. The
interaction with the environment changes the electronic energy landscape compared to gas-phase,
stabilizing or destabilizing excited-states according their electronic density[53]. The additional
degrees of freedom imparted by a solvent or a flexible part of an extended molecule leads to
an entropic stabilization of the free energy landscape of the system. This additional flexibility
also broadens the variance of the possible excitation energies([54, 55]). Therefore both of these
effects need to be included to accurately model the photophysical processes in the chromophore.
Among the many protocols employed to model the environment around a photoactive molecule
or molecular fragment, we will refer to explicit approaches thereafter, i.e. the atoms of the
environment are treated explicitly.

2.1.1 Sampling the environment

Molecular Dynamics

A system at room temperature is not fixed in geometry but adopts a multitude of configura-
tions whose relative populations are dictated by the temperature. In a solvated system there are
different arrangements of solvent molecules around the solute molecule,each leading to different
values of excitation energy. To create the possible configurations adopted by the system in a

34



2.1. Theory - how electronic structure is computed in realistic systems

realistic ensemble, molecular dynamics or random sampling can be employed. For realistic sys-
tems molecular dynamics is an efficient way to create an ensemble representative of experimental
samples. According to the ergodic hypothesis, an ensemble created by visiting structures along a
molecular dynamics is equivalent to the ensemble in real space present in an experimental sam-
ple. Therefore any molecular dynamics aimed at recreating the experimental ensemble should
be long enough to have realistic populations of various conformers.

The most important ingredient of classical molecular dynamics are the system dependent
force-fields. These force-fields are mathematical functions decomposing all the interactions of
the system involving nuclei and electrons into various bonding(covalent) and non-bonding(van
der waals) interactions. Thus the energy of the system is re-expressed in terms of variations of
bond-lengths, bond-angles and dihedral angles for covalent interactions and distance dependent
electrostatic and van-der waals terms for non-covalent interactions.

EFF = Estretch + Ebend + Etorsion + Eelectrostatic + EvdW + Ecross (2.1)

These functional forms of energy allow us to bypass the full quantum mechanical computation
of interactions and enable molecular dynamics of molecular systems. The bonding interactions
between atoms are described by the stretching and bending terms of the force-field while non-
bonding interactions between the atoms are included in electrostatic and van-der Waals interac-
tions. Certain force-fields like UFF or MMFF94 also contain additional cross-term parameters
to describe the coupling between the various interactions.

The functional forms utilized in force field interactions have to parametrized to approximate
the underlying potential energy surface.The parameters can be chosen either experimentally or
through quantum mechanical computations. Experiments like X-ray crystallography of NMR can
provide equilibrium distances, angles and other structural factors various bonds, while vibrations
spectroscopy like infrared gives information about the harmonic frequency of various bonds. For
paramatrizing dihedrals, experimental populations difference between various conformers or an
adiabatic scan computed at quantum mechanical level can be used to optimize the parameters.
An important consideration when parametrizing a force field is to avoid dangers of overfitting
to the experimental or simulation data set. Similar atoms in similar environments like a carbon
in linear aliphatic chain, or oxygen in an hydroxyl bond should have similar parameters across
different systems. With such constraints one can then identify and classify various atom types
and assign partial charges and parameters for Lennard-Jones interactions. Thus in additional to
being accurate, force-fields should be general and transferable to have predictive power in new
simulations.

Wigner Sampling

Most classical molecular dynamics schemes create an ensemble of nuclear conformations and
velocities consistent with thermal equilibrium. This leads to an average energy of kbT being
equally deposited into all modes of freedom. However for degrees of freedoms with zero point
energy larger than kbT, this is in violation of quantum mechanics. Thus for stiffer bonds (high
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2.1. Theory - how electronic structure is computed in realistic systems

frequency modes), molecular dynamics gives nuclear distributions which are narrower than the
lowest quantum energy level[56]. To obtain the correct statistical distributions of nuclei Wigner’s
quasiprobability distribution can be utilized. The Wigner function maps the quantum mechanical
wavefunction to a distribution in the phase space of position and momenta. For a quantum system
with f degrees of freedom described by the wavefunction ψ(q) the Wigner function is given by

W (q, p) =
1

(2πℏ)f

∫
dsψ∗(q − s/2) exp(ip · s/ℏ)ψ(q + s/2) (2.2)

where q and p denote coordinate and momenta and s is a dummy variable for the integration.
Usually one is interested in sampling the ground state equilibrium distribution of structures,
where harmonic approximations can be employed for the various normal modes of the system.
These normal modes can be obtained at various levels of electronic structure theory after an
optimization to locate the local minima and frequency computations to locate the normal modes.
In these cases one can use the analytical expression for the canonical ensemble of harmonic
oscillator as described by Wigner[57].

W (q, p, T ) =
1

πℏ
tanh

(
ℏω

2kBT

)
exp

(
− 2

ℏω
tanh

(
ℏω

2kBT

)(
p2

2µ
+
µω2q2

2

))
(2.3)

2.1.2 QM/MM scheme

To model photoinduced process one needs to compute the electronic structure of the system. But
accurate electronic structure computations are only possible for molecular systems with dozens of
atoms. Therefore some approximations are needed to compute the electronic structure of realistic
systems in physiological environments. Because the photoinduced processes are concentrated only
in a subset of the system called chromophore, one can treat only this part with explicit quantum
mechanic computations. The rest of the system defined as the environment can be treated in
a more simplistic fashion. This partitioning of the total system called QM/MM scheme, was
proposed by Warshel, Lwevitt and Karplus([58, 59]) to allow modelling complex systems using
a multi-scale approach. In this approach the chromophore is described at quantum-mechanical
level with nuclei and electrons while the rest of the system is modelled using classical force-fields.
This QM/MM partitioning of the system imparts a great flexibility in modelling of complex
systems. One can combine any electronic structure software/method with multitude of available
models for the environment like fixed or polarizable charges.

The most important ingredient of a QM/MM scheme is the description of the interaction
between QM(quantum described) and MM(classically described) part. All the QM/MM compu-
tations reported in this thesis used the COBRAMM software [60] which employs an electrostatic
embedding scheme to include the effect of the environment on the QM part. In this scheme the
environment in seen as point charges which are included in the one-electron Hamiltonian in the
electronic structure computation. To compute the full energy of the system at QM/MM level
care has to be taken to avoid any double counting of interaction terms. This implemented in
COBRAMM through a subtractive scheme.
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2.2. Project - Linear Absorption of solvated cytidine nucleoside

EQM/MM (S) = EMM (S) + EQM (I + link)− EMM (I + link) (2.4)

where S is the whole system and I denotes the inner(QM) region. When QM/MM boundary
crosses a covalent bond, a link atom is created to fulfil the valence requirements in the QM
computation. As seen from above equation the QM/MM energy computation of the whole
system can be done in 3 steps.

1. Calculation of the entire systems energy at the MM level of theory.

2. Computation of the inner system and link atom energies using a QM method.

3. Computation of the inner system and link atom energies with an MM method, and finally
subtracting this term from the sum of the latter

2.1.3 Inclusion of solvent effects

The energies of the electronic states of a molecule are different in gas and condensed phases[61].
This is due to the interaction of the solvent with the chromophores leading to energetic shifts of
the various electronic levels. Different types of electronic states interact differently with solvents.
These differences can be due to the symmetry of frontier orbitals involved in excitation(ππ*
vs nπ*) or due to the extent of localisation of excitation in multi-chromophoric system (local
vs charge-transfer states). The differing nature of excitation leads to different relative shifts in
energy compared to gas-phase and need to be modelled explicitly. The interaction with solvent
can either be modelled through an atomistic description of the solvent arrangement(explicit
solvent ) or through a continuum model(implicit solvent). Explicit solvent models help to the
optical response in a realistic solvent distribution can be used to compute the entropic effects
of various solvent arrangements. However such realistic solvent arrangements have to generated
beforehand by various sampling or molecular dynamics methods. On the other hand, implicit
solvent models like PCM (polarizable continuum model [62–65]) don’t need the generation of
a particular solvent arrangement and can compute average properties in the solvent medium.
However, it is impossible to model any time-dependent dynamical solvent response in these
implicit models and one has to resort to an explicit solvent description for such tasks.

2.2 Project - Linear Absorption of solvated cytidine nucle-

oside

The excited states of nucleobases can decay through a variety of pathways[66–74]. These path-
ways can be unravelled at an atomistic level by ab-initio molecular dynamics simulations[67, 75–
78]. However, for even a qualitative sampling of the decay pathways and corresponding rates,
multiple trajectories are needed. The ensemble of points in phase-space on which these trajecto-
ries are started should correspond to the equilibrium nuclear distribution of ground state and the
energy deposited in various modes. One can assess the quality of such a generated distribution
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2.2. Project - Linear Absorption of solvated cytidine nucleoside

and associated computational protocols by comparison with steady-state averages of physical
observables. Reproduction of experimental linear absorption is a good indicator for the quality
of nuclear distribution and electronic structure calculation methods. In the present work linear
absorption of solvated cytidine nucleoside(nucleobase + sugar) is modelled with explicit solvent.
In this work, linear absorption of the ensemble by wavefunction based method(RASPT2) is com-
puted. The effect of active of active-space at the CASSCF level on the electronic energy manifold
at Franck-Condon geometry is analyzed.

2.2.1 Nuclear ensemble generation

The generation of nuclear ensemble is commenced by a molecular dynamics at classical level
to generate a realistic water conformation around the solute. The molecular dynamics was
performed by the ff99 RNA force-fields [79] augmented with bsc0[80] and OL3 corrections[81].
This is the default recommended RNA force-field in the Amber Molecular Dynamics package
(loaded by parm10.dat file). The water were modelled in a rigid fashion with the TIP3P model
which freezes the O-H bond-lengths and the H-O-H bond-angle allowing for integration steps
of 2 fs during molecular dynamics. The simulation was done at 300K and constant pressure
(NPT ensemble) with periodic boundary condition employing a Langevin thermostat. After the
creation of the system and heating to 300K in steps of 50 K and equilibration for 100ps, a classical
dynamics of 30ns was done to enable the Boltzmann population of the various microstates (solute
conformers + solvent arrangements).

The dominant conformational features in the nucleoisdes are the relative orientations of the
sugar with nucleobase and various puckering of the sugar moiety. The syn and anti conformers
characterize the orientation of the sugar relative to the nucleobase. The dynamics results in
a predominant population of the anti conformer which is equivalently distributed among two
different sugar puckering(Figure2.1(a)). Since, these puckering are far away from the chro-
mophoric nucleobase, they can be assumed to have similar effects on the electronic levels of the
chromophore. A snapshot from the most populated syn-conformation is chosen for refinement
at QM/MM level and the generation of wigner ensemble.

Figure 2.1: (a) Two equally populated anti conformers from molecular dynamics differing in the puck-
ering of sugar rings. (b) QM/MM setup employed in the study. The mobile parts High and Medium are
shown in sticks and the fixed part with dots. The High part used in electronic structure computations
is emphasised with mesh surface.
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The chosen snapshot is transformed into a spherical droplet of water and then optimised
at MP2 level to locate the Franck-Condon structure. The QM/MM optimization is done by
putting the sugar and nearest solvents in the medium part and the nulecobase in the high part
(Figure2.1(b)). The rest of the solvent molecules are kept frozen during optimization. The
frequencies computed upon the optimized structure are used to generate the Wigner ensemble
at 300K temperature. After generating the distorted structures, a short solvent dynamics is
performed to relax the solvent around the distorted solute geometries. This protocol depicted in
Figure 2.2 also removes any bias towards the specific solvent arrangement in our chosen snapshot.

Figure 2.2: The protocol used to generate wigner-corrected statistical QM/MM ensemble. A wigner
ensemble of solute is generated from the MP2 optimized Franck-Condon geometry. A short solvent
dynamics is performed around the wigner structures, to generate decorrelated solvent ensembles.

2.2.2 Excited States at the Franck-Condon point

State |14,10| |4,7|0|4,7|
SS MS XMS SS MS XMS

S1 = H→L 4.23(0.06 ) 4.41(0.21 ) 4.39(0.11 ) 4.52(0.07 ) 4.54(0.15 ) 4.53(0.13 )
S2 = H-1→L 4.93(0.10 ) 4.80(0.27 ) 4.97(0.33 ) 5.19(0.14 ) 5.08(0.30 ) 5.13(0.25 )
S3 = nNitrogen→L 5.43(0.01 ) 5.58(0.00 ) 5.53(0.01 ) 5.63(0.04 ) 5.74(0.01 ) 5.76(0.01 )
S4 = H→L+1 5.60(0.36 ) 5.75(0.29 ) 5.68(0.25 ) 6.02(0.61 ) 5.98(0.19 ) 5.96(0.11 )
S5 = nOxygen→L 5.59(0.02 ) 5.97(0.06 ) 5.82(0.01 ) 6.05(0.00 ) 6.09(0.02 ) 6.02(0.06 )
S6 = nOxygen→L+1 6.08(0.00 ) 6.33(0.00 ) 6.05(0.01 ) 6.21(0.00 ) 6.28(0.01 ) 6.26(0.07 )
S7 = H-1→L+1 5.75(0.63 ) 6.23(0.38 ) 6.22(0.47 ) 6.13(0.41 ) 6.36(0.62 ) 6.37(0.65 )
S8 = nNitrogen→L+1 6.52(0.01 ) 6.77(0.02 ) 6.64(0.03 ) 6.78(0.03 ) 6.84(0.03 ) 6.89(0.02 )

Table 2.1: Comparison of CASPT2 vertical excitation energies(Oscillator Strengths) at MP2 optimized
Franck-Condon geometry of selected snapshot with full valence |14,10| and augmented 4,7|0|4,7 active
space.

The vertical excited states at the Franck-Condon geometry of the selected snapshot are shown
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2.2. Project - Linear Absorption of solvated cytidine nucleoside

in Table 2.1 labelled as SN(N = 1,2...). These manifold of states cover all the electronic ex-
citations until 7 eV and consist of four bright ππ* and four dark nπ* states as seem in the
natural transition orbitals of these states in Figure 2.3. These states are mostly comprised of
excitations to the two lowest π* virtual orbitals labelled as L and L+1. The ππ* states remove
electrons from occupied orbitals labelled as H and H-1 and the dark nπ* states remove electrons
from lone pairs on either nitrogen or oxygen atom.

In Table 2.1 the excited states are computed with two different active spaces to assess the
accuracy of the computation. The |14,10| active-space consists of the valence orbitals of the
system involving 14 electrons in 10 orbitals. The bigger |4,7|0|4,7 active-space augments the
previous by adding 4 additional virtual orbitals. To make this bigger active-space tractable, a
RASSCF procedure is used with an empty RAS2 space by putting all occupied orbitals in RAS1
and all virtual in RAS3 and allowing 4 excitations between these spaces. To analyze the effect of
different dynamical correlation methods on electronic energies, three different CASPT2 flavours
SS(Single-State), MS(MultiState) and XMS(eXtended MultiState) are considered. SS-CASPT2
provides a correction of energy to the original CASSCF states while MS-CASPT2 and XMS-
CASPT2 use the original CASSCF states as a reference to obtain new orthogonal states after
diagaonalizing the CASPT2 Hamiltonian.

Figure 2.3: Natural Transition Orbitals of the electronic states of solvated cytidine.

The bigger active-spaces capture the contribution of more orbitals in a variational approach,
the perturbation approximation at CASPT2 step is less severe for them than smaller active-
spaces. Thus bigger active-spaces can be used as a benchmark to validate computations with
smaller active-spaces. The XMS computation with the bigger RAS active-space in Table 2.1
serves as the reference to compare other methods.
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All the electronic structure methods outlined in Table 2.1 agree on the nature of the three
lowest states. These are two bright ππ* states with a dark nπ* state involving the lone pair
on nitrogen. The energetic ordering of the higher lying states from S4 to S7 depend on the
flavour of CASPT2 being employed. At SS-CASPT2 level S4 and S5 are almost degenerate at
|14,10| active-space with an energetic gap of 0.01 eV and and the ππ* labelled as S7 state is
lower in energy than S6 which is a nπ*. These trends of SS-CASPT2 are preserved in the bigger
active-space computation and differ with the XMS computation. At XMS level, S4 and S5 have
an energetic gap of 0.06 eV with the augmented active space and the nπ* state S6 is lower than
the bright S7 state. These XMS trends are also reproduced with the smaller |14,10| active-space.
The electronic state from nNitrogen→L+1 labelled as S8 is always the highest state in all the
CASPT2 computations. These comparisons reveal that the smaller |14,10| active-space can be
safely employed to perform non-adiabatic dynamics at XMS level as it preserves the energy order
of the bigger active-space computation.

2.2.3 Excited-States from the Wigner Ensemble.

The wigner ensemble generated using the frequencies of the optimized Franck-Condon structure
is used to construct the Linear Absorption spectra. Vertical excitations were computed on
500 structures of the ensemble and were broadened by an empirical value of 0.18 eV (standard
deviation). It should be noted that such a computation does not aim to and cannot reproduce
the experimental lineshape of the absorption spectra accurately. The experimental absorption
lineshape encodes complex dynamical information abut environmental and early excited-state
dynamics in addition to static distribution of excitation energies. The aim here is to have
a reasonable approximation to the experimental spectra to validate the theoretical method of
electronic structure.

Figure 2.4: Linear absorption of the Wigner ensemble computed with SS-CASPT2,MS-CASPT2 and
XMS-CASPT2 with |4,7|0|4,7 active-space in dotted line. The filled curves correspond to the adiabatic
states of the wigner ensemble. Also shown are experimental plots recorded by Cerullo et al.(in solid
black line) and Voet et al. [82] (in solid red line)

Figure 2.4 shows the linear absorption of the wigner ensemble computed with SS/MS/XMS-
CASPT2 with the augmented |4,7|0|4,7 active-space in dotted lines with the experimental plots
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recorded by Cerullo et. al and Voet et. al with solid lines. The experimental linear absorption
recorded till 7.0 eV shows two prominent peaks at 4.54 eV and 6.20 eV, with peaked shoulder
between them slightly peaked at 5.39 eV. The total wigner absorption is shown decomposed
into individual adiabatic states of the wigner ensemble. Since the geometrical distortions in
structures of wigner ensemble can lead to change in energetic positions of ππ* and nπ* states,
all the adiabatic states except the highest one have significant oscillator strengths in Figure 2.4
It can be appreciated from Figure2.4 that XMS-CASPT2 plot looks closest to the experimental
plots. In all three plots the position of the first band is slightly underestimated by 0.1 eV with
the theoretical peaks lying at 4.4 eV. The SS-CASPT2 plot has significantly underestimated
transition dipole moment for the first band and energetic position of the highest band at 7 eV,
while MS-CASPT2 overestimates the strength of the first transition.

With wave-function based methods, we can also analyze the theoretical linear absorption in
terms of the diabatic-states .This diabatic characterisation of the electronic states focuses on the
underlying mature of electronic excitation(ππ∗/nπ∗) rather than the energetic ordering (S1/S2).
This is done by computing the overlap of adiabatic states of the ensemble to the Franck-Condon
states. In this way, every adiabatic state of the ensemble is re-expressed in terms of linear
combination of the Franck-Condon states. These overlap matrices inform if the adiabatic states
in the ensemble mix the Franck-Condon states or preserve their purity. In Figure 2.5(a) these
states are then assigned to the diabatic state which has the largest wavefunction overlap with
them. It can be seen by (Figure 2.5(a)) that even after the diabatic decomposition the nπ*
states have significant non-zero oscillator strength, which is due to there being truly mixed states
ππ*-nπ* states being present in the ensemble.

Figure 2.5: (a) Linear absorption of the Wigner ensemble computed with XMS-CASPT2/|4,7|0|4,7
active-space in dotted line decomposed into Franck-Condon diabatic states. The filled curve are the ππ*
states and the solid lines are the nπ* states. (b) The probability density of energetic position of diabatic
states in the wigner ensemble with filled curves being the ππ* states and solid lines the nπ* states.

Vishal Kumar JAISWAL 42



2.2. Project - Linear Absorption of solvated cytidine nucleoside

To better analyze the energetic positions of the diabatic states in the ensemble, their energetic
distribution is shown in Figure 2.5(b). The first absorption band till 5.0 eV is mostly comprised
of the lowest two ππ* states. Above 5 eV the distributions of the nπ* states are highly overlapped
with the bright ππ* states. The distribution of nπ* state (S3 in Table 2.1) shows high overlap
with the S4 ππ* state. Similar high overlap of energetic distribution is seen in last bright state
S7 and nπ* state S6. The dark S5(nOxygen→L) state displays a comparatively broader energetic
distribution having significant overlaps will all states except the lowest bright S1 state. This
mixed nature of S5 is also reflected in the natural transition orbitals at the Franck-Condon
geometry where the most predominant contribution is 52% as shown in Figure 2.3.

2.2.4 Conclusions

In this work a nuclear ensemble at 300K for the solvated cytidine molecule was created, and its
linear absorption till 7 eV was analyzed using RASPT2 based methods. An expanded active-
space augmenting the valence CASSCF active-sapce with four extra orbitals is necessary to
obtain accurate energetics. The SS and MS versions of CASPT2 showed discrepancies in energetic
positions when compared against the reference XMS-CASPT2 computation. This is also reflected
in the linear absorption computed from the ensemble with XMS-CASPT2 showing the closest
agreement with the experimental spectra. The effect of using a smaller active-space is not
drastically adverse in the relative positions of the excited-states at the Franck-Condon geometry,
which suggests that it could be safely employed with XMS-CASPT2 for non-adiabatic dynamics
simulations.
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Chapter 3

Photoinduced Reaction mechanisms
from adiabatic surfaces

3.1 Theory - how potential energy surfaces reveal photophys-

ical pathways

The use of Born-Oppenheimer approximation leads to the concept of a potential energy surface
(PES) of the system [83]. By computing the solutions of the electronic Hamiltonian (Equation
1.4) at various nuclear geometries, one can obtain these surfaces. In contrast to standard ther-
mochemistry, one has multiple PES corresponding to those of each electronic eigenstate. One
should recall that these surfaces are solutions of the Hamiltonian which ignores the nuclear ki-
netic energy. Therefore these surfaces dictate adiabatic motions of the nuclei[84]. In other words,
these surfaces dictate the motions of infinitely slow moving nuclei in the field of electrons. This
adiabatic approximation is valid when these electronic PES are well separated in energy as is
usually true around ground-state geometry.

However due to deformations of nuclear geometry, these surfaces can also become close to
another and can cross each other. These crossings of PES are called as conical intersections
when involving the states sharing the spin and multiplicity and they are ubiquitous in nature.
In these regions the adiabatic approximation breaks down and the system can traverse from one
PES to another through these conical intersections, thus working as doorways from higher to
lower states. The interaction of system with light can force the necessary nuclear motions to
induce these nonadiabatic processes. Indeed these nonadiabatic processes are the cornerstone
of photophysics and photochemistry. The passage through these conical intersections can pro-
vide efficient pathways of ultrafast nonradiative relaxation [25] or can lead to formation of new
photoproducts[1, 85].
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3.1.1 Breakdown of Born-Oppenheimer approximation

The electronic wavefunctions ψi obtained by using Born-Oppenheimer approximation are the
solutions to the electronic Hamiltonian Equation 1.4, obtained by ignoring the nuclear kinetic
energy operator Tnuc =

∑
α

−1
2Mα
∇2

α from the full Hamiltonian (Equation 1.3). Therefore these
eigenstates ψi are not the solutions of full molecular Hamiltonian and interact with each other
through the nuclear kinetic energy operator. This interaction can be written as matrix elements
(notated as Kij) of this operator

Kij = ⟨ψi|T̂nucψj |⟩ = ⟨ψi|
∑
α

−1
2Mα

∇2
αψj |⟩ (3.1)

with the summation being carried over α nuclei. Using chain rule this expression becomes

Kij = −
∑
α

1

2mα

⟨ψi|∇2
αψj |⟩

scalar coupl.

+2 · ⟨ψi|∇αψj |⟩
derivative coupl.

·∇α

 (3.2)

Thus the full nonadiabatic coupling is composed of two terms derivative coupling fij and scalar
coupling kij . The scalar coupling term kij can be expressed in terms of the derivative coupling
term f ij

⟨ψi|∇2ψj |⟩ = ∇ · fij + fij · fij (3.3)

Therefore the non-adiabatic coupling is defined by the properties of the derivative coupling
term fij . The value of the matrix element of fij term is given by

fij = ⟨ψi|∇ψj |⟩ =
⟨ψi|∇Hψj

Ej − Ei
(3.4)

Thus the derivative coupling term between the adiabatic states is inversely proportional to the
energy-gap between them. When the electronic energy gap δE = 0 , the value of derivative cou-
pling is infinity. These are regions of complete breakdown of Born-Oppenheimer approximation
and appearance of conical intersections. In regions efficient non-radiative relaxation can take
place due to pathways connecting the different Born-Oppenheimer surfaces.

3.1.2 Adiabatic vs diabatic states

The matrix K which couples the electronic eigenstates can be diagonalized by a unitary transfor-
mation of the adiabatic states ψi. These new states ϕi obtained as a result have zero nonadiabatic
couplings, and are called diabatic states. The PES obtained by these states govern the motion
of the nuclei with finite velocities. For a basis consisting of two adiabatic states such a transfor-
mation is given by (

ψ1

ψ2

)
=

(
cos(θ) −sin(θ)
sin(θ) cos(θ)

)(
ϕ1

ϕ2

)
(3.5)
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The angle θ is called as mixing angle for which the coupling Kij = 0. These diabatic states are
related to the character of the electronic state for example a ππ* or nπ* state.

3.1.3 Conical Intersections

Conical intersections are regions where two adiabatic surfaces cross each other. The large value of
non-adiabatic coupling in these regions leads to efficient non-radiative transitions in the system.
In a basis of two diabatic states, each adiabatic state can be expanded as

ψ1 = c11ϕ1 + c21ϕ2

ψ2 = c12ϕ1 + c22ϕ2
(3.6)

Using these diabatic basis, the electronic Hamiltonian can be built in the basis of these
diabatic states

He =

(
H11 H12

H21 H22

)
Hij = ⟨ϕi|Heϕj |⟩

(3.7)

The diagonalization the this Hamiltonian matrix gives us the resulting eigenvalues of the adia-
batic state as

E1,2 =
H11 +H22 ±

√
(∆H)2 +H2

12

2

∆H = H11 −H22

(3.8)

From this there are two independent conditions for degeneracy i.e. E1 = E2, which are

∆H = H11 −H22 = 0

H12 = 0
(3.9)

The existence of these two independent conditions implies that that two independently varying
parameters are needed to obtain these points of degeneracy. In a diatomic system there is
only one parameter which the bond-length between the atoms. These results in these conical
intersections being present only for states of different symmetry where H12 = 0 and ∆H = 0

being fulfilled for some particular bond-length. In systems with N atoms (N > 2), there are Nint

= 3N-6 independent parameters. Thus these conical intersections are ubiquitous in polyatomic
systems. In these systems the degeneracy is preserved in Nint-2 directions to the first order
forming an intersection seam along which the conical intersections are connected in a continuous
path [86].

The degeneracy is lifted in two directions forming the branching-plane. To obtain these
directions we can express the Hamiltonian matrix elements by Taylor series expansion around
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the conical intersection point R0

H(R) = H(R0) +∇H(R0) · δ(R)

∆H(R) = 0 +∇∆H(R0) · δ(R)

H12(R) = 0 +∇H12(R0) · δ(R)

(3.10)

which leads to the degeneracy conditions as

∇∆H(R0) · δ(R) = 0

∇H12(R0) · δ(R) = 0
(3.11)

These two equations define the two directions g⃗ and h⃗ which lift the degeneracy around the
conical intersection

g⃗ = ∇∆H

h⃗ = ∇H12

(3.12)

These two vectors span the branching space. The vector g⃗ which brings the diabatic states
together is called as the tuning mode and h⃗ which couples the diabatic states is called as coupling
mode.

Since the diabatic states are obtained by a unitary transform of adiabatic states, the same
branching plane can also be defined in terms of adiabatic states and eigenvalues V1 and V2

X⃗1 = ∇R(V1 − V 2)

X⃗2 = (V2 − V1)⟨ψ1|∇Rψ2⟩
(3.13)

Figure 3.1: Conical intersection with the two branching-space vectors g⃗ and h⃗. Also shown in red is
the intersection seam, which is perpendicular to the branching plane at the CI

The vectors X1 is the gradient difference and X2 is the derivative coupling vectors. These
terms can be obtained from outputs of standard quantum chemistry programs.
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3.2 Ultrafast photophysics of solvated tryptophan

3.2.1 Introduction

Tryptophan(Trp) is an amino acid widely used a probe to follow structural dynamics due to
its strong fluorescence[87–92]. So, it has been a subject of intense photophysical investigation
since decades. In particular, the ultrafast dynamics triggered by UV light have been a matter of
interest in numerous experimental and theoretical studies [93–106]. In spite of a large amount
of work, the primary processes occurring in the sub-50 fs time scale, which triggers the system
response, are largely unexplored due to both technical challenges and the intrinsic electronic
structure of Trp. The lowest electronic energy manifold of Tryptophan consists of two close-lying
electronic states. These states labelled as La and Lb have different nature with La being a polar
state and Lb a non-polar state. This difference in polarity is a consequence of the redistributed
electronic density after excitation from ground-state as seen in Figure 3.2, where La has internal
charge-transfer from the five to six ring while Lb has more evenly distributed excitation. Due to
this different nature of polarity, these states experience a different response of the environment
especially in polar media like water which can stabilise the La state. In particular, La is above Lb
in the Franck-Condon (FC) region, but it is believed to become the lowest excited state collecting
the population upon solvent relaxation.

Figure 3.2: Difference density for Lb and La with respect to the ground state. Red and green signify
regions of electron depletion and addition compared to ground state electron density, respectively.

3.2.2 Previous works on ultrafast dynamics

For this reason ultrafast spectral dynamics observed in polar solvents have been attributed to
Lb→La internal conversion (IC). The time scale of this process has been a subject of debate in
literature. Ruggiero et al[101] attributed a time constant of 1.6 ps, while Chergui et al. [102]
assigned a sub-100 fs time constant followed by a bi-exponential solvent relaxation with timescale
of 160 ± 40 fs and 1.02 ± 0.12 ps. Shen et al.[93] and Sharma et al.[106] also attributed the ps time
constant to solvent relaxation dynamics, thus implying that the IC is a sub-ps event. Considering
the ability of modern ultrafast lasers to coherently excite a superposition of vibronic states,
it is illuminating to regard the photo-physics through a quantum wavepacket-based formalism.
Approaching from this angle the analysis of their time-resolved fluorescence data, Yang et al.[103]
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considered the state prepared after 290 nm (4.27 eV) excitation as a superposition of La and Lb
states and postulated that the decay of the superposition as well as the Lb→La IC occur on a
sub-100 fs time scale.

There is a distinct lack of theoretical studies on the electronic properties of solvated Trp.
However, works done on indole, the chromophore of Trp, can shed light into the photo-physics
triggered by UV light[105, 107–111]. Giussani et al.[105] mapped out the minimum energy
paths in gas phase at CASSCF//CASPT2 level of theory, thereby demonstrating that in the
absence of a polar solvent Lb is energetically more stable with respect to La. They reported two
conical intersections (CI) between Lb and La hinting at a potential La→Lb population transfer
immediately after photoexcitation that had remained elusive in time-resolved experiments. The
existence of a strong vibronic coupling required for an efficient IC was demonstrated by Brand et
al.[107, 108] Relying on non-adiabatic dynamics in explicit solvent using TD-DFT, Wohlgemuth
et al.[104] obtained a time constant of 45 fs for the La→Lb IC, along with a minor repopulation
of the ground state (GS) through a πσ* state accessed from La. [96, 112].

A careful examination of the literature summarized in the previous paragraphs suggests the in-
triguing idea that IC in Trp is characterized by a sub-ps, CI assisted, solvent sensitive population
transfer back and forth between La and Lb. In the present work,an accurate characterization of
the dynamics following photo-excitation of solvated Trp in the sub-5 ps regime is presented. The
study combinies transient absorption (TA) spectroscopy with 30-fs temporal resolution (courtesy
Cerullo, Kabaciński et al.) and theoretical computations at CASPT2 level incorporating solvent
effects within a hybrid QM/MM setup. Definitive spectral fingerprints are obtained confirming
the hypothesized sub-50 fs initial population transfer from La to Lb, which is followed by a
reverse solvent-driven repopulation of the La state on the ps time scale. It is demonstrated that
solvent reorganization dynamics dictate the electronic state order, and consequently, the direc-
tion of the population transfer. Additionally, it is shown that a vibronic coherence established
upon photoexcitation and lasting several ps is a signature of the La/Lb coupling facilitating the
non-adiabatic dynamics.

3.2.3 Optimization of ground-state

To locate the most populated ground-state structure, the major conformers of Tryptophan in its
zwiterionic form were sampled by multiple runs of molecular dynamics in TIP3P water totalling
upto 30 ns. The molecular dynamics were run at 300K with 1 atm of pressure (NPT ensemble).
These major conformers of Trp can be differentiated based on the orientation of the indole
chromophore w.r.t. to the alanyl side-chain containing the -NH3

+ and -COO- groups. The
conformational analysis resulted in 3 major rotamers ( labelled as A,B and C) which can each
exist in two forms due to the rotation of the indole shown in Figure 3.3.

The geometry optimization of a selected snapshot of the most populated conformer was done
at MP2/ANO-L-VDZP method, using a QMMM setup on a spherical droplet of radius 20 A°.
The QMMM setup included the whole Trp molecule in High (full QM described), solvents within
first two solvent shells in Medium (movable MM) , and the rest of the solvents in low( frozen
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Figure 3.3: The major conformers of Tryptophan from molecular dynamics simulations with their
populations. The 3 major rotamers are labelled as A,B and C and depicted through newman projections.
Each rotamer can exist in two different forms due to rotation of the indole ring, which is also shown.

MM) layer (Figure 3.4).

3.2.4 Interpretation of experimental ultrafast pump-probe spectra

The computation of excited-states of Trp was performed using CASPT2 based methods. The
minimal valence active-space employed 10 electrons in 9 π,π* orbitals |10,9|. This active-space
was also employed for geometry optimization of the La/Lb state. To improve upon the accuracy,
this active-space was expanded by adding 4 additional virtual orbitals in RAS3 subspace giving
an active-space of 0|10,9|2,4. This expanded active-space was used to compute vertically excited-
states for the simulation of transient spectra.

The photo-induced dynamics of Trp are investigated experimentally by pumping at 4.70 eV
(264 nm) and 4.37 eV (284 nm). As seen in Figure 3.5(a) the spectral windows are chosen for the
purpose of exciting predominantly either the La or the Lb electronic states which are the states
involved in the IC following excitation of the lowest absorption band, in order to discriminate the
decay paths associated with each state. Figure 3.5(b) shows the map for 4.37 eV pump (the
map for 4.70 eV pump is shown in the SI, Figure 3.12). The two recorded transient maps show
remarkable similarity across the 5 ps timescale, suggesting that the photo-induced dynamics are
independent of the nature of the initially populated state. Positive signals are registered over the
entire probe window indicating the presence of intense photoinduced absorption (PA) covering
the stimulated emission (SE) from the transient species expected above 3 eV. In particular, the
spectrum above 3 eV is characterized by the disappearance of a strong PA band at 3.35 eV (PA1)
and the simultaneous appearance of a band at 3.75 eV (PA2) over the course of 5 ps (Figure 3.5
c). Figure 3.5 d and e compares experiments (transient spectra at 50 fs and 5 ps delay times)
with calculations (manifold of higher lying excited states bright from either Lb or La). This
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Figure 3.4: QMMM setup of solvated Trp

allows us to assign PA1 and PA2 bands as fingerprints of Lb and La, respectively and shows that
Lb is populated at early times whereas at later times the population is in La. Further, less intense
PA signals are observed below 3 eV where Lb and La exhibit a spectrum rich of weak absorption
features. It deserves notice that this region is obscured by the PA coming from solvated electrons
formed as a minor by-product due to the photoionization of the indole chromophore (dashed line
in Figure 3.5 (d) ). The Trp+ cation is expected to contribute to the PA around 2 eV and
3.5 eV (Supplementary Figure. 3.15). Global analysis of the experimental TA data reveals two
time constants: 220 fs and 1.1 ps. Based on the comparison with the calculations the faster
time constant is assigned to the Lb→La transfer and that the longer time constant describes the
solvent-assisted relaxation of the population in the La state.

The appearance of signals characteristic of the Lb state at very early times (50 fs) even after
pumping predominantly the La state (4.70 eV pump) is a strong evidence of an ultrafast, CI
mediated La→Lb transfer (addressable to an initial Lb greater stability) occurring at a sub-50
fs time scale, whose direct observation is obscured by a coherent artifact in the spectra at early
times. This interpretation of back and forth La↔ Lb population transfer implies a state ordering
inversion on a sub-ps time scale. This is facilitated by the substantially different electronic nature
of the Lb and La states.

As shown by the difference density with respect to the ground state (GS) in Figure 3.2, La
is characterized by a significantly higher permanent dipole moment due to the intramolecular (5
→ 6-membered ring) charge transfer nature of the transition. This contrasts with the Lb state,
which is characterized by the delocalization of partial positive and negative charges resulting
in a dipole moment with a magnitude similar to that of the GS. The larger dipole moment of
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Figure 3.5: (a) Experimental and theoretical linear absorption computed at XMS-CASPT2 level of
theory with an expanded active of (0|10,9|2,4) in a displaced harmonic oscillator formalism. The values
of vertical excitations are in Table 3.3 The two pump windows are depicted with filled curves. (b)
Experimental ∆A map following excitation at 4.37 eV. (c) Temporal dynamics at selected energies
showing simultaneous decay of PA1 and rise of PA2 (d) Transient absorption spectra following excitation
at 4.37 eV at selected time delays 50 fs and 5ps. (e) The theoretical spectra (positive for photoabsorption,
negative for stimulated emission) from the Lb and La excited-state minima. Experimental plots courtesy
Piotr Kabaciński et al.

La is expected to induce a significant dynamical response (relaxation) of a polar solvent such
as water. The solvent relaxation would thus cause the stabilization of La with respect to Lb,
which is initially lower in energy and is less sensitive to the solvent reorganization, eventually
leading to inversion of the state ordering. In the following, the coupled solute-solvent dynamics
are discussed in detail.

3.2.5 Branching plane at early-times

We begin the discussion by focusing on the electronic structure of Trp immediately after the
interaction with the pump pulse. As the solvent is in equilibrium with the GS electronic density,
La is above the Lb (ca. 0.3 eV vertical energy difference). The region of the potential energy sur-
face (PES) relevant for the non-adiabatic dynamics at early times, i.e. before solvent relaxation
kicks in, is conveniently displayed by means of the branching space around the Lb/La minimum
energy CI (Figure 3.6). The branching plane is defined by a pair of vectors termed gradient
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Figure 3.6: Branching space with (a) solvent relaxed to ground-state electron density representative of
early times and (b) after 1ps of solvent dynamics after the interaction with the pump pulse. The geo-
metrical deformations associated with the derivative coupling (DC) and gradient-difference(GD) vectors
are also depicted with arrows. The xy-plane shows as a heat map of the |TDM|2 from the ground state
to the lower adiabatic surface S1. Colours allow to characterize the nature of S1 surface as La (red), Lb
(blue) or mixed (cyan/white/yellow) on the basis of |TDM|2 for GS→S1 transition. (a) Red and blue
lines denote the projection of minimum energy path from the FC point to the CI and from the CI to
the Lb minimum, respectively. The dashed red line depicts the optimization from the La region to the
Lb region on the lower surface. The tendency of a hot wavepacket on the S1 surface to explore La and
Lb regions is shown schematically through a double-headed magenta arrow. (b) The stabilization of La
region on S1 surface leads to transfer of population from the Lb region depicted schematically with a
red arrow

difference(GD) and derivative coupling(DC), which lift the degeneracy between the electronic
surfaces thereby giving rise to the characteristic double cone topology of the PES around the
conical intersection (CI). To aid the discussion the electronic character of the lower adiabatic
surface (termed S1) is depicted through the magnitude of the transition dipole moment from the
GS clearly demarcating regions of La (red) and Lb (blue) character, as well as regions of strong
wave function mixing (cyan/white/yellow).

The branching plane has been computed at multi-state level using the RMS-CASPT2 flavour
implemented in OpenMolcas. Multi-state CASPT2 formalism attempt to diagonalize the hamil-
tonian at PT2 level by rotating the original CASSCF states. This is necessary to have a correct
description of the topology of the adiabatic surfaces around conical intersection. The branch-
ing plane surfaces of the system at various levels of CASPT2 theory,single-state (SS), multi-
state(MS), eXtended(XMS) and Rotated multi-state(RMS) are shown in the Supplementary
Figures 3.10 and 3.11. It can be seen from the discussion in Supplementary that RMS-
CASPT2 method shows the best agreement with reference XMS-CASPT2 with an expanded
space. Therefore RMS-CASPT2 has been used to compute the adiabatic surfaces of the branch-
ing plane coordinates displayed here.

The minimum energy path initiated on the S2 surface at the FC geometry (i.e. in the La
state) can reach the CI without encountering any energetic barrier (red line in Figure 3.6(a)).
If we further proceed in the direction of the aforementioned MEP switching to the S1 surface,
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essentially trying to emulate the behaviour of a momentum conserving wave packet across the
CI, we encounter a region of predominant La character indicating that the CI crossing along the
imaginary continuation of the MEP is to a large degree diabatic, i.e. character preserving. The
La region does not display a local minimum that could lead to population trapping. Instead,
the branching space topography indicates that the La/Lb vibronic coupling around the CI would
allow for the relaxation to proceed on the S1 surface circumventing the CI and traversing the
region of strong mixing in order to reach the energetically more stable Lb region. In support, a
full-dimensional geometry optimization initiated in the La region on S1 ends up in the Lb region
(projection on the branching plane represented through a dashed red line in Figure 3.6(a)).

The nature of the branching plane vectors indicates that the CI is reached along high fre-
quency C-C and C-N stretching modes. In particular, the very first passage is possible within
a ¼ of a period, i.e. as short as 5 fs after interaction with the pump, while the Lb region can
be reached within just a single period. This elucidates why Lb fingerprints dominate the exper-
imental spectrum already at early times even if pumped at 4.70 eV (Figure 3.5(d,e)), where
absorption from Lb is negligible.

It deserves noting that the S1 surface is rather flat, with the Lb minimum region being only
0.1 eV more stable than the La allowing the “hot” wave packet arriving from S2 to spread and
explore regions of both Lb and La character after excitation by the pump-pulse.

3.2.6 Branching plane with solvent relaxation through non-equilibrium
molecular dynamics

The possibility to reside simultaneously in regions with Lb and La character is essential as it
allows fractions of the wave packet in the La region to polarize the environment, thereby inducing
large-scale solvent reorganization leading to electrostatic relaxation of the system. To study the
coupled solute-solvent dynamics the response of the solvent to the electronic structure of either Lb
or La was modelled by means of classical non-equilibrium dynamics. The Trp atomic charges were
fitted to the electron density of the corresponding electronic state, whereas the effect of the solvent
reorganization on the electronic structure of Trp was addressed by tracking the La-Lb energy gap
during the dynamics. These non-equilibrium dynamics were carried in fully molecular mechanics
scheme with AMBER by inserting Merz-Kollman charges[113] fitted to CASPT2 density using
Multiwfn [114, 115] shown in Table 3.2. The dynamics were initialized on 100 decorrelated solvent
snapshots obtained by solvent sampling around restrained solute. During the non-equilibrium
dynamics, the solute was restrained by harmonic forces. Before computing CASPT2 energies
on selected snapshots from dynamics, the respective CASPT2 optimized geometries of La and
Lb minimum were re-inserted in place of MM solute. To avoid any kind of solvent bias 100
trajectories were run for 5000 fs and the reported values were computed taking the ensemble
average over the 100 copies

Solvent relaxation around the Lb electron density preserves the state ordering (dashed line
in Suppl Figure 3.16), that is the Lb region remains more stable than the La region on the S1
surface throughout. In contrast, solvent relaxation around the La electron density reveals that
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inversion of the state ordering happens within 100 fs (solid line in Figure 3.16) and the adiabatic
stabilization of La continues in the picosecond regime. This results in a drastic change in the
topography of the potential energy surfaces as demonstrated by the branching plane after 1 ps of
solvent reorganization dynamics (Figure 3.6b). Expectedly, the La region becomes more stable,
which allows it to collect the S1 population through a back-transfer from Lb. This process is
observed experimentally resulting into the decay and simultaneous rise of the Lb (PA1) and La
(PA2) fingerprint signals, respectively, with a time constant of 220 fs.

3.2.7 Solvent relaxation effects on transient spectra

Considering the pivotal role PA1 and PA2 play in identifying the Lb and La states in the course
of the photoinduced dynamics, it is of paramount concern to address the effect of the coupled
solute-solvent dynamics on the spectral dynamics of the fingerprints. To this aim, the transient
signals were computed at different times between 80 fs and 5 ps along the solvent reorganization
dynamics. The spectra (Figure 3.7) reveal that the relaxation of the solvent around the La
electron density does not lead to any notable spectral shift of the PA2 signal. Thus, we can
discard the interpretation that the disappearance of the PA1 and simultaneous appearance of
PA2 are consequence of a solvent induced blue-shift of a PA signature of the La state, thereby
reinforcing the Lb→La population transfer interpretation.

Figure 3.7: Transient spectra for the La-state computed with the ensemble of structures from non-
equilibrium solvent dynamics at times.

3.2.8 La/Lb vibronic coherence

The high resolution of the experimental setup is able to record the coherent oscillations in the
transient maps which encode additional information about the process. Such oscillations are
signatures of vibrational dynamics either in the excited or in the ground state and are observed
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as periodic modulation of the transient signal. Figure 3.8(a) shows the 2D oscillation map
of the pump-probe spectra. The passage of the wave packet through a minimum on the PES
results in a π-phase jump across the probing wavelengths leading to a switch in the sign of
oscillation amplitude (red to blue) in Figure 3.8(a). By locating the phase jump on top of
the SE or GSB signals, we can associate it with either the excited state or the ground state
vibrations being observed. The average location of the phase-jump can be clearly revealed as a
node in the Fourier transform of the complete 2D oscillation map till 1000 fs( Figure 3.13). The
position of the phase-jump is not static in Trp and its continuously red-shifting in time as seen in
Figure 3.8(c) . This shift is reproduced nearly quantitatively by the evolution of La emission
obtained from the non-equilibrium dynamics (Figure 3.8(d)), thus supporting assignment of
these coherence to the excited state and evidencing that the transient signal above 3eV comes
from the interplay of PA and SE.

Figure 3.8: (a) Map of the oscillations recorded in the transient absorption spectroscopy map with the
position of phase-jump in dashed black line (b) Amplitude and phase of fourier transfrom of oscillations
Fourier transform of oscillations from panel (a) for 720 cm-1 frequency showing π phase-jump across
the peaks at energies associated with stimulated emission(c) Experimental phase jump location fitted to
a power-law decay over time revealing the vertical gap of excited-state minima. (d) Emission energies
computed at SS-CASPT2 level along non-equilibrium relaxation of the solvent around the respective
excited-states. Experimental plots courtesy Piotr Kabaciński et al.

A Fourier analysis of the oscillatory component reveals a 720 cm-1 mode dominating the
entire probing wavelength. The nature of the underlying molecular vibrations are studied by
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means of normal mode analysis. As it can be conjectured from the nature of the branching
plane vectors (Figure 4) high frequency C-C and C-N stretching modes (>1000 cm-1), which are
beyond the limits of the temporal resolution of our experimental setup, dominate the excited
state vibrational dynamics. In particular, above 1000 cm-1 a mode with a frequency of 1588
cm-1 an be identified with a high Huang Rhys (HR) factor only in the La state (0.50 compared
to HR value of 0.00 in the Lb Table 3.1).Consequently, this mode will be activated upon vertical
excitation to the La state.This mode has the highest overlap of all normal modes with the GD
vector of the branching plane which is reflected in the inversion of Lb/La state ordering in a scan
along this mode (Figure 3.9).

Below 1000 cm-1 a mode with a frequency of 750 cm-1 can be identifies describing a distortion
of the indole moiety from planarity which exhibits high HR factors of comparable magnitude in
both Lb (0.34) and La (0.235). , This mode shows the biggest overlap with the DC vector of
the branching plane among the excited modes (with significant Huang-Rhys factors ) below 1000
cm-1, implying strong Lb/La wavefunction mixing in the direction associated with the activation
of this mode.

Figure 3.9: Scan along 1588 cm-1 mode at RMSPT2 |10,9| leads to an inversion of La/Lb through
weakly avoided crossing. This is seen through reversal of the magnitudes of oscillator strengths for the
GS->S1 transition

In summary, coherent dynamics along the 1588 cm-1 and 720 cm-1 modes are immediately
initiated upon photoexcitation. The former facilitates ballistic access to the CI after pumping into
the La state leading to quasi-minima in the La-region on S1 surface after the crossing (represented
through the red line in Figure 4 connecting the FC point on S2 and the meta-stable La region
on S1 through the CI ) , whereas the latter in conjunction with aforementioned 1588cm-1 mode,
leads to the effective La→Lb population transfer on the S1 surface circumventing the CI through
the inter-state coupling region(red dashed line connecting the La and Lb regions on S1 ). ). The
observation that the 720 cm-1 vibrational coherence remains active on a ps time scale is evidence
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that the branching plane vectors remain active and consistent with the interpretation that the
wave packet does not remain trapped in the Lb valley. Instead, it coherently explores regions of
Lb, La and of mixed character on the S1 surface through the activated modes including 1588cm-1
and 720cm-1 modes. This long living coherence, which leads to a simultaneous population of
both states at early times, is responsible for triggering solvent relaxation to the La state that
smoothly, but steadily, stabilizes the La state already from very early times, eventually leading
to inversion of adiabatic state order and full population of the La state.

3.2.9 Conclusions.

By combining ultrafast transient spectroscopy in the UV with multiconfigurational CASPT2
level of theory within a hybrid QM/MM setup, this work demonstrated that the primary phtoin-
duced dynamics of water solvated tryptophan are driven by the two vibronically coupled lowest
singlet states, La and Lb, whose different response to the polar solvent modulates the electronic
population in the two state and dictate the evolution of the transient spectral signals.

Non-equilibrium dynamics show that the polar solvent responds differently to these two states,
resulting in a dynamical inversion of their minima, responsible for the population dynamics
observed in the picosecond regime. The evolution of the topology of the potential energy surfaces
around the CI during the coupled solute-solvent dynamics reveals that the IC occurs over a
two-step mechanism, a sub-50 fs La→Lb non-adiabatic population transfer followed by a 200
fs Lb→La adiabatic back-transfer mediated by the dynamical lowering of La below Lb due to
solvent reorganization, which persists until ps time range, affecting exclusively the polar La state.

Back and forth La↔Lb population transfer has been proved based on theoretical models that
allow to quantitatively reproduce, and interpret, the observed transient spectral features, namely:
a) the La and Lb PA transient signals (Figure 3.5(d,e) and the La relaxation dynamics and
the corresponding phase jump signal profile (Figure 3.8c,d). Finally, an accurate analysis of
the oscillatory pattern has allowed us to identify a photoactivated mode at 720 cm-1 which is
responsible for ultrafast La→Lb population transfer and a system that is living as a superposition
of La and Lb states, until full population of La due to its stabilization by solvent reorganization.
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3.3 Supplementary

Discussion on computation of branching plane - why use RMSPT2
In Figure 3.10 the topology with an expanded active-space 0|10,9|2,4 at XMS level(also referred
as aug-XMSPT2) is considered as the reference when assessing the other surfaces computed at
the smaller |10,9| active-space. With this consideration, the topology at RMS level with the
smaller |10,9| active-space looks most similar to the reference showing a stabilization of Lb
region compared to La-region. Curiously the topology of XMS at |10,9| active-space shows the
opposite tendency to the reference with a slight stabilization in La-region. Single-state CASPT2
(SSPT2) does not describe the branching plane but locates a conical intersection seam instead,
and the electronic character of the surfaces show little La/Lb mixing across the plane. It correctly
describes the stabilization of Lb region versus La region in the Franck-Condon distribution of
solvent. In contrast MS-CASPT2 has the most different topology compared to all the other
methods showing a flat long valley connecting La and Lb regions along GD vector. An alternate
view of the lower S1 surfaces are shown in Figure 3.11.

Figure 3.10: The topology of the adiabatic surfaces across the branching plane coordinates with
initial solvent distribution at various levels of CASPT2. The color plot on xy plane is the TDM of
the GS→S1 transition. The color coded TDM helps to characterize the regions of La(red) , Lb(blue)
or mixed (cyan,white,yellow)on the lower surface. The computations have been done at single-state
CASPT2(SSPT2) , and various flavors of multistate PT2 (MS,XMS and RMS). The reference computa-
tion is done at XMS-CASPT2 with an active-space of 10 electrons in 9 orbitals in RAS2 space augmented
with 4 extra virtual orbitals in RAS3 space, referred as aug-XMSPT2. All the other (SS,MS,RMS and
XMS) computations are done with active-space of 10 electrons in 9 orbitals |10,9|.
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Figure 3.11: An alternate view of the the same lower S1 adiabatic surface depicted in Figure 3.10 to
better appreciate the La vs Lb stabilization on the S1 surface across various levels of PT2 theory.

Figure 3.12: 2D ∆A map and ∆A spectra of Trp in pH 7.4 buffer solution following pump at 264nm
and 284nm; (a) ∆A map following 264 nm pump; (b) ∆A map following 284 nm pump; (c) ∆A spectra
following 264 nm pump and (d) ∆A spectra following 284 nm pump at different times, starting from 50
fs until 3ps. Courtesy Prof. Giulio Cerullo et al.
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Figure 3.13: (a) Map of the oscillations recorded in the transient absorption spectroscopy map.
(b)Fourier transform of the complete oscillation map till 1000 fs reveals the most active frequency at
720 cm-1 and average phase-jump position at 3.65 eV. (c) Experimental phase jump location fitted to
a power-law decay over time revealing the vertical gap of excited-state minima. (d) Emission energies
computed at SS-CASPT2 level along non-equilibrium relaxation of the solvent around the respective
excited-states. Experimental plots courtesy Piotr Kabaciński et al.

Figure 3.14: Optimised structures of the critical geometries of tryptophan.
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Figure 3.15: Transient spectra of La and Lb states along Linear Absorption from the cation (in dashed
yellow) from its optimized minima

Figure 3.16: The time-evolution of the adiabatic energy gap between La and Lb at their respective
minima in solvent relaxed around La state (solid line) versus Lb state (dashed line). Relaxation of
solvent around La-min (solid line) leads to a level inversion of the excited state minima within 100 fs.
In contrast, relaxation around Lb-state (dashed line) results in La minima always being above the Lb
ones.
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MP2 Frequency Lb La
30.2616 0.0034 0.0099
87.1706 0.003 0.1776
137.4788 0.233 0.5038
187.0386 0.2665 0.0156
197.9587 0.0062 0.057
218.1998 0.0543 0.5264
226.0516 0.0306 0.0037
233.3158 0.0059 0.0953
257.5746 0.0017 0.0015
339.0144 0.0058 0.0006
358.4333 0.0089 0.0308
409.7918 0.0147 0.0002
426.4277 0.0014 0.0014
471.9441 0.0108 0.0001
514.6048 0.0025 0.022
540.9589 0.015 0.0117
564.246 0.0198 0.0027
578.8857 0.1125 0.1221
591.0905 0.0129 0.0036
675.454 0.0017 0.004
708.6298 0.0246 0.0057
718.1794 0.02 0.0522
745.1002 0.0135 0.0413
752.5991 0.3409 0.2349
775.294 0.0448 0.0857
802.119 0.068 0.2762
817.6869 0.0001 0.033
838.0504 0.0134 0.007
871.3543 0.0009 0.1153
889.4647 0.0007 0.0016
924.2294 0.0028 0.0116
933.6901 0.0041 0.0101
943.974 0.0101 0.0973
989.6248 0.0032 0.0062
1024.383 0.1737 0.0283
1062.677 0.0037 0.0208
1097.252 0.008 0.0097
1125.912 0.0116 0.014

Table 3.1: Huang-Rhys factors of the La and Lb optimized minima at SS-CASPT2 level along the
normal modes of ground-state MP2 frequencies
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Figure 3.17: Atoms ids used in Table 3.2

Index GS Lb La
1 -0.6748 -0.9412 -0.9465
2 0.7246 0.9499 0.9523
3 -0.7197 -0.9481 -0.9535
4 0.0755 0.3798 0.4193
5 -0.2905 -0.7443 -0.7265
6 0.2659 0.4462 0.4478
7 0.2659 0.4554 0.4457
8 0.2659 0.4177 0.4088
9 0.0663 0.0145 -0.0096
10 -0.0421 -0.2935 -0.3258
11 0.0486 0.1435 0.1406
12 0.0486 0.1249 0.1406
13 -0.1210 -0.1466 -0.4150
14 -0.1671 -0.1286 0.0215
15 0.2326 0.2228 0.2333
16 -0.3382 -0.6081 -0.4394
17 0.3466 0.4792 0.4464
18 0.1184 0.2593 0.1272
19 -0.2136 -0.4315 0.0891
20 0.1479 0.2283 0.1760
21 -0.1399 -0.2819 -0.5476
22 0.1395 0.1823 0.2179
23 -0.1970 -0.0718 -0.0580
24 0.1440 0.1446 0.1739
25 -0.2046 -0.2859 -0.3863
26 0.1422 0.1892 0.2191
27 0.0760 0.2434 0.1482

Table 3.2: Table showing the original AMBER charges as (GS) and CASPT2 density fitted Lb and
La charges used for non-equilibrium dynamics. For atom ids refer to Figure 3.17
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|14,10| |0,0|14,10|2,4|
State SS MS XMS RMS SS MS XMS RMS
La 4.16(0.02 ) 4.13(0.03 ) 4.33(0.03 ) 4.15(0.02 ) 4.22(0.02 ) 4.20(0.03 ) 4.40(0.03 ) 4.22(0.02 )
La 4.44(0.98 ) 4.49(0.09 ) 4.56(0.08 ) 4.47(0.09 ) 4.56(0.09 ) 4.58(0.10 ) 4.67(0.10 ) 4.57(0.10 )

Table 3.3: Comparison of CASPT2 vertical excitation energies(Oscillator Strengths) at MP2 optimized
Franck-Condon geometry of selected snapshot with full valence |14,10| and augmented 0|14,10|2,4 active
space
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Chapter 4

Time-dependent behaviour by
semi-classical trajectories

4.1 Theory - how to do molecular dynamics with multiple

surfaces

The time-evolution of a system can be simulated with the help of molecular dynamics. These
simulations provide a way to realise the reaction paths that are undertaken by a system. These
dynamical simulations give the actual time-constants that are associated with any process. In
the formalism of quantum mechanics a reaction can be described as transfer of population from
one eigenstate to another eigenstate. In UV-light induced phenomena this involves transfer
of populations among various electronic states of the molecule. When these electronic popu-
lations transfer are slow compared to the intra-molecular vibrations, the reaction rate can be
approximated through the Fermi Golden Rule. However, excitation by UV light prepares the
system in a highly non-stationary state where the nuclei of the system are not relaxed to the
new electronic density. Therefore if we want to understand the time-evolution of the system
from this non-stationary state, we have to perform explicit dynamical computations to obtain
the time-dependent behaviour of the system.

In classical physics molecular dynamics are performed by evaluating the forces and propagat-
ing the system forward in time through algorithms which integrate Newton’s equation of motion
eg. Velocity Verlet. These numerical methods propagate the system on the instantaneous po-
tential energy surface. As we saw in previous Chapter, there are multiple potential surfaces
in photophysics through which electronic transitions take place through conical intersections.
Surface-hopping using fewest switches [116] , first proposed by Tully is a scheme which provides
a method to perform non-adiabatic dynamics involving multiple potential energy surfaces.
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4.1. Theory - how to do molecular dynamics with multiple surfaces

4.1.1 Surface-Hopping with fewest switches

In surface-hopping method the nuclei always propagate on a single adiabatic surface at any
given instant like classical dynamics. At every instant of time the nuclei carries with itself the
wavefunctions of the various adiabatic states ψi and associated coefficients ci whose squared
modulus gives their population.

Ψ(R⃗)⟩ =
∑
i

ciψi(R⃗)⟩ (4.1)

A single trajectory is always started with 100% population in a single adiabatic state and
zero in all others ( at t=0 ,ci = 1 for some i = j and ci = 0 for i ̸= k). At every integration
step propagating the nuclei through forces ( given by matrix element F⃗jj(R⃗)), the populations
are transferred between the various adiabatic states ψi through changes in the coefficients ci,
mediated by non-adiabatic coupling of these states (given by matrix element d⃗jk).

F⃗jj(R⃗) = −
〈
ψj |

∂Hel

∂R⃗
|ψj

〉
d⃗jk =

F⃗jk(R⃗)

Vkk(R⃗)− Vjj(R⃗)

(4.2)

where Vjj is the expectation value of the electronic Hamiltonian operator (Vjj = ⟨ψj |Hel|ψj⟩).
The population transfer between adiabatic wavefunctions is done by integrating the electronic

Schrodinger equation for the ci amplitudes.

ih
dcj
dt

= Vjj(R⃗)cj − ih
∑
kα

Pα

Mα
dαjk(R⃗)ck (4.3)

where Mα and Pα refer to the array of nuclear masses and momenta respectively.
The integration propagating the electronic populations in the various adiabatic states involves

the derivative coupling between the wavefunctions which is usually highly localised in space. This
means due to finite time-step of integration of nuclear positions, one can overstep such regions
and erroneously fail to transfer adequate populations. Additionally computation of derivative
coupling terms is not widely implemented for methods like CASPT2. This issue is resolved by
using an alternative approach of Hammes-Schiffer and Tully [117] to instead evaluate overlap
integrals of wavefunctions at adjacent time-step. Since the transfer of populations occurs due to
along the velocity due to non-adiabatic coupling, one can insert the insert the velocity vector in
the coupling and relate the transfer to the overlaps σjk at adjacent time-steps.

dR⃗

dt
djk = ⟨ψi(r, t)|

d

dt
ψj(r, t)⟩

= ⟨ψi(t)|ψj(t+ dt)⟩

= σjk

(4.4)
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4.2. Ultrafast deactivation of uridine

The overlaps integrals between the wavefunctions at adjacent steps contain the measure of how
much the adiabatic wavefunctions change into one-another(mix ) in the given time-step and thus
can be used to transfer the populations.

The changes in populations (|ci|2) of the adiabatic states due to population transfer along
dynamics leads to hopping of the trajectory to different adiabatic state changing the current
active-state. Tully argued that the electronic populations of the adiabatic states should also
reflect the ratio of trajectories with those active-states. So when the populations change in a
time-step the trajectory should hop in accordance. The "fewest switches" needed to accomplish
this can be fulfilled if hops are only allowed to states with increasing populations. The probability
to hop from state j can be given by

pj→ = − ∆|cj |2

|cj(tn)|2
=
|cj(tn)|2 − |cj(tn+1)|2

|cj(tn)|2
(4.5)

Using the equation for propagation of the coefficients 4.3 the probability to hop from state j to
state k can be written as.

pj→k =
1

|cj |2
∑
α

2Pα

Mα
Re(dαjk(R⃗)c̄kcj)∆t (4.6)

4.2 Ultrafast deactivation of uridine

4.2.1 Introduction

The presence of non-radiative decay paths in nucleosides prevent photodamage from ultraviolet
radiation[118–123]. Thus in-spite of having high absorption in the ultraviolet region, the poten-
tial damages are suppressed due to efficient relaxation of these molecules back to ground-state.
These non-radiative relaxation mechanisms occur on ultrafast sub-picosecond timescales in iso-
lated nucleosides [124–127]. These relaxation paths are mediated by passages through conical
intersections (CI) [3]. Due to the presence of multiple excited-states in the absorption spectra,
their involvements needs to be disentangled to unveil the decay channels present in the system.

The excited-state manifold of pyrimidines is composed of bright ππ* and dark nπ* states.
The nπ* states are not majorly populated upon excitation due to negligible GS→nπ* transition
dipole moment. However, their involvement cannot be ruled out during non-adiabatic relaxation
processes due to presence of ππ*-nπ* conical intersections in the energetic vicinity of bright ππ*
states [128].

In gas-phase the lowest excited-state is assigned to the nπ* states from theoretical computa-
tions in uracil and its associated nucleoside uridine[3]. In solvents, the nπ* state is destabilised
due to electrostatic interactions with the solvent molecules resulting in ππ* state being the lowest
excited-state [3]. A direct experimental proof of ππ* vs nπ* energetic orderings is difficult due
to the dark nature of the nπ*.

The time-constants associated with excited-state decay is influenced by the underlying pho-
tophysics involving the ππ* and nπ* states. Most experimental transient absorption(TAS) and
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fluorescence upconversion(FU) spectra describe the excited-state decay with one more more sub-
picosecond and a longer several picosecond time-constant. These experimental dynamics are
fitted with several time-constants ranging from sub-100 fs to several picoseconds. The hypothet-
ical mechanisms describing these time-constants are detailed below.

Direct internal conversion (IC) to the ground state (ππ* → S0)
Modern ultrafast measurements report a fast 100 fs time-constant in pyrimidines leading to

an internal conversion to the ground-state. Theoretical computations have assigned this ultrafast
IC due to access to a ethylene-like conical intersection between the ground-state and the lowest
ππ* singlet state [27, 129–131]. This conical intersection seam is characterised by a puckering of
the aromatic ring with out of plane bending of hydrogen atoms [129, 132]. An additional decay
mechanism associated to ring-opening due to N1-C2 bond cleavage has also been proposed in
case of uracil [133–135].

IC to dark nπ* state (ππ* → nπ*)
This mechanism proposes the involvement of the nπ* states as an intermediate state in the

internal conversion mechanism, with the shortest time-constants associated to a decay to this dark
state through a ππ*-nπ* conical intersection. The population in nπ* state can decay through
various proposed channels. A direct IC to ground state might occur through an energetically
higher lying nπ*-ground state conical intersection[136, 137]. The nπ* state can also lead to
recrossing with the ππ* state leading to nπ⋆ → ππ⋆ → S0 mechanism of relaxation to the
ground-state[127]. The nπ* can also act as a gateway to the triplet states through intersystem
crossing routes. [137, 138].

To investigate the mechanism of the ultrafast decay of UV excited uridine, surface-hopping
dynamics with CASPT2 based methods employing ππ* active-space of |10,8| (10 electrons in
8 orbitals) were performed by Nenov et al. [25] to interpret sub-30- fs transient absorption
spectroscopic measurements in a joint theoretical and experimental work. The study identified
that the after excitation by the pump-pulse, the lowest ππ* singlet state decays within 100 fs top
the ground-state through the GS-ππ* conical intersection. More importantly, the simulations
revealed a minimal involvement of nπ* state with an upper estimate of 20% population transfer
to this channel. The involvement of nπ* state was estimated by re-computing the energetic along
all trajectories with an expanded active-space taking into consideration nπ* states followed by
ad-hoc Tully FSSH in the basis of the ππ* and nπ* states.

In support of this study, the present author performed surface-hopping simulations on a subset
of structures by explicitly including the nπ* states with the full valence active space of |14,10| (14
electrons in 10 orbitals). These surface-hopping simulations were performed with a state-average
of nine states at XMSPT2 level. This manifold covered all the lowest excited-states involving
the lowest four ππ* and four nπ* states. These hopping simulations supported the minimal
involvement of nπ* state, conforming that the major decay path of uridine involves the GS-ππ*
conical intersection.
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4.2.2 Excited-States at the Franck-Condon point

The excited-states of uridine at XMS-CASPT2 level are shown in Table 4.1 with Natural Tran-
sition Orbitals of the relevant GS→Sn transition shown in Figure 4.1. These transitions have
been computed with an active-space of |14,10| with a QMMM formalism. The QMMM setup
consisted on nucleobase in High Layer (Fully Quantum), and the effect of sugar and waters de-
scribed through electrostatic embedding. For geometry optimization, the sugar and water closest
waters in 3 A° layers were kept mobile (Medium Layer) while the rest of the system was kept
frozen. The setup is similar to that described for cytidine in Chapter 2. The QMMM setup was
used to obtain the optimized Franck-Condon structure at MP2/ANO-L-VDZP level.

State |14,10|
SS MS XMS

S1 = H→L 4.58(0.17 ) 4.70(0.29 ) 4.69(0.23 )
S2 = nOxygen1→L 5.02(0.00 ) 5.10(0.00 ) 4.94(0.00 )
S3 = H→L+1 5.64(0.19 ) 5.71(0.18 ) 5.54(0.17 )
S4 = H-1→L 5.83(0.06 ) 5.97(0.20 ) 5.89(0.18 )
S5 = nOxygen2→L+1 6.23(0.00 ) 6.24(0.01 ) 6.09(0.00 )
S6 = H-1→L+1 6.40(0.79 ) 6.60(0.57 ) 6.53(0.64 )
S7 = nOxygen2→L 6.98(0.00 ) 7.15(0.00 ) 6.62(0.02 )
S8 = nOxygen1→L+1 6.78(0.01 ) 6.96(0.01 ) 6.84(0.00 )

Table 4.1: Vertical excitation energies and (Oscillator Strengths) at MP2 optimized Franck-Condon
geometry of selected snapshot at SS,MS and XMS-CASPT2 with full valence |14,10| active-space used
in surface-hopping simulations.

Figure 4.1: Natural Transition Orbitals of the electronic states of solvated uridine at XMS-
CASPT2/|14,10|.

As seen from Table 4.1 and Figure 4.1 the electronic manifold until 5 eV consists of a bright
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ππ* and a dark nπ* state separated by 0.4 eV.

4.2.3 Technical details of surface-hopping simulations

The surface hopping simulations were performed for 25 trajectories until 500 fs following New-
ton’s equations of motion for the nuclei and utilising hybrid QM/MM gradients at XMS-CASPT2
level with |14,10| active-space with a time-step of 0.5 fs. The surface-hopping algorithm em-
ployed Tully’s fewest switches hopping algorithm with Tully-Hammes-Schiffer scheme using CO-
BRAMM’s parallel environment for computing numerical gradients through a two-point finite-
difference formula. The state-averaging scheme covered the ground-state and 8 lowest ππ* and
nπ* excited-states. The movable (MM) water layer comprised all water molecules within 5
Angstrom from the High Layer (nucleobase) to accommodate distortions of aromatic ring by
puckering (Figure 4.2).

Figure 4.2: QMMM setup employed in surface-hopping simulations showing High (fully Quantum),
Medium (movable MM) and Low (frozen MM) layers.

The expression for time-derivative coupling for states i and j employs the Hammes-Schiffer &
Tully method and is approximated to finite differences. The change in electronic wavefunctions is
resolved by computing overlap integrals between adiabatic wavefunctions at different time-steps
using RASSI routine of OpenMolcas.

4.2.4 Results of Surface-hopping simulations

The surface-hopping simulations were run on a set of 25 trajectories at XMS-CASPT2 level, with
the aim to compare with the simulations run at SS-CASPT2 level previously by Nenov et al. and
assess the involvement of nπ* state explicitly.24 trajectories hopped to the ground-state through
the ethylene like GS-S1(ππ*) conical intersection (Figure 4.3). This conical intersection has
two quasi-symmetrical forms depicted in Figure 4.3 as type1 and type2. The type1 conical
intersection was reached with an average time of 128 fs in 15/25 trajectories and type2 with
average time of 139 fs in 9/25 trajectories.
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Figure 4.3: The two types of GS-S1(ππ*) conical intersections from XMS-CASPT2 surface-hopping
dynamics. Also reported are the mean and median of times of GS-S1(ππ*) hop

To analyse the evolution of nuclear motions leading to the conical intersection seam, principal
component analysis was performed on the trajectories till hopping time. The component with
the largest eigenvalue is the dominant motion of the system in a linear approximation. The
evolution of the trajectories along the largest principal component is depicted in Figure 4.4.
The trajectories can be partitioned into three types of behaviour based on the time taken to
reach the seam and the evolution of the principal reaction coordinate. The trajectories which
are classified as showing ballistic decay show a monotonically evolution along the coordinate
leading to the conical intersection seam in sub 100 fs. A lesser number of trajectories which
take 100-300 fs classified as intermediate decay exhibit a few cycles of motion along the principal
coordinate before monotonically reaching the conical intersection seam. A single trajectory
showed exceptionally longer time to reach the CI seam in 426 fs. This trajectory displayed
oscillatory motion along the reaction coordinate till 300 fs after which it reached the CI seam
in a monotonic behaviour. In Figure 4.5 examples of these three types of behaviour are shown
with the evolution of potential energies along the non-adiabatic dynamics.

4.2.5 nπ* involvement delays hop to ground-state.

The involvement of nπ* state can trap the population and delay the time needed to access the
ππ*-S0 conical intersection. Since nπ* state will have a different electronic density it can influence
the nuclear motions differently and its presence is imprinted on the vibrational motions in the
trajectory. Through the difference density of ππ*→nπ* transition, we see that population of the
nπ state along dynamics will length to increased electronic density in the C5-C6 bond shown in
Figure 4.6. This increased electronic density should lead to decrease in this bond-length when
the active-state becomes nπ* in nature. The distribution of C5-C6 bond-angle in the various
trajectories, shows a peak at shorter bond-lengths for the longer time-decay trajectory, suggesting
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Figure 4.4: Projection on the first principal component along time for all the 24 trajectories which
hopped to ground-state. The principal component analysis was performed from time=0 till ∼10 fs after
the hop to ground-state. The projections were shifted to match zero at t=0.

Figure 4.5: (a) Ballistic trajectory. (b) Intermediate trajectory (c) Long trajectory. The plots show
the adiabatic potential energies of the 9 states included in the surface-hopping dynamics. States 1-6 are
in colour and 7-9 are in grey. The active state is depicted wit black dots. The total energy (potential +
kinetic) is also shown in solid black line.
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trajectories. The inset shows the difference density of ππ*→nπ* transition, with regions of electron
addition in blue and electron depletion in red. The difference density implies a shortening of C5-C6
bond upon tranistion to the nπ* state.

an increased nπ* involvement in this trajectory. This suggests the presence of a ππ*→nπ*→ππ*
→S0 channel might also be present in the system leading to longer times needed to decay to the
ground-state.

4.2.6 Comparison with SS-CASPT2

The agreement of the SS-CASPT2 dynamics with the XMS-CASPT2 is quite satisfactory. The
hopping times for the 24 trajectories which hopped to GS are shown in Table 4.2. For the trajec-
tories which decay ballistically to the ground state in sub 100 fs the agreement in times between
SS-CASPT2 and XMS-CASPT2 are excellent. This is to be expected as in these trajectories
there is negligible involvement of nπ* states. For XMS-CASPT2 trajectories which decay in >
100 fs the discrepancy in time with SS-CASPT2 is increases to about 100 fs. This might be due
to blocking of certain pathways in SS-CASPT2 trajectories due to removing the n-orbitals from
the active-space which lead to them roaming around in ππ* state for longer times before reaching
the CI-seam. Finally as SS-CASPT2 trajectory cannot be trapped in nπ* state the trajectory
which decays in half a picosecond at XMS-CASPT2 reaches the CI in 200 fs at SS-CASPT2.

4.2.7 Comparison with Ultrafast experiment

Ultrafast experiments with sub-30 fs resolution performed by Cerullo et al. [25] reported two
time constants of 97 fs and 1000 fs obtained by global analysis of the pump-probe transient
map. The shorter time-constant corresponds to same timescale as taken by the XMS-CASPT2
trajectories to reach the conical intersection with the ground-state in a ballistic decay. The longer
time-constant has been attributed to the involvement of the nπ* state previously [139] providing
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a gateway to the triplet state. Since the reported XMS-CASPT2 dynamics do not incorporate
triplet state this channel cannot be simulated here. However, from the analysis in Figure 4.5 it
can be seen that nπ* state also acts as a trap for the system elongating the time in the singlet
excited state and delaying the access to the conical intersection with the ground-state.

Index XMS-CASPT2 SS-CASPT2
1 55 50
2 57 70
3 58 70
4 60 70
5 70 70
6 75 80
7 80 100
8 80 85
9 85 100
10 100 90
11 102 175
12 105 100
13 110 100
14 130 120
15 133 380
16 135 180
17 142 210
18 147 250
19 164 280
20 179 X
21 198 215
22 240 X
23 242 250
24 426 200

Table 4.2: Hopping to ground-state times (femtoseconds) at XMS-CASPT2 and SS-CASPT2 level.
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Conclusions

In this PhD thesis I documented four major projects modelling UV-induced photophysical phe-
nomena in diverse biomolecules. These works illustrate the need for accurate computation of
electronic energy manifolds of systems in realistic environments to complement and interpret
modern ultrafast spectroscopies.

While accurate electronic structure methods like CASSCF/CASPT2 can be computationally
quite expensive, their use is necessary to have a sound description of all photochemically relevant
states. As exemplified in the work benchmarking nucleobases, these methods are indispensable
in energy windows typically accessed in transient spectroscopies. The ultrafast processes are also
profoundly affected by the environment around them which can modulate the electronic energy
manifold and dictate the possible relaxation pathways. Thus, it is paramount to include their
effects in the theoretical models to root the simulations in physical reality. The works reported
here have accomplished this by using the hybrid QM/MM setup allowing to model the static and
dynamical effects of the environment on excited-state processes. The marriage of high-quality
electronic structure computations in this hybrid QM/MM setup allows us to model realistic time-
dependent behaviour of the system through semi-classical trajectory hopping simulations. These
dynamical simulations allow us to track possible relaxation pathways and assess the effects of
structural heterogeneity or solvent relaxation on the excited-state process. In tryptophan the
dynamical relaxation of polar aqueous solvent changes the potential energy landscape along time
, thus modulating the populations of the lowest excited states. The effect of environment is also
seen in the ultrafast relaxation of uridine in water where it results in the destabilization of nπ*
state resulting in its minimal involvement in the internal conversion to the ground-state. Thus,
these studies underlie the importance of accurate theoretical modelling including the environment
as a mandatory tool to confidently disentangle complex photophysics and enable quantitative
comparisons with experimental spectra and their interpretation.
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