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#### Abstract

The goal of group formation is to build a team to accomplish a specific task. Algorithms are being developed to improve the team's effectiveness so formed and the efficiency of the group selection process. However, there is concern that team formation algorithms could be biased against minorities due to the algorithms themselves or the data on which they are trained. Hence, it is essential to build fair team formation systems that incorporate demographic information into the process of building the group. Although there has been extensive work on modeling individuals' expertise for expert recommendation and/or team formation, there has been relatively little prior work on modeling demographics and incorporating demographics into the group formation process.

We propose a novel method to represent experts' demographic profiles based on multidimensional demographic features. Moreover, we introduce three diversity ranking algorithms that form a group by considering demographic features along with the minimum required skills. Unlike many ranking algorithms that consider one Boolean demographic feature (e.g., gender or race), our diversity ranking algorithms consider multiple demographic features simultaneously. Finally, we introduce a fair team formation algorithm that balances each candidate's demographic information and expertise. We evaluate our proposed algorithms using real datasets based on members of a computer science program committee. The result shows that our algorithms form a program committee that is more diverse with an acceptable loss in utility.
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## 1. Introduction

### 1.1 Motivation

Research plays a significant role in advancing any nation's economy. Countries, universities, and companies spend millions of dollars on research in different areas of research to develop new methods in many industries. In 2015, the United States and China combinedly invested $\$ 840$ billion on research and development [1]. Much of this research activity takes place in academia. According to [2], $\$ 68.8$ billion was spent on research and development in 2015 by U.S. universities and colleges. Hence, faculty and Ph.D. candidates work on developing many innovations. In academia, publication plays a significant role in building their reputations and presenting their research findings [3]. Thus, they concentrate on choosing the proper conference or journal in which to publish their results. Once a paper is submitted to a conference, it undergoes a review process supervised by the program committee in order to select the best articles to present at the conference. Assigning qualified, unbiased reviewers for each paper is vital in the peer-review process. Unfortunately, some innovative papers may be rejected due to a poor review from an unqualified or biased reviewer. There are different types of bias such as gender, race, language, and location biases. As an example, a study by Casati et al. [3] shows that some journals prefer researchers who live in the same area of the journals. Moreover, a significant difference was found in the acceptance rates for medical conferences between those written by English-speaking versus non-English- speaking countries [3].

To address these issues, some work has been proposed to enhance peer review by making the process more transparent and less vulnerable to various types of bias [3]. One suggestion for reducing unfairness is considering diversity in the program committee responsible for peerreview. It was reported by [4] that diversity has a positive impact on the success of institutions
and companies where they have accomplished better outcomes with more diverse teams. Having a more diverse team provides different points of view due to variety in backgrounds and experiences. Some studies have been done about the effectiveness of diversity specifically ethnicity, on scientific performance. The result shows that ethnicity improves scientific influence. Thus, having diverse individuals working together with various backgrounds and cultures leads to better outcomes [5].

It is clear that there is a lack of diversity within Computer Science as a whole. For example, fewer than $27 \%$ CS professionals are female and whites dominate more than $65 \%$ of CS professionals [6]. This lack of diversity is reflected in participation in conferences [7] and in the members of the program committees that govern academic conferences in Computer Science [8]. Addressing this, SIGCHI, one of the highest impact ACM conferences, announced an explicit goal to increase the diversity of their PC in 2020 [9]. Thus, having diverse individuals working together with various backgrounds and cultures leads to better outcomes [5].

The group formation process has been well studied in academia as a way to enhance learning and educational environments. Research has explored the best ways to form teams to improve the teaching methods in schools [10] and, more recently, work has focused on the importance of team composition to achieve diversity and optimal performance [11]. Group formation is also an important process for business, so other investigations have focused on how to form the bestqualified team to perform specific tasks [12] [13]. They concentrated in performing a team based on the qualification without considering demographic information.

In academia, group formation often overlaps work in the expert recommendation, systems that identify the best-qualified expert to achieve a particular task. Usually, the candidates’ expertise is extracted from their publications. For example, early systems built an expert profile
depending on the internal email network within an institution [14]. Although promising work has been done, several challenges remain. One of those challenges is that it is difficult to find a precise way to model the expertise of candidates based on their publications. Another critical challenge is that those systems tend to be biased towards well-known candidates making it difficult for new, but qualified, researchers to access opportunities. This is similar to the bias observed in machine learning systems that can perpetuate bias in their outcomes based on bias in the training data [15].

Despite its importance, few researchers have investigated building effective teams while, at the same time, selecting team members fairly with respect to demographic diversity. In other areas, new algorithms are emerging based on the notion of fairly treating candidates for jobs, loans, scholarships, and other opportunities from underrepresented groups. These efforts typically focus on members of protected groups, those groups who are protected against discrimination by US law, generally race, gender [16]. However, these algorithms maximize fairness with respect to a single protected feature. Thus, utilizing several demographic features to increase fairness is significant.

### 1.2 Research Goals

Our overarching goal is to develop group formation algorithms that can create a diverse group of experts. A key component of this is a fair expert recommendation system that provided opportunities to all candidates. Although our algorithms should be applicable in the team building system, we focus on the field of academic group formation. Mainly, this research could be valid to form a group of scholars to review papers in the conference or journals, or as a proposal review board, or an academic committee. In particular, we concentrate on forming a
conference program committee from a set of candidate researchers. Our specific goals are as follows:

- Goal 1: Develop a group formation algorithm based on expertise only.
- Goal 2: Develop a group formation algorithm based on diversity only.
- Subgoal 3.1: Represent diversity with multiple, Boolean features.
- Subgoal 3.2: Represent diversity with multiple, continuous features.
- Goal 3: Develop a fair group formation algorithm that considers expertise and diversity.


### 1.3 Approach

In this dissertation, we develop and evaluate several algorithms to create a group of researchers based on their expertise and demographic features. We use, as our driving problem, selecting members of a conference program committee (PC). We create a group of candidate researchers from the authors of papers accepted by the conference in previous years and the conference program committee members of those years. For our first goal, we evaluate a variety of group formation algorithms, e.g., hill climbing, that select PC members based on their expertise only. For our second goal, we evaluate different ways of representing the desired diversity and selecting members based on diversity only. Unlike other approaches that used one Boolean feature to maximize the diversity, we focus on methods that take into account multiple, discrete, and continuous valued, demographic features simultaneously. Finally, we develop a hybrid method that provides a balance of the previous two approaches. We evaluate different values of the tuning parameter to select PC members. This approach tries to maximize diversity, while the utility loss is minimized.

## 2. Related Work

Our work focuses on forming a group of candidates based on their expertise and their demographic information. It builds upon previous work in Information Retrieval (IR), data mining, machine learning, and statistics. Hence, in the following sections, we discuss different areas of research that are related to our work. In the first section, we explore various tasks related to profile modeling, specifically, approaches to modeling expertise and demographics. Next, we discuss group formation techniques and investigate constraint satisfaction while forming a team to perform a specific task. The last section covers group fairness in which we discuss various causes of bias in group formation algorithms how this bias can occur in academia. The section concludes with a summary of different methods for forming a diverse group for peer review and why diversity is essential in that case.

### 2.1 Profiling

User profiles are an integral part of all work into personalization [17]; one cannot design systems that adapt to individuals without having an accurate model of the user's capabilities and needs. A related area of research specifically addresses modeling an expert's areas and depth of knowledge. A number of efforts have focused on presenting a comprehensible view of the knowledge of that expert. However, considering other factors such as demographic attributes to build different kinds of profiles is less well studied. In this section, we discuss both main types of profile, i.e., an expertise profile and a demographic profile.

### 2.1.1 Expertise Profiling

Expertise profiling focuses on modeling the skills and knowledge of an expert in a variety of areas [18]. This profile describes what an expert knows and how much he knows about a particular topic. Thus, the profile encapsulates the level of competency for an expert across a
range of skills. One approach to expertise profiling is to manually assign scores to each member of an organization across a set of capabilities. In this approach, each expert can be represented as a vector of scores which can be aggregated to create an expertise matrix for the organization as a whole. However, due to the manual nature of this method, it is subject to reliability and scalability issues [19]. Thus, automated techniques have been proposed to employ the people's or organization's documents to collect skills.

There are two main language-based approaches to create an expertise profile, the candidatebased technique, and the document-based technique. The candidate-based approach builds the profile for an expert based on a set of documents that is related to that expert. "P@noptic expert", proposed by Craswell et al. [20], was one of the first research projects to use the candidate-based approach to build expert profiles. Based on these profiles, they developed a search service that allowed users to locate an expert based on the desired expertise. This search system is similar to a traditional search engine in which documents are retrieved based on a submitted query. They informally evaluated their system and reported that the results were promising. However, the evaluation was very general, and more precise evaluation, including comparisons to other approaches, is required to truly confirm the effectiveness of their solution. Reichling et al. [21] extended the candidate-based approach to expertise modeling by incorporating feedback from the experts to increase the profiles' accuracy. Their approach is semi-automatic since the initial profile is constructed for each expert based on documents related to them, but a refinement step requires the experts to evaluate and update their profiles to improve their correctness. Thus, this improved accuracy comes at the cost of an increased burden on the users.

Unlike the candidate-based approach that focuses on keyword extraction to model one expert at a time, the document-based attempts to identify broad areas of expertise by clustering texts into groups. Once the clusters are formed, it then attempts to identify experts corresponding to each cluster or area of expertise. Although the document-based approach has the advantage of identifying perhaps overlooked areas of expertise within an organization, in general, it is not able to accurately model the skills of an expert. Essentially, each expert is represented by a set of weights related to areas of expertise learned from the document collection as a whole. However, like all clustering approaches, it is difficult to explain the meanings of the various clusters and thus the areas of expertise.

Traditionally, expert retrieval, also called expertise finding, has been approached as an information retrieval problem and often addressed as an important part of a company's search system [14]. However, the importance of expertise profiling has expanded to academic communities that need to identify experts to review papers as a member of a conference committee or form a group of experts to review grant proposals or perform another research task. For example, Tang et al. [22] developed a text-based expert finding system called "Arnetmine." In their approach, the expertise is represented as a set of weighted keywords extracted from each scholar's home page and publications. To locate an appropriate expert, the users enter keywords related to the desired expertise. They used DISTINCT model proposed by Yin et al. [23]. to evaluate their work. This system uses different types of linkages associated with weights to differentiate objects' identities. The evaluation of their system is based on human judgments by comparing their system to the DISTINCT. Their results showed that their model outperformed the DISTINCT model with respect to precision and recall [22].

Chandrasekaran et al. [24] also model an expert's knowledge as a set of weighted areas of expertise. However, rather than using a set of learning areas in which the semantics are unclear, they based their profile on ACM's Computing Classification System (CCS) taxonomy. The primary purpose of creating this profile was to build a recommender system to suggest papers from the CiteSeer ${ }^{x}$ database to authors of CiteSeer ${ }^{x}$ papers. Chandrasekaran et al. [24] classified an author's published papers by ACM CCS taxonomy categories to create an expertise profile of that author. The outcome of this process is a profile represented as a weighted ontology rather than a list of keywords or learned areas. This work was expanded by Kodakateri et al. [25] to build users' profiles based on the papers they viewed rather than their published articles. Based on a user's profile, the system can suggest CiteSeer ${ }^{\mathrm{x}}$ publications to end-users. Although this approach has not previously been used to recommend experts, the weighted ontology can be viewed as an expertise profile.

More recently, this approach was used by the Indiana Database of University Research Expertise (INDURE) project. In this work, the experts' information was collected from four sources: personal homepages, publications and PhD dissertations, profiles filled by candidates, and NSF funded projects. The keywords used to represent the candidates' skills were extracted from this text and then classified into ontologies developed by the National Research Council to create expert profiles. Hence, Users were able clients to browse expertise information and employ queries to search for an expert based on those ontologies. They modeled their query using query expansion to enrich the original client's query and thus, more specific details be provided [14].

Sateli et al. [26] developed a system called "ScholarLens" that also created a semantic expertise profile based on a scholar's publications. They compared two methods to extract the
expertise of a scholar. The first method considers the full documents of the user's publications, and the other method uses the words "claim" and "contribution" to extract subsets of the text. In order to make these profiles applicable in different applications, they represented candidates' profiles using the Resource Description Framework (RDF) and competence records using Linked Open Data (LOD). They represented areas related to a specific domain by utilizing entity recognition and a linked open data (LOD) cloud. For instance, "information retrieval" and "algorithms" are both relevant to the computer science domain. They evaluated their model using human studies which showed that the two approaches performed with high precision for the top ten outcome expertise of each scholar.

One of the respectful measures to show a researcher's work's quality and productivity is the h-index metric, introduced by [27]. It produces a score that is computed based on the total number of publications and number of citations. It implicates the scholar's publications' quality and is utilized for employing, awarding committees, and funding determination [28] [29]. Moreover, different scholarly databases such as Google Scholar, Web of Science, and Scopus use this metric to present a researcher's output quality. Hence, in our research, we use this score to determine each candidate's expertise since it represents a precise score and provides an excellent analysis of research productivity, unlike others [30].

### 2.1.2 Demographic Profiling

Many studies [31] have shown the importance of considering demographic attributes when using automated systems to make decisions about people. However, online profiles typically exclude this information since users are often concerned about how such information might be used. So, when an organization wants to use demographic features to ensure fairness and antidiscrimination in their algorithms, they must often develop procedures to predict some attributes
such as gender, nationality, and ethnicity based on the actual provided features such as the user's name [24]. Besides, the specific demographic attributes that are important to consider varies from one environment to another. In academia, for example, demographic profiling generally consists of attributes such as ethnicity, age, gender, race, and socioeconomic background [32].

Several suggestions exist for extracting gender and ethnicity. One of the earliest methods is the web scraping approach [33], in which demographic information is predicted from a personal home page. After that, the user profile consists of this and other information to be used by recommender systems. Recently, many methods used machine learning to classify ethnicity and gender based on a given name. However, because those systems mostly depend on a trained data set, they provide a strong result for some names and fail with others, which leads to significant accuracy issues. For example, Michael [34] investigated a list of more than 4,000 names to analyze the popularity of a name by country and used that to determine gender. This work was extended by [35] to improve accuracy and coverage. The work by [36] employed an Open Gender Tracking Global Name Data project that consists of names from four countries and then determined a person's gender based on the first name.

Similarly, Knowles et al. [37] applied the same approach, but they also operated an SVM classifier. When utilizing a Twitter data set, their model performed better than other models. Lately, a new model named "NamePrism" was developed by [38] to extract a person's name, ethnicity, and nationality. They analyzed the data of 57 m clients of primary Internet service organizations using homophily in correlation patterns. In this study, we use a demographic profile technique used by [24] in which we use genderize.io and NamePrism to extract gender and ethnicity.

### 2.2 Group Formation

Different research areas have investigated the process of team formation with the goal of forming an innovative team. One key to a successful organization is having a good leader and collaborative group who work as a team to achieve all tasks [13]. In their study considering this issue, Anagnostopoulos, Aris, et al. [39] developed a model to build a group of experts to work on a specific task, taking into account the required skills of that task, the cost, and the fact that each member should have the same workload. Additionally, Brocco et al. [40] used human resource databases to develop a recommender model for companies. Their results show that to make a team successful, an organization should find a way to make all members collaborate. To this end, Deibel [10] developed two methods to form a group of students who are productive and participate appropriately as a team. She argued that focusing on the quality of collaboration is vital to create a productive team. Lappas et al. [41] were the first to develop an algorithm for building a group based on a social network. Their method focused on the expertise and the strength of the experts' relationship. Likewise, Owens et al. [42] claimed that the quality of the relationships between team members is crucial to the team's success. However, our research does not consider the social relationships that form within a group because considering this kind of connection leads to bias in the recommending process.

### 2.2.1 Group Formation Algorithms

Researchers have proposed many team formation algorithms with respect to the different factors they feel create the best possible team. For example, Juang et al. [43] developed BCPruning and SSPruning algorithms to select the best leader and correlated members of a team with the minimum communication cost. The BCPruning algorithm initially determines the leading experts able to obtain the lowest possible cost of communication and allows early termination of the
candidate, while the SSPruning algorithm allows experts to present their expertise to limited skill distance, which leads to the selection of the best leader and corresponding members to form the team. Giancarlo Fortino et al. [44] delivers a method to create an effective team considering the trust-based procedure in virtual communities. Their technique is based on a voting system that, as real communities, takes reference recommendations to build a local reputation for each user. Unlike other methods that utilize a social relationship (global reputation), they focus on more reliable, trusted information to build the local reputation. This reliable information is provided by a user's friend, a friend of a friend, and so on. In [45], the following algorithms were evaluated to find the best one for building an effective team: Bayes classifier, decision tree with ID3 and C4.5, CART, and Fuzzy K-means. Their results show that the Bayes classifier outperformed the other algorithms. However, they claimed that K-means and Fuzzy C-means could not be applied due to the type of data those researchers used. Chen et al. [46] proposed a genetic grouping algorithm for the reviewer group construction problem (RGCP). They tested their approach at the National Natural Science Foundation, China (NSFC) using a particular case in which they tried to automate the process of building a group of reviewers with regard to three features: age, region, and professional title. However, in our study, we create a group of experts considering five demographic features.

In academia, the grouping procedure is a well-known problem that has been studied intensely. For instance, Wang et al. [47] introduced DIANA algorithms to form a group of students based on multiple and continuous parameters. They applied their model with the constraint that no student should be ignored. Although DIANA performed better than a random selection approach and the results show a small difference within the group in terms of performance, the algorithm was limited by having only a small sample of students and needs to be tested with general size
samples. The work by [48] proposed a genetic algorithm for heterogeneous grouping (GAHG) for building a team of computer science students to work on a software development project. The main criteria for selecting a student for the team were the student's programming and educational skills. Tabo et al. [49] derived a software tool to form a group for academic tasks. The tool creates a group based on people's predefined characteristics. However, this tool was built to resolve only the timing issue of forming a group. In a different perspective, Stepanova et al. [50] developed a method to create a team by focusing mainly on teaching students how they work as a team and what consequences might occur when they work improperly.

### 2.3 Fairness

Many studies have agreed with the need for teamwork to improve the performance and the speed of completing a task. Therefore, many efforts have been made to investigate the best way to form a group of talented people for a specific task. As discussed in the previous section, there are several algorithms to automate the process of recommending members to join the group; however, these methods can involve bias. There are several causes of this bias, such as the people involved in the selection, the models built from past data that could be biased, or the algorithms used to select candidates. Hence, in this section, we explore bias from different viewpoints. The first two sections provide a discussion about bias in group formation strategies and machine learning. In the third section, we discuss the importance of fairness in ranking. Then, we present literature related to bias in academia with real-world cases and facts that highlight this issue's importance. Finally, we focus on the task of peer review and how diversity and fairness can be achieved.

### 2.3.1 Fairness in Group Formation

Fairness requires that a protected population should be treated similarly as a whole [16]. Feldman et al. [51] investigated the problem of unintentional bias and how it impacts various populations that should be similarly treated. Additionally, they studied the disparate impacts by examining the process of predicting the protected population based on a variety of features. For example, the protected population can be defined based on gender, ethnicity, nationality, or other features.

Much of the research into fairness has focused on decision-making models, mainly supervised machine learning algorithms. These models can be viewed as classifiers that partition candidates into two classes, where the members of one class get a benefit (e.g., approved for a mortgage) and members of the other class do not. Group formation is an instance of this problem in which one class contains candidates selected to join the group and the other class contains excluded candidates. Several studies have shown that, even when the classifications algorithms themselves are not biased, the bias in training data may influence the outcome of the classifiers [51] [52]. Zamel et al. [53] derived a learning algorithm for fair classification by providing suitable data representation and at the same time obfuscating any data about membership in a protected group. Kamishima et al. [52] proposed a regulator that decreases the unfavorable result of a classifier by controlling the trade-off between the classification's accuracy and fairness. Similarly, Luong et al. [54] focused on achieving group fairness by proposing a fairness regulator or relabeling training data.

Although there is active research into incorporating fairness in decision-making algorithms, all of the approaches so far focus on approaches that consider a single protected feature at a time, e.g., race. The algorithms also assume that the candidates can be partitioned into two groups,
protected or not, based on this feature, which limits the feature to have a Boolean value. We contribute to research in this area in two ways by considering multiple features simultaneously and also by extending the approaches to consider non-Boolean feature values.

### 2.3.2 Fairness in Machine Learning

The idea of protecting specific subsets of the population within overall communities against discrimination became law in the United States. These protected classes were identified based on gender, color, religion, age, national origin, ethnicity, genetic information, and citizenship. As a result, researchers have put significant effort into providing models that guaranteed fairness across these protected classes in decision making systems. Specifically, scholars developed machine learning approaches that focused on solving the issue of bias by identifying the main sources of bias in their results so that they could be eliminated. One of the main reasons for bias in machine learning outcomes is that future results often reflect bias present in training data. Thus, future outcomes may produce discriminatory outcomes that propagate historical disparity Asudeh et al. [15]. Even when the historical outcomes are not explicitly biased, training data can still create biased outcomes in machine learning due to a lack of training data for minority groups. Typically, the protected group is the minority group that means features related to this minority be less present in the data set. Thus, features related to the majority be reliably predicted by machine learning Zhong [55]. To address these issues, many efforts focus on enhancing the process of classification to prevent the occurrence of demographic disparity Dwork et al. [56].

Merely avoiding training on features that explicitly identify members of protected groups may not solve the issue of bias as some features may be related to protected features in some way. For example, if we avoid including race in a machine learning system, another feature such as
neighborhood may be correlated to race [55]. Many authors have proposed solutions to achieve fairness by guaranteeing demographic parity, i.e., guaranteeing that members of the protected group appear in the result set with the same statistical representation as within the training data as a whole. However, this approach may result in utility loss of the overall solution. Thus, researchers attempt to use other ways to present fairness in their models. Hardt et al. [57] used equalized odds and equal opportunity to measure fairness instead of demographic parity. Those two criterions mainly focusing on achieving fairness and at the same time perpetuate high accurate classifiers. They used the ROC (Receiver Operator Characteristic) curve to evaluate their work and compare it to demographic parity. Their results showed that their proposed achieved lower utility loss compared to approaches focusing on demographic parity. Zafar et al. [58] introduced a new notion of unfairness that is disparate mistreatment, a negative situation that can arise when there is a higher misclassification rate for members of the protected reflect this type of bias. Thus, they proposed a new metric to measure the prevalence of disparate mistreatment for decision boundary-based classifiers. They developed a new approach to minimize disparate mistreatment and compared their work with that of Hardt et al. [57]. Their results showed that their proposed approach more effectively reduces disparate mistreatment.

### 2.3.3 Fairness in Ranked Output

Ranking is omnipresent in online systems since so many sites provide a list of items to the users in decreasing order of expected utility such as books in libraries, job opportunities, and opinions [59]. Whereas the previous work has focused on fairness in binary classification, Zehlike et al. [16] developed a fair ranking algorithm that incorporates protected features within ranked results. Their approach ensures that a proportion of the protected group within the results at any threshold is statistically at least equal to a predefined value. To guarantee such a condition, they
utilized constraints to make sure a selected member was not less qualified than anyone not included. They achieved that by introducing two limitations: All group candidates should be more skilled than others left behind, and for every two candidates, the more qualified one should be ranked above the less qualified one. They considered one protected attribute (either gender or race) in different data sets for validation of their approach.

Singh et al. [59] proposed a model that maximizes ranking utility while minimizing unfairness based on three fairness constraints presented in Zafar et al. [58]. They investigated these constraints' effectiveness while employing probabilistic rankings and linear programming to find maximizing ranking utility. They utilized job seekers and news recommendation datasets in their experiment. The DCG (Dicounted Comulative Gain) metric and Disparate Treatment Ratio (DTR) were used to evaluate their system. They concluded that their model could effectively provide a high level of fairness while maximizing the overall utility. Singh et al. [60] propose the Fair-PG-Rank algorithm that maximizes utility, identifies bias sources, and follows application requirements of individual and group fairness constraints for ranking.

### 2.3.4 Bias in Academia

The problem of bias in academia has been investigated several times. A recent study by Gabriel [61] shows that ethnic racism exists in British academia. For example, in the UK, black professors constitute only $0.1 \%$ of all professors although they make up $1.45 \%$ of the UK population. Bornmann et al [62] studied the influence bias on the selection of doctoral and postdoctoral candidates. They investigated the influence of the following kinds of bias: gender, nationality, area of study, and organizational affiliation. Their results show some evidence of gender, area of study, and affiliation bias, but not nationality bias. Chaves et al. [63] claim that
students give low scores evaluation for instructors who are female or from minorities. However, those who are white males get higher scores in the instructors' evaluations.

One of the significant areas of research into bias is the peer review process for scholarly publications. Lee et al. [64] studied different kinds of bias in peer review and how it impacts the review process of accepting or rejecting submitted articles. They concluded that fairness guarantees meritocracy and stability. However, a study by Holman et al. [65] provided some evidence that females are persistently underrepresented in publications from computer science, math, physics, and surgery. They employed the PubMed and arXiv databases that contain work by more than 36 million authors from over 100 countries published in more than 6000 journals. Their outcomes show a clear gender gap, especially in senior authorship positions. Moreover, prestigious journals have significantly fewer women authors. The rate of men submitting papers to journals is double that of women. One surprising result from their study provides evidence that there are proportionally fewer female authors from wealthy countries such as Japan, Germany, and Switzerland than from developing countries.

Lerback et al. [66] confirmed that females underrepresentation in peer review is still an issue. They claimed that the women authors' lack of seniority is the main reason for such a problem. However, Murray et al. [67] conducted an analysis of bias in the peer review process for the biosciences journal eLife between 2012 and 2017 that indicates that there is still bias involved. They found evidence that a reviewer is more likely to accept publications by authors of the same gender and from the same country as themselves. To avoid this type of bias, many publications and conferences have adopted a double-blind review. However, several studies show that 25$40 \%$ of the time, reviewers can recognize authors [68] [69], which can lead to bias. Lane [70] suggested that within specific fields, these numbers be higher.

### 2.3.5 Diversity and Fairness algorithms in Academic Peer Review

The previous section shows show that there is work needed to address bias that exists in academia. Research by Rodriguez et al. [71] proposed an algorithm based on co-authorship networks to select paper reviewers for a submitted paper. Although their approach is efficient, and the algorithm itself is unbiased, focusing on the co-authorship network can itself lead to bias. Yin et al. [12] studied the relationships between bias and three features: the reviewer's reputation, the co-authorship connection, and the coverage. They found that the probability of the occurrence of bias increased as a factor of the strength of the social connection among authors. They suggested that to avoid biased results; one should ensure diversity in the peer review committee itself. Haffar et al. [72] investigate different peer review processes and provide evidence that shows various types of bias that may occur due to how those systems are applied. Wang et al. [73] investigate all accepted papers' average quality as impacted by editorial behaviors. Their results showed that when even only $10 \%$ of the editors were biased, the quality of accepted papers was reduced by $11 \%$. They proposed an agent-based model to enhance the process of peer review and suggested that increasing the number of reviewers can improve the quality and fairness of the peer review. However, this approach creates a higher overall review burden. The importance of a diverse peer review committee was also supported by Lane et al's recent study [74] that showed that a diverse group of reviewers leads to higher quality peer review and a reduction in bias.

To address the issues above, Chen et al. [46] developed a model to form a diverse peer review committee by utilizing a hybrid genetic algorithm. Although they were able to improve the diversity of the resulting committee, they did not address the problem of possible expertise loss in the resulting group.

To summarize, bias exists within academia even though the research community has taken strides to avoid it. Several studies indicate that increasing diversity when forming a group can enhance its quality of work and produce fairer results. However, no current algorithms focus on guaranteeing diversity in peer review groups while also balancing the effort expended and the overall group expertise.

## 3. Research Approach

The main goal of this research is to develop algorithms that create a diverse group while minimizing utility loss. These algorithms provide ways to form a wide variety of groups that balance demographic variety and expertise tasks such as a group of students and employee people in companies. In our research, we focus on the task of creating a program committee (PC) for a specific conference. This is used as a driving problem to demonstrate and evaluate our group formation process. We discuss our first approach to build a PC based on expertise alone that solely considers the researchers' knowledge in a specific field. In our second approach, we focus on building a group solely based on their demographics, maximizing diversity. Most previous research concentrates on promoting a diverse group depending on a single parameter such as age, or gender. However, we present novel algorithms that consider several features simultaneously. Our third approach is a hybrid of the previous two that attempts to form a group that balances the need for experienced scholars with the desire for diversity among the group members.

### 3.1 Goal 1: Creating A Group Based on Expertise

The Information Retrieval research community has been studying the problem of expertise retrieval for quite some time. They have focused on two main issues, i.e., 1) finding appropriate expertise by searching for people with expertise in a particular topic; and 2) creating expertise profiles that summarize individuals' depth of expertise across a range of topics [75]. To address our first goal, creating a group of researchers based on their expertise, we must address both problems. To accomplish that, we need to represent an expertise profile for each author. Then, we must develop a selection algorithm to choose the experts for the PC based on their expertise.

### 3.1.1 Creating the Expert Profile:

To build the profile for a scholar, we need to know her or his name and have some source of information about their skills. In our research, we use the h-index score of each researcher as evidence of their expertise. This metric was introduced by Jorge E. Hirsch in 2005 [27] to compute the value of the researcher's works. We use Google Scholar [76], a publicly open web search engine that consists of scholarly literature that includes the publications, citations number, and h-index score of each researcher. As we mentioned earlier, we utilize the scholar's name to extract the h-index of that researcher from his or her Google Scholar profile. An example of the h-index score provided by the Google Scholar profile is shown in Fig 3.1.


Fig 3.1 An Example of a Google Scholar Profile

Once we extract the $h$-index for all candidates, we utilize it as that candidate's expertise profile. Since it is based on their track record of citations, this score allows us to rank the candidates by the depth of their research productivity and reputation.

### 3.1.2 Forming the Group Based on Expertise

Once we have acquired expertise profiles for the researchers, we are ready to start creating a program committee (PC) for that conference based on only expertise. In general, we have a pool of qualified researchers consisting of $N$ members, and we need to select $M$ of them to build the group. The expertise group formation method uses a greedy algorithm that iteratively adds the expert with the highest h-index to the PC until all M members have been selected.

### 3.2 Goal 2: Creating a Group Based on Diversity

Our second goal focuses on algorithms to form groups that maximize diversity. When creating a group of people to work on a specific task, we typically focus on selecting the best-qualified ones to achieve our goal. Indeed, people always aim for the highest level of achievement for each mission. Thus, they select the same people every time they have a task similar to previous ones they have already accomplished. However, a concern arises regarding fairness and providing opportunities to all people. Certainly, there is a minimum level of expertise required to be considered to join a group but, beyond that, we want to guarantee that groups are composed of representatives from all demographic groups. To achieve groups that guarantee demographic diversity, we create a demographic profile similar to [2]. In this work, we concentrate on five demographic features that have been found to be sources of potential bias in academia: gender [77] [8], ethnicity [61], geolocation [67], career stage [7] [8], and university rank [77]. Then, we develop and evaluate algorithms that form a group based on the demographic profiles

### 3.2.1 Collecting Demographic Information

We model each scholar using the five demographic features mentioned previously. For each, we collect their demographic information from publicly available information. We write web-
scraping scripts to help automate the process as much as possible. The following describes our approach to extracting the demographic features:

- Gender: We determine the gender of each scholar using NamSor [78], a tool that predicts gender based on an individual's full name. It also returns the degree of confidence in the prediction in a range between 0 and 1 . NamSor gender API has an overall $98.41 \%$ precision and $99.28 \%$ recall [79]. Additionally, the NamSor inventor used official directory of the European union [80] to assess the NamSor API gender for European names. The gender error rate was only less than $1 \%$. It returns the following set of values: $\{$ Male, Female $\}$.
- Ethnicity: We determine the ethnicity of each scholar using NamSor [78], a tool used to extract the ethnicity of an individual based on that individual's full name. For each name, they return the most likely ethnicity from a set of 5 possibilities, e.g., \{W_NL (for White), B_NL (for Black), HI (for Hispanic), A (for Asian), or O (for others) \}. NamSor is widely used to predict ethnicity and gender in many studies.
- Geo-Location: We determine the location at which the researcher works by extracting the University name from their Google Scholar profile (scholars without profile pages be omitted from the data set). From the university home page, we extract the country in which it is located, and, in the case of US universities, we determine the state and store the two-letter abbreviation for the state. We obtain a set of values that consists of the countries name, e.g., \{USA. UK, India). For those in the United States, the state abbreviation represents the Geo-Location such as AR, NY, and CA.
- Career Stage: We extract each scholar's academic position from their Google Scholar profile. We consider the following sets of ranks: \{Student, Post-doc, Assistant Professor,

Associate Professor, Professor, Distinguished Professor. We omit from our data set researchers whose primary appointment is within the industry.

- University Rank: We extract each scholar's affiliated university from their Google Scholar page. Then, we collect the rank of that university using Times Higher Education [81]. This site ranks institutions from 1 to 1001+.

Note: Candidate PC members without a Google Scholar profile, and those without academic positions, are omitted from our dataset.

After we collect all data, we have the raw data that we utilize in this research to represent the desire profiles. Table 3.2 shows an example of raw data for some researchers from SIGCHI 2017 Program Committee.

Table 3.1 Sample of the raw data

| name | university name | gender race |  | career stage | university rank country | h_index |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| zening qu | university of washington | male | a | phd student | 28 | united states | 5 |
| anastasia bezerianos | univ paris-sud 11 | female | hl | assistant professor | 201 | france | 22 |
| phoebe sengers | cornell university | female w_n | associate professor | 19 | united states | 37 |  |
| sean munson | university of washington | male | w_nl | associate professor | 28 | united states | 32 |
| varun mallampalli | duke university | male | a | phd scholar | 18 | united states | 2 |

### 3.2.1.1 Protected Groups

The definition of the protected group depends on several factors such as environment, culture, and organization [2]. We base our definition of the protected parameters on which group is typically underrepresented in the population being studied, i.e., researchers in Computer Science. Table 3.3 outlines the protected and non-protected classes for each of our demographic features.

Table 3.2 Demographic Profile Classes

| Features | Classes (Protected / non-Protected) |
| :---: | :---: |
| Gender | Female / Male |
| Race | Non-White / White |
| Geo-Location | Developing /Developed (by country) |
|  | EPSCoR / Not-EPSCoR (by state in USA) |
| Career Stage | Junior / Senior |
| University Rank | More than mean / Less than or equal mean |

### 3.2.1.2 Creating a Demographic Profile

Once we collect the raw attribute values for each scholar, we investigate two methods of representing an individual's demographic profile, one based on discrete weights for the features and another based on continuous weights.

## Mapping Boolean Weights

Because most previous work on fairness focuses on a single Boolean value, we begin by mapping each feature to a Boolean value, either 1 (true) or 0 (false), based on that author's membership (or not) in a protected group. Thus, each feature in a profile is represented using a Boolean value, generally, 1 (True) if the individual is a member of the protected group and 0 (False) otherwise.

The following describes our approach to interpret those values to Boolean values:

- Gender: In our case, the gender protected parameter is Female. Thus, we assign this to 1 , and Male to 0 .
- Ethnicity: For ethnicity parameters, we partition them into two values; 0 for White and 1 for Non-White.
- Geo-Location: We determine the Boolean value of Geolocation by country GDP per person rank. If the GDP of a country is above the world average rate, we consider that country as developed $($ Boolean value $=0)$, otherwise developing $($ Boolean value $=0)$. For those who are from the United States, we assign the Boolean value by state EPSCoR; 1 for EPSCoR state and 0 otherwise. Those ranges were selected based on their scale in our sources.
- Career Stage: We determine the Boolean value of Career Stage by considering the scholar as senior or junior; Student, Post-doc and, Assistant Professor be junior (value $=$ 1), and Associate Professor, Professor and, Distinguished Professor be senior (value = $0)$.
- University Rank: For university rank, if the value of university rank is above the average, we rate it as low (Boolean value $=1$ ), otherwise high $($ Boolean value $=0)$. Unranked University is determined as a protected class which have a value $=1$.

Note: For any attribute for which we cannot find a value, we assign the value to None and, in most cases, exclude that scholar from our future experimental dataset.

Once we have created a demographic profile for a researcher, we can calculate their diversity score using the following formula:

$$
\begin{equation*}
\operatorname{Score}(\mathrm{D})=\sum_{i=1}^{n} d_{i} \tag{3.1}
\end{equation*}
$$

where $d_{i}$ represents the diversity value for each demographic feature. Thus, diversity scores for an individual user are in the range from 0...5.

To illustrate what we have described, we provide a sample of a researcher's profile presented using just three attributes in our example: Gender, Geolocation, and University Rank (U. Rank). Table 3.5 shows a simplified demographic profile for a female researcher working at the University of Arkansas which is located in the U.S., a developed nation but ranked > Avg.

Table 3.3 An Example of Boolean Weight Profile

| Class | Gender | Geo-Location | U. Rank |
| :--- | :--- | :--- | :--- |
| Variable | female | U.S. (Developed) | ranked (>Avg) |
| Value | 1 | 0 | 1 |

Based on this demographic profile, her diversity score would be 2 .

## Mapping Continuous Weights

A Boolean value is a very imprecise way to represent the attributes. For features that have a range of raw values, partitioning them into two classes may introduce avoidable errors. For example, a university ranked exactly 200 would be in the protected class whereas its near neighbor, ranked 201, would be in the non-protected class. Thus, we explore using a range of values for each feature using a continuous weight in the range of 0.0 to 1.0 , as follows:

- Gender: In this feature, $27 \%$ of computer science professionals are females [82].

Hence, we assigned them a value of 1-0.27. However, males are assigned a value of 10.73 .

- Ethnicity: We have a set of five ethnicities: White, Black, Asian, Hispanic, and others. In the United States, whites dominate $65 \%$ of computer science and engineering employment. In the same fields, Asian, Black, Hispanic, and Others represent 19.8\%, $5.6 \%, 7.5 \%$, and $0.5 \%$, respectively. Hence, whites are assigned a value of $1-0.65$, Asian, Black, Hispanic, and Others are assigned values of 1-0.198, 1-0.056, 1-0.075, and 1-0.005, respectively.
- Geo-Location: We consider the GDP (Gross Domestic Production) to represent the values of this feature. Those data are retrieved from the World Development Indicators database [83]. We assign the weight of each GDP value using the following equation:

$$
\begin{equation*}
W_{G e o}=1-\frac{C_{G D P}}{M A X_{G D P}} \tag{3.2}
\end{equation*}
$$

where $M A X_{G D P}$ is the maximum country GDP and $C_{G D P}$ denotes each country's GDP. Thus, we have a weight between 0.0 and 1.0 for each country. For those who are from the United States, a state is assigned a weight based on the fund a state received from NSF.

- Career Stage: In this feature, we differentiate the academic career stage into six positions. Each of them is associated with a weight in the range of 0.0 to 1.0 , described in the following table:

Table 3.4 Career Stage Weight Allocation

| Position | Weight |
| :---: | :---: |
| Full Professor or above | 0.16 |
| Senior or Principal | 0.32 |
| Associated Professor | 0.48 |
| Assistant Professor or Lecturer | 0.64 |
| Post-Doctoral or Research Fellow | 0.80 |
| Graduate Student | 1.0 |

- University Rank: In this feature, we have a range of university ranks between 1 to +1001 . For unranked universities, we assigned them a value of 1001 . Once we have all universities' ranks, we use the following equation to compute the weight of each affiliation:

$$
\begin{equation*}
W_{U R}=\frac{U_{R}}{L_{R}} \tag{3.3}
\end{equation*}
$$

Where $U_{R}$ is a rank of each university and $L_{R}$ is the lowest university rank in our collection. For each university rank, the weight is in the range of 0.0 to 1.0 .

### 3.2.2 Forming a Diverse Group

Once we have expertise and diversity profiles available for a pool of candidates, we need to develop techniques to form the group. The previous section focused on creating the group based only on expertise; this section details our approaches to building a group based on only demographic diversity. We implement and evaluate several approaches to forming a group that maximizes diversity. Maximizing fairness with respect to a single protected variable has been
well-studied recently. However, maximizing fairness along multiple dimensions is relatively uncommon, requiring us to develop and evaluate new algorithms. These approaches are described in the following sections.

### 3.2.2.1 Approach 1: Univariate Greedy Algorithm

The first approach makes use of only the demographic profiles of the candidates in the pool. We compute the diversity score for each researcher based on their demographic profile based on the sum of their feature values as described in equation 3.1. These profiles are ranked based on the diversity score. Then, the candidates are selected to join the group using a greedy algorithm. To achieve this, the candidates are placed in a priority queue based on their scores. Then, the top candidate is iteratively removed from the priority queue until the desired group size is achieved. For example, if forming a program committee for a conference, the desired PC size is set based on the size of the current, true PC for that conference. If we have two or more researchers with the same diversity score, and we get to choose only one or some of them, we randomly select the candidate that gets added to the group. We implement this approach using both the discrete- and continuous-weight demographic profiles.

[^0]
### 3.2.2.2 Approach 2: Multivariate Greedy Algorithm

The previous methods maximize the resulting group's diversity score, but it does not guarantee multidimensional diversity among the resulting group members. It could result in a high diversity score by selecting an entirely female group, for example, while accidentally excluding any members from minority groups. To address this shortcoming, we develop a multivariate greedy algorithm that employs multi-faceted ranking. It specifically creates one priority queue per demographic feature and selects from each queue in a round-robin fashion until the group is formed. Since the proposed demographic profiles model five features, we create five priority queues, each of which orders all the candidates by one specific feature. For example, one queue orders the candidates based on gender, whereas another would order the candidates based on academic position. Once all queues have been sorted, we apply round-robin selection by picking the highest sorted profile from each queue. Accordingly, the selected profile is then eliminated from all queues to endure that the same profile will not be selected again. This process continues iteratively until the group reaches the desired size. We use this approach with both discrete- and continuous-weight diversity profiles.

## Algorithm 2 Multivariate Greedy

1. feature_names $\leftarrow$ List of all queue names, one per features
2. For each feature in feature_names:
3. priority_queue[feature] $\leftarrow$ Initialize an empty queue
4. For each profile:
5. For each feature in feature_names:
6. score[feature] $\leftarrow$ compute profile score for each feature
7. Add profile to [feature] using score[feature] as priority order
8. candidates $\leftarrow$ empty list
9. While number of candidates < $N$ :
10. feature $\leftarrow$ feature_names[0]
11. Repeat:
12. candidate $\leftarrow$ Get and remove profile from priority_queue[feature]
13. Until candidate is not in candidates
14. Add candidate to candidates
15. Rotate feature to end of feature_names.
16. Now we have $N$ candidates selected.

### 3.2.2.3 Approach 3: Multidimensional Similarity Algorithm

This approach treats the demographic profiles as a vector of features, and it attempts to maximize the diversity of the resulting group across multiple dimensions simultaneously. This hillclimbing method is based on calculating the similarity between a gap profile, $\overrightarrow{G P}$, and the available candidate profiles, $\vec{C}_{i}$, using equation 3.4 . We create a gap profile, $\overrightarrow{G P}$, that summarizes the difference between our goal and current group composition using formula 3.5. Initially, the gap profile is just the goal profile that is set based on the sum of all $\vec{C}_{i}$ in the pool of candidates normalized by the number of candidates. Thus, the goal profile represents the demographic variation in the pool of candidates, and we use that as our goal in order to strive for demographic parity. We also create a group profile that summarizes the demographic variation in the group so far. The group profile is initialized to contain zero weights for all features. As candidates are added to the group, their demographic profiles are used to update the group profile, also using formula 3.5.

$$
\begin{equation*}
\operatorname{Cos}(\mathrm{A}, \mathrm{~B})=\frac{\sum_{j=1}^{m} a_{j} b_{i j}}{\sqrt{\sum_{j=1}^{m} a_{j}^{2} * \sum_{j=1}^{m} b_{i j}^{2}}} \tag{3.4}
\end{equation*}
$$

The algorithm begins by initializing the four types of profiles initialized, the candidate profiles, the goal profile, the group profile, and the gap profile. Then, we develop an iterative algorithm that, at each step, calculates the similarity between each remaining candidate profile and the gap profile using equation 0.0 . Based on the results, the most similar candidate is
selected to join the group. The group profile is updated by adding the selected candidate's profile and the new group profile is used to update the gap profile. This process is repeated until the group reaches the desired size.

$$
\begin{equation*}
\overrightarrow{G P_{T}}=\overrightarrow{G L_{T-1}}-\overrightarrow{G R_{T-1}} \tag{3.5}
\end{equation*}
$$

$$
\begin{gathered}
\overrightarrow{G L}=\text { Goal profile } \\
\overrightarrow{G R}=\text { Group profile } \\
\stackrel{\rightharpoonup}{G P}=\text { Gap profile }
\end{gathered}
$$

Similar to the previous approach, we apply this technique with both discrete- and continuousweight diversity profiles.

```
Algorithm 3 Multidimensional Similarity
    profiles \(\leftarrow\) empty list
    for each profile in Candidates file:
        add profile to profiles
        stats \(\leftarrow\{\)
        mean_country_gdp \(\leftarrow\) a verage(gdp of all countries in Geo file)
        mean_u_rank \(\leftarrow\) average(u_rank of all profiles in candidates file)
7. max_u_rank \(\leftarrow \max \left(\mathrm{u} \_\right.\)rank of profiles in candidates file)
8. \}
9. \(W \leftarrow\}\)
10. for each \(p\) in profiles:
11. \(\omega[p] \leftarrow\) weight_function \((p\), stats \()\)
12. \(G L \leftarrow\{0\), for each feature \(\}\)
13. for each \(p\) in profiles:
14. \(G L \leftarrow G L+w[p]\)
15. \(G L \leftarrow G L /\) length(profiles)
16. \(G P \leftarrow G L\)
17. \(G R \leftarrow\{0\), for each feature \(\}\)
18. selected_profiles \(\leftarrow\) empty list
19. \(N \leftarrow\) number of candidates to select
20. loop Ntimes:
21. \(G P \leftarrow G P-G R\)
22. most_similar_profile \(\leftarrow \max \left(\operatorname{cosine\_ similarity}(\mathrm{w}[p], \mathrm{GP})\right.\) for each \(p\) in profiles \()\)
23. add most_similar_profile to selected_profiles
24. \(G R \leftarrow\{0\), for each feature \(\}\)
25. for each \(p\) in selected_profiles:
26. \(G R \leftarrow G R+\omega[p]\)
27. \(\quad G R \leftarrow G R /\) length(selected_profiles)
28. return selected_profiles
```


### 3.3 Goal 3: A Hybrid Approach

Our third goal focuses on algorithms to form groups that attain demographic parity, i.e., the participation rate for each demographic feature in the PC matches the participation rate in the pool from which the group members are drawn. For the preceding two goals, we apply two main methods to accomplish two main outcomes. The first approach creates a program committee in
which each member is selected to maximize the expertise required by a conference. However, this approach does not consider the resulting group's diversity. In contrast, our second approach builds a diverse program committee in which each member has at least a minimal amount of expertise related to the conference, but it has no further focus on the expertise level of the group as a whole. Hence, each approach has advantages and disadvantages. To attempt to get the best of both worlds, we introduce a hybrid approach to incorporate both of these goals by including a tuning parameter $(\alpha)$ which we use as in the following equation:

$$
\begin{equation*}
\operatorname{Score}(H)=(1-\alpha) * \operatorname{Score}(E)^{\prime}+\alpha * \operatorname{Score}(D)^{\prime} \tag{3.6}
\end{equation*}
$$

where Score (E)' is the normalized version of Score (E) and Score (D)' is the normalized version of Score(D).

In order to combine the scores as described, they must be in the same range. To achieve this, we use z-value (Standard Score) to normalize both $\operatorname{Score}(E)$ and $\operatorname{Score}(D)$. The equation of this process is introduced as follow:

$$
\begin{equation*}
z(\text { Score })=\frac{\text { Score }-\mu}{\sigma} \tag{3.8}
\end{equation*}
$$

Z(Score): The standard score
$\mu$ : The mean of the score
$\sigma$ : The standard deviation of the score

The main challenging here is to find the most effective method of achieving demographic parity with a minimum loss in overall expertise. Hence, we test different values of $\alpha$ from 0.0 to 1.0 in steps of 0.0 and compare the results to the previous approaches. Note that when $\alpha$ is 0 the result is just the Expertise Score, i.e., the best method for goal 1. Similarly, when $\alpha$ is 1.0, the result is just the Diversity Score, i.e., the best method for goal 2.

As a part of our evaluation process, we investigate the influence of the tuning parameter accompanied by the normalization by test the results versus the previous approaches. Thus, we explore the best way to combine the two approaches to achieve a balance between expertise and diversity.

## Algorithm 4 A Hybrid Approach

1. select_candidates (profiles, score_fn, group_size)
2. scores $\leftarrow\{$ score_fn(profile) for profile in profiles $\}$
3. queue <- sort profiles by descending order of scores
4. return queue[0 : group_size]
5. hybrid_select_candidates (profiles_by_scoreE, profiles_by_scoreD, $\alpha$, group_size)
6. candidates $\leftarrow$ profiles_by_scoreE union profiles_by_scoreD
7. $\operatorname{score}(E)$ ' $\leftarrow$ \{normalize profile's $\operatorname{score}(E)$ for profile in candidates $\}$
8. $\operatorname{score}(D)^{\prime} \leftarrow\{$ normalize profile's score $(D)$ for profile in candidates $\}$
9. $\quad$ score_fi: $($ profile $) \rightarrow(1-\gamma) * \operatorname{Score}(E)^{\prime}+\gamma * \operatorname{Score}(D)^{\prime}$
10. return select_candidates (candidates, score_fn, group_size)

## 4. Evaluation

In section 3, we present several approaches to form a group of candidates with respect to both ontology-based expertise and ontology-based diversity recommendations. The outcomes of our algorithms are sets of ranked lists that produce the top-ranked candidates. Thus, we form our groups based on those rank-ordered lists. Our algorithms attempt to generate a more diverse PC. Accordingly, we need to evaluate the effectiveness of our algorithms using Diversity Gain ( $D_{G}$ ) of our proposed PCs and the utility loss caused by each algorithm. In this section, we first introduce our datasets, then we illustrate the evaluation of our algorithms.

### 4.1 Dataset

We evaluate algorithms based on the process of adding candidates to join the conference program committee for a set of three conferences. For our experiment, we concentrate on ACM conferences because they cover a wide range of topics with which we are familiar. We select the ACM conferences to study based on several criteria: 1) the conferences should have high impact; 2) the conferences should have little or no overlap in topics; 3) the conferences should cover major topics of computer science; and 4) the conferences should have a reasonably large number of PC members and accepted papers. Based on these criteria, we reviewed all ACM SIG conferences and selected three of them: SIG-CHI (The ACM Conference on Human Factors in Computing Systems), SIG-MOD (International Conference on Management of Data), and SIGCOMM (The ACM Conference on Data Communication). We exclude candidates who: 1) do not have a Google Scholar profile; 2) are missing at least one feature's value; 3) primarily worked in the industry. Based on these criteria, we create a pool for each conference that contains both PC members and authors of accepted papers; The details of these conferences are shown in Table 4.1.

Table 4.1 Conference Set of 2017

| Conference Name | Rank- Aminer | PC | Pool |
| :---: | :---: | :---: | :---: |
| SIGCHI | 10 | 213 | 649 |
| SIGMOD | 39 | 130 | 420 |
| SIGCOMM | 52 | 23 | 148 |

### 4.2 Baseline and Metrics

We generate a ranked list of experts from each algorithm and use each list to build the PC. The main goal is to create a diverse and fair group while maximizing utility. Hence, we consider our expertise-based algorithm as the baseline in the evaluation process. Thus, we calculate this algorithm's utility and compare it to the other algorithms described in section 3. We evaluate each algorithm by comparing the ranked list of experts it recommends to the baseline. We assume that the PC size is the same as the current PC size and perform the comparison based on several metrics.

### 4.2.1 Metrics

We have five metrics that measure the resulting group's expertise:

1. the Diversity Gain $\left(\mathrm{D}_{\mathrm{G}}\right)$ of the proposed group (see formula 4.1);
2. the utility loss $\left(U L_{i}\right)$ of the proposed group (see formula 4.2);
3. the utility savings $\left(\Upsilon_{i}\right)$ of PCi relative to the baseline (see formula 4.3);
4. the F-measure [84] to examine our algorithms' ability to balance diversity gain and utility savings for goal 1, and to balance the distance similarity and utility saving for goal 2: (see formula 4.4);
5. the distance similarity $\left(\mathrm{D}_{\mathrm{S}}\right)$ to measure the demographic parity (see formula 4.5).

For the first metric, we compute the Diversity Gain $\left(\mathrm{D}_{\mathrm{G}}\right)$ of each proposed PC using the relative percentage gain $\left(\rho_{G_{i}}\right)$ for each feature versus the baseline, divided by the total number of features n. Each feature's diversity gain is capped at a maximum value of 100 to prevent a large gain in a single feature dominating the value

$$
\begin{equation*}
D_{G}=\operatorname{MIN}\left(100, \frac{\sum_{i=1}^{n} \rho_{G_{i}}}{n}\right) \tag{4.1}
\end{equation*}
$$

By choosing to maximize diversity, it is likely that the utility of the resulting PC has slightly lower expertise. To measure this, drop in utility, we use the average h -index of the PC members and compute the utility loss $\left(U L_{i}\right)$ for each proposed PC using the following formula:

$$
\begin{equation*}
U L_{i}=\frac{U_{b}-U_{P_{j}}}{U_{b}} * 100 \tag{4.2}
\end{equation*}
$$

where $U_{P_{j}}$ is the utility of $\mathrm{PC} i$ and $U_{b}$ is the utility of the baseline.

For the third metric, we compute the utility savings
of $\mathrm{PC} i$ by subtracting the utility loss of each PC from 100 as follows:

$$
\begin{equation*}
\Upsilon_{i}=100-U L_{i} \tag{4.3}
\end{equation*}
$$

The fourth metric computes the F-score [84] to examine the tradeoff between two metrics using the following equation:

$$
\begin{equation*}
\mathrm{F}=2 * \frac{A * \mathrm{~B}}{A+\mathrm{B}} \tag{4.4}
\end{equation*}
$$

An algorithm may overcorrect and thus, derive a bias issue in favor of some protected groups. Therefore, we introduce the Euclidean distance to evaluate our algorithms' ability to achieve demographic parity. To achieve that, we compute the similarity between a pool demographic distribution and each proposed PC derived from that pool using the following formula:

$$
\begin{equation*}
\mathrm{d}(\mathrm{p}, \mathrm{q})=\sqrt{\left(p_{1}-q_{1}\right)^{2}+\left(p_{2}-q_{2}\right)^{2}+\cdots+\left(p_{n}-q_{n}\right)^{2}} \tag{4.5}
\end{equation*}
$$

Where $p_{n}$ is the percentage of each demographic group in the pool (such as females dominate 0.45 of the pool) and $q_{n}$ is the percentage of each parameter in the proposed PC.

### 4.3 Experiment 1: Evaluating Diversity-Based Recommendation

In this section, we consider the process of recommending candidates to build the PC based only on their diversity scores. As described in section 3.2, we do not use researchers' expertise in our diversity-based recommendation algorithms. For each of the three conferences, we evaluate the following algorithms for diversity recommendation:

1. Univariate Greedy Algorithm (UGA)
2. Multivariate Greedy Algorithm (MGA)

## 3. Multidimensional Similarity Algorithm (MDA)

Each of these algorithms generates two groups of candidates: one based on Boolean weights and the other based on continuous weights described in section 3.2. For each diversity-based group so formed, we compute the diversity score for each candidate, and we evaluate the algorithms using the following metrics:

1. Diversity Gain (Formula 4.1)
2. Utility Loss (Formula 4.2)
3. Utility Savings (Formula 4.3)
4. F-measure (Formula 4.4)

These results are used to identify the algorithm that best maximizes the diversity of the proposed group. Furthermore, we evaluate the best weights representation by comparing the Boolean-based outcomes to continuous based outcomes. Once we determine the best weight representation, we use it in our Hybrid approach.

Each of our algorithms generates a ranked list that we utilize to select a desired number of candidates to form the PC. We have a pool of candidates for each conference consisting of PC members and authors of all accepted papers. Hence, before investigating our algorithms, we first show the data distribution of each pool. We present those pools based on the protection classification described in section 3.2 (see Fig 4.1). These clearly illustrate that all of the three pools had a low participation rate from the most protected groups. As an example, SIGCOMM 2017 had only $16.22 \%$ female pool members and, SIGMOD 2017's pool was only $16.43 \%$ female. Similarly, seniors dominate with $59.63 \%$ of SIGCHI 2017, $58.81 \%$ of SIGMOD 2017, and $55.41 \%$ of SIGCOMM 2017 pools. However, SIGMOD and SIGCOMM pools had more non-white than white members.


Figure 4.1: Demographic Distribution of the Three Pools.

In the previous paragraph, we show the data distribution of all pools being utilized in our research. Hence, we implement our baseline to form the three PC's based on the expertise only. We use these PCs to evaluate our algorithms. The demographic distribution of the three produced PC's by the baseline is shown in Fig 4.2. We can demonstrate that all of the three PCs had a considerable gap between protected and non-protected groups. For instance, senior dominates with $91.08 \%$ of SIGCHI PC, $99.23 \%$ of SIGMOD 2017, and $91.30 \%$ of SIGCOMM 2017 PC. Likewise, SIGCHI PC had only $27.70 \%$ of females, and SIGMOD PC was only $16.92 \%$. Noticeably, the baseline does not select any member from developing countries or EPSCoR states for SIGCHI 2017. Although it selected members from developing countries and EPSCoR states for SIGMOD and SIGCOMM, the gap is still huge as there are more than $89 \%$ members from developing countries and more than $97 \%$ from EPSCoR states.


Figure 4.2: Demographic Distribution of all PC's Proposed by our Expertise Algorithm.

At the beginning of this section, we present the dataset's composition and the baseline data distribution to implement and evaluate our three algorithms. In the following subsections, we assess the effectiveness of the three methods being proposed in this work. The assessment is processed using the first four metrics described in section 4.2. Each algorithm produces two PCs: one is based on Boolean wight, and the other is based on continuous weight. Hence, we evaluate both by comparing the results of all algorithms using the mentioned metrics. We first explore the performance of our approaches when they derive PC's based on Boolean weight. Then, we apply the same process when they propose PCs based on continuous weight. Finally, we compare the Boolean and continuous weights representations, and the best one is promoted to the Hybrid approach.

### 4.3.1 Boolean Based Program Committees

In this section, we evaluate all PC's proposed by our algorithms based on Boolean weight. Our algorithms produce ranked list(s) from which we select to form the PCs with the overarching goal of increasing the program committee's diversity. Hence, we report the differences between the PC produced by the baseline, utility selection, and the PCs proposed by the algorithms described in Section 3. The main goal is to maximize diversity in the proposed PCs, and thus we evaluate our algorithms with regard to increasing diversity gain and minimizing utility loss. Looking at Figures 4.3, 4.4, and 4.5, we can see that all algorithms succeeded in increasing the recommended PCs' diversity in all demographic groups except race in some cases. Specifically, our MDA mostly produces the same number of non-white candidates as the baseline for SIGCOMM and SIGMOD 2017. Also, the MGA algorithm selects fewer non-white candidates than those chosen by the baseline for SIGCOMM 2017. In some cases, the UGA overcorrects, and in its efforts to choose diverse members, we end up with a demographically biased PC in favor of some protected groups, e.g., female.


Figure 4.3: Comparison of the protected groups' improvement between the baseline PC and proposed PCs of SIGCHI 2017 produced by UGA, MGA, and MDA.


Figure 4.4: Comparison of the protected groups' improvement between the baseline PC and proposed PCs of SIGMOD 2017 produced by UGA, MGA, and MDA.


Figure 4.5: Comparison of the protected groups' improvement between the baseline PC and proposed PCs of SIGCOMM 2017 produced by our UGA, MGA, and MDA.

Table 4.2: Experimental results for the UGA, MGA, and MDA algorithms versus the baseline.

| Table | $D_{G}$ | $U L_{i}$ | $\Upsilon_{i}$ | F |
| :---: | :---: | :---: | :---: | :---: |
| SIGCHI |  |  |  |  |
| UGA | 76.9 | 63.04 | 36.96 | 49.92 |
| MGA | $\mathbf{8 3 . 8 6}$ | 56.32 | 43.68 | $\mathbf{5 7 . 4 4}$ |
| MDA | 53.56 | 46.87 | 53.13 | 53.34 |
| SIGMOD |  |  |  |  |
| UGA | 57.68 | 63.58 | 36.42 | 44.65 |
| MGA | 67.17 | 54.8 | 45.20 | 54.04 |
| MDA | 37.57 | $\mathbf{4 4 . 0 9}$ | $\mathbf{5 5 . 9 1}$ | 44.94 |
| SIGCOMM | 34.41 | 80.29 | 19.71 | 25.06 |
| UGA | 54.59 | 68.19 | 31.81 | 40.20 |
| MGA | 66.49 | 56.66 | 43.34 | 52.48 |
| MDA |  |  |  |  |
| Average | 56.33 | 68.97 | 31.03 | 39.88 |
| UGA | $\mathbf{6 8 . 5 4}$ | 59.77 | 40.23 | $\mathbf{5 0 . 5 6}$ |
| MGA | 52.54 | $\mathbf{4 9 . 2 1}$ | $\mathbf{5 0 . 7 9}$ | 50.25 |
| MDA |  |  |  |  |

We must also compare the effect of the algorithms with respect to the expertise of the resulting PCs. Table 4.2 summarizes the diversity gain $\left(D_{G}\right)$, utility loss (UL), utility savings $\left(\Upsilon_{i}\right)$, and F-scores (F) for the PCs proposed by each algorithm. The F-score is measured by computing the trade-off between diversity gain and utility saving. MGA, UGA, and MDA obtained diversity gains of over $34.41 \%$ for all three proposed PCs, with the largest growth of $83.86 \%$ obtained by MGA for SIGCHI 2017. Those gains in diversity occur with an average
utility loss of $\mathbf{6 8 . 9 7 \%}$ for UGA, $59.77 \%$ for MGA, and $49.21 \%$ for MDA. We can see that MGA achieves the best balance between increasing diversity and utility loss with F scores of $57.44 \%$ for SIGCHI.

Fig 4.6 demonstrates the average results of our algorithms for our conference set. We can see that all algorithms successfully maximize diversity but lead to utility loss. Hence, we compute the average F score to determine which algorithm excellently balances the diversity increases and the utility loss. Fig 4.6 shows that MGA and MDA achieved F scores of $50.56 \%$ and $50.25 \%$, respectively. Finally, for the three conferences, MDA produces PCs that mostly mirror the corresponding pools with an F score of only $4.34 \%$.


Figure 4.6: Boolean Average Results of UGA, MGA, and MDA.

### 4.3.2 Continuous Based Program Committees

In this section, we evaluate all PCs formed based on continuous weight. Similar to the previous section, we report the differences between the PC produced by the baseline and the PCs proposed by our algorithms. Figures 4.7, 4.8, 4.9 show that all algorithms maximized the diversity in all proposed PCs for SIGCHI except geolocation. For SIGMOD, the proposed PCs have a higher number of candidates from all protected groups except gender and race, in which MDA produced slightly fewer representatives than the baseline. Similarly, the proposed PCs by MDA have fewer female and non-white candidates than the baseline, as shown in Fig 4.9 for SIGCOMM.


Figure 4.7: Comparison of the protected groups' improvement between the baseline PC and proposed PCs of SIGCHI 2017 produced by our UGA, MGA, and MDA.


Figure 4.8: Comparison of the protected groups' improvement between the baseline and proposed PCs of SIGMOD 2017 produced by our UGA, MGA, and MDA.


Figure 4.9: Comparison of the protected groups' improvement between the baseline PC and proposed PCs of SIGCOMM 2017 produced by our UGA, MGA, and MDA.

Table 4.3 summarizes the four metrics we use to evaluate all proposed PCs. MGA obtains the highest diversity gain with $85.03 \%$ for SIGCHI, and the lowest is $14.64 \%$ by MDA for the same conference. However, MDA's utility loss is the lowest for the same conference with $38.2 \%$. This means MDA gets the highest utility saving. To illustrate the best algorithm that produces an excellent balance between utility saving and diversity gain, we investigate each algorithm's F score for the three conferences. Thus, MGA obtains the highest F-score with $57.49 \%$ for SIGCHI2017.

Table 4.3: Experimental results for UGA, MGA, and MDA algorithms versus the baseline.

|  | $D_{G}$ | $U L_{i}$ | $\Upsilon_{i}$ | F |
| :---: | :---: | :---: | :---: | :---: |
| SIGCHI |  |  |  |  |
| UGA | 69.33 | 68.27 | 31.73 | 43.54 |
| MGA | $\mathbf{8 5 . 0 3}$ | 56.57 | 43.43 | $\mathbf{5 7 . 4 9}$ |
| MDA | 14.64 | $\mathbf{3 8 . 2 7}$ | $\mathbf{6 1 . 7 3}$ | 23.67 |
| SIGMOD |  |  |  |  |
| UGA | 56.24 | 71.06 | 28.94 | 38.22 |
| MGA | 68.71 | 53.07 | 46.93 | 55.77 |
| MDA | 49.78 | 50.89 | 49.11 | 49.44 |
| SIGCOMM |  |  |  |  |
| UGA | 43.79 | 75.5 | 24.5 | 31.42 |
| MGA | 51.44 | 60.56 | 39.44 | 44.65 |
| MDA | 53.82 | 66.39 | 33.61 | 41.38 |
| Average |  |  |  |  |
| UGA | 56.45 | 71.61 | 28.39 | 37.72 |
| MGA | $\mathbf{6 8 . 3 9}$ | 56.73 | 43.27 | $\mathbf{5 2 . 6 4}$ |
| MDA | 39.41 | $\mathbf{5 1 . 8 5}$ | $\mathbf{4 8 . 1 5}$ | 38.16 |

Fig 4.10 shows the three algorithms' average results of the three conferences to illustrate our algorithms' overall performance. As we mentioned earlier, the primary goal is to increase diversity while minimizing utility loss. Therefore, we focus on diversity gain $\left(D_{G}\right)$, utility loss (UL), utility savings $\left(\Upsilon_{i}\right)$, and F-scores (F). We see that MGA maximizes the diversity in all PCs it produces with a diversity gain of $68.39 \%$. The same algorithm provides the best balance between losing the utility and increasing the diversity with an F score of $52.64 \%$. However, both UGA and MDA have an F score of $37.72 \%$ and $38.16 \%$, respectively.


Figure 4.10: Continuous Average Results of UGA, MGA, and MDA.

### 4.3.3 Boolean-Continuous Comparison

In the previous two sections, we illustrate our algorithms' evaluation by comparing them to the baseline using diversity gain $\left(D_{G}\right)$, utility loss (UL), utility savings $\left(Y_{i}\right)$ and F-scores (F) metrics described in section 4.2. Precisely, we assess all PCs proposed by those methods using Boolean
weight, and then we apply the same process for those PCs produced using continuous weight. This section employs diversity gain, utility saving, and F-score to compare Boolean and continuous weight representation. Table 4.4 provides the average results of each algorithm with Boolean and continuous weights for the set of the three conferences. Out of the three approaches using Boolean weight, MGA gains the highest diversity percentage of $68.54 \%$ versus $56.45 \%$ for UGA, and $52.24 \%$ for MDA. However, those algorithms obtain lower diversity gain when they use continuous weight with $68.39 \%$ for MGA, $56.45 \%$ for UGA, and $39.41 \%$ for MDA. To conclude, we compute the three algorithms' average diversity gain using Boolean and continuous weights with $59.14 \%$ and $54.75 \%$, respectively. This illustrates that our algorithms maximize diversity better when they utilize Boolean weight representation. For the utility saving metric $(\Upsilon)$, we can see that our algorithms perform better when we employ Boolean weight with an average of 50.79 versus $48.15 \%$ when using continuous weight. Lastly, using Boolean weight leads to a better trade-off between diversity gain and utility loss. For instance, UGA obtains an F score of $39.88 \%$ when using Boolean weight versus $37.72 \%$ with continuous weight.

In conclusion, we can draw an overall evaluation between Boolean weight and continuous weight by computing the average results of all metrics when we use each weight representation. Therefore, Fig 4.11 shows that our algorithms perform better with Boolean weight for all metrics. For example, the three algorithms obtained an average F score of $46.9 \%$ with a Boolean weight versus $42.84 \%$ with continuous weight. Accordingly, we use Boolean weight representation to implement the Hybrid approach.


Figure 4.11: Weight representation assessment based on the average results of all PCs generated based on Boolean weight versus others developed using continuous weight.

Table 4.4: Comparison between Boolean weight and continuous weight representation.

|  | Weight | $D_{G}$ | $\Upsilon$ | F |
| :---: | :---: | :---: | :---: | :---: |
| UGA | Boolean | 56.33 | 31.03 | 39.88 |
|  | Continuous | 56.45 | 28.39 | 37.72 |
| MGA | Boolean | 68.54 | 40.23 | 50.56 |
|  | Continuous | 68.39 | 43.27 | 52.64 |
| MDA | Boolean | 52.24 | 50.79 | 50.25 |
|  | Continuous | 39.41 | 48.15 | 38.16 |
| Average | Boolean | $\mathbf{5 9 . 1 4}$ | $\mathbf{4 0 . 6 8}$ | $\mathbf{4 6 . 9}$ |
|  | Continuous | 54.75 | 39.94 | 42.84 |

### 4.4 Experiment 2: Evaluating our Multidimensional Fair Algorithms

As described in section 3.3, our multidimensional fair algorithms combine the outputs of the expertise weights and the diversity vectors for each candidate when selecting group members using the following formula:

$$
\begin{equation*}
\operatorname{Score}(H)=(1-\alpha) * \operatorname{Score}(E)^{\prime}+\alpha * \operatorname{Score}(D)^{\prime} \tag{3.4}
\end{equation*}
$$

The parameter $\alpha$ governs the relative contributions of each candidate's level of expertise and diversity contributions. We test alpha values from 0.0 (diversity only) to 1.0 (expertise only) in steps of 0.1. The diversity gain, utility loss, distance similarity, and F-score are calculated as previously defined to determine our fair algorithm's best performance.

In the Hybrid approach, we incorporate each diversity algorithm with the expertise-based algorithm, and we employ the Boolean weight to represent the demographic features. Our main goal is to determine with alpha value best achieve demographic parity. Thus, we examine different alpha values for each algorithm to get the proper one that provides high distance similarity with a minimal utility loss. We evaluate which value obtains the best achievement of distance similarity and utility saving tradeoff using the F score metric. In the following three sections, we illustrate our Hybrid approach's performance for each algorithm we utilize to process it.

### 4.4.1 Univariate Greedy Algorithm with Expertise

Our UGA derives a queue contains selected candidates who are ordered based on the diversity score. In contrast, the expertise algorithm produces a queue that sorts candidates based on the expertise score only. Our Multidimensional fair algorithm unites both queues to a new queue that sorts the candidates based on the Hybrid score described in equation (3.6). We then use this
score to select a desired number of candidates to form a PC. The metrics defined in section 4.2 are used to compare this PC to the baseline. For the three conferences, Table 4.5 summarizes the average of the diversity gain $\left(D_{G}\right)$, utility loss (UL), utility savings $\left(\Upsilon_{i}\right)$, distance similarity $\left(D_{S}\right)$, and F-scores (F) for all PCs proposed by UGA. The F-score presents the balance between the utility saving and the distance similarity saving. Accordingly, Table 4.5 shows that the highest diversity gain is obtained when alpha is 0.4 with $77.35 \%$.

Our main goal is to obtain the best distance similarity while reducing utility loss. Thus, we graphically present the F-score for each alpha value (see Fig 4.12). In addition, we investigate which alpha value provides the best similarity distance $\left(D_{S}\right)$ to achieve demographic parity. When we set the tuning parameter to 0.1 , the figure shows that we get the best balance between the distance similarity and utility loss with an F-score of $62.57 \%$. That means the Hybrid (UGA) with alpha 0.1 provides the best outcomes that achieve demographic parity with the minimal loss of expertise.

Table 4.5: Average findings of the three PCs produced by UGA versus the baseline for different values of alpha.

| $\alpha$ | $D_{G}$ | UL | Y | $D_{S}$ | F-score |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 0.00 | 0.00 | 100.00 | 55.94 | 60.97 |
| 0.1 | 29.96 | 0.20 | 99.80 | 53.90 | 62.57 |
| 0.2 | 52.35 | 1.46 | 98.54 | 61.90 | 48.97 |
| 0.3 | 67.72 | 5.91 | 94.09 | 56.49 | 59.48 |
| 0.4 | 77.35 | 14.10 | 85.90 | 53.56 | 59.71 |
| 0.5 | 74.62 | 22.47 | 77.53 | 61.45 | 51.11 |
| 0.6 | 68.64 | 34.38 | 65.62 | 75.82 | 32.77 |
| 0.7 | 63.26 | 48.27 | 51.73 | 86.94 | 26.51 |
| 0.8 | 62 | 57.01 | 42.99 | 85.69 | 21.87 |
| 0.9 | 60.65 | 64.03 | 35.97 | 88.20 | 20.43 |
| 1.0 | 54.51 | 65.39 | 34.61 | 94.28 | 12.09 |



Figure 4.12: Comparison of F-score and $D_{S}$ between UGA and the baseline.

### 4.4.2 Multivariate Greedy Algorithm with Expertise

In this section, we incorporate our MGA and expertise algorithms to implement the Hybrid approach. MGA selects candidates based on a multi-faceted ranking. On the other hand, the expertise algorithm selects candidates based on utility scores. Thus, we have two queues that our Hybrid approach combines into one queue and then compute the Hybrid score for all candidates. Once we get this score, we apply our fair algorithm for different alpha in a step of 0.1. Table 4.6 presents our findings for different values, which shows that the best performance of maximizing demographic parity with the minimal loss of expertise occurs when alpha is 0.2 , with an F score of $66.4 \%$. The alpha value that derives the best achievement of demographic parity is 0.4 because it obtains the shortest distance to the corresponding pools with a distance similarity of $45.78 \%$, see Fig 4.13.

Table 4.6: Average findings of the three PCs produced by MGA versus the baseline for different values of alpha.

| $\alpha$ | $D_{G}$ | UL | $\boldsymbol{r}$ | $D_{S}$ | F-score |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 8.87 | 0 | 100 | 52.27 | 64.52 |
| 0.1 | 36.4 | 0.56 | 99.44 | 52.4 | 64.14 |
| 0.2 | 59.28 | 1.53 | 98.47 | 49.4 | $66.4$ |
| 0.3 | 62.41 | 5.04 | 94.96 | 49.2 | 65.43 |
| 0.4 | 76.08 | 13.57 | 86.43 | 45.78 | 66.35 |
| 0.5 | 77.66 | 20 | 80 | 53.31 | 58.69 |
| 0.6 | 75.15 | 27.28 | 72.72 | 50.53 | 58.77 |
| 0.7 | 74.7 | 33.79 | 66.21 | 59.77 | 49.69 |
| 0.8 | 72.96 | 41.69 | 58.31 | 54.33 | 51.16 |
| 0.9 | 71.34 | 43.99 | 56.01 | 56.95 | 48.46 |
| 1.0 | 72.66 | 54.32 | 45.68 | 53.23 | 44.88 |



Figure 4.13: Comparison of F-score and $D_{S}$ between MGA and the baseline.

### 4.4.3 Multidimensional Similarity Algorithm with Expertise

The previous two sections talk about how we employ our UGA and MGA to process the Hybrid approach. We consider the average F score for three conferences to represent the best tradeoff between the distance similarity and the utility loss. In addition, we investigate the diversity gain to determine which alpha provides the highest growth. This section applies the same method by combining the expertise and MDA algorithms for different alpha values. Table 4.6 shows that 0.5 alpha delivers the best balance between distance similarity and utility loss, with an F score of $73.19 \%$. The alpha value that derives the best achievement of demographic parity is 1.0 because it obtains the shortest distance to the corresponding pools with a distance similarity of $27.88 \%$, see Fig 4.13.

Table 4.7: Average findings of the three PCs produced by MDA versus the baseline for different values of alpha.

| $\alpha$ | $D_{G}$ | UL | $\boldsymbol{r}$ | $D_{S}$ | F-score |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 0.56 | 0.00 | 100.00 | 55.31 | 61.57 |
| 0.1 | 25.15 | -20.45 | 99.88 | 56.55 | 60.08 |
| 0.2 | 34.30 | -19.58 | 99.14 | 54.61 | 61.57 |
| 0.3 | 52.60 | -15.75 | 96.16 | 50.18 | 65.06 |
| 0.4 | 59.76 | -9.21 | 90.95 | 42.55 | 70.03 |
| 0.5 | 62.96 | $-2.57$ | 85.34 | 35.32 | 73.19 |
| 0.6 | 65.67 | 1.90 | 81.19 | 33.19 | 73.06 |
| 0.7 | 68.83 | 29.36 | 54.81 | 44.31 | 43.74 |
| 0.8 | 69.03 | 7.87 | 76.38 | 44.8 | 62.88 |
| 0.9 | 65.84 | 7.87 | 76.38 | 35.33 | 69.80 |
| 1.0 | 63.88 | 22.64 | 64.38 | 27.88 | 67.78 |



Figure 4.14: Comparison of F-score and $D_{S}$ between MDA and the baseline.

To summarize our findings, our primary goal in this section is to bring off demographic parity. We focus here on the F score as it shows an accurate overview of which approach provides the best balance between the utility loss and distance similarity. We pick an alpha with the highest F score for each previous method to determine which one outperforms others. Fig 4.15 shows that the highest F score of $73.19 \%$ is associated with the Hybrid approach that incorporates baseline with MDA versus $66.4 \%$ of the Hybrid that uses MGA versus $62.57 \%$ of the one employed UGA. Thus, we use the third approach in the next section to compare it to the best algorithm of goal 1.


Figure 4.15: Comparison of F-score between all Hybrid approaches.

## 5 Validation

In this section, we validate our proposed methods by comparing their results to the actual PCs for the three conferences. Certainly, we compare the actual PCs for the three conferences to the PCs proposed by our best algorithm that maximizes diversity while preserving expertise, the MGA (see Table 5.1). In addition, we compare those actual PCs to those proposed by our best algorithm that best achieves demographic parity while preserving expertise, the Hybrid (MDA) (see Table 5.2).

For the first algorithm, MGA, the number of PC members from the protected groups was increased across all demographic features for all conferences. In most cases, the algorithm did not over-correct by including more than $50 \%$ of any protected demographic group, except for the participation of non-white that was increased to over $66.7 \%$. The participation of females and junior researchers all increased by about $50 \%$. Researchers from the developing world and EPSCoR states increased many-fold, although this was achieved by selecting all candidates from EPSCoR states and most candidates from developing countries. The avg utility for the proposed PCs across all conferences dropped $28.36 \%$.

Table 5.1: Comparison between our MGA and the current PC's.

| Feature | Method | $\begin{gathered} \text { SIGCHI } \\ 2017 \end{gathered}$ | SIGMOD 2017 | SIGCOMM <br> 2017 | Average | $\begin{gathered} \% \\ \text { Increase } \end{gathered}$ | $\begin{gathered} \text { Avg } \\ \text { Utility } \end{gathered}$ | Utility <br> Increase |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Female | Current | 40.85 | 17.69 | 8.7 | 22.41 | 61.35 | Current 28.95 | -28.36 |
|  | MGA | 48.83 | 29.23 | 30.43 | 36.16 |  |  |  |
| Non-White | Current | 21.6 | 44.62 | 30.43 | 32.22 | 107.08 |  |  |
|  | MGA | 52.11 | 78.46 | 69.57 | 66.71 |  |  |  |
| Junior | Current | 34.74 | 31.54 | 34.78 | 33.69 |  |  |  |
|  | MGA | 48.83 | 49.23 | 52.17 | 50.08 |  |  |  |
| Developing | Current | 2.81 | 6.15 | 4.35 | 4.44 | 657.85 | $\begin{aligned} & \text { MGA } \\ & 20.74 \end{aligned}$ |  |
|  | MGA | 14.08 | 34.62 | 52.17 | 33.62 |  |  |  |
| EPSCoR | Current | 5.71 | 6.78 | 0.00 | 4.16 | 185.59 |  |  |
|  | MGA | 7.51 | 10.77 | 17.39 | 11.89 |  |  |  |
| Low Rank | Current | 28.17 | 23.85 | 26.09 | 26.04 | 87.38 |  |  |
| University | MGA | 49.30 | 49.23 | 47.83 | 48.79 |  |  |  |

Table 5.2 shows our comparison between the actual PCs and our Hybrid (MDA) algorithm. The number of PC members from protected groups was increased across all conferences, except for the junior group where our algorithm selects fewer junior candidates than those of the current PCs with a drop of $20.05 \%$. In most cases, the algorithm did not over-correct by including more than $50 \%$ of any protected demographic group, except the participation of non-white that was increased to over $65.1 \%$. In most cases, our algorithm selects almost the same total number of candidates as the current PCs which means it significantly achieves the demographic parity and
remarkably increases the utility in the proposed PCs comparing to the current PCs with an increase of $54.44 \%$.

Table 5.2: Comparison between our Hybrid (MDA) and the current PC's.


## 6 Conclusion

### 6.1 Summary

Groups of experts are formed in many situations within industry and academia. However, there may be bias in the traditional group formation process. This can lead to inferior results and also block members of underrepresented populations from access to valuable opportunities. To address this, researchers are developing new recommendation algorithms that try to provide demographic parity so that the resulting group mirrors the composition of the candidates from which it is formed. To this end, we investigate the issue of bias in academia, particularly the formation of conference program committees, and develop algorithms to form groups of experts that balance diversity and expertise. Our approach is based on representing candidate experts with a profile that models their expertise and demographic information. The expertise profile consists of a weighted ontology, and our diversity profile consists of a vector of five features that might be sources of bias, i.e., gender, race, career stage, geolocation, and university rank. Most previous work focuses on algorithms that guarantee fairness based on a single, Boolean feature, e.g., race, or gender, or disability. However, we consider the five demographic features at once. Those features are represented using Boolean and continuous weights.

We propose two main goals in this research: (1) the first goal presents our approaches that maximize diversity in the proposed groups; (2) the second goal shows how we achieve demographic parity in the resulted PCs. In the first one, we investigate three different approaches (UGA, MGA, and MDA) that incorporate the five demographic features simultaneously to build desire groups. Our methods increase diversity while minimizing utility loss with the best performance provides by our MGA with an F score of $50.56 \%$. However, our fair algorithm integrates the expertise and demographic features to form the groups in the
second goal. We combine the expertise approach with each diversity algorithm of goal one and then evaluate which one outperforms others in accomplishing demographic parity. As a result, our Hybrid (MDA) perform better than others, with an F score of $78.49 \%$. In conclusion, our proposed research provides new ways to create inclusive, diverse groups to provide better opportunities and better outcomes for all.

### 6.2 Future Work

In upcoming work, we will explore new ways to form groups based on multi-valued demographic features. One possible way is to specify the range values of each feature applicable to be divided into different ranges, i.e., very high, high, middle, low, and very low. We may define only three parts of each diversity feature. Moreover, we will investigate and evaluate our approaches' performance when they exploit Boolean, Continuous, and multi-valued demographic features.
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[^0]:    Algorithm 1 Univariate Greedy

    1. priority_queue $\leftarrow$ Initialize an empty queue
    2. For each profile:
    3. Diversity score $\leftarrow$ compute profile score
    4. Add profile to priority_queue using diversity score as priority order
    5. candidates $\leftarrow$ Select $N$ profiles from top of priority_queue
