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ABSTRACT

Autonomous machines are becoming more popular and useful with even self-driving cars

being a thing of the present. Most of these machines navigate using cameras and LiDAR

which does not detect glass, therefore the machines give misleading results when objects and

obstacles are transparent to the wavelengths of the light used. This is problematic in modern

building floor plans with glass walls. A solution is to build a ROS system that fuses

ultrasonic sensors with LiDAR sensors in order for a robot to navigate in a building that has

glass walls. Using both sensors, the final product is a robot that creates a 2D map using

Simultaneous Localization and Mapping (SLAM) as well as other pertinent Robotics

Operating Systems (ROS) packages. This map enables any mobile robot to pathplan from

point A to B on the now created 2D floor plan that incorporates glass and non-glass

obstacles. This saves time and energy when compared to a robot that moves from point A to

B that has to continuously change paths in the presence of obstacles.
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1 Introduction

1.1 Problem and Background
With the recent advancement of robots in the past decade, robots have started replacing

monotonous tasks through automation. As robot automation has started to gain traction in

many fields, the reality of mobile robots has also been introduced. Furthermore, in order for

these mobile robots to effectively traverse in an environment, these require more advanced

forms of perception technology that accurately detects all forms of obstacles. The

advancements in perception technology include robust sensors. Robots need to be able to

detect all sorts of obstacles around them and then estimate the location of the objects with

respect to the robot, so that they will accurately map a real-human environment.

Just as eyes enable humans to see where they are going, most modern robots use

sensors to perceive their environment. Typically, camera and LiDAR sensors are used for

obstacle detection. Despite the effectiveness of the camera sensor, it is inadequate in a modern

building environment with glass walls/panels (as shown in Figure 1), as the glare or refraction

from the glass disrupts the input [20]. Furthermore, LiDAR sensors are limited when trying to

detect glass walls, because the near infrared wavelengths (900 nm vs 400–700 nm of everyday

light) emitted by the LiDAR sensors pass through all translucent obstacles. The LiDAR will

produce accurate measurements from objects on the other side of the glass instead of the glass

itself.

Furthermore, robots often use a methodology called Simultaneous Localization and

Mapping (SLAM) in order to navigate areas. Utilizing SLAM, a robot creates a

two-dimensional (2D) map of the environment with respect to its location, using the LiDAR

scanner and the camera sensor [21]. The utility of creating a map of the environment which

provides future benefits such as autonomous navigation. Since SLAM typically relies on the

LiDAR scanner and the camera, the map generated by the robot will not be accurate in an

environment with glass walls and glass doors. This is crucial because glass walls and glass

doors are popular in modern architecture.

In brief, a 2D grid map (Gmap) is a digital representation of an environment such as

walls and objects within the room [4]. To generate the map in SLAM, you need sensors to
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measure how close the robot is to the object. These sensors will omit the glass walls and

therefore crash into them when path planning, since there are huge gaps in their mapping. The

robot will not recognize where walls and doors should be in a building like the SCDI (Sobrato

Discovery and Innovation) building at Santa Clara University. The interior of the SCDI

building is shown in Figure 1 (right image).  Having a sensor that detects glass walls and glass

doors will improve the robot's performance and make it more accurate as it generates the 2D

map in this kind of environment.

Figure 1: Office Workspace without Glass (left image) vs. Modern Workspace Utilizing

Glass Walls (right image)

1.2 Motivation
As mentioned in the problem statement, LiDAR and camera are both ineffective in

mapping modern indoor environments because these sensors are incapable of detecting the

glass walls. Therefore, it was necessary to create an additional system that utilized ultrasonic

sensors which will improve the robot’s performance and reliability.

Ultrasonic sensors reflect sound instead of light to sense objects. This means the robot

should be able to use this sensor to sense translucent and reflecting surfaces like glass since

the sound waves echo off the glass walls. Ultimately, the combination of  LiDAR and

ultrasonic sensors creates a robust system that detects all forms of obstacles in a modern

building, and therefore accurately creates a 2D map with the corresponding mapping

software.
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There exist solutions that modify LiDAR Sensors when sensing glass. M. Awais on

Improved laser-based navigation for mobile robots [28] used this approach in his project for

detecting glass. The author explored only using LiDAR sensors and optimizing the sensor to

recognize glass by examining the reflections and refractions of the glass. The author uses

probability functions as part of his algorithm in order to understand how the sensor receives

weak signals when LiDAR senses these refractions and reflections. Awais uses two

complementary filters in his model with the first filter computing the rolling window

standard deviation that locates the presence of glass, and the second filter combining

measurements of distance and intensity to determine the glass width profile and location.

There are other studies like [33] and [34], that attempt to create an algorithm to detect glass

using the pre-existing LiDAR and camera sensors as additional software solutions are

generally preferred over additional hardware for cost efficiency reasons. However, since

there are fewer studies on adding ultrasonic sensors, this project seeks to add knowledge to

this area of research.

When it comes to studies that use the same solution, the main issues implementing

ultrasonic sensors with LiDAR revolves around range and reliability of the readings. While

implementing the ultrasonic sensors, it is imperative to consider its operating range when

measuring distances otherwise, the data collected from the sensor will be inaccurate from the

actual distance measured [35]. In another project using sensor fusion, the most accurate data

collected from the robot was less than a foot away from the glass itself. This is a considerable

obstacle going forward [18].

1.3 Objectives
The main objective of the project is to create a 2D map of a human test environment that

has glass walls using sensor fusion between LiDAR and additional sensors. One sensor that is

effective at mapping the environment is an ultrasonic sensor. Ultrasonic sensors are needed to

make a map of the environment with glass because they will detect objects or realize depths that

are not visible due to hazards or visibility issues [22]. Therefore, the project implements the

LiDAR system with an ultrasonic sensor system to create a robust obstacle detection sensor

system. This project has the following three main objectives:

● Get a reliable ultrasonic sensor’s raw data in digital form.
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● Integrate the working sensor into the robot’s ROS package, a current leading

research standard for robotics.

● Use this sensor integration to create an accurate and reliable  2D map.

In order to best tie in the functionality of these sensor systems, navigate the rover, or

mobile robot, and accurately output a map, the Robotics Operating System (ROS) was the

infrastructure upon which the project was built upon [11]. ROS is an open-source framework

with a set of libraries that is meant to create robotics applications. This middleware controls

simultaneous communication between the hardware on the robot and software that creates the 2D

map. ROS was the most attractive option for the project framework as it is the current leading

industry standard for robotics and has vast open source resources that are available. ROS also

comes with tools such as Rviz and Gazebo which are monumentally useful in both digitally

visualizing and functionally testing the robot during simulation. Only after passing safety and

functional tests, will the robot deploy in the real world. The final product of the robot that is able

to fuse the LiDAR and ultrasonic sensor systems to accurately map an indoor modern building

environment is called B2B2.

4



2 Technologies

2.1 Ridgeback
The Clearpath Ridgeback Robot is a midsize indoor robot platform (960 x 793 x 311

mm) that uses an omni-drive to move manipulators and payloads of up to 220 lbs with ease. The

omnidirectional base provides precision positioning in constrained environments and comes fully

integrated with an onboard computer, front and optional rear laser scanners. The Ridgeback, as

shown in Figure 2, was chosen as the platform upon which the entire project is built because the

robot is ROS-centric and because of the pre-existing open source packages that are available to

new developers.

Figure 2: Clearpath Ridgeback Robot
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2.2 ROS
The Robot Operating System (ROS) is an open-source framework that helps researchers

and developers build and reuse code between robotics applications. Additionally, ROS hosts a

global open-source community of engineers, developers and hobbyists who contribute to making

robots better, more accessible and available to everyone. The open source resources for

development and pre-existing simulation software packages are what made ROS the obvious

choice for infrastructure of the project. These simulations involve a multitude of tests regarding

functionality of navigation, data collection, and 2D map creation. Running these simulations are

essential to safely test the robot because if the robot deploys safely in a digital simulation, the

robot is also expected to perform in a similar manner when deployed in a real-world

environment. The types of simulation software and their purposes will be further explored later

in this section. The official ROS website was the most reliable resource for tutorials and nuances

of how to properly function within ROS [11].

One of the fundamental components that enable ROS’ modularity and parallel

functionality of its modules are the packages. A package is an organization of relevant software

such as its source or configuration files regarding a specific functionality within ROS. ROS

packages exist to contain relevant software or configuration files and to promote modularity

within a workspace, or a folder where a user modifies, builds, and installs packages, so that each

functionality is lightweight and reusable. Within the source of the packages are ROS nodes. A

ROS node is an executable script that ROS uses to communicate with the scripts, no matter what

programming language is used. The typical programming languages are C++ and Python for the

scripts. In the project, C++ and Python are the programming languages that were implemented.

ROS nodes are either publishers or subscribers. Publisher is a script that sends the

messages of some standard message type to a particular messaging channel, called a topic. On

the other spectrum, the subscriber receives the messages whenever a message is published to the

topic. Figure 3 shows a visual diagram of how the publisher communicates with the subscriber

through the topic.

Before any real world deployment with robots, successful online simulation is a

mandatory step; this method embodies ROS Visualization (RViz) and gazebo. Rviz is a graphical

interface that allows you to visualize the functionality of the robot, such as the pulse readings of

the LiDAR data as seen in Figure 5, using plugins for many kinds of available topics [13].
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Gazebo is a software tool that simulates how B2B2  functions in the real world. Unlike Rviz, the

user has the option to customize and simulate their own environment on Gazebo for the robot to

navigate through [2]. Testing in Gazebo enables risk and danger free testing without having to

deploy in a real-world environment. Only after passing all the online simulations which critique

the robot’s ability safety precaution measures and functionality tests, is the robot allowed to run

in a real-world environment. The main safety measure that was tested was its ability to stop

instantly with a kill switch. Functionality tests include the reading of the LiDAR sensors,

ultrasonic sensors, and expected movement with the joystick.

Figure 3: ROS Node-Topic Structure example

2.3  LiDAR Sensors
LiDAR stands for “Light Detection and Ranging”, and is commonly used in aircrafts to

map the earth. The laser scanner sends a beam of light closer to the infrared wavelength  around

0.8 µm to 1.6 µm. Each laser pulse takes a fraction of a second around  4–15 ns in duration. It

sends pulses of light toward the direction of its beam angle of 270 degrees [27]. The scanner then

receives the light that is scattered and reflected by the objects. This method is called the

Time-of-Flight (TOF) principle which measures the time it takes for a wave to travel from a

source (a time-of-flight sensor) to an object and back, as shown in Figure 4 [26]. The distance

(range) between the LiDAR sensor and the object is calculated by multiplying the speed of light
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by the time it takes for the light to be sent and received by the sensor. LiDAR sensors these days

execute this process with low margins of error especially at close ranges.

Figure 4: Time of Flight Principle Example

2.4 GMap Generation
Mobile robots that utilize ROS commonly use Gmapping as a way to keep track of their

location in a given space. Gmapping is a ROS open source package that receives the LiDAR,

odometry, and transform (tf) measurements, in order to create a 2-D occupancy grid similar to

the one in Figure 5. Occupancy grids are grids that contain information about the environment

that are collected from sensors loaded from prior knowledge or in real-time. Odometry is a

package that obtains the distance and direction traveled by the wheels. However, as mentioned

by Yousif et al. [29],  each present robot localization is incrementally calculated from the last

localization calculation which poses “measurement errors [that] are accumulated over time and

cause the estimated robot pose to drift from its actual location” [29]. Furthermore, the tf package

is necessary for the robot to keep track of multiple coordinate frames over time like the frame of

the wheels and the frames of the robot. The robot will move as one unit in simulation.

Furthermore, the Global frame acts as the main reference frame. The green and red tick mark in

the upright quadrant of Figure 5 marks the center of the global frame in that example [17].

To create the map in Gmap, the robot uses Simultaneous Localization and Mapping

(SLAM) which is a technique used by the robot to concurrently move, scan, update the map, and

localize itself with respect to the global frame. The map is visualized in Rviz so the user
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visualizes what the robot “visualizes.” In the example in Figure 5, the robot visualizes and

records an occupancy grid. The gray area is the area the robot marks as unoccupied free space,

the dark grayish blue represents uncharted territory, and the black lines represent occupied

boundaries such as walls and furniture sensed by the LiDAR sensors. The red lines that connect

to the wall near the robot is the laser data from the robot’s current position [13]. Notice that the

red lines bleed into what is supposed to be a boundary or wall. This is due to the error associated

with the odometry. As there are several calculations of distance traveled, and different surfaces

and bumps causing different types of friction, the robot will tend to drift off from its calculated

pose [29].

Figure 5: Rviz Occupancy Grid Example

The gray portions (A) is marked as unoccupied free space, the dark grayish blue

represents uncharted territory, the blueish gray regions (B) near the edges of the boundaries are

all unmarked territory that is yet to be scanned.  and the black lines (C) represent occupied

boundaries/obstacles by the LiDAR sensors while the red lines layered along the blacklines near

the rover are the boundaries that are currently being detected.
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3 Proposed Systems

3.1 Overview
This section focuses on the proposed system by discussing the hardware and software

designs implemented to integrate an ultrasonic sensor on a robot for generating a 2D map.

Figure 6 shows a functional block diagram of the system to combine the data from the

ultrasonic sensor and the laser scan data and then create a map using the Gmapping package.

Throughout the entirety of this chapter, each subsection will sequentially explain more details

about this functional block diagram from the sensors to the ROS packages and the final 2D

map.

Figure 6: Functional Block Diagram

3.2 Ultrasonic Sensor
As shown in Figure 7, the ultrasonic sensor emits an ultrasonic wave above human

hearing, 40kHz, and receives the wave reflected back from the target as long as it is within

operating range. Similar to LiDAR sensors, most ultrasonic sensors measure the distance to the

target by measuring the time it takes to send and receive the pulse. Most sensors have a

transmitting channel and a receiving channel, while there are some that have a single channel

called a transducer, which operates like a transmitter and receiver at the same time. The

following equation is used to calculate distance:

𝐷 =  (𝑐 * 𝑡)/2 (1)
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Where D is the distance between the ultrasound sensor and the object, t is the time

between emission and reception, and c is the sonic speed through the medium. The medium is air

at room temperature and the sonic speed in air is 343 m/s [23], which is significantly slower than

the speed of light that LiDAR sensors transmit. Therefore, compared to LiDAR, ultrasonic

sensors have lower ranges and less accurate readings.

Figure 7: How an Ultrasonic Sensor Works

The two ultrasonic sensors that were implemented into the ultrasonic system were the

HC-SR04 Ping Sensor (ping for short) [9] and MB1013 MaxBotix Sensor [25]. The ping

sensor has two separate channels: a transmitter, trigger, and a receiver, echo. The MaxBotix

sensor on the other hand has one channel called a transducer. As shown in Table 1, the

differences between the two sensors are their operating ranges and effectual angles. The ping

sensor detects objects between 2 cm and 400 cm, while the MaxBotix sensor detects objects

between 30 cm to 500 cm.

Table 1: Comparison between HC-SR04 Sensor and MB1013 MaxBotix Sensor

Sensor HC-SR04 (Ping) Sensor MB1013 MaxBotix Sensor

Power Supply +5V DC 2.5 V to 5.5 V DC

Effectual Angle <15° 44°

Ranging Distance 2 cm – 400 cm 30 cm - 500 cm
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The ultrasonic sensors are connected to an Arduino Mega 2560, a development electronic

board based on the Atmega2560 microcontroller, as shown in Table 1. The board has 54 digital

input/output pins, 16 analog inputs, and a reset button. The board comes with a DC power jack to

power up the board using a VIN pin on the board. The recommended input power voltage is 7-12

volts. Another alternative to power up the board is to use the USB port and connect it to the

computer. Not only is the USB port used for powering up the board, but it is also used for

uploading programs. There is no particular reason for this selection besides the fact that the

sensor is compatible with the Arduino software and hardware. Any Arduino board with the

appropriate number of pins is satisfactory. The Arduino is connected to the robot via a USB

cable, which transmits the distance readings from the sensors in real time as the robot is moving

through the building, so that the robot will log the readings and eventually convert these logs into

a map.

Figure 8: Arduino Mega Board
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Figure 9: HC-SR04 Ping Sensor Wiring Diagram

Figure 9 shows an example of how to wire the ping sensor to the Arduino board. Starting

from the left, is the VCC which is the supply voltage for the ping sensor. The next pin is the Trig

pin which sends an ultrasound wave to the object within range. The third pin is the echo pin

which receives the ultrasonic wave reflected back from the object within range. Lastly, is the

GND pin, or the ground pin, which serves as a common point for the electronic parts to operate

correctly. The data the ping sensor collects is the time it takes for the ultrasound wave to reach

the desired target and travel back to the sensor. This method is called the Time of Flight principle

[24]. The appropriate Arduino script file (.ino) was implemented as a ROS package as a means to

convert the measured time to distance using Equation (1) which was introduced earlier in this

section.

Figure 10: Ping Preprocessing Pseudocode
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Figure 11: MB1013 MaxBotix Sensor Wiring Diagram

Figure 11 shows the wiring diagram of the MaxBotix sensor. The very top pin is the

ground pin and the second pin is the voltage pin. The fifth pin is the analog voltage output, a pin

whose voltage corresponds to the distance between the sensor and the object within range.

Unlike the Ping sensor, the Maxbotix sensor has a couple other ways of measuring the distance

between itself and the object. As shown in Figure 11, the sensor is configured to read analog

voltages in bits. Referencing the sensor’s datasheet, the conversion factor was used to translate

the digital bits read in from the sensor as distance as each 1 bit was equivalent to 5 mm.

Implementing the conversion factor into Arduino script (.ino) was a necessary preprocessing

method for the Gmapping software because the Gmapping software is unable to work with given

bits otherwise. Only when given the distance as a measurement of meters between the object and

the sensor, will the Gmapping software be able to localize the robot from the obstacle. As shown

in Figure 12 below, the read sensor function takes in the bit values from the sensor, multiplies the

bit by 5, which converts it from a unit of bits to mm, then converts the units from mm to m.

Figure 12: Pseudocode to Read and Convert Data
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3.3 Ultrasonic ROS Package
Before collecting the distance data, it was necessary to build a ROS package that

contained all of the python and Arduino files called “sensorLoop”. This specific package

provides the means to run several scripts and simulations in parallel. Furthermore, each

ultrasonic sensor required its own Arduino script to collect the distance data. The Arduino script

is the publisher node that transmits the data to the topic called “ultrasound.” Figure 13 shows

how the publisher communicates with the subscriber through the topic.

Figure 13: Publisher, Topic, and Subscriber Node diagram

As mentioned, ROS packages are libraries where the scripts, or nodes, are stored for

organization and running nodes. As mentioned before, the Ridgeback has two LiDAR sensors: a

front sensor and a rear sensor. The front LiDAR sensor was used as the robot moves forward, as

it is important to know its environment in front. After creating the ultrasonic sensor system, there

exist two independent sensor systems, which need an additional package to fuse the ultrasonic

sensors functionality with that of the LiDAR sensors. Only then the robot will detect the

multitude of obstacles in a building that has glass walls. Gaining inspiration from simulation

tutorials, the robot uses a graphical interface in ROS that enables the user to visualize several

messaging channels called Rviz [13]. Ultimately, Rviz acted to visualize both ultrasonic and

LiDAR data from the selected topics.

3.4 LiDAR Sensor
The LiDAR sensor that Ridgeback is equipped with is the UST- Hoyuko LiDAR

sensor, as shown in Figure 14. The sensor emits pulsed laser beams within a 270° field of view.

When the emitted laser beams are reflected back from an object, its distance is measured by

applying the TOF principle. The sensor has 1081 measurement steps with a 0.25° pitch. [2]
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Figure 14: UST-Hokuyo LiDAR Sensor

3.5 LiDAR ROS Package
Ridgeback offers native ROS and Gazebo integration and is plug-and-play compatible

with Clearpath’s wide range of robot accessories. Within the Ridgeback package, using the

channel to send the raw LiDAR sensor data as parameters for the Gmapping software (section

2.3), creates an image as shown in Figure 15.

Figure 15: Gmapping Image

3.6 Gmapping with LiDAR and Ultrasonic Data

In order to modify the Gmapping package to effectively map with an additional ultrasonic

sensor input, the first orderly process was to understand the functionality of the parameters and

functions with the gmapping software. In ROS, a coordinate system is called a frame. Rviz needs

to know which frame to use for transforming data from the coordinate frame to global reference

frames. In 2D, the coordinates are x and y, while in 3D the coordinates are x, y, and z. Ridgeback

has a predefined 3D model along with frames for every part, especially sensors. In Rviz, all
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frames of the robot have a common frame of reference called the base frame, which represents

the coordinate system of the robot’s base. Each part is given a position and an orientation of the

frame in relation to the base frame, or a transform. The data collected from the ultrasonic sensor

is with respect to the frame of the ultrasonic sensor. However, in navigation, the robot needs to

know where the objects are with respect to its base. Therefore, it is important to identify the

transformation (B
UT) of the ultrasonic sensor frame (U) with respect to the robot base frame (B),

as the data collected will contribute to making an accurate map with respect to the robot base

frame; see Figure 16 for a visual. Therefore, by knowing the B
UT, this system will compute the

ultrasound data with respect to the robot base frame.

Figure 16: Ultrasonic Sensor Frame Transformation with respect to the Base Frame
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Figure 17: Rviz simulation: LiDAR and Ultrasonic Sensor Data Fusion (Zoomed In vs.

Zoomed Out)

To achieve the calculation of the W
UT, the Unified Robotic Description Format (URDF) is

modified to add the transformation between the ultrasonic sensor frame and the robot base frame.

The URDF is an XML(Extensible Markup Language) file format used in ROS to provide the

robot description by describing all the elements of a robot. All packages are uploaded from the

Clearpath website which enables simulating the robot and uploading the necessary attached

objects on the robot [2].

A 3D model of a camera sensor was used since there was no available 3D model for the

ultrasonic sensor. A model is necessary for the robot because it will need the frame of the robot

and the model so the data collected by the sensor is accurate when recording the measured

values. On the left image of Figure 17, the red, blue, and green lines represent the frames of each

object. The frame farthest away is the frame of the ultrasonic sensor model. Furthermore, there is

an obtrusive red line on the right image which represents the obstacle to be detected from the

sensor input from simulation.
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4 Experimental Results

4.1 LiDAR Sensor Results
This section aims to delve into the results of the data collected by the LiDAR scanner

from a real-world test environment, by controlling the robot with a joystick. As seen in

Figure 18, the Ridgeback operator is using a Playstation gaming system controller to traverse

the Ridgeback around the hallway for data collection. During this process the robot goes no

faster than 0.1m/s and the only person within a meters range of the robot is the operator

themselves. There are two joysticks to control the robot - one being the pivot functionality of

the robot addressing the omnidirectional capability of the robot and the other being the

directional movement of the robot. The left image shows the pivot functionality in motion

with the operator holding the controller, while the right image displays the direction

functionality as the robot is moving forward.

Figure 18: Rover Moving through Test Environment  (4th Floor Hallway) while

Controlled with a Joystick

As aforementioned, the Gmapping software takes in the data object from the LiDAR

data acquisition and processing package. A visualization of this data object is logged, as

shown in Figure 19. The communication data contains the angle increment, min angle, max

angle, range min, range max, and time per scan. This produces two 1081x1 matrices: one for

range data, and one for laser intensity.
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Figure 19: Laser Data Script Print Output

A direct screenshot of the parameters comments from the LiDAR scan script file which

include definitions for each variable is shown in Figure 20. The most notable parameters are

angle min/max, time increment, and ranges.  The angle min and max are the ranges from

which the sensor will receive the pulse ranges from with the min angle origin being (90° or

π/2 rad) assuming that the robot is facing North. Next, the time measurements are the time

taken between each of the measurements, which will correspond with the localization and

odometry with respect to the measurements taken. Finally, the ranges are the raw data

measurements from the LiDAR pulse inputs. The respective parameters are fed into the

Gmapping package which will appropriately construct and modify the 2D map.

Figure 20: Definition of the Laser Scan Parameters
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The preconceived understanding of the LiDAR not being able to detect the glass wall

was no different from the recordings. The Gmapping software displayed what was simply past

the wall as if the glass wall was not there at all. Figure 20 and Figure 21 show the Ridgeback

placed approximately at the same position within the test environment from which the readings

are being taken from. When observing Figure 20, the visible glass obstacles/boundaries are the

immediate close glass wall and the glass cubicle further away on the immediate corner on the

right side of the hallway. When comparing the visual patterns from the real-world environment

and the 2D map, the further cubicle is still registered as unmarked territory as that region is still

grayish blue. While the panel closest to the picture is not detected as a boundary and therefore

reading all the empty space in the room as unmarked territory. Furthermore, the door is equated

as the unmarked territory in the shape of a triangle at the bottom left quadrant of the picture as

the door. The reason that it is shaped as a triangle is because of the angle of viewable/markable

territory from the perspective of the sensor from that position.

Figure 20: Picture of Ridgeback at ~Position(X,Y)
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Figure 21: Actual Snapshot of LiDAR 2D Mapping at ~Position(X,Y)

Simply put, there is quantitative data from the experiment readings that render the use

of LiDAR sensors useless when trying to register glass obstacles. This section aims to visualize

the inadequacies of the LiDAR sensors and will go into more depth in the performance section

of the report.

4.2 Ultrasonic Sensor Results
Testing the sensors in various environments is necessary because the sensor will

possibly undergo changes through factor(s) not previously considered while testing the

sensor in the engineering building, the main environment. The measured data collected from

the sensors and compare the sensor performances in two environments in the engineering

building: Room 4029 and the Balcony is discussed in this section.

Figure 22: SCDI Room 4029
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As shown in Figure 22, the experimental setup in SCDI Room 4029 is as follows: A

wheeled cabinet is used as a simulated robot and a measuring tape (pink color) is positioned on

the ground to measure the distance between the simulated robot and the glass wall. The

ultrasonic sensor is positioned securely on top of the simulated robot and points towards the

glass wall. The simulated robot is moved to several distances (e.g. 25 cm, 50, 100, and so on)

and the ultrasonic sensor data is recorded. The same procedure is followed for both ultrasonic

sensors.

Figure 23: SCDI Balcony

As shown in Figure 23, a similar experimental setup was constructed as that of the cart,

which serves as the robot simulator, and therefore followed the same experimental measurement

procedure from the same experiment performed in the Room 4029. The only difference is that

the balcony experiment is conducted at the balcony of the fourth floor.
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Figure 24: Distance vs Sample Number with Ping Sensor

Figure 24 shows the data collected by the Ping sensor in the Balcony and in Room 4029

of the engineering building, SCDI, at three different distances: 25 cm, 50 cm and 100 cm. The

blue lines represent the recorded values while the black dashed, or black solid lines, represent the

actual distance measured by the measuring tape. When the sensor is really close to the glass wall

in both environments, the recorded values are consistent and are very close to the actual

measured value. When the sensor is far away from the glass wall, the measurements are less

accurate and it underestimates the expected value. In the Balcony, the sensor values are mostly

consistent and they are very close to the actual value measured. On the contrary, the sensor

values in Room 4029 underestimate the expected measurement and oscillate greatly.
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Figure 25: Distance vs Sample Number with Maxbotix Sensor

Figure 25 the data collected by the MaxBotix sensor in the Balcony and in Room 4029 of

the engineering building, SCDI, at three different distances: 50 cm, 100 cm and 200 cm. The red

lines represent the recorded values while the dashed lines represent the actual distance. When the

sensor is really close to the glass wall in both environments, the recorded values are consistent

and are very close to the actual measured value. When the sensor is far away from the glass wall,

the measurements are less accurate and it underestimates the expected value. In the Balcony, the

sensor values are mostly consistent and they are very close to the actual value measured. On the

contrary, the sensor values in Room 4029 underestimate the expected measurement and the

values are nowhere close to the expected values.

After comparing the data, an important observation from the findings is that the data

collected from ultrasonic sensors are affected at long distances while inside the engineering

building. This indicates that there must be a device within the engineering interfering with the

ultrasonic sensors. The device interfering with the ultrasonic sensor is the motion detector

because motion detectors emit ultrasonic waves [25]. With another sensor emitting ultrasonic

waves, both the ping sensor and MaxBotix data collection will be interrupted, thus providing the

wrong measurements. Figure 26 shows a picture of the motion detector.
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Figure 26: Dual Technology Ceiling Mount Occupancy Sensor

Figure 27: Ping Sensor Attached to Ridgeback

After comparing the data collected from the two environments, the sensor best fit for the

project is the ping sensor. The ping sensor is the best option because it operates within a greater

range of low distances compared to the MaxBotix sensor. Within the engineering building, the

MaxBotix sensor operates properly between 2cm and 50cm, while the MaxBotix sensor

functions between 30cm to 50cm. Figure 27 shows the lego mount so the ultrasonic sensor easily

attaches and detaches to the robot.
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4.3 Gmapping with LiDAR and Ultrasonic Sensor Results
For the Ultrasonic sensor system, the Arduino file used to acquire the raw data from the

sensor was implemented into a ROS node which publishes the preprocessed sensor data into

the ROS environment. As the rosserial ROS package uses Arudino’s UART communication

directly and asynchronously, the board is converted to a ROS node. Through this node, it

sends a message called range_msg which is the distance from the sensor system to the

obstacles detected. Due to the low computing power on board, the values were unable to be

checked in the Arduino workspace, and were only visualized in the ROS workspace which

made debugging unorganized. To visualize the data, we used a visual tool on Rviz called

Range, which shows the range measurements. The visualization of the ultrasonic readings are

depicted as the gray cone while the red line represents the data collected from the LiDAR

sensor in the left image on Figure 28. The size and length of the cone changes in real-time

depending on the readings from the ultrasonic sensor. Each range measurement is a cone

starting at the origin of the frame given in the header of the topic [39]. Conversely, the right

image is the Ridgeback robot simulation in Gazebo which tested the actual functionality of

the sensors.

The last step to create a final product was effectively combining the respective systems

to correspond with the Gmapping system in Gazebo. While analyzing the simulation, it was

important to note that the data collected from the sensors are from two different

environments. The data collected from the ultrasonic sensor is from the real world

environment while the laser scanner collects the data from the gazebo, as shown in Figure 28.

Figure 28: Laser Scanner combined with Sonar Range in Rviz (Left) and Gazebo

(Right)
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When reverse engineering the Gmapping software, an important discovery made was

that gmapping only takes an object of laser_scan_msg which inherently excludes any other

messages including sonar messages. Being the case, we decided to convert the readings from

the ultrasonic sensor node to output an object of laser_scan_msg to the Gmapping software

concurrently. So, the final method of procedure was to modify the actual content of the

laser_scan_msg parameters to correspond with that of the sonar message when fed into the

gmapping as shown in Figure 19 [4]. The appropriate modifications required understanding the

functionality of both sensors and how the readings from the sensors provide useful data to

create a map. The first modification was changing the angle min and max to a range much

narrower than that of the LiDAR as the sonar message only takes in a single point. Next, the 90

points array in the parameter, ranges, are set as duplicates of the same reading. Then, there is

no intensity feature regarding the ultrasonic sensor as it only detects an obstacle or free space

and therefore correspondingly sets it as 0 or 1. Finally, the scan time between the readings for

the ultrasonic sensor was raised by a magnitude of 10 as the bandwidth in terms of computing

power and latency is much more limited in comparison to the LiDAR sensor. After making all

the appropriate modifications, we were able to effectively send the ROS node in the object of a

laser_scan_msg to the Gmapping software which was a step in the right direction, but soon

found that the Gmapping software can only take in one message at a time. Being the case, we

had two options: to integrate the two messages into one or create two separate maps and layer

them on top of each other. We decided to go with the latter as it seemed to be the simplest

solution.
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5 Deliverable Analysis and Conclusion

5.1 Performance

The addition of ultrasonic sensors to a mobile robot proved to have its challenges. The

fact that other devices in the robot’s environment, like the Dual Technology Ceiling Mount

Occupancy Sensor in Figure 25, use ultrasonic sound waves of similar frequencies leading to

less accurate measurements limits the reliability of this solution. If the devices that operate

with similar frequencies were not present in the robot’s environment, the ultrasonic sensors

will collect accurate data and it can utilize its operating range of distance values. Therefore,

even if the integration worked as intended, the data from the ultrasonic sensor itself was

unreliable at ranges beyond 50 cm inside SCDI due to the motion detectors interfering with

the ultrasonic sensor measurements. This issue is similar to what was reported by Wei et al.

[18]. The authors use ultrasonic sensor fusion and they discover that “if the robot is far from

the glass during the map construction, the glass detection algorithm will fail” [18].

Furthermore, compared to the LiDAR sensor the sampling rate is much slower and beam

angle is different than that of the ultrasonic sensor. Since the sampling rate is slower, and in

one direction compared to LiDAR’s 270 degree range, the robot will take longer to map the

area using both sensors, because it has to follow along the walls in order to map it.

The way the sensor mount is effective and easily detachable due to the velcro and legos.

However, the sensor is easily movable and exposed; this will lead to errors when measuring

the distance between the sensor and glass wall. Another risk with the sensor being exposed

and moveable, someone walking along could easily tamper with the sensor or the wiring if

the robot was sitting out.

5.2 Sustainability Consideration
Power consumption of the ping sensor compared to the power consumed using other

existing solutions was considered for sustainability. For example, using additional software

with the LiDAR sensors to predict glass and mirror locations uses extra energy and storage.

When considering power consumption, one alternative to using ultrasonic sensors is using

Bluetooth ranging technology. Bluetooth ranging is useful for indoor navigation and it is an
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asset for localization and tracking. Currently, Bluetooth ranging systems achieve at most a 2

meter accuracy [36]. Not only do these systems reduce the power, but the range data is fairly

accurate compared to ultrasonic sensors. However, implementing bluetooth ranging for 2D

map creation is difficult because Bluetooth requires a beacon, or a bluetooth radio transmitter

to interact with another wireless beacon, and the measurement is from that beacon to another

[37]. This means it is necessary to place multiple antennas/beacons on the glass walls around

the glass walls when creating the map. Though power consumption will be reduced,

implementing this for glass detection will be difficult because its localization depends on

multiple beacons [38].

Regardless, having a precise map will enable the robot to select an optimal path, as well

as automating the monotonous task that it is given such as package transportation. Optimal

path implementation is viable in a fairly stable indoor environment like the SCDI building,

when an algorithm pre-plans the trip. By selecting the optimal path, the robot will minimize the

path length and the energy consumption as it traverses from one point to another. Based on

previously detected idle obstacles, the algorithm will ensure that the path taken is efficient for

power consumption because there is less time taken and path traveled. Conversely, if the robot

was given a point of destination relative to its current point without a path planned, it needs to

wander around potential obstacles and find potential routes to the destination which takes much

more time and distance traveled.

5.3 Reliability Expectations
While comparing the data in various settings, it is clear that the reliability of data fusion

depends on the ultrasonic sensor which is subject to the medium of the environment. When the

sensors capture data outside of the engineering building and there are not any outside

interferences, the ultrasound is reliable. On the contrary, when the sensors collect data in the

inside of the engineering building, the ultrasound is not reliable. The main cause of the

interference is the motion detector because it operates in frequency spectrum in ultrasound

range, at least 20kHz [25]. Because the ultrasonic sensors operate in the same range, this

affected the measurements at higher distances, thus making the ultrasound unreliable. The data

fusion relies on the accuracy of the sensors that are used for the fusion. Therefore, if one of the

sensors provides inaccurate measurements, the fusion will not provide an accurate estimation.
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5.4 Future Work
This work has provided several routes of possible research and it is the hope that some of

these areas will be explored by future researchers and engineers. For instance, the fusion between

laser scanner data and ultrasonic data is a promising approach for detecting the glass accurately.

Gmapping package will require to be updated in order to support ultrasonic data. Additional

real-world tests will be required to ensure the accuracy of the data fusion algorithms.

The issue of low range and signal interference may be circumvented with an ultrasonic

sensor with a signal with a larger amplitude and smaller beam angle. Moreover, the benefit of

implementing an inhouse ultrasonic system versus a plug and play ultrasonic sensor was the

customizability and option for manipulation of sensor message parameters to mesh with

pre-existing software. For example, as seen in Figure 28, the LiDAR sensor data acquisition

software was used for the ultrasonic sensor as well by taking into consideration the relative

difference between the two sensors. When comparing the angle width and number of pulse

inputs, the LiDAR has a much wider range up to 270 degrees with 90 pulses for one reading,

while the angle of the ultrasonic sensors is much narrower with only one pulse. The issues with

sampling speed have the potential to be modified with predictive algorithms. Regardless, these

are interesting electrical and robotics engineering problems to solve that could advance robotic

technology.

5.5 Professional Constraints
Throughout the project, there were numerous constraints to take into consideration. The

first constraint was the cost of parts because one of our project goals states to design a system

that can be affordable for typical indoor robot users. The ultrasonic sensors we purchased which

allowed us to develop an affordable proposed system. Furthermore, it is much easier to

implement an off-the-shelf sensor system rather than designing a custom sensor.

Next, the time constraints made it seemingly difficult to ever be ahead during our project

process.  Before working with the robot, the members of the team had to learn a sufficient

amount of ROS i.e. run simulations with the robot. ROS was learned via online resources and

courses at Santa Clara University. Throughout the project, we learned how to collect data from

the sensors via ROS, how to create ROS packages, and properly simulate the data on Rviz with

the robot model. This project used standard communication protocol within ROS. The lead time
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for delivery of the physical robot only allowed for on-system experimentation and development

during the last quarter of the academic year. Third, this project prioritized safety as it is a

requirement when robots move within human environments. As mentioned before, cameras are

typically implemented into robots to map environments. At the beginning of the project, the team

investigated several sensor technologies. Taking into account that the robot requires to navigate

into a human environment, privacy was a big concern. Therefore, the team decided to exclude

cameras to ensure that the system does not violate human privacy. Moreover, the LiDAR works

sufficiently for the purposes of this project. Furthermore, the proper pre-emptive safety measures

were taken to ensure no hazards when deploying the robot in a real-life environment. The area

was cleared of people before running real world experiments. Then, the robot was manually

controlled and its speed was limited to a slow pace no faster than 0.1 m/s. Additionally, the robot

is equipped with 4 emergency stops and the human operator could easily press in case of an

emergency. By minimizing the speed of the robot and clearing the space, the risk of injury to

bystanders or robot damage is minimized.

5.6 Summary and Conclusions

This thesis presents a methodology to combine both data from the LiDAR sensor and

the ultrasonic sensor. Different sensors were explored by creating experiment protocols to

test and evaluate the reliability of the sensors. Our experiments between the Maxbotix sensor

and the ping sensor showed that smaller beam angles are more accurate and tend to be

cheaper to produce. While comparing the recorded data from the sensors to the ground truth

data in each scenario, there was a trend for the ultrasonic data inside the engineering rooms

to be less accurate, especially at large distances. This was due to an interfering signal from a

motion sensor on the ceiling of the room. Most likely the smaller beam angle produces a

signal of higher concentration.

A ROS package which captures the data from the ultrasonic sensors and publishes the

data to the topic was created. A URDF model of the sensor to the robot in Rviz that allows

the data to be sensed from the robot itself was created. With the data from the topic, the robot

was able to visualize the data produced from the sensor in Rviz as range data. This proposed

system is effective in environments with interference as long as it is constrained at close

distances around 50 cm, and a sensor with a stronger ultrasonic signal increases this range of
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effectiveness in the presence of other ultrasonic sensors. Though the 2D Map from the

LiDAR data and the ultrasonic data was not generated, a multisensory system that addresses

the weaknesses of other sensors was developed that collects the data from the LiDAR sensor

and the ultrasonic sensor, and has the data in the same ROS environment. In addition, the

future work that can come from our multisensory system will benefit the future researchers

and engineers in a variety of robotic applications.

Along the journey of this project, the team members gained a deep understanding of

ROS about publisher nodes, subscriber nodes, and topics from no prior knowledge at all.

Furthermore, applying research skills, programming in Python and Arduino, and designing

experimental protocols were all crucial as we progressed in our concentrated areas in

electrical engineering. The team also obtained a deeper knowledge of key concepts in

robotics, such as transformations and robot motion. In addition, we attained a better

understanding of project management, team coordination, time management, technical

writing, and public speaking on technical topics.
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