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Abstract

Measuring magnitudes from astronomical images can be slow and dif-

ficult when done by hand, especially if there’s a large amount of targets

or images that need to be analysed. To aid in this effort, Autophotome-

ter, an automatic pipeline for photometric measurements and calibrations

was developed. Autophotometer was made with Python, and it uses Source

Extractor and SCAMP from Astromatic. The photometric calibrations are

performed using data from Pan-STARRS1 and 2MASS surveys.

This master’s thesis describes the technical details of the pipeline and

how it was used to study cataclysmic variables. Over 350 images of cata-

clysmic variables in multiple filters taken with the Nordic Optical Telescope

were processed with the program to evaluate its performance and accuracy.

Most of the resulting magnitudes had errors comparable to those in Pan-

STARRS1 and 2MASS catalogues. The accuracies were sufficient to anal-

yse the spectral energy distributions of the targets and identify different types

of cataclysmic variables. Some issues were encountered, mostly caused by

bad image quality or very dim targets. In few cases the astrometric cali-

bration of the coordinates of the objects failed. In general the program is

reliable and easy to use.
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1 Acknowledgements

This project was created using Python, and uses SExtractor (Bertin, E. and Arnouts,

S., 1996) and SCAMP (Bertin, 2006) from Astromatic.

The Autophotometer program made use of Astropy,1 a community-developed

core Python package for Astronomy (The Astropy Collaboration et al., 2013,

Price-Whelan et al., 2018). Additional packages used were Numpy (Harris et al.,

2020), Matplotlib (Hunter, 2007), ccdproc (Craig et al., 2017), Photutils (Bradley

et al., 2021), and Requests 2.

2 Introduction

The measuring of the properties of starlight, or photometry, can be used to study

the stars in great detail. It can be used to estimate the temperature or even the com-

position of a star. Some objects have variable brightness, which can be caused by

many things. Some stars can pulsate, causing changes in their radius and temper-

ature, and therefore varying their brightness and colour. Others can be eclipsing

binaries or stars with exoplanets. These system’s light curves show distinct fea-

tures, as depicted in figure 1. The light curve can be used to estimate the periods

and radii of the members of the system. If we have performed photometric mea-

surements in different wavelengths, the spectral energy distributions of stars can

also be studied, revealing more about the composition and properties of the sys-

tem.

There are various methods of measuring the brightness of stellar objects. Do-

ing it manually by hand can be slow, especially if one wishes to inspect a large

number of stars. In this thesis is described a program that was created to per-

1http://www.astropy.org
2https://requests.readthedocs.io/en/latest/
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Figure 1: Illustration of the different phases of an eclipsing binary star system and its light
curve.

form astrometric and photometric measurements faster and easier, and with good

enough accuracy so the results can be used in research.

In the first part of the thesis some basics of concepts of photometry are ex-

plained. How the brightnesses of stars can be calculated, and what needs to be

taken into account when measuring them. Then there are brief descriptions of the

different photometric systems and surveys that are relevant in this study.

Next section contains the description of the Autophotometer program. There

are instructions on how to install and use it. All the program’s basic functionalities

are described, along with what needs to be taken into account when using it.

The final section of the thesis describes the process of how Autophotometer

was used to find magnitudes of a large number of objects. A number of issues

emerged, but they could mostly be circumvented by adjusting the configuration

parameters of the program.
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3 Photometry

3.1 Luminosity and Flux density

The most important quantities regarding brightnesses of stars are luminosity L

and flux density F . Luminosity is the measure of radiated energy per unit of time,

measured in watts. Flux density describes the power of radiation through some

surface, and it is given in units of Wm−2. Spectral flux density can often be more

useful, as it is the flux density for a certain wavelength. In SI units it is measured

in Wm−2 nm−1.

These quantities are sometimes given in non-SI units. Flux densities are usu-

ally very small, and are described in units of janskys (1 Jy = 10−26 W m−2 Hz−1).

The CGS system is also commonly used. Energies are given in units of erg (1 erg

= 10−7 J). And the spectral flux density in the CGS system can be measured in

units of erg s−1 cm−2 Å−1.

The relation between flux density and luminosity is such that for an isotrop-

ically radiating star, the luminosity is the flux density spread along a spherical

surface. So the formula for the relation is

L = 4πr2F, (1)

where r is the distance from the star.

3.2 Magnitudes

Brightness of stars has been measured in magnitudes since antiquity, when Hip-

parchus classified stars visible with naked eye into six classes depending on their

brightness. The brightest stars were magnitude 1, and faintest 6. This system has

since been replaced by a more refined classification, where the ratio of bright-
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nesses between two consecutive magnitudes is 1001/5 or about 2.512.

The magnitude system is relative, meaning that a measured magnitude is given

as a relative difference between the magnitudes of the measured star and a com-

parison star. If we know the magnitude and flux of the comparison star, we can

calculate the precise magnitude based on the flux density of our star using Pog-

son’s formula

m1 −m2 = −2.5 log
F1

F2

, (2)

where m1 and m2 are the magnitudes, and F1 and F2 are the flux densities of the

two stars. If two stars have magnitudes m and m + 1, and flux densities Fm and

Fm+1, we can show that

m− (m− 1) = −2.5 log
Fm

Fm+1

⇒ Fm

Fm+1

= 1001/5. (3)

Often a standard reference star is used for calibrating the magnitudes to a

photometric system. Historically the star used has been Vega, for which the zero

point magnitude was defined as 0 for all wavelengths. So if we know the flux

density F0 of the reference star, we can calculate the magnitude

m = −2.5 log
F

F0

. (4)

Vega has been used as a reference star for the Johnson-Cousins UBVRI photomet-

ric system, which is described in more detail later.

The above magnitudes are apparent magnitudes. Because of the distance be-

tween the observer and the star, they do not represent the actual brightnesses of

the stars. A very bright star will look dim if it is very far away. Absolute magni-

tudes have been defined as the apparent magnitude when the distance between the

observer and the star is 10 parsecs. For example the apparent visual magnitude
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of the Sun is −26.78, but its absolute visual magnitude is 4.82 (Karttunen et al.,

2016).

Photometry is usually performed in some restricted range of wavelengths de-

fined by filters, which are discussed later in section 3.4.

3.3 Instrumental Magnitudes

The measured apparent magnitudes are dependent on the instruments used, and

they should be calibrated to match some standard photometric system. The sen-

sitivity of instruments varies for different wavelengths, and different instruments

are used to measure different spectral bands (Karttunen et al., 2016). Survey data

can be used to find the zero-point magnitude for the instrument, and then convert

the instrumental magnitudes to the magnitude system of the survey. But first we

need to actually get the instrumental magnitudes.

Unfortunately CCDs do not measure the flux directly, but instead the counts

of photons that are detected by the instrument. But the counts can be used to

approximate the fluxes, as the number of counts is proportional to the flux of a

star.

There are two methods of measuring instrumental magnitudes: aperture pho-

tometry and point-source function fitting. Aperture photometry is fairly straight-

forward. A circular region (aperture) is fitted on a star in an image, so that all

the light of the star is contained inside the aperture. The total flux can be thought

as the sum of the counts from each individual pixel in the aperture. As images

contain some background fluctuations, adjustments are needed. The background

correction can be done by placing a ring-shaped region (annulus) so that it is

around the aperture, but contains no neighbouring stars, as depicted in figure 2.

The counts in the annulus are then normalized to the area of the aperture, and

subtracted from the counts of the aperture to get the corrected value. The counts
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Figure 2: Apertures shown as white rings and annuli as red rings. Notice the upper
annuli nearly intersecting with the apertures, and the slight overflow of light in the top-left
aperture.

or flux can then be converted to magnitudes using the formulae described earlier

(Palmer and Davenhall, 2001).

Point spread function (PSF) fitting is more complicated. It is useful for crowded

regions where it is difficult to fit the apertures and annuli without catching nearby

stars. Stars cannot actually be resolved by conventional telescopes. Instead, the

images of stars are represented by the point spread functions of the telescope and

atmospheric conditions, as illustrated in figure 3. Because of this, the shapes of

all stars in the field are nearly identical. There can be some differences in the PSF

caused by the edges of the field being off the optical axis, but for most telescopes

this is not a problem. The light distribution of a CCD frame can be modelled using

isolated stars. Using the distribution it is possible to model the stars by iteratively

varying the positions and brightnesses of the model stars, until a replicate of the

original image is produced. This method only works on detections that actually

are the same shape. Extended objects, such as galaxies, will not work, as they are

not point-sources (Palmer and Davenhall, 2001).
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Figure 3: Effect of the point spread function on a point source and an extended object.

The acquired magnitudes then need to be calibrated to standard systems, so the

results can be meaningfully compared with other data. Survey data can be used to

find the instrument’s zero-point magnitude by subtracting the magnitudes from the

instrumental magnitudes of the survey. The calibrated magnitude is then acquired

by adding the value zero-point. The full formula for calibrated magnitudes is

mcalib = minst − A+ Z (5)

where mcalib is the calibrated magnitude, minst is the instrumental magnitude, A

is an arbitrary constant, Z is the zero point between standard and instrumental

systems. (Palmer and Davenhall, 2001).

3.3.1 Atmospheric Extinction

As most astronomical observations are done on the ground, we need to take into

account the effect of the atmosphere. The opacity of the atmosphere varies de-

pending on the wavelenght of electromagnetic radiation, as seen in figure 4. For

visual wavelengths the opacity is low, but it quickly increases for shorter wave-
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Figure 4: Opacity of the atmosphere for different wavelengths of the electromagnetic
spectrum.

lengths in UV, X-ray, and gamma ray ranges. In IR ranges there are spikes of

high opacity corresponding to absorption peaks of different components of the

atmosphere. There is a window of low opacity in the radio wavelengths, but long-

wavelength radio waves are blocked.

In addition to the wavelength of radiation, atmospheric extinction depends on

airmass. It is a measure of how much air is between the observer and the observed

target. The airmass is a function of the angle from zenith, air pressure, height of

the atmosphere, etc (Karttunen et al., 2016, Palmer and Davenhall, 2001).

At zenith, the value of airmass is 1. It is defined as the quantity of air between

the observer and the observed target. Near the zenith the airmass is defined simply

as

X(z) = sec(z), (6)

where z is the angle from zenith. At large zenith angles, more complex effects
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gain stronger effect. Refraction, curvature of the atmosphere, differences in air

pressure and other variables need to be taken into account so detailed approxima-

tions can be made (Karttunen et al., 2016, Palmer and Davenhall, 2001). These

approximations become more complicated than is necessary for this thesis. It is

usually assumed that for zenith angles smaller than 70° the formula 6 is valid.

The measured magnitude is then the sum of the magnitude outside the atmo-

sphere and the atmospheric extinction. A simple approximation for it is

m0(λ) = m(λ)− k(λ)X(z), (7)

Wherem(λ) is the magnitude depending on wavelength λmeasured on the ground,

k(λ) is the coefficient of atmospheric extinction at wavelength λ, and X is the air-

mass at zenith-angle z.

3.4 Photometric Systems and Surveys

There are two different types of photometric systems: absolute systems (AB) and

systems based on some reference stars, often Vega. In Vega-based systems the

colour of Vega between all wavelength bands is defined to be 0. In reality this is

not true, as the spectral energy distribution of Vega is not flat (Budding, 2007).

The AB system was developed later, and is based on flux measurements in abso-

lute units.

The AB magnitude of a star is

AB = −2.5 log(f) + 48.60, (8)

where f is the flux density of the star in units of erg s−1 cm−2 Hz−1 (Oke and

Gunn, 1983). From this we can calculate that for every passband the flux at mag-
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nitude 0 is about 3631 Jy. So for a hypotethical zero-point source the spectral

energy distribution would truly be flat.

3.4.1 Colour Corrections

Most photometric systems contain more than one band. Such systems are multi-

colour systems, and for all multi-colour systems a set of colour indices can be

defined. The colour index is the difference between magnitudes of a given object

in two different bands (Karttunen et al., 2016).

Colour indices can be used for making corrections to the instrumental mag-

nitudes when calibrating them to a standard system. It is generally needed when

very high precision photometry is being conducted, or the instrumental and stan-

dard systems do not match well.

The equation 5 with colour correction included becomes

U = Uinst − ZU + CU(U −B) + kUX (9)

Here U is the calibrated magnitude in the U filter band, Uinst is the instrumental

magnitude, ZU is the zero point between the standard and instrumental systems,

CU is the colour-correction term that depends on the colour index U − B, kU is

the extinction coefficient and X is the airmass (Palmer and Davenhall, 2001).

3.4.2 Johnson-Cousins System

The Johnson-Cousins system is one of the earliest and most commonly used pho-

tometric systems, and it is based on Vega (Bessell, 2005). The spectral bands of

the Johnson system are titled U, B, V, R, I (Karttunen et al., 2016). The bands cor-

respond to ultraviolet, blue, visual, red and infrared. The properties of the filter

bands were affected at least in part by the qualities of the used photomultipliers,
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which were used to detect the incoming light.

The original R and I bands were proposed by Cousins to be replaced with

Rc and Ic bands. They are modifications of the R and I photometric bands, and

because of this alteration the system is now called the Johnson-Cousins system.

The original red passbands of the Johnson system had difficulties measuring red

wavelengths accurately with the photomultipliers that were used (Bessell, 2005).

The effective wavelengths and widths of the bands are shown in table 1.

3.4.3 SDSS

Sloan Digital Sky Survey (SDSS) is a comprehensive survey that explores the

structure of the Milky Way, evolution of galaxies, and the structure of the universe.

The survey has observed over a million galaxies, quasars, and stars outside the

galactic plane of the Milky Way (Alam et al., 2015). The SDSS photometric

system was created using 158 relatively bright standard stars (Smith et al., 2002),

and it is based on the AB system (Karttunen et al., 2016). The primary purpose

of SDSS is the study of large-scale structure of the universe (Bessell, 2005). The

survey covers about 35% of the sky, imaged in 2.5 degrees wide stripes. The

survey began in 2000, and it is still ongoing.

The survey telescope filters were used in a vacuum causing layers in their filter

coatings to shrink, which shifted the bands towards blue. Fortunately the filters

provided to the US Naval Observatory (USNO) were not placed in a vacuum,

and did not suffer the defects. Because of this there are now two non-identical

systems, of which the USNO filters are denoted with primes (u’g’r’i’z’) (Bessell,

2005).
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Table 1: Wavelengths and widths of the bandpasses in the different photometric systems.

UBVRI λ (Å) ∆λ (Å) SDSS λ (Å) ∆λ (Å) PS1 λ (Å) ∆λ (Å)
U 3663 650 u’ 3596 570 g 4810 1370
B 4361 890 g’ 4639 1280 r 6170 1390
V 5448 840 r’ 6122 1150 i 7520 1290
R 6407 1580 i’ 7439 1230 z 8660 1040
I 7980 1540 z’ 8896 1070 y 9620 830

w 6080 5400

3.4.4 Pan-STARRS1

From the surveys described in this thesis, Pan-STARRS1 (Panoramic Survey Tele-

scope and Rapid Response System) saw the most use when developing the Au-

tophotometer program. It was chosen as the standard survey in the project because

it covers the whole northern sky. Like SDSS, it is based on the AB system (Tonry

et al., 2012).

Some of the goals of Pan-STARRS1 are searching for minor planets, espe-

cially Potentially Hazardous Asteroids, and conducting precise photometry and

astrometry on the stars in our galaxy and the Local Group (Chambers et al., 2016).

The magnitude limit of the survey is about 22.

Filter bands used in Pan-STARRS1 are named g, r, i, z, y, and w (Tonry et al.,

2012). They are sometimes denoted with a subscript p1 (for example gp1). The

filter bands span the spectrum from 4000 Å to over 10000 Å. Details of the band-

passes are shown in the table 1. The w band is much wider than the others, over-

lapping the bands g, r, and i, and the band is used in surveying objects in the Solar

System. The rest of the bands are used in the 3π steradian survey that covers the

sky north of declination -30° (Chambers et al., 2016).
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Table 2: Wavelengths and widths of the 2MASS bandpasses.

Filter λ (µm) ∆λ (µm)
J 1.235 0.162
H 1.662 0.251
Ks 2.159 0.262

3.4.5 2MASS

2MASS (Two Micron All Sky Survey) is an infrared survey of the whole sky. Per-

forming measurements in infrared bands is more difficult than in optical and UV

ranges, because of the nonlinear absoprtion of infrared light in the atmosphere.

The photometric system of 2MASS uses three filters: J, H, and Ks. They are cho-

sen so that they overlap with the regions of low atmospheric opacity. The 2MASS

survey telescope performed the imaging of each field in all filters simultaneously,

using three different optical paths for each camera. 2MASS can detect objects

with magnitudes up to 16 on the most sensitive filter (Skrutskie et al., 2006). The

data release of the survey was published in 2003.

Objectives of the 2MASS survey were study of the Milky Way by detecting

cool stars on the far side of the galactic disk, finding galaxies within the zone of

avoidance (the region of the sky where the light of the Milky Way blocks obser-

vations in the visual bands). 2MASS is also capable of discovering brown dwarfs

and observing the large-scale structure of the universe. Attributes of the 2MASS

filter bandpasses are shown in table 2 (Cohen et al., 2003).

3.4.6 Transformations between systems

Sometimes it is necessary to transform instrumental magnitudes from a photomet-

ric system to another. For example if your telescope uses UBVRI filters but you

want to compare the magnitudes to data from Pan-STARRS.

Various transformation formulae have been created by different researchers.
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One set of transformations between SDSS and Johnson-Cousins systems has been

described in an article by K. Jordi et al (2006). They provide transformation

formulae both dependent and independent of metallicity. The deviations between

calculated and measured magnitudes are about 0.01 or less, becoming larger with

fainter magnitudes (Jordi, K. et al., 2006).

Transformation equations from Pan-STARRS filters to Johnson-Cousins sys-

tem have been derived by Kostov and Bonev (2018). With Autophotometer we

wanted to compare images using the Johnson-Cousins system to magnitudes from

Pan-STARRS. Described below are the equations that were used in the program.

B =g + 0.199 + 0.540(g − r) + 0.016(g − r)2 (10)

V =r − 0.017 + 0.492(g − r) (11)

R =r − 0.166− 0.275(r − i) (12)

I =i− 0.416− 0.214(r − i) (13)

The standard deviations between converted magnitudes and true magnitudes are

σB =0.056

σV =0.032

σR =0.038

σI =0.061.

These equations were devised using faint stars, with magnitudes less than 19 (Kos-

tov and Bonev, 2018). Therefore they suited well for the project that is described

in the next section, as stars of similar magnitudes were examined there.
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4 Program

4.1 Description

Autophotometer is a semi-automatic Python based pipeline for photometric mea-

surements. It uses Source Extractor and SCAMP 3 to find the detections from the

user’s FITS images, and finds matches for them from an online database. Au-

tophotometer’s objective is to provide a quick and easy way to study variable and

transient stars, but can be used for other types of objects as well.

4.1.1 Supported Observatories and Filters

Autophotometer is intended to be used with images from Nordic Optical Tele-

scope (NOT), but might also work with images obtained by other telescopes. Sup-

ported instruments are ALFOSC (including FASU), NOTCam and StanCam. It

uses databases Pan-STARRS1 and 2MASS for calibration. Supported filter bands

include BVRI, JHKs, and Pan-STARRS grizy. Support for new observatories,

instruments, databases, and filters will likely be added in future versions.

4.2 Installation

4.2.1 Requirements

Autophotometer requires SExtractor version ≥ 2.25.0 4 and SCAMP version ≥

2.10.0 5, and their software requirements. Additionally it uses the following

python packages:

• Astropy

3https://www.astromatic.net/software/
4https://github.com/astromatic/sextractor
5https://github.com/astromatic/scamp
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• Numpy

• Matplotlib

• Scipy

• Configparser

• photutils

• CCDProc

• Plotille

• Requests

Autophotometer was developed using Python 3.8, but any version that sup-

ports the required packages can be used to run it.

4.2.2 Setup - Using pip

Installation can be done using pip. Simply download the files from github6 and in-

stall the program using command "pip install ." in the directory of the downloaded

files. The use of flag --user is recommended, so the program is installed for only

the current user. It should be noted that when installing in a virtual environment,

--user is not necessary.

The program itself can be run using the command AUTOPHOTOMETER.

This is considered the "correct" way of installation, and the examples in the fol-

lowing sections expect that the program has been installed using pip.

When run, Autophotometer looks for the configuration files in the directory

where the program is run. If it does not find them, the program looks for directory

∼/.autophotometer, where pip created the files on installation.

6https://github.com/almattil/autophotometer
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4.2.3 Setup - Manual

The files can be manually extracted into a directory and the program can be ex-

ecuted from there. The program tries to look for the configuration files in the

directory where the program is run from. If they are missing, it looks for the

directory ∼/.autophotometer. The configuration files must exist in one of these

locations, or the program will not run.

4.3 Usage

Autophotometer currently has two modes: single image and dual image opera-

tions. In single mode the program processes only one image, and in dual mode it

runs two images of the field in different filter bands. Dual image mode compares

the images to each other and outputs values for the detections in both images.

The dual mode is more constricted, as it only uses detections present in both

images, which can cause some issues. The dual image functionality may be re-

moved in future, as the single image mode gives more reliable results.

Running the program is done using the terminal. It can be called from any

directory using the command:

AUTOPHOTOMETER [images]

Parameter "images" can contain up to two FITS files, depending on which mode

you want to use. The program finds the used filter bands from the fits headers, and

will give an error if a filter is unsupported. The fits header must contain certain

keywords for SCAMP to be able to process them.

Autophotometer then asks if the user wants to make modifications to the fits

files. It can create a backup of the original file, remove cosmic rays, and do the

coordinate correction. The query screen is shown in figure 5.
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Figure 5: Autophotometer’s startup view in terminal, asking the user if they want to mod-
ify the image.

After the modifications, the program outputs histograms created by Plotille,

shown in figures 6 and 7. The first histogram shows all the FWHM values of

the detections in arcseconds. In the second histogram only the detections within

a threshold are kept. This is done to exclude detections with too big or small

FWHM, which might be galaxies, clusters, cosmic rays, or other non-star objects.

The detections that are left are most likely stars.

Then the program shows a figure of the colour term calculations, such as de-

picted in figure 8. In the figure the X-axis shows the difference in magnitudes

between two adjacent filters and the Y-axis shows the uncorrected instrumental

magnitudes. A linear fit to the data is used to find the extinction coefficient and

zero point magnitude. The figure can be used to evaluate whether the fit is good

or not.

Finally the program draws the fits image, with markers depicting the differ-

ent detection types and if the detections are present in the database. An example

image is shown in figure 9. Note that in the figure, some detections are left un-

marked. The detection threshold can be adjusted in the conf_autophotometer.ini

file.

When a marker is clicked, the program outputs the coordinates of the detected
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Figure 6: Example of a histrogram produced by the program.

Figure 7: Clipped version of the histogram from figure 6. Notice that the bucket sizes
have changed. Some statistics of the set is printed below the histogram.
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Figure 8: Colour term fit drawn by the program. The X-axis shows the colour difference
and Y is the instrumental magnitude.

source in degrees, magnitudes, database magnitudes, and errors in the terminal.

The program also saves the information of the selected detections and writes it

into a file called "Selected_Mags_[image name].dat," which is generated in the

directory where the program is executed.

4.4 API Documentation

In this section all the primary functions of the program are described. The basic

workflow of the pipeline is described in figure 10.
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Figure 9: An example of a FITS image with overlays produced by Autophotometer.
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Figure 10: Autophotometer workflow diagram.

4.4.1 Coordinate correction

Coordinate correction is done using SCAMP. First the program runs Source Ex-

tractor, which generates a catalogue file for SCAMP. To function correctly, SCAMP

requires that the FITS headers contain keywords providing WCS coordinates, im-

age dimensions, and other qualities. The fits headers can in some cases be edited

manually, or using external scripts, to fit the format that SCAMP requires.

SCAMP generates a file containing fits header keywords and their updated

values. These values are then used to overwrite the originals, using Astropy’s

fits handling functions. The program reads the generated header keywords, and

compares them to the original header. If a keyword is already present, it is deleted

26



before adding the updated keyword. This is done to prevent duplicate keywords

which appeared when trying to update the header without deleting originals. This

might have been caused by errors in the code or a bug in the function, but this way

it works in every case.

This function creates modifications to the fits header, so creating a backup is

recommended. Before the program does anything, it asks if the user wants to

create a backup of the used file.

4.4.2 Cosmic ray removal

Cosmic rays are removed from images using the L.A. Cosmic technique provided

by ccdproc Python package. It is a fast and simple function, which only needs the

fits image data, readout noise, and the gain of the image. In some cases the images

have multiple keywords for gain, and in those cases only the first is used. If gain

is not found in the header, it was set to 1 for the purposes of this function. Cosmic

ray removal is not needed with filters J, H, and Ks.

The function produces a new cleaned version of the fits image, which is then

written over the original data. This creates irreversible modifications to the file,

so making a backup is recommended.

4.4.3 Star separation

The program attempts to separate stars from other detections. It first takes the

output catalog of the first run of Source Extractor, and uses it to find the mean

FWHM. It only includes detections under the magnitude error limit, that are not

saturated, and that have the CLASS_STAR parameter greater than the threshold.

The thresholds for error of magnitude and the CLASS_STAR parameter can be

edited from the conf_autophotometer.ini file in the ∼/.autophotometer/ directory.

The CLASS_STAR parameter is an estimate of how likely a detected object
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is a star. The closer it is to 1, the more likely it is a star. The closer a detection

is to the magnitude limit, the less accurate the parameter will be. This limit de-

pends on the image. In this document the parameter is often called star/galaxy or

S/G parameter, as it is used for separating stars from galaxies and other extended

objects.

It then runs Source Extractor again using the mean FWHM as the seeing.

This increases the accuracy of the values from Source Extractor. This time the

output catalogue also includes the coordinates in both pixels and right-ascension

and declination, FWHM in pixels and arcseconds, S/G parameter, instrumental

magnitudes and their errors, flux, and flags that describe for example if a detection

is saturated.

Next a histogram of the FWHMs of the detections is drawn, and the list of

FWHM values is sigma clipped. So only the values that are within three standard

deviations are included.

Using these parameters the program separates from the catalogue all the detec-

tions that are flagged as saturated, whose S/G parameter is lower than the thresh-

old, which by default is 0.8; that have errors of magnitude larger than twice the

limit, which by default is 0.05; and whose FWHM deviates past the maximum or

minimum of sigma-filtered FWHM values. What remains is added to a new array

that contains only the detections that are most likely stars. The numbers of all

other detections are also printed in the terminal.

4.4.4 Database access and coordinate matching.

The program finds the approximate center of the image using the median coordi-

nates of all detections. For both databases the program performs a cone search,

with the radius of the cone being 0.1 degrees by default. This should be enough

for most images, but the value can be changed in the configuration file.
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The query then receives the data from the database using Requests. The used

database is automatically determined by the image’s filter. If the filters are J, H,

or Ks the queried database is 2MASS. In other cases Pan-STARRS1 is used.

The requested data contains magnitudes and their errors in the grizy filters

from PS1, and JHKs filters from 2MASS, depending which filters are used. Ad-

ditionally the coordinates of the detections are extracted. The data is converted

to an ascii table, and the columns are extracted into separate arrays for further

processing.

If the image uses BVRI filters, the PS1 magnitudes are converted to the Johnson-

Cousins system too. Details on the transformation formulae are described in sec-

tion 3.4.6. In these cases the error of magnitude is the largest of either the magni-

tudes used in the transformation, or 0.05, which is approximately the error caused

by the transformation.

The catalogue matching is done using match_coordinates_sky function from

Astropy. The maximum separation of the coordinates is 1 arcsecond. After match-

ing the catalogues, it determines if the detections are present in the database. If

the detection is present, it gains flag 1. If not, it is flagged with 0. This makes

it easier to later mark transients and other detections that cannot be found in the

database.

The data is then gathered into a single array that contains the RA, DEC coordi-

nates, the presence flag, measured magnitudes, database magnitudes, and database

magnitude errors. The magnitudes in all the different filter bands are also gathered

into their own array, for use in the photometry calculations.

4.4.5 Photometry calculations

When all the data is extracted from the database, the program starts processing

the FITS data to measure the magnitudes of the detections. Source Extractor has
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already determined magnitudes using PSF fitting. Here the program calculates a

second set of magnitudes using aperture photometry. It is up to the user to choose

which set seems more accurate.

The program picks all detections that are determined to be stars, and that have

errors of magnitude smaller than the threshold from the configuration file (0.05

by default). If the number of such stars is less than 5, a warning is given that the

number of low-error stars is too small, and the threshold is increased by 0.05. This

is repeated until the number of stars is at least 5, or the error threshold becomes 1.

Then the program finds the difference between the Source Extractor magni-

tudes and the database magnitudes by subtracting the latter from the former. The

zero point magnitude is then acquired from the mean of the differences. For mag-

nitudes with colour term corrections, this is done differently.

In the next step we repeat the process with the aperture photometry functions

provided by Photutils package. Aperture sizes are defined as 1.4 times the mean

FWHM (in pixels) of detections classified as stars. The annulus inner radius is

3 FWHM, and the outer radius is 5 FWHM. The default radii can be changed

in the configuration files. Then the zero point magnitude is found similarly as

with Source Extractor magnitudes, by subtracting the database magnitudes from

calculated magnitudes. In the end we have two sets of magnitudes. One set was

computed by SExtractor using PSF fitting, the other using aperture photometry

from Photutils.

As the database magnitudes are extracted in all available filter bands from Pan-

STARRS or 2MASS, they can be used to find the colour correction terms. A linear

fit to the data is made, an example of which was shown in figure 8. The horizontal

axis is the colour index of a star, and vertical axis shows the difference between

measured and database magnitudes. Colour indices for the used photometric sys-

tems are shown in table 3.
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Table 3: Filters and corresponding colour indices in all available systems.

Pan-STARRS Johnson-Cousins 2MASS
Filter band Colour Filter band Colour Filter band Colour

gps g-r B B-V J J-H
rps g-r V B-V H J-H
ips r-i R V-R Ks J-Ks

zps i-z I V-I
yps z-y

The slope of the linear fit shows the dependency of colour on the magnitude,

and the intersection of the linear fit and 0 is the zero-point magnitude. The colour

correction term of a star is calculated as

CT = m× CI + Z,

where m is the slope, CI colour index, and Z is the intersection with 0. This

colour term is then subtracted from the magnitudes measured using Source Ex-

tractor and Photutils, and we get colour-corrected magnitudes.

4.4.6 Plotting

The image and database data is stored in a numpy array. The values of the array

can be accessed by clicking detections in the image drawn by Autophotometer.

Astropy functions are used to extract the relevant data, which are then used by

matplotlib to produce the image. The data is scaled using zscale algorithm to

better show the details of the image, and a coordinate overlay is created, again

using astropy.

The different types of detections are then plotted on the image, overlaid on the

fits data. Additionally, for each detection a small white marker is drawn. When

such a marker is clicked, the program prints the information of the detection in the

terminal. The data is fetched from the array by the index of the detections. Figure

31



9 shows what the images produced by the program look like, and the terminal

output is shown in figure 11. The selected detections are also saved into a separate

file after the image is closed.

Because calculating the colour term is not that simple and the results are not

always reliable, the magnitudes without colour corrections are also given. It is

up to the user to decide whether to use the magnitudes with or without the colour

term.

Figure 11: Information of some selected detections printed in the terminal.

5 Practical use of the pipeline

5.1 Short scientific background

The goal of this project was to develop an automatic pipeline for accurate pho-

tometry. The produced data could then be used to analyse spectral energy distri-

butions (SEDs) of stars to identify different types of cataclysmic variable stars.

Cataclysmic variables (CVs) are binary systems that occasionally show increases

in brightness. They are interacting binary systems with a white dwarf primary

and a low mass secondary donor star that has filled its Roche lobe, allowing mass

transfer from the secondary to the white dwarf.

The stream of mass forms an accretion disc around the white dwarf. When the

accretion disc is fully formed, the stream of mass contacts the edge of the disc,
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heating the impact spot, which can become brighter than the stars and the disc. In

some cases the white dwarf has a strong magnetic field that can disrupt or even

prevent the formation of an accretion disc, and the stream impacts the star directly

(Warner, 1995).

The theory of cataclysmic variables predicts that their period evolves from

long to short orbital periods, and then bounce back to long orbital periods. The

spectral energy distributions of such objects show logarithmically decreasing flux

as the wavelengths become longer. Post-bounce objects show an increase in the

flux density in IR wavelengths compared to the spectral energy distributions pre-

bounce (Kato, 2015).

Spectral energy distributions of cataclysmic variables are composed of the

SEDs of the white dwarf and the donor, and the accretion disc. As pre-bounce

donors have increased flux densities in the infrared wavelengths, the otherwise flat

SED of the white dwarf (in the IR spectrum) has an excess in the IR flux, creating

a distinct feature in the SED. Theoretical SEDs of such objects are shown in figure

12 (Neustroev et al., 2018).

5.2 Process

A fairly large set of fits images of CVs from the Nordic Optical Telescope was ran

through the pipeline. The images were taken with Johnson-Cousins BVRI, SDSS

z’, and 2MASS JHKs filters.

Our targets needed to be identified from Autophotometer’s images, in which

all detections were highlighted. Aladin sky atlas software was used to find the

detection and its coordinates by the target’s name. In Autophotometer’s image the

coordinates of the cursor are shown in the bottom right corner of the window. So

when the cursor was in Aladin’s coordinates, it should point to the target.

The results are shown in tables 4 and 5. Table 4 contains the magnitudes
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Figure 12: Theoretical spectral energy distributions. Figure from (Neustroev et al., 2018)

from Autophotometer. From the two magnitudes, calculated using PSF fitting and

aperture photometry, the one closer to the database magnitude was selected for

the table. The database magnitudes and their errors are shown in table 5.

Only few of the detections were imaged in all filters. In some cases getting

reliable results was difficult because of various problems with either the images

or the program. The issues are discussed in more detail in the following section.
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Table 4: Calculated magnitudes and their errors

Name B Error V Error R Error I Error Z Error J error H error Ks error

ASASSN-13ae 19.93 0.05 19.79 0.04 19.70 0.05 19.49 0.03 - - 19.45 0.03 18.92 0.04 - -

ASASSN-14cl 18.78 0.02 18.55 0.02 17.97 0.02 18.35 0.02 18.35 0.02 17.13 0.01 16.69 0.01 16.29 0.02

ASASSN-14cv 19.49 0.05 19.39 0.04 19.35 0.04 19.31 0.04 19.99 0.05 19.44 0.06 18.87 0.07 - -

ASASSN-14jq 20.60 0.06 20.27 0.04 20.04 0.04 19.89 0.03 - - 19.38 0.05 18.53 0.03 18.22 0.07

ASASSN-14jv 19.23 0.03 19.19 0.03 19.07 0.02 18.92 0.02 19.49 0.03 18.79 0.03 18.12 0.03 17.79 0.07

ASASSN-16eg - - - - - - - - - - 17.69 0.02 17.26 0.02 16.85 0.04

ASASSN-15po - - 21.78 0.18 21.78 0.18 21.83 0.16 - - - - - - - -

ASASSN-18ey 13.85 0.01 13.49 0.01 13.30 0.01 - - - - - - - - - -

HO Cet 19.04 0.03 18.93 0.03 18.90 0.03 18.79 0.03 19.37 0.03 - - - - - -

EI Psc - - - - - - - - - - 14.76 0.01 14.23 0.01 14.23 0.01

HT Cas - - - - - - - - - - 14.68 0.01 14.23 0.01 13.98 0.01

LL And 20.35 0.06 20.15 0.05 20.01 0.05 20.02 0.04 - - 19.23 0.03 18.66 0.03 - -

MisV1443 20.80 0.09 20.40 0.06 20.35 0.05 20.20 0.03 - - - - - - - -

MOT 004527 19.46 0.04 19.24 0.03 18.98 0.03 18.48 0.02 18.65 0.02 17.18 0.01 16.59 0.01 16.29 0.02

OT J012059 19.92 0.04 19.78 0.04 19.87 0.04 20.00 0.04 - - 20.38 0.08 - - - -

OT J060009 - - 20.17 0.04 - - 19.84 0.04 - - - - - - - -

OT 184228 20.80 0.07 20.47 0.05 20.25 0.05 20.44 0.04 - - - - 20.14 0.11 - -
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Table 4: Calculated magnitudes and their errors

Name B Error V Error R Error I Error Z Error J error H error Ks error

OT J213806 16.23 0.01 16.12 0.01 15.91 0.01 15.74 0.01 16.15 0.01 15.00 0.01 14.46 0.01 14.09 0.01

OT 230523 19.98 0.08 19.70 0.07 19.63 0.07 19.38 0.06 - - 18.85 0.04 19.04 0.05 - -

QZ Lib 19.23 0.03 18.92 0.02 18.75 0.02 18.73 0.02 19.25 0.03 18.23 0.04 18.11 0.04 - -

SDSS 145758 19.95 0.03 19.82 0.03 19.72 0.03 19.77 0.02 - - 19.28 0.08 18.80 0.07 - -

SDSS 161027 - - - - - - - - - - 19.10 0.04 19.18 0.05 18.11 0.07

SDSS 220553 20.56 0.08 20.35 0.08 20.60 0.09 20.02 0.05 - - 19.79 0.06 19.35 0.06 18.46 0.08

UZ Boo 20.28 0.04 20.17 0.03 19.87 0.03 19.84 0.03 - - 19.72 0.07 18.52 0.06 - -

V344 Lyr 18.93 0.02 18.80 0.02 18.56 0.02 18.16 0.02 18.44 0.02 17.73 0.01 17.00 0.01 17.00 0.03

V355 UMa 17.34 0.02 17.41 0.02 17.44 0.02 17.61 0.02 18.16 0.02 17.48 0.02 17.04 0.01 16.55 0.02

V466 And 20.61 0.07 20.38 0.05 20.21 0.04 19.89 0.03 - - 19.73 0.05 19.50 0.07 18.89 0.10

V2176 Cyg 20.59 0.07 20.32 0.04 20.23 0.04 20.15 0.03 - - 20.38 0.13 - - - -

V1504 Cyg - - - - - - - - - - 14.69 0.01 14.62 0.01 14.43 0.01

WZ Sge - - - - - - - - - - 14.85 0.01 14.58 0.01 13.93 0.01

ASASSN-15bp 20.62 0.05 20.38 0.03 20.20 0.04 20.15 0.03 - - 19.97 0.06 19.72 0.08 - -

ASASSN-18ey 14.52 0.01 14.25 0.01 13.85 0.01 13.53 0.01 - - - - - - - -

ASASSN-19de 16.74 0.01 16.42 0.01 16.08 0.01 15.53 0.01 - - 15.23 0.01 15.01 0.02 14.64 0.02
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Table 4: Calculated magnitudes and their errors

Name B Error V Error R Error I Error Z Error J error H error Ks error

ASAS J102522 19.43 0.04 19.29 0.03 18.96 0.03 18.86 0.03 - - 17.78 0.02 17.43 0.01 16.83 0.03

CRTS J104411 19.63 0.03 19.52 0.03 19.39 0.03 19.24 0.03 - - 18.59 0.03 18.61 0.03 18.33 0.05

EG Cnc 19.03 0.02 18.73 0.03 18.75 0.02 18.64 0.02 19.07 0.03 18.17 0.02 17.32 0.02 16.52 0.05

GW Lib 16.84 0.02 16.82 0.02 16.73 0.01 16.62 0.01 17.19 0.01 16.24 0.04 15.82 0.04 15.59 0.06

HV Vir 19.37 0.03 19.18 0.02 19.06 0.02 18.91 0.02 19.34 0.03 18.38 0.03 17.88 0.03 17.62 0.05

IK Leo 20.51 0.05 20.50 0.04 20.50 0.04 20.36 0.03 - - 19.79 0.06 19.12 0.08 18.66 0.09

MT Com - - - - - - - - - - 19.25 0.05 18.67 0.04 18.23 0.05

OT J062703 20.67 0.05 20.25 0.04 20.19 0.04 20.10 0.03 - - 19.33 0.05 18.74 0.05 16.54 0.02

QZ Lib - - - - - - - - - - 18.39 0.03 18.42 0.10 17.50 0.04

PNV J172929 21.92 0.12 22.01 0.10 20.87 0.08 20.71 0.08 - - - - - - - -

RZ Leo 18.53 0.01 18.27 0.01 18.10 0.01 17.56 0.01 17.82 0.01 16.26 0.01 16.07 0.01 15.55 0.01

SDSS1238 18.00 0.02 17.81 0.02 17.78 0.02 17.69 0.01 18.07 0.01 17.40 0.02 16.78 0.02 15.86 0.05

37



Table 5: Database magnitudes and their errors

Name DB B Error DB V Error DB R Error DB I Error DB Z Error DB J error DB H error DB Ks error

ASASSN-13ae 19.95 0.06 19.79 0.06 19.70 0.05 19.59 0.05 - - - - - - - -

ASASSN-14cl 19.09 0.05 18.72 0.05 18.38 0.05 17.73 0.05 18.48 0.03 - - - - - -

ASASSN-14cv 19.40 0.05 19.28 0.05 19.19 0.07 18.99 0.07 19.55 0.04 - - - - - -

ASASSN-14jq 20.62 0.05 20.31 0.05 20.14 0.05 19.94 0.05 - - - - - - - -

ASASSN-14jv 19.25 0.05 19.17 0.05 19.15 0.05 19.08 0.05 19.50 0.02 - - - - - -

ASASSN-16eg - - - - - - - - - - - - - - - -

ASASSN-15po - - 21.70 0.07 21.49 0.07 21.15 0.07 - - - - - - - -

ASASSN-18ey 20.67 0.07 18.39 0.07 17.46 0.13 - - - - - - - - - -

HO Cet 19.05 0.05 18.94 0.05 18.88 0.05 18.73 0.05 19.22 0.02 - - - - - -

EI Psc - - - - - - - - - - - - - - - -

HT Cas - - - - - - - - - - 14.70 0.03 14.23 0.04 13.84 0.06

LL And 20.29 0.05 20.08 0.05 19.96 0.05 19.82 0.05 - - - - - - - -

MisV1443 20.60 0.05 20.50 0.05 20.38 0.05 20.08 0.05 - - - - - - - -

MOT 004527 19.19 0.05 18.72 0.05 18.47 0.06 18.31 0.06 18.10 0.03 - - - - - -

OT J012059 19.37 0.14 19.58 0.14 19.67 0.06 19.52 0.06 - - - - - - - -

OT J060009 - - 20.20 0.05 - - 20.04 0.05 - - - - - - - -

OT 184228 20.70 0.05 20.27 0.05 20.12 0.05 20.18 0.05 - - - - - - - -
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Table 5: Database magnitudes and their errors

Name DB B Error DB V Error DB R Error DB I Error DB Z Error DB J error DB H error DB Ks error

OT J213806 16.43 0.05 16.02 0.05 15.85 0.05 15.83 0.05 13.89 0.04 - - - - - -

OT 230523 19.97 0.05 19.70 0.05 19.17 0.05 17.69 0.05 - - - - - - - -

QZ Lib 19.23 0.05 18.91 0.05 18.79 0.05 18.79 0.05 19.16 0.02 - - - - - -

SDSS 145758 19.94 0.05 19.79 0.05 19.72 0.05 19.63 0.05 - - 14.96 0.04 14.64 0.07 - -

SDSS 161027 - - - - - - - - - - - - - - - -

SDSS 220553 20.44 0.05 19.84 0.05 19.67 0.05 19.98 0.05 - - - - - - - -

UZ Boo 20.26 0.05 20.00 0.05 19.88 0.05 19.83 0.05 - - - - - - - -

V344 Lyr 18.96 0.12 18.85 0.12 18.67 0.11 18.14 0.11 18.18 0.40 15.61 0.05 15.43 0.10 15.28 0.15

V355 UMa 17.27 0.06 17.22 0.06 17.23 0.05 17.26 0.05 17.60 0.06 - - - - - -

V466 And 20.44 0.06 20.04 0.06 19.88 0.06 19.89 0.06 - - - - - - - -

V2176 Cyg 20.52 0.05 20.32 0.05 20.23 0.05 20.18 0.05 - - - - - - - -

V1504 Cyg - - - - - - - - - - 16.11 0.09 15.91 0.15 15.40 -

WZ Sge - - - - - - - - - - - - - - - -

ASASSN-15bp 20.65 0.09 20.44 0.09 20.34 0.06 20.27 0.06 - - - - - - - -

ASASSN-18ey 20.67 0.07 18.39 0.07 17.46 0.13 17.75 0.13 - - - - - - - -

ASASSN-19de 19.75 0.05 19.37 0.05 19.07 0.05 18.53 0.05 - - - - - - - -
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Table 5: Database magnitudes and their errors

Name DB B Error DB V Error DB R Error DB I Error DB Z Error DB J error DB H error DB Ks error

ASAS J102522 19.45 0.05 19.27 0.05 19.15 0.05 18.92 0.05 - - - - - - - -

CRTS J104411 19.62 0.05 19.39 0.05 19.28 0.05 19.22 0.05 - - - - - - - -

EG Cnc 18.93 0.05 18.93 0.05 18.71 0.05 18.65 0.05 19.10 0.01 - - - - - -

GW Lib 16.74 0.05 16.57 0.05 16.51 0.05 16.48 0.05 16.76 0.01 - - - - - -

HV Vir 19.37 0.05 19.18 0.05 19.06 0.05 18.91 0.05 19.20 0.03 - - - - - -

IK Leo 20.49 0.05 20.31 0.05 20.22 0.05 20.11 0.05 - - - - - - - -

MT Com - - - - - - - - - - - - - - - -

OT J062703 20.97 0.06 20.23 0.06 19.99 0.06 20.26 0.06 - - - - - - - -

QZ Lib - - - - - - - - - - - - - - - -

PNV J172929 21.73 0.07 21.20 0.07 20.90 0.07 20.64 0.07 - - - - - - - -

RZ Leo 18.99 0.06 18.63 0.06 18.33 0.06 17.78 0.06 17.82 0.03 - - - - - -

SDSS1238 18.05 0.05 17.80 0.05 17.69 0.05 17.62 0.05 18.06 0.01 - - - - - -
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5.3 Problems

5.3.1 Issues with data

SCAMP had problems processing some of the images. In some cases the images

were incorrectly calibrated. The astrometric calibration of the detections espe-

cially near the edges of the field occasionally failed, as seen in figure 13. Usually

the object of interest is near the center, and there are enough reference stars to

calculate good magnitudes. Some images could not be processed at all, or the cal-

ibrated coordinates were completely incorrect. We could not determine the reason

behind these issues.

The astrometric calibration of detections near the edges of the field occasion-

ally failed, as seen in figure 13, where many stars are marked as transients. Usu-

ally the object of interest is near the center and there are enough reference stars to

calculate good magnitudes, so this is not that big of a problem.

5.3.2 Dense fields

Sometimes the fields are very dense, as depicted in figure 13, or they can contain

many false detections. In these cases the Photutils magnitude calculations can be

inaccurate, as they are done using aperture photometry and there might not be

enough empty space around the stars. Source Extractor accuracy was generally

better in high-density fields. If there are many potentially spurious detections,

increasing the detection thresholds can give better results.

5.3.3 Sparse fields

A low-density field is shown in figure 14. It can be seen that most of the detec-

tions are marked as "nonstar." This is most likely caused by Source Extractor’s

star/galaxy classifier, which is used to determine if a detection is a star or a galaxy
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Figure 13: Image of a fairly dense field. In some images the astrometric calibration starts
to fail for some objects near the edges of the field, causing them to be marked as transients.

(or other non-point source). The threshold for determining that a detection is a

star can be changed in the configuration file. By adjusting it the user can likely

cause more stars to be included in the photometry calculations, but the program

might also select nonstar detections, causing errors. If the field has few galaxies

or clusters, lowering the threshold is usually fine.

5.3.4 Locating targets

In some cases, especially with filter bands JHKs, the target was not present in the

database. This is not really a problem, as long as there are other stars that are

present both in the image and the database. If the number of stars is too low, the

calculated magnitudes can be inaccurate.
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Figure 14: Image of a fairly sparse field. Only 6 detections are marked as stars, of which
one is on the very edge of the field.

In the worst cases the target might not be visible at all because of bad ob-

servation conditions or image quality. Changing Source Extractor’s threshold for

detection in the configuration file of the program can help in some cases. Low-

ering the detection thresholds can cause low-accuracy detections to be detected.

When doing so, increasing the strictness of the sigma clipping can reduce the er-

rors that might be caused by inaccurate and nonstar detections. This method of

course requires that the target is at least faintly visible on the image. In some

images this was not the case.
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5.3.5 Effects of the colour term

For dense fields the colour term becomes nearly zero, while for fields with low

number of stars the value can be unrealistically large or small. The correct values

for the colour term can be found on the NOT’s websites7. Generally the value

should be between -0.1 and 0.1, depending on the filter. The user can compare the

program’s results with those stated on the official site to determine whether or not

to use the magnitudes with CT correction.

Lowering the sigma clipping multiplier can help with the accuracy of dense

field magnitudes that include the colour term. Selection of specific stars as ref-

erence stars for the photometric calculations was discussed, but this feature is

currently not implemented in the program.

The photometry calculations are performed differently when the colour term

is included. In equation 5, the combined terms minst − A + Z are acquired by

extrapolating to 0 from a linear fit to the data. The data is often very scattered, so

the fit can be inaccurate. Some adjustments could probably be made to the colour

term calculations to get better results, but for now, it is up to the user to choose

which magnitudes to use.

5.4 Results and Discussion

The deviations between image and database magnitudes across all detections in

most fields were generally quite small (< 0.1 magnitudes). Source extractor’s

PSF fitting generally gives the most accurate data, but the aperture photometry

magnitudes are not too inaccurate either. The inclusion of colour term is more

complicated. In almost all infrared magnitudes the colour term was very far from

0, and in very few images overall the colour term was close to the values given in

7http://www.not.iac.es/instruments/alfosc/zpmon/
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the NOT instrument’s documentation on the internet.

Preliminary analysis of the SEDs shows that identifying period bouncers is

possible using the data produced by Autophotometer. As seen in figure 15, the

infrared excess is clearly visible in MOT 044527’s spectral energy distribution,

while V344 Lyr’s SED is nearly linear in the logarithmic scale.

Figure 15: Spectral energy distributions of detections MOT 004527 and V344 Lyr.

Deviations from the database magnitudes are depicted in figures 16a and 16b.

In the figures are displayed the calculated magnitudes against the database mag-

nitudes of all detections in a single image. It is expected that magnitudes deviate
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from the database magnitudes a little, as all stars are slightly variable. We can

see that some of the measured magnitudes have quite large deviations. Most of

the detections however match quite well with the databases. From figure 16b it

can be seen that the differences between the different methods of photometric

calculations are quite small.
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(a)

(b)

Figure 16: (a) Comparison between measured and database magnitudes. (b) Figures from
(a) combined into one figure, so the differences can be seen more clearly.
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